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Preface 

Since the discovery of X rays by Roentgen in 1895, the ionizing radiation has been 
extensively utilized in a variety of medical and industrial applications. And it has also 
played crucial roles in development of modern sciences and technologies, as witnessed 
by more than 60 Nobel Prize winners awarded for achievements in atomic sciences 
and ionizing radiation-related researches. However people have shortly recognized 
the harmful aspects of ionizing radiation through inadvertent uses of the medical 
radiation and intake/inhalation of radioactive materials in industries. Subsequently 
people experienced the atomic bombs in Hiroshima and Nagasaki of Japan as well as 
nuclear power plant accidents in Chernobyl and Fukushima, which taught us that the 
risk of ionizing radiation is closely and seriously involved in the modern society.  

In these circumstances, it becomes increasingly important that more scientists, 
engineers and students get familiar with ionizing radiation research regardless of the 
research field they are working. Based on this idea, the book “Current Topics in 
Ionizing Radiation Research” was designed to overview the recent achievements in 
ionizing radiation research including biological effects, medical uses and principles of 
radiation measurement. The book is divided into following sections: “Molecular 
Process”, “Biological Process”, “Health Effects”, “Medical Uses”, “Detection and 
Measurement” and “Effects on Materials”, which contain advanced and challenging 
developments as well as basic reviews of the research field. 

In the section “Molecular Process”, radiation-induced DNA damage and its biological 
effects are discussed. And recent development in biological dosimetry including a 
method for fast dose estimation by use of γH2AX is reviewed. In addition, new 
findings in DNA repair and the effects of higher order of chromatin structures on 
DNA repair capability are discussed. As a topic for discussion, the response of mealybug 
to high doses of ionizing radiation is presented.  

In the section “Biological Process”, biological responses to ionizing radiation on 
cellular and organ levels are reviewed. They include the cancer cell responses to 
ionizing radiation depending on the mutation type of p53, modulation of gene 
expression in organs of irradiated animals, expression of microRNA relating to 
ionizing radiation, ubiquitin-related cell cycle regulation, as well as in vivo 
radioadaptive responses. In addition, novel and challenging researches, such as toxico-
dynamic model representing interactions between cell component-derived radiation 



XIV Preface

toxins and innocent bystander cells leading to systemic toxicity, the nonlinear 
dynamical aspects of radiation-induced apoptosis, as well as numerical simulation for 
tumorigenesis after irradiation are presented. 

In the section “Health Effects”, the epidemiological studies concerning radiation 
carcinogenesis is reviewed, followed by the topic of structural changes of teeth taken 
from people who were exposed to high doses of external ionizing radiation at the 
Chernobyl accident. Issues of radiation exposure from medical imaging such as CT 
diagnosis and industrial activities are also reviewed. 

In the section “Medical Uses”, effects of antioxidants on radiation-induced chromosomal 
damage under radiation therapy conditions are reviewed, followed by the study of 
antioxidant features of melatonin as a potentially efficient pharmacological 
radioprotector. In addition, the effects of hyperthermia and chemotherapeutic agents on 
cell survival curves after irradiation, as well as the phage display as a promising 
technology in discovery of diagnostic biomarker or therapeutic target are also reviewed. 
A historical background of the different imaging techniques used in orthodontics were 
reviewed, as well as the study of biological effects comparison between laser radiation, 
intense pulsed light and infrared and ultraviolet lamps. 

In the section “Detection and Measurement”, the theory and experimental methods for 
the detection, spectroscopy, and imaging of ionizing radiation is overviewed. Then 
application of glasses as radiation sensors is reviewed, followed by discussion on the 
effect of the irradiation dose on the formation and the decay of the induced color 
centers in irradiated silicate glass. Modern storage phosphors are also discussed from 
the viewpoint of their applications in dosimetry and computed radiography. In 
addition, studies of radiation-induced radicals in relation to materials sciences are 
reviewed. Detection of the atmospheric ionizing radiation from galactic and solar 
cosmic rays is also described.  

In the section “Effects on Materials”, the aspects of total ionizing dose and dose rate 
effects on semiconducting devices are reviewed, followed by the study of effects of 
ionizing radiation and hot carrier injection on the characteristics of semiconductor 
transistors. Effects of aromaticity on radiostability are also discussed.  

The editor wishes that publication of “Current Topics in Ionizing Radiation Research” 
could extensively drive research activities in the related areas, which results in deeper 
understanding of ionizing radiation research by people, especially young researchers 
and engineers. 

Dr. Mitsuru Nenoi 
Research Center for Radiation Protection 

National Institute of Radiological Sciences, Chiba 
Japan 
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Measurement of H2AX Phosphorylation  
as a Marker of Ionizing Radiation  

Induced Cell Damage  
Aida Muslimovic, Pegah Johansson and Ola Hammarsten* 

Department of Clinical Chemistry and Transfusion Medicine,  
The Institute of Biomedicine, The Sahlgrenska Academy at University of Gothenburg, 

Sweden 

1. Introduction 
Cancer therapy often involves drugs or radiation, which induce DNA double-strand breaks 
(DSBs) and cause death of tumor cells. A dilemma with radiation and chemotherapy is the 
narrow therapeutic window and the fact that the sensitivity to DNA damage varies greatly 
in the human population, resulting in severe side effects and therapy-related deaths. 
Radiation and chemotherapy are usually planned during 1-3 weeks and delivered over a 
period of weeks to months. DNA damage testing of the patient could therefore be 
performed as part of the therapy planning. The level of DNA damage and DNA repair 
capacity could be measured after the first dose of chemotherapy or radiation, to allow 
personalized dosing during the following weeks of treatment. Induction of DSBs is followed 
by rapid formation of gamma-H2AX foci, with thousands of H2AX molecules being 
phosphorylated in the chromatin flanking the DSB site. Gamma-H2AX foci, each 
representing one radiation-induced DSB, can be measured by flow cytometry or counted in 
cell nuclei by fluorescence microscopy. In this chapter we will focus on radiation-induced 
DNA damage and its biological effects. We will also describe available methods for gamma-
H2AX detection and discuss its possible use in clinical practice. 

2. Radiation-induced DNA damage 
The two DNA strands in the double-stranded DNA helix are over 20Å apart. Therefore, 
DNA-damaging chemicals like hydroxyl radicals or methylating agents for the most part 
generate single-stranded DNA damage, leaving the opposite strand intact. To take care of 
this type of DNA damage, human cells have several template-directed DNA repair systems, 
like nucleotide excision repair and base excision repair that require at least 10-30 nucleotides 
of an undamaged template strand to direct the synthesis of new DNA after removal of the 
DNA damage. These DNA repair systems are highly effective and accurate. Therefore, most 
forms of single-stranded DNA damage are removed within minutes without mutations. 
Single-stranded DNA damage is therefore not very toxic. As an example, over 100 000 
                                                                 
* Corresponding Author 
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hydrogen peroxide-induced single-stranded DNA damage is required to affect the viability 
of a human cell (Muslimovic, Nystrom et al. 2009). However, template-directed repair is not 
possible when both DNA strands within 10-20 bp are damaged, called clustered DNA 
damage (Fig. 1). 
 

 
Fig. 1. Different types of radiation induced clustered DNA damage.  

In this instance the cell has to repair the broken DNA by direct end joining (NHEJ) or 
homology-directed DNA repair (HR) (see next section) that are error prone and slow. 
Ionizing radiation is an efficient inducer of clustered DNA damage and is therefore highly 
toxic and mutagenic. 
Ionizing photons or particles (ionizing radiation (IR)) damage DNA by direct energy 
deposition, leading to ionization events within the DNA molecule as well as ionization of 
water molecules and the formation of highly reactive hydroxyl radicals that damage the 
DNA indirectly. The passing photon or particle induces multiple ionizations as it passes 
through biological tissue and the number of such ionization events per unit of distance 
depends on the quality of the IR. High linear energy transfer (LET) IR induces denser 
ionization energy tracks than low LET IR. It is this ability to produce multiple ionization 
events within a short distance that is the reason behind the unique capacity of IR to generate 
damage to both DNA strands in close proximity (Hall 2000). 
The clustered DNA damage induced by IR may include base damage to both strands, one-
strand break opposed by base damage or the simple DNA double-strand break (DSB) with 
two strand beaks on opposing strands within 10-20 bp apart. In addition, the DSB can 
contain additional base damage close to the broken strands called complex clustered DSBs 
(Fig. 1). The complexity of the lesions increases with increasing LET of the radiation. For low 
LET, 30-40% of the DNA damage consists of complex clustered DSBs, as opposed to 90% for 
high LET (Nikjoo, O'Neill et al. 1999). Therefore, high LET IR is more toxic than low LET IR 
at the same absorbed dose. 
IR induces ionization and molecular damage in all cellular components but it is its ability to 
damage DNA that is biologically important. For instance, it is possible to irradiate only parts 
of a cell using microscopic needle tips coated with alpha-emitting polonium, due to the 
short range of this radiation. In this setting, the mean lethal dose for a cell is 1.5 Gy if the 
irradiated area includes the nucleus, whereas the viability of the cell remains unaffected 
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even after 250 Gy if only the cytoplasm is irradiated (Hall 2000). This clearly demonstrates 
that the biological effects of irradiation are due to its interaction with the nucleus. 
Furthermore, studies using selective irradiation of DNA by incorporation of radioactive 
nucleotides in cellular DNA have shown that DNA is the relevant biological target of IR. 
Although 95% of the DNA damage induced by IR is single-stranded DNA lesions, it is the 
few DSBs that are responsible for the toxic effects. Microinjection of more than 300 
molecules of circular DNA with different forms of single-stranded DNA damage into the 
nucleus of human cells failed to induce significant cell cycle arrest, compared with injection 
of undamaged DNA. In contrast, nuclear injection of only 1-10 molecules of DNA 
containing one DSB per molecule were able to induce permanent cell cycle arrest (Huang, 
Clarkin et al. 1996), demonstrating that DSBs are particularly capable of inducing clonogenic 
cell death, the type of cell death typically induced by IR. Therefore, if we can measure the 
levels of DSBs induced after a dose of irradiation we will have a good measure of the 
biological effects of this dose. 

3. DSB repair 
In mammalian cells, there are two main pathways of DSB repair, homologous 
recombination (HR) and non-homologous end joining (NHEJ) (Mladenov and Iliakis; 
Mahaney, Meek et al. 2009). HR is the pathway of choice during the S and G2 phases when 
an identical sister chromatid, produced during the S phase, can be used as a template for 
accurate DSB repair (Rothkamm, Kruger et al. 2003). Therefore, HR is considered to be an 
error-free repair pathway. However, since over 99% of the cells in a human body are in the 
G1 or G0 stage of the cell cycle, where HR is supressed,  NHEJ will repair most of the DSBs 
induced by IR in humans. Most of the DSBs produced by IR can not be directly ligated, as 
they contain base damage and damage to the sugar phosphate backbone that must be 
processed prior to repair. Therefore the broken DNA ends are first trimmed and then 
ligated. As a consequence of the processing, nucleotides may be lost, generating deletion 
mutations at the breakpoint. Therefore, NHEJ is an error-prone DNA repair pathway, 
explaining the highly mutagenic nature of IR. 
In canonical NHEJ, DSBs are repaired by a process involving DNA-dependent protein 
kinase, DNA-PK. Once a DSB is induced, Ku, the DNA-binding subunit of DNA-PK, binds 
specifically to the DNA ends, due to a preformed channel in its structure that allows Ku to 
slide onto the end like a nut on a screw (Mimori and Hardin 1986; de Vries, van Driel et al. 
1989; Walker, Corpina et al. 2001). Once bound to DNA ends, Ku will translocate inwards 
onto the DNA, allowing two DNA-PKcs molecules to bind to DNA ends (Hammarsten, 
DeFazio et al. 2000; DeFazio, Stansel et al. 2002) and interact in a synaptic complex across 
the DSB (DeFazio, Stansel et al. 2002), leading to activation of the DNA-PK holoenzyme 
(Meek, Gupta et al. 2004; Meek 2009) and subsequent autophosphorylation (Mahaney, Meek 
et al. 2009). DNA-PKcs binds to and activates the nuclease Artemis which is believed to be 
involved in the end processing of more complex DSBs (Ma, Pannicke et al. 2002; Wang, 
Pluth et al. 2005; Drouet, Frit et al. 2006; Goodarzi, Yu et al. 2006). Autophosphorylation is 
also thought to be required for the conformational change between opened and closed 
holoenzyme conformations, which allows end processing by polynucleotide kinase (PNK), 
polymerization by the DNA polymerases micro or gamma and finally ligation by 
LigIV/XRCC4/XLF complex. This DNA-PK dependent NHEJ pathway, dependent on 
DNA-PK is referred to as D-NHEJ, where D is short for DNA-PK or C-NHEJ, short for 
canonical NHEJ. 
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hydrogen peroxide-induced single-stranded DNA damage is required to affect the viability 
of a human cell (Muslimovic, Nystrom et al. 2009). However, template-directed repair is not 
possible when both DNA strands within 10-20 bp are damaged, called clustered DNA 
damage (Fig. 1). 
 

 
Fig. 1. Different types of radiation induced clustered DNA damage.  

In this instance the cell has to repair the broken DNA by direct end joining (NHEJ) or 
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short range of this radiation. In this setting, the mean lethal dose for a cell is 1.5 Gy if the 
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even after 250 Gy if only the cytoplasm is irradiated (Hall 2000). This clearly demonstrates 
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biological effects of this dose. 
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mutations at the breakpoint. Therefore, NHEJ is an error-prone DNA repair pathway, 
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In canonical NHEJ, DSBs are repaired by a process involving DNA-dependent protein 
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specifically to the DNA ends, due to a preformed channel in its structure that allows Ku to 
slide onto the end like a nut on a screw (Mimori and Hardin 1986; de Vries, van Driel et al. 
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onto the DNA, allowing two DNA-PKcs molecules to bind to DNA ends (Hammarsten, 
DeFazio et al. 2000; DeFazio, Stansel et al. 2002) and interact in a synaptic complex across 
the DSB (DeFazio, Stansel et al. 2002), leading to activation of the DNA-PK holoenzyme 
(Meek, Gupta et al. 2004; Meek 2009) and subsequent autophosphorylation (Mahaney, Meek 
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holoenzyme conformations, which allows end processing by polynucleotide kinase (PNK), 
polymerization by the DNA polymerases micro or gamma and finally ligation by 
LigIV/XRCC4/XLF complex. This DNA-PK dependent NHEJ pathway, dependent on 
DNA-PK is referred to as D-NHEJ, where D is short for DNA-PK or C-NHEJ, short for 
canonical NHEJ. 
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Lately, a back-up NHEJ pathway (B-NHEJ) has been discussed in the literature. Studies 
where cells defective in HR and D-NHEJ were treated with DSB-inducing agents have 
revealed an alternative DSB-repair pathway with yet slower kinetics and with an increased 
number of chromosomal abberations, see review (Mladenov and Iliakis). In this pathway, 
PARP1 binds to DNA ends instead of to Ku and the LigIII/XRCC1 complex performs the 
ligation. 
DSBs induced by IR are repaired by different kinetics. After high doses of IR, repair of 85% 
of all DSBs occur during the first 10-30 minutes, whereas the remaining 15% of the breaks 
can take up to 24 hours to be fully removed (Goodarzi, Jeggo et al.). This dual kinetic profile 
probably reflects a different chemical complexity at the DSB ends and the local chromatin 
compaction. In agreement with this possibility, complex DSBs induced by high LET and 
DSBs induced in heterochromatin are repaired more slowly, whereas a larger portion of low 
LET-induced DSBs and DSBs in low-complexity euchromatic regions are repaired with fast 
kinetics (Goodarzi, Jeggo et al.). In G1 cells, all components of the NHEJ are required for 
both slow and fast DSB-repair. An exception is Artemis, which probably is only required for 
the slow repair of more complex lesions. The slow repair of DSBs in high-complexity 
heterochromatin regions also involve ATM/p-KAP1, the MRN complex, gamma-H2AX, 
MDC1, RNF8, RNF168 and 53BP1 (Goodarzi, Jeggo et al.). It is likely that DSBs with 
different chemical modifications require distinct repair complexes involving polymerase, 
polynucleotide kinase and nuclease activities. As we still lack a reliable in vitro system for 
DSB repair and methods to induce DSBs with a defined chemical structure in cells, our 
knowledge of how different repair complexes assemble in response to different forms of 
DSBs is still incomplete. 

4. DSB response and H2AX phosphorylation 
The DNA of eukaryotic cells is organized in DNA protein complexes called chromatin. 
Chromatin proteins mostly consist of histones, small arginine-lysine-rich proteins with a 
high binding affinity for the negatively charged DNA. Chromatin is organized in smaller 
structural subunits called nucleosomes. The bead particles called nucleosome core particles 
contain about 150bp DNA coiled 1.7 times around the core consisting of eight histones, two 
from each of the H2A, H2B, H3 and H4 types, and, additional 50bp DNA for the linker-
histone H1 connecting two nucleosomes. The nucleosome structure results in a packaging of 
DNA into 10nm fibers, which can be further compacted into 30nm fibers and chromatin 
loops. 
One of the first cellular responses to DSBs is the rapid phosphorylation of histone H2AX 
(Rogakou, Pilch et al. 1998). H2AX is one of the most evolutionary conserved H2A variants 
and constitutes 2-25% of all nucleosomes, depending on the cell type (Kinner, Wu et al. 
2008). H2AX phosphorylation occurs on serine- 139 in the SQ motif that is positioned at the 
carboxy terminus of H2AX (Rogakou, Pilch et al. 1998; Rogakou, Boon et al. 1999). H2AX 
phosphorylation occurs minutes after DSB induction, leading to the formation of distinct 
gamma-H2AX foci (Rogakou, Boon et al. 1999). Several reports indicate that each IR-induced 
gamma-H2AX focus represents a single DSB, at least in G1 cells (Sedelnikova, Rogakou et al. 
2002; Pilch, Sedelnikova et al. 2003; Rothkamm and Lobrich 2003). The level of gamma-
H2AX induced by different drugs and radiation is closely correlated to the level of cell death 
(Banath and Olive 2003; Muslimovic, Nystrom et al. 2009). This indicates that measurement 
of gamma-H2AX in patient cells will be a biologically important marker for the induction of 
DSBs and toxicity following chemotherapy and radiotherapy. 
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Ataxia-telangiectasia-mutated (ATM), DNA-dependent protein kinase (DNA-PK) and Rad-
3-related (ATR) kinases that belong to the phosphatidylinositol-OH-kinase-like family of 
protein kinases (PIKKs), can phosphorylate H2AX (Paull, Rogakou et al. 2000; Ward and 
Chen 2001; Burma, Chen et al. 2002; Furuta, Takemura et al. 2003; Stiff, O'Driscoll et al. 2004; 
Ward, Minn et al. 2004). ATM and DNA-PK phosphorylate H2AX redundantly upon DSB 
induction in the G1 and G2 phases of the cell cycle (Stiff, O'Driscoll et al. 2004), while ATR is 
responsible for replication stress and UV damage related H2AX phosphorylation during the 
S phase (Ward and Chen 2001; Ward, Minn et al. 2004). 
The first event in the recognition of a newly formed DSB is the binding of a complex of three 
proteins, Mre11, Rad50 and Nbs1 (MRN) to the DNA ends. The MRN complex is a 
multifunctional DNA-binding protein complex with a weak preference for DNA ends, a 
nuclease function (Mre11) and the ability to recruit ATM dimers to the DNA via the C 
terminus of Nbs1. In this setting, ATM dimers are activated for their kinase activity. Active 
ATM monomers then phosphorylate H2AX close to the end, which leads to recruitment of 
mediator of DNA damage checkpoint protein 1 (MDC1), a protein that binds specifically to 
gamma-H2AX. As MDC1 also binds to the MRN complex, this leads to a positive feed-back 
loop where additional MRN complexes and ATM are recruited to the DSB site, resulting in 
extended H2AX phosphorylation by ATM (see below). 
Initially, gamma-H2AX foci are formed as small, distinct foci at the site of the DSB, visible as 
soon as 1-3 minutes after irradiation. With time, these gamma-H2AX foci grow and spread 
along the chromatin, further away from the DSB site, and reach a plateau after 10-30 
minutes (Rogakou, Pilch et al. 1998; Rogakou, Boon et al. 1999; Sedelnikova, Rogakou et al. 
2002). Depending on the celline, 0.03-0.06% of H2AX molecules per DSB become 
phosphorylated and spread over 2 Mbp regions of chromatin that covers ~2000 gamma-
H2AX molecules (Rogakou, Pilch et al. 1998). However, the phosphorylated gamma-H2AX 
regions can reach up to 30Mbp from the break (Rogakou, Boon et al. 1999; Pilch, 
Sedelnikova et al. 2003). In this way, the DSB signal is locally amplified by the spreading of 
the H2AX phosphorylation to large chromatin regions. Several reports have described large 
residual gamma-H2AX foci that form several hours after irradiation (Bocker and Iliakis 
2006; Markova, Schultz et al. 2007; Yamauchi, Oka et al. 2008; Yoshikawa, Kashino et al. 
2009) and these foci can persist for months (Rodier, Coppe et al. 2009). 
When DSBs are repaired, H2AX phosphorylation declines with time. Dephosphorylation of 
H2AX has been proposed as the possible mechanism. Four serine/threonine phosphatases 
have been reported to dephosphorylate H2AX in human cells: PP2A, PP4, PP6 and PP2C. 
PP2A dephosphorylates H2AX at the site of the DSB and siRNA knockdown of the catalytic 
subunit of PP2A leads to persistence of foci and inefficient DSB repair (Chowdhury, Keogh 
et al. 2005). PP4 associates with chromatin and dephosphorylates chromatin-bound H2AX 
molecules phosphorylated by ATR during replication (Douglas, Zhong et al. ; Chowdhury, 
Xu et al. 2008; Nakada, Chen et al. 2008). PP6 also dephosphorylates H2AX (Douglas, Zhong 
et al.) and knockdown of its catalytic subunit results in persistent gamma-H2AX and 53BP1 
foci. PP2A and PP6 seem to be involved in the recovery from the G2/M checkpoint. PPC2 
has been co-purified with H2A-H2B histone dimer and may be involved in the 
dephosphorylation of dissociated H2A-H2B and the incorporation of the unphosphorylated 
H2A-H2B into the nucleosome (Kimura, Takizawa et al. 2006). Recently, WIP1 (wild-type-
53-induced phosphatase) WIP1 has been reported to dephosphorylate H2AX, resulting in 
suppression of the DSB repair (Macurek, Lindqvist et al.; Moon, Nguyen et al.). 
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5. Gamma-H2AX detection and its usage 
Measurements of gamma-H2AX phosphorylation are currently the most sensitive way to 
detect IR-induced DNA damage and to measure the extent of DSB repair. Measurements of 
gamma-H2AX foci could therefore be a possible approach to monitor DSBs or DSB repair in 
cancer patients during treatment with radiotherapy or chemotherapy as a way to 
personalize the dosing. It is also possible that gamma-H2AX measurements could be used 
for radiation biodosimetry for nuclear plant workers or in the general public after nuclear 
accidents as well as exposure to potentially DNA damaging environmental toxins. In the 
following sections we will summarize the methods that have been developed for gamma-
H2AX measurement in humans and its possible future use in cancer treatment and public 
dosimetric testing. 

6. Methods for measurement of gamma-H2AX in patient cells 
6.1 General considerations 
One major consideration in gamma-H2AX foci biodosimetry is the source of patient cells to 
be assayed after exposure to DNA-damaging agents. 
Peripheral blood mononuclear cells prepared by density gradient centrifugation are perhaps 
the optimal source of cells for this purpose, for several reasons. Firstly, over a million cells 
can routinely be obtained from each milliliter of blood and prepared within 30 minutes by a 
simple centrifugation step. Secondly, the acquisition is not as invasive as obtaining biopsies 
and poses little risk to patients. Finally, the possibility of quick sampling post-radiation is 
important for the gamma-H2AX assay, due to the fast repair kinetics of foci. A potential 
problem with blood mononuclear cells is that at least three different cell types are present in 
these preparations. The most prominent cell type is lymphocytes (80-95% T-lymphocytes 
and 5-20 % B-lymphocytes) that constitute 80-90% of the cells. In addition, the mononuclear 
cell preparation contains monocytes (5-10%) and a variable amount of contaminating 
neutrophiles. All these cells are able to induce gamma-H2AX in response to IR, although the 
level of the gamma-H2AX response is lower in neutrophiles (Ismail, Wadhra et al. 2007) and 
in some subsets of lymphocytes (Andrievski and Wilkins 2009). 
Another viable option that has been tested is hair bulb cells from plucked hair (Redon, 
Nakamura et al.). The sheath around the base of a plucked hair contains proliferating cells 
that are easily accessible. The hairs are collected by gripping them close to the skin using 
blunt-nosed forceps and plucking them with a single, sharp action, checking them for the 
presence of sheath and immersing them directly in a fixation medium. In humans, scalp hair 
bulbs have been shown to contain more viable cells than hair bulbs from the eyebrow. In a 
study using macaque monkeys receiving total body irradiation, hair bulbs from the fur did 
not contain enough cells for analysis, indicating that body hair from humans might not be 
useful. This study also showed that mononuclear cells yielded more reproducible results for 
the gamma-H2AX analysis than cells from hair bulbs. A problem with hair bulb cells is that 
this cell type can only be used for gamma-H2AX measurements following systemic 
treatment, unless the scalp or eyebrows have been part of the irradiated area. On the other 
hand, active hair bulbs contain proliferating cells as opposed to mononuclear cell 
preparations. This opens up the possibility of using cells from hair bulbs to monitor DNA 
damage induced by nucleoside analogues and other drugs that induce DNA damage only in 
proliferating cells. 
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6.2 Gamma-H2AX detection in patients with immunofluorescence microscopy 
The most sensitive method for gamma-H2AX detection is immunofluorescence microscopy, 
which enables quantification of single foci in individual cells. In this method, fixed cells or 
tissue are attached to glass slides and incubated with gamma-H2AX antibodies, usually 
overnight. After washing, the slides are stained with secondary antibodies and DNA dyes. 
After a final wash, the slides are dried and mounted with cover glasses before analysis by 
fluorescence microscopy (Fig. 2).  
 

 
Fig. 2. Immunofluorescence analysis of H2AX phosphorylation. 

Gamma-H2AX are then quantified either by manual counting in fluorescence microscope 
or by foci counting software from digital images. Both methods of counting are error-
prone, especially at high IR doses. A general problem is that gamma-H2AX foci are 
heterogeneous with large and small foci coexisting side by side in the same nucleus (Fig. 
3, white arrows).  
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6.2 Gamma-H2AX detection in patients with immunofluorescence microscopy 
The most sensitive method for gamma-H2AX detection is immunofluorescence microscopy, 
which enables quantification of single foci in individual cells. In this method, fixed cells or 
tissue are attached to glass slides and incubated with gamma-H2AX antibodies, usually 
overnight. After washing, the slides are stained with secondary antibodies and DNA dyes. 
After a final wash, the slides are dried and mounted with cover glasses before analysis by 
fluorescence microscopy (Fig. 2).  
 

 
Fig. 2. Immunofluorescence analysis of H2AX phosphorylation. 

Gamma-H2AX are then quantified either by manual counting in fluorescence microscope 
or by foci counting software from digital images. Both methods of counting are error-
prone, especially at high IR doses. A general problem is that gamma-H2AX foci are 
heterogeneous with large and small foci coexisting side by side in the same nucleus (Fig. 
3, white arrows).  
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Fig. 3. Heterogeneous sizes of gamma-H2AX foci.  

In addition, foci that are close together can be incorrectly scored as a single large focus (Fig. 
3, red arrow). This problem is especially prominent following high-LET irradiation, where 
multiple closely spaced DSBs are generated along the high-LET particle track. The problem 
of superimposed foci increases as the IR dose increases and limits foci counting to doses 
below 2-3 Gy where 20-40 foci are found in many nuclei. In addition, the number of foci per 
cell is often highly variable due to the distributive nature of DSB induction also when cells 
have been irradiated in vitro. After local irradiation of patients blood cells from the 
irradiated area are mixed with unirradiated cells, further adding to the heterogeneity. 
Therefore, over 50 cells must be counted to allow reliable measurements of gamma-H2AX 
induction in an in vitro-irradiated sample. In samples of mononuclear cells from patients 
receiving local irradiation, even more cells must be scored for reliable results. The 
requirement to count foci in a large number of nuclei in each sample makes the 
immunofluorescence microscopy method labor-intensive when the counting is done 
manually. On the other hand, spot-finding software have difficulties with the quantification 
settings, so that foci of different sizes and brightness are sometimes counted incorrectly. In 
addition, digital images are usually taken in a single plane where only a subset of the nuclei 
is in perfect focus, affecting the focus brightness and size. Lastly, background staining from 
debris in the sample may affect the counting when digital systems are used. However, 
microscopic systems dedicated to foci counting are now able to overcome many of these 
problems (Lobrich, Rief et al. 2005). These microscopic systems are currently expensive and 
rarely available in routine clinical laboratories. 
Another problem with immunofluorescence microscopy is the handling of microscopic 
slides. Lymphocytes are normally attached to the microscopic slides via centrifugation 
(cytospin) that only allows one patient sample per slide. In addition, the staining of 
microscopic slides is time-consuming and requires large volumes of antibody solutions, 
adding to the analysis time and cost. We have therefore developed a modification of the 
gamma-H2AX immunofluorescence method, where fixed cells are stained with the 
fluorescent gamma-H2AX antibody in solution before being attached to microscopic slides 
by drying a droplet of the cell sample in a salt-free protein solution. This allows arraying of 
up to 16 patient samples per slide ready for foci counting in two hours (Johansson, 
Muslimovic et al. 2011). Together with automatic microscopic foci counting systems that are 
available (Lobrich, Rief et al. 2005), this new staining method holds great promise in future 
implementation of the gamma-H2AX foci analysis in clinical routine. 
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Immunofluorescence microscopy and foci counting has been used both in vitro and in patients 
to measure DNA-damage following radiotherapy and chemotherapy. Initial studies using low 
doses of irradiation of human fibroblast cultures showed that there was a correlation between 
the IR dose, the numbers of gamma-H2AX foci, and amount of DSBs. This study also 
established that increased levels of gamma-H2AX foci are detectable at doses as low as 1mGy 
(Rothkamm and Lobrich 2003). The ability to detect very low levels of radiation has inspired 
the use of gamma-H2AX foci in mononuclear cells from patients exposed to X-rays in 
computerized tomography (CT) (Lobrich, Rief et al. 2005) and other X-ray examinations. 
Gamma-H2AX foci analysis was used as a biomarker for individual radiation damage in 
pediatric patients undergoing cardiac catherization showing that previous estimates according 
to linear-no-treshold hypothesis have been underestimating radiation damage. Therefore, 
gamma-H2AX foci analysis could be used as a tool for estimations of DNA-damage effects 
after cardiac catherization (Beels, Bacher et al. 2009). Another study showed that the amount of 
gamma-H2AX foci in lymphocytes after coronary CT angiography correlates to dose-length 
product (DLP) which is a physical parameter used to calculate delivered dose after CT. 
Therefore, gamma-H2AX foci analysis could be used to measure individual dose-related 
effects of X-rays (Kuefner, Grudzenski et al.). Gamma-H2AX foci analysis has also been used 
for estimations of individual radiation doses by comparisons of in vivo and in vitro exposed 
lymphocytes to fractionated irradiation or angiography indicating that gamma-H2AX foci 
analysis could be used for dose estimations (Kuefner, Grudzenski et al. 2009). In addition, 
several reports now show that gamma-H2AX foci analysis can be used to measure DNA-
damage induced by local radiotherapy. Analysis of gamma-H2AX foci in prostate cancer 
biopsies after in vivo radiation showed reproducible quantifications of foci-numbers in the 
prostata specimens in the dose region 0-1Gy (Qvarnstrom, Simonsson et al. 2004). Gamma-
H2AX foci has also been be used to follow induction of DNA-damage in lymphocytes of 
cancer patients with different cancer types and exposed to local radiotherapy treatments to 
different sites of the body. There was a correlation between mean number of gamma-H2AX 
foci per lymphocyte and integrated total body radiation dose indicating that measurements of 
gamma-H2AX foci in lymphocytes can be used for in vivo dosimetry (Sak, Grehl et al. 2007). 
Immunofluorescence microscopy has also been successful in the detection of a DSB response 
after treatment with cancer drugs, like the Topoisomerase-I inhibitor camptothecin (Kinders, 
Hollingshead et al.), in human biopsies (Qvarnstrom, Simonsson et al. 2004), circulating tumor 
cells (Wang, Pfister et al.), lymphocytes and plucked hair bulbs (Redon, Nakamura et al.). A 
fully automated high-throughput system, the RABIT (Rapid Automated Biodosimetry Tool), 
has been developed for gamma-H2AX analysis on human lymphocytes able to process several 
thousands of blood samples per day that might be useful in larger nuclear accidents (Garty, 
Chen et al.). Finally, it was reported that radioimmunoconjugates with a peptide that allows 
cellular  uptake of labeled gamma-H2AX antibody complexes could be used to measure 
gamma-H2AX foci in living cells and in whole mice. The method was less sensitive than 
conventional gamma-H2AX foci staining of fixed and permeabilized cells, but this technique 
opens up the interesting possibility of monitoring DSB induction in patient tumors by imaging 
techniques, such as gamma camera or even MRT, in the future (Cornelissen, Kersemans et al.).  
While quantification of the gamma-H2AX foci is clearly sensitive enough to allow reliable 
measurement of DSB induction in patients, the method is still too labor-intensive, time-
consuming and operator-dependent. In addition, automatic fluorescence microscopes 
equipped with software for automatic counting of foci are rarely available in routine clinical 
laboratories. Therefore, the gamma-H2AX foci method is currently difficult to implement in 
clinical routine. 
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6.3 Gamma-H2AX detection in patients using flow cytometry 
Flow cytometry has also been used to measure gamma-H2AX phosphorylation in patient 
cells. In this method, the possibility to detect single gamma-H2AX foci and DSBs is lost. 
Instead, the gamma-H2AX phosphorylation signal from the whole cell is measured in a 
large number of cells. The flow cytometry method is less labor-intensive but, also less 
sensitive compared to counting gamma-H2AX foci by immunofluorescence microscopy. 
 

 
Fig. 4. Staining-time dependent gamma-H2AX signal analysed by flow cytometry.  

In the flow cytometry method, cells are stained and permeabilized in a staining buffer 
containing fluorescently labeled gamma-H2AX antibodies and DNA dyes. After staining for 
15 minutes up to a few hours (Fig. 4), the samples can be analyzed directly by flow 
cytometry without further processing. In flow cytometry, up to 100 000 cells can be analyzed 
in each sample within minutes, allowing detection of even small subsets of gamma-H2AX-
positive cells. 
Due to its simplicity, this method can be implemented in its current form in clinical 
laboratories where flow cytometers often are available. An important shortcoming of this 
method is its low analytical sensitivity compared to counting of separate gamma-H2AX foci 
(Fig. 5).  
 

 
Fig. 5. Sensitivity of the gamma-H2AX detection by foci method and flow cytometry method.  
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A contributing factor to the low sensitivity is that undamaged cells have a diffuse 
background signal from the gamma-H2AX antibodies. The nature of this background is 
unclear but results in a requirement of at least 2-5 gamma-H2AX foci per cell to separate the 
signal from undamaged cells. At low IR doses (<0.1Gy) most cells contain 0-1 foci per 
nucleus. The sensitivity of the foci method relies on its ability to score cells with one focus 
among cells without foci. Radiation doses generating an increase from one focus in every 20 
cells (0.05 foci/cell) to one focus in every 10 cells (0.1 foci/cell) is a significant increase that 
can be scored with the foci method. In contrast, this increase remains below the detection 
limit in the flow cytometer, as the gamma-H2AX signal from cells with 1-2 foci is not 
separated from undamaged cells. For that reason, flow cytometry analysis is only able to 
measure gamma-H2AX signal at IR doses of over 0.1-0.3 Gy, whereas the foci method is able 
to measure in the mGy range (Rothkamm and Lobrich 2003) and in our hands down to 
0.01Gy (Fig. 6).  
 

 
Fig. 6. Dose-dependence of gamma-H2AX foci formation in human lymphocytes after in 
vitro irradiation as measured by immunofluorescence microscopy with “in-solution” 
staining.  

On the other hand, most radiotherapy regimens include fractionated doses of 1.5-5 Gy. For 
the subset of mononuclear cells residing in the irradiated area, this dose is well within the 
measurable range for flow cytometry analysis. In addition, flow cytometry allows analysis 
of small subsets of gamma-H2AX-positive cells, as up to 100 000 cells are analyzed in each 
sample. This is particularly helpful when mononuclear cells are analyzed from patients 
following local irradiation, where blood cells from the irradiated area are mixed with 
unirradiated cells. In one study, blood samples were collected from three rectal cancer 
patients before and at different times after 5Gy pelvic irradiation (Muslimovic, Ismail et al. 
2008). The gamma-H2AX signal was analyzed by flow cytometry and compared to in vitro-
irradiated mononuclear cells from the same patients. This analysis revealed that 
approximately 5% of the mononuclear cells retrieved one hour after the pelvic irradiation 
had the same gamma-H2AX signal as cells irradiated with 5 Gy in vitro. Apparently, these 
"sentinel cells" were trapped in the microcirculation in the irradiated area and therefore 
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received the full 5 Gy dose. This pilot study indicated that flow cytometry may be 
particularly well suited for the measurement of gamma-H2AX induction in blood cells 
following local radiotherapy. The same flow cytometry method was tested on in vitro-
irradiated blood samples and found to be robust, reproducible and able to detect radiation 
doses as low as 0.1Gy with a linear increase of the gamma-H2AX signal at doses over 0.3 Gy. 
The signal was specific for H2AX and was absent in mouse embryonic cells from H2AX-/- 
mice. All nucleated blood cells displayed the gamma-H2AX signal following DSB induction. 
However, the signal was close to 50% lower from neutrophiles compared to monocytes and 
lymphocytes. In addition, the study revealed a marked inter-individual difference of  
the gamma-H2AX signal intensity following DSB-induction in vitro, with  a twofold 
difference in gamma-H2AX signal intensity between the highest and lowest individual 
tested. This finding has been confirmed in other studies using similar methods (Bourton, 
Plowman et al.). 
Flow cytometry measurement of gamma-H2AX has been used to diagnose Ataxia 
telangiectasia, a disease where patients are radiosensitive and show a delayed clearance of 
H2AX foci after in vitro irradiation of lymphocytes (Porcedda, Turinetto et al. 2008). Similar 
methods have been used to find patients with severe normal tissue toxicity following 
radiotherapy (Bourton, Plowman et al.) and to study the gamma-H2AX response in several 
subsets of nucleated blood cells (Andrievski and Wilkins 2009). However, apart from the 
pilot study of rectal cancer patients receiving pelvic irradation, no clinical study has used 
flow cytometry to measure gamma-H2AX levels in patient samples after radiotherapy. 
Future studies will reveal the usefulness of flow cytometry methods for gamma-H2AX 
measurement in the clinical setting. 

6.4 Other methods for gamma-H2AX measurement 
Gamma-H2AX analysis has been used in genotoxicity measurements with ELISA-based 
assays (Matsuzaki, Harada et al.) and high content screening assays (Yip, Cuddy et al.). 

7. Internal controls and standards 
Like all clinical laboratory methods, measurements of gamma-H2AX by flow cytometry or 
by immunofluorescence microscopy are subject to day-to-day variations due to many factors 
including different quality among antibody batches and other reagents, fluctuations in 
detector performance and staining efficiency. In addition, inter-laboratory variations in foci 
detection software and flow cytometry detector sensitivity must also be calibrated to allow 
data comparison between clinical laboratories. Therefore, in order to implement H2AX 
methods in clinical practice there will be a need for calibrators and internal controls to 
monitor method performance. For that purpose, we have developed two types of controls 
based on phosphopeptide coated plastic beads and fixed cells. Control beads are generated 
by binding biotinylated phosphopetides derived from H2AX to streptavidin coated plastic 
beads, dried and stored at room temperature. Control cells are generated from primary 
human fibroblasts treated with the DSB inducing drug calicheamicin-γ1 for 30 minutes 
followed by fixation and storage in 90% EtOH at -70 °C. Both controls are stable over 40 
days and are equally capable of correcting flow cytometry based gamma-H2AX signal from 
two different antibody batches (Muslimovic A., manuscript in preparation). These two types 
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of controls have their own merits. The phosphopeptide coated beads are easy to 
manufacture in large quantities and can be shipped at ambient temperature facilitating 
inter-laboratory comparisons. A potential problem with the beads is that they do not present 
the antigen in a way that resembles the cellular structure in fixed cells. This could generate 
problems if phosphopeptide coated beads are used to harmonize phospho-H2AX methods 
using different antibodies with variable antigen specificity. We therefore also established 
conditions that allowed fixed cells to serve as controls. Control cells are less amenable to 
large scale production and must be shipped on dry-ice that could make inter-laboratory 
harmonization impractical. However, these control cells can also be used as controls for 
gamma-H2AX foci staining as the foci morphology and brightness are preserved during 
storage (Johansson 2011) (Fig. 7). Thus, control cells can be used in the foci method and 
added to each microscopic slide with patient samples as an internal control as well as inter-
laboratory comparisons of the gamma-H2AX foci method.  
 
 

 
 

Fig. 7. A: Control cells in ethanol solution are stable up to 40 days and -70⁰C as shown by 
flow cytometry. B: Control cells treated with different levels of DSB-inducing drug CLM 
preserve intact gamma-H2AX foci after storage in -70⁰C and ethanol.  

8. Conclusion  
Gamma-H2AX analysis has enhanced our ability to detect DNA damage in individual 
patients and opens for the first time the possibility to measure DNA-damage during cancer 
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detector performance and staining efficiency. In addition, inter-laboratory variations in foci 
detection software and flow cytometry detector sensitivity must also be calibrated to allow 
data comparison between clinical laboratories. Therefore, in order to implement H2AX 
methods in clinical practice there will be a need for calibrators and internal controls to 
monitor method performance. For that purpose, we have developed two types of controls 
based on phosphopeptide coated plastic beads and fixed cells. Control beads are generated 
by binding biotinylated phosphopetides derived from H2AX to streptavidin coated plastic 
beads, dried and stored at room temperature. Control cells are generated from primary 
human fibroblasts treated with the DSB inducing drug calicheamicin-γ1 for 30 minutes 
followed by fixation and storage in 90% EtOH at -70 °C. Both controls are stable over 40 
days and are equally capable of correcting flow cytometry based gamma-H2AX signal from 
two different antibody batches (Muslimovic A., manuscript in preparation). These two types 
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of controls have their own merits. The phosphopeptide coated beads are easy to 
manufacture in large quantities and can be shipped at ambient temperature facilitating 
inter-laboratory comparisons. A potential problem with the beads is that they do not present 
the antigen in a way that resembles the cellular structure in fixed cells. This could generate 
problems if phosphopeptide coated beads are used to harmonize phospho-H2AX methods 
using different antibodies with variable antigen specificity. We therefore also established 
conditions that allowed fixed cells to serve as controls. Control cells are less amenable to 
large scale production and must be shipped on dry-ice that could make inter-laboratory 
harmonization impractical. However, these control cells can also be used as controls for 
gamma-H2AX foci staining as the foci morphology and brightness are preserved during 
storage (Johansson 2011) (Fig. 7). Thus, control cells can be used in the foci method and 
added to each microscopic slide with patient samples as an internal control as well as inter-
laboratory comparisons of the gamma-H2AX foci method.  
 
 

 
 

Fig. 7. A: Control cells in ethanol solution are stable up to 40 days and -70⁰C as shown by 
flow cytometry. B: Control cells treated with different levels of DSB-inducing drug CLM 
preserve intact gamma-H2AX foci after storage in -70⁰C and ethanol.  

8. Conclusion  
Gamma-H2AX analysis has enhanced our ability to detect DNA damage in individual 
patients and opens for the first time the possibility to measure DNA-damage during cancer 
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treatment and in bio-monitoring purposes in clinical laboratories. In addition, a wide range 
of genotoxic events can now be monitored in individuals with the gamma-H2AX methods 
due to its unique sensitivity and tight correlation to the toxicity of the DNA-damage. In 
some cases there is substantial induction of gamma-H2AX foci with exposure to high levels 
of ionizing radiation and chemotherapeutic drugs that can be monitored with simple flow 
cytometry methods. In other instances, the DSB induction is of smaller magnitude, such as 
with diagnostic CT scans or exposure to environmental toxins, that can be measured using 
the more sensitive gamma-H2AX foci method. In addition, gamma-H2AX measurements 
can also be used following nuclear accidents, allowing rapid identification of individuals 
exposed to critically high radiation doses for initial triage and medical treatment decisions. 
There is, however, a need to further elucidate the molecular steps leading to gamma-H2AX 
formation to allow safe use of the technique. In addition, the technical limitations of the foci 
method need to be solved so that this method could be implemented in routine clinical labs. 
Alternatively, the sensitivity of the flow cytometry methods should be enhanced to allow 
detection of cells with single foci. When these limitations are solved the gamma-H2AX 
methods holds great promise as an important asset to allow reliable measurement of DNA-
damage in clinical routine. 
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treatment and in bio-monitoring purposes in clinical laboratories. In addition, a wide range 
of genotoxic events can now be monitored in individuals with the gamma-H2AX methods 
due to its unique sensitivity and tight correlation to the toxicity of the DNA-damage. In 
some cases there is substantial induction of gamma-H2AX foci with exposure to high levels 
of ionizing radiation and chemotherapeutic drugs that can be monitored with simple flow 
cytometry methods. In other instances, the DSB induction is of smaller magnitude, such as 
with diagnostic CT scans or exposure to environmental toxins, that can be measured using 
the more sensitive gamma-H2AX foci method. In addition, gamma-H2AX measurements 
can also be used following nuclear accidents, allowing rapid identification of individuals 
exposed to critically high radiation doses for initial triage and medical treatment decisions. 
There is, however, a need to further elucidate the molecular steps leading to gamma-H2AX 
formation to allow safe use of the technique. In addition, the technical limitations of the foci 
method need to be solved so that this method could be implemented in routine clinical labs. 
Alternatively, the sensitivity of the flow cytometry methods should be enhanced to allow 
detection of cells with single foci. When these limitations are solved the gamma-H2AX 
methods holds great promise as an important asset to allow reliable measurement of DNA-
damage in clinical routine. 
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1. Introduction  
For biodosimetry purposes, there are only a few minimally invasive procedures. Two of 
them, fast and painless are particularly suited for large scale sample collection. One is to 
collect buccal cells, either by scraping the patient’s inner cheek or using mouthwash. The 
other is to collect venous blood samples that are commonly used to obtain lymphocytes for 
chromosome analysis. Chromosome aberrations, such as dicentrics or translocations, have 
long been used as a dose indicator in biological dosimetry in cases of exposure or suspected 
overexposure to ionizing radiation (IAEA, 2001). The dicentric assay in peripheral blood 
lymphocytes is considered to be the reference method for biodosimetry: it is specific to 
ionizing radiation and stable enough to be used for dose estimation several months after 
exposure. However, it has several limitations; it is time consuming, it requires skilled 
personnel and needs a non-reducible period of 48-hour culture to obtain lymphocyte 
metaphases before chromosome scoring. One major application of biodosimetry is the 
identification, in the event of a large-scale radiation emergency, of the most severely 
exposed individuals. In this situation, a reliable bioassay is needed for population triage 
during the first few hours. Then, for faster dose estimation, current protocols for triage 
assessment call for the analysis of only 50 metaphases. This reduces the scoring delay 
somewhat but substantially augments the confidence interval and consequently decreases 
sensitivity, to 1 Gy (Miller, 2007; Voisin, 2004). The development of efficient new 
biodosimeters could overcome the limitations of dose sensitivity and avoid the lymphocyte 
culture step inherent to the dicentric assay.  
Potential candidates include several proteins that are involved in the early steps of cellular 
response to ionizing radiation and specifically to DNA damage (Marchetti, 2006). One of the 
primary cellular effects of ionizing radiation is the induction of DSB (double-strand breaks). 
Following DSB induction, hundreds of histone H2AX molecules are phosphorylated in the 
chromatin flanking the DSB site and generates so-called γ-H2AX (Rogakou, 1998). The 
production of fluorescent antibodies specific for γ-H2AX coupled with fluorescence 
microscopy led to the development of sensitive assays that make it possible to visualize 
discrete nuclear foci at DSB sites (Rogakou, 1999). Foci induction and disappearance over 
time follows DSB rejoining in repair-competent cells, suggesting a correlation between 
initial as well as residual radiation-induced DSB and γ-H2AX foci (Rothkamm & Horn, 
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2009). The scoring of γ-H2AX foci is now widely used for quantitative evaluation of DSB 
formation and repair (Rothkamm, 2003) (Olive & Banath, 2004). Recent immunofluorescence 
studies show that the yield of these foci induced by ionizing radiation in humans increases 
linearly with the radiation dose after both in vitro and in vivo exposure (Leatherbarrow, 2006; 
Lobrich, 2005; Rothkamm, 2007; Sak, 2007). It has been shown that the scoring of γ-H2AX 
foci in human lymphocytes can be used to estimate very low doses (down to few cGy) at 30 
minutes after in vivo radiation exposure (Lobrich, 2005; Rothkamm, 2007). However, since 
the level of γ-H2AX foci varies with time after irradiation, the sensitivity of its detection is 
necessarily time-dependent: very high sensitivity after few minutes but fair sensitivity at 
several hours post-exposure. Whilst microscopic imaging and scoring of γ-H2AX foci offers 
the highest sensitivity, intensity-based assays for γ-H2AX are widely used in experimental 
research and may offer some advantages in terms of throughput and automation 
(Rothkamm & Horn, 2009). In the contexts where the user is particularly interested in 
quickly quantifying the γ-H2AX signalling response, most attempts of developing a fast 
H2AX assay used flow cytometry (Ismail, 2007). This technique measures a relative intensity 
of the γ-H2AX staining instead of scoring the actual number of foci and is known to have a 
large level of inter-individual variation (Andrievski & Wilkins, 2009; Hamasaki, 2007; 
Ismail, 2007). Total γ-H2AX intensity levels are dose dependent and approximately linear 
up to a supralethal dose of 100 Gy (Ismail, 2007). Recently, a dual method has been 
developed to determine fluorescence yield using high-speed microscope imaging analysis. 
This workstation has been designed to fully automate the γ-H2AX immunocytochemical 
protocol, from the isolation of human blood lymphocytes to the image acquisition step 
(Turner, 2011). 
The translation of γ-H2AX analysis into a reliable dosimetry device nonetheless requires 
both further validation and better automated methods in microscopy-based scoring. Despite 
the wide application of this appraoch, γ-H2AX counting is frequently carried out manually 
by eye and may be prone to investigator-related biases. Currently, manual counting of γ-
H2AX foci on microscopy images is a time-consuming, tedious process, especially for doses 
higher than 0.1 Gy, where there are many foci throughout the nucleus. In the laboratories 
that manually score γ-H2AX foci today, there are a few numbers of trained investigators, to 
minimize scoring artefacts. Indeed, focus scoring uses measurement features like the focus 
size or brightness which are very difficult to evaluate objectively by eye. Therefore, 
automatic systems for γ-H2AX analysis may be used to allow a consistent and a fast 
quantification of γ-H2AX in a wide dose range that would be compatible with biodosimetry. 
Here, different methods that use either software already available or home-made developed 
for the automatic analysis of γ-H2AX are reviewed. A comparison of the results obtained for 
γ-H2AX responses in relation to dose, time since exposure, lower and higher limit of 
detection is made in this chapter.  

2. γ-H2AX assay in peripheral lymphocytes 
Peripheral blood mononuclear cells (PBMCs) are useful to evaluate the effects of ionizing 
radiation exposure, as they can be obtained with minimal invasiveness and under standard 
conditions. For the evaluation of γ-H2AX foci formation, PBMCs are very attractive because 
considerable amounts of cells can be easily obtained within a short time. Because monocytes 
and granulocytes can be excluded from the γ-H2AX analysis, the data obtained in PBMCs 
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mainly represent the result of a mixture of the different lymphocyte subpopulations. This 
cell selection can be done during the analysis either visually by the scorer according to 
morphological features or by a software using nucleus staining intensity criteria.  

2.1 Microscopy-based γ-H2AX analysis 
To count the foci present in the nuclei is currently the most sensitive method for γ-H2AX 
analysis. γ -H2AX foci become microscopically visible within minutes after irradiation, 
indicating the rapid phosphorylation of thousands γ-H2AX molecules. Thanks to this large 
scale formation of γ-H2AX, foci can be easily distinguished from a relatively homogeneous 
background signal so that one individual DSB can be detected (Fig. 1). In case of manual 
scoring by eye directly at the microscope, the speed can be relatively fast for a well-trained 
scorer, but this approach quickly becomes tiresome if many samples need to be analysed. 
This method of γ-H2AX-based visualization and quantification in PBMCs has been used to 
estimate the radiation dose received by adult patients who had undergone either 
multidetector computed tomography (CT) or radiotherapy treatment (Rothkamm, 2007; Sak, 
2007). In these studies, blood samples obtained from patients before the exposure were 
  

 
Fig. 1. Gamma-H2AX foci in human lymphocytes (CD4 and CD8 sub-types) after 0.5 Gy of 
γ-rays, 30 minutes post-exposure. The blue channel corresponds to DAPI staining; the 
magenta channel corresponds to γH2AX staining; the green and red channels correspond to 
CD4+ and CD8+ membrane staining, respectively. 
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size or brightness which are very difficult to evaluate objectively by eye. Therefore, 
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irradiated in vitro at doses from 0 to 1 Gy. The results obtained in vitro from these studies 
show a good linear dose-effect relationship in PBMCs. However, although mean 
background of γ-H2AX were very similar in both studies (0.06 and 0.057 focus per cell, 
respectively) the induced foci yields 30 minutes after in vitro irradiation were quite different: 
3 times higher in the CT study than in the radiotherapy study. This discrepancy in radiation-
induced response of γ-H2AX could have been attributed to the difference in radiation 
quality types: X-rays 150 kV vs. γ-rays of Cobalt 60, respectively. Concerning the results 
obtained in vivo, the CT study shows that the doses obtained from the γ-H2AX focus yields 
after whole-body CT (16.4 mGy) or chest CT (6.3 mGy) were similar to phantom dosimetry–
calculated doses (13.85 mGy and 5.16 mGy, respectively). In the radiotherapy study, it has 
been shown that the in vivo formation of γ -H2AX foci in dependence of the applied integral 
dose in cancer patients irradiated at different sites of the body follows a linear relationship. 
In another publication where γ-H2AX foci yields were also evaluated visually in PBMCs 
irradiated in vitro either with X-rays 100 kV or γ-rays of Cobalt 60; the slopes of the dose-
effect relations were quite similar (about 10 foci per cell Gy-1) in a dose range of 0.01 – 0.5 Gy 
(Beels, 2010). These results mean that the discrepancy between γ-H2AX foci yields observed 
in studies from different laboratories is rather due to the differences in scoring criteria than 
to true differences in radiation-induced responses. Furthermore, it is important to consider 
that these estimates are only true for blood samples that are processed within less than one 
hour after irradiation.  
Although γ-H2AX foci can be detected just few minutes after irradiation, in a radiation 
emergency scene, it is however quite unrealistic to expect that blood samples can be 
obtained within an hour of exposure. Since the method will only be practical if it can be 
applied to samples taken at longer times post exposure, dose-response curves are needed for 
later time points. The response of lymphocytes to doses was examined visually in blood 
samples from individuals exposed in vitro to increasing doses (0.02–5 Gy) up to 2 days after 
irradiation (Redon, 2009). Thirty minutes post-exposure, doses as low as 0.02 Gy were 
detectable, and, for doses up to 2 Gy, the data followed a linear relationship between dose 
and γ-H2AX signal. For doses greater than 1 Gy, a substantial response was detected in the 
lymphocytes for up to 2 days after exposure (Redon, 2009). These results - obtained 
visually– have been confirmed in vivo in non-human PBMCs after irradiation of macaques 
receiving total body γ-ray doses ranging from 1 Gy to 8.5 Gy, for times up to 4 days after 
exposure (Redon, 2010). 
Automatic systems may be used to avoid focus scoring bias that may prevent inter-
laboratory comparisons. It allows fast scoring of γ-H2AX foci for biodosimetry purposes. 
Several groups have developed image analysis solutions for automated foci scoring in 
human cellular models (Bocker & Iliakis, 2006; Costes, 2006; Leatherbarrow, 2006; Mistrik, 
2009). A semi-automatic approach, commercially available, has been used to score γ-H2AX 
foci in PBMCs for radiation doses assessment up to 16h after radiation exposure. Dose 
response curves were designed at different times post-exposure and the threshold of 
detection of the technique was evaluated at each time point (Roch-Lefèvre, 2010). The slopes 
of the dose-effect relation decreased with time post-exposure, from 10.7 γ-H2AX foci per cell 
Gy-1 at 30 minutes down to 0.50 foci per cell Gy-1 16 hours post-exposure. The threshold of 
detection - defined as the lowest dose (DLD) that could be detected was calculated for each 
time post-exposure. The calculated DLD values were 0.05 Gy at 30 minutes, 0.3 Gy at 8 hours 
and 0.6 Gy, 16 hours post-exposure. It should be noticed that the disappearance of γ-H2AX 
can be inhibited by incubating the whole blood on ice at 0°C which is important in biological 

 
Suitability of the -H2AX Assay for Human Radiation Biodosimetry 

 

25 

dosimetry where blood samples are analyzed several hours after they have been withdrawn 
(for blood sample transport to the expert laboratory, for example) (Roch-Lefevre, 2010). It 
has been shown that blood samples could be stored on ice for extended periods of time 
without loss of the gamma-H2AX signal (Ismail, 2007).  

2.1.1 Automation of image acquisition 
Automation of image acquisition is a major issue for high throughout microscopy analysis. 
Resources commonly found in laboratories for automatic acquisition coupled with export of 
gray-scale TIFF files can be used to acquire images of lymphocyte nuclei and γ-H2AX foci. 
Actually, automated multi-colour image acquisition is becoming a standard function in 
many systems of computer-controlled fluorescent microscopes. Numerous possibilities exist, 
both commercial and open source, like micro-manager (http://micro-manager.org/) 
(Valente, 2011). Also in the interest of shortening both acquisition and analysis time, several 
technical parameters, like the lymphocyte density on slide and the minimum number of 
cells to score has to be optimized.  

2.1.2 Automation of image analysis: Image cytometry  
While fluorescence microscope in combination with a digital camera is standard equipment 
in many laboratories, the availability of specialized software, especially freeware, for the 
analysis of γ-H2AX foci is increasing (Carpenter, 2006) (Jucha, 2010) (Ivashkevich, 2011). 
Image analysis implies two distinct steps: selection of the cells and detection of γ-H2AX foci; 
therefore it needs to load two colour-types of grey scale images: one with counterstained 
nuclei for cell selection and the other one with fluorescent-coupled anti-γ-H2AX for focus 
detection. These two steps of analysis can be done manually, either fully automatically or 
semi-automatically, which all lead to advantages and limitations as described in Fig. 2. In 
this chapter, are compared two applications: Histolab™, a semi-automatic software and 
CellProfiler, a freeware that allows full-automated analysis (Roch-Lefevre, 2010) (Valente, 
2011). Histolab™ is considered as semi-automatic since it still requires that the images be 
loaded separately by the user during analysis. It detects both nuclei and foci by applying a 
fixed threshold and a“top hat” threshold to the greyscale images of the nucleus and γ -
H2AX staining, respectively. The major advantage of this software is that user interface is 
accessible, rendering parameters setting for foci detection very easy. Furthermore, in the 
current version of HistoLab™, the operator has the possibility of removing manually the 
cells with aberrant staining or morphology. But, with other software approaches where 
there is no operator intervention (as with CellProfiler for example); the cell type selection 
has to be done graphically using measurements of nucleus staining and morphology 
(Valente, 2011). For the nucleus analysis with CellProfiler an adaptive algorithm is applied 
on the counterstained-nucleus pictures to detect nuclei with a range of diameters. Inside 
these nuclei, another module can use a various choice of algorithms on the H2AX pictures 
(pre-subjected or not to a treatment) to detect foci with possibly minimum and maximum 
diameters. The last modules measure the area and intensity of both nuclei and foci. 
CellProfiler is a program that offers a great number of measurements and detection options. 
The main drawback of this freeware is a less user-friendly graphical interface that may 
render the vast number of detection algorithms and measurements overwhelming for a 
beginner. When CD-specific membrane staining takes place (as seen in Fig. 1.) CellProfiler is 
also able to measure the mean intensity of the associated colour channel inside each cell. The 
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optimization of this approach has been described for PBMCs isolated from blood exposed ex 
vivo to different doses of radiation (Valente, 2011). 
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Fig. 2. Advantages and limitations for 3 methods of γ-H2AX focus scoring 

All free (and paid) automated scoring applications seem to present good correlations to 
manual scoring once the right parameters are inputted. The free alternative that resembles 
most HistoLab™ is FociCounter (Jucha, 2010): it was developed specifically to score foci, 
with a simple interface and few parameters to change (faster to set up). These programs are 
ideal for simple scoring of a reduced number of cells/conditions, where the quality of the 
images/slides frequently requires operator intervention (to eliminate aberrant objects, for 
example). Since these programs require user intervention to select nuclei, the time of the 
analysis is their main disadvantage. Using CellProfiler, once the pipeline is set up, it 
requires very little operator intervention for analysis. A free equivalent is difficult to find. 
We do not compare it to imageJ as a CellProfiler module has been recently created to allow 
the user to run ImageJ macros and plugins as part of a CellProfiler image processing 
pipeline (http://cellprofiler.org/CPmanual/RunImageJ.html). In a recent publication, a 
new image cytometry program that will become freely available was presented 
(Ivashkevich, 2011). The details on the measurements that will be possible to obtain with 
this software are not yet disclosed, so we cannot fairly compare it with CellProfiler. 
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However, the computational approach they present is a good reference to help researchers 
select the parameters of other programs of this type (Ivashkevich, 2011). 

2.2 Intensity-based γ-H2AX analysis 
While fluorescence microscopy enables individual γ-H2AX foci and their characteristics to 
be imaged and analysed, flow cytometry provides a more rapid and straightforward 
method of γ-H2AX quantification, that is by measuring the total fluorescence intensity for 
each cell.  

2.2.1 Flow cytometry γ-H2AX analysis 
Using a rapid flow cytometry method, the dose response of γ-H2AX induction in 
lymphocytes and lymphocyte subsets was found to be linear in the dose range examined (0–
10 Gy) (Andrievski & Wilkins, 2009). Although this linear dose relationship and speed of 
this assay are advantageous for using γ-H2AX as a biological dosimeter, it is limited by the 
high variability between experiments with standard errors of the mean often reaching more 
than 20% of mean values, indicating high intra-donor variability. This level of inter and 
intra-individual variation is consistent with previously reported data in human 
lymphocytes (Hamasaki, 2007). After an accidental exposure, the dosimetry will be 
complicated by the lack of control samples for each individual that could be used as a 
comparison to the post-exposure levels of expression. 

2.2.2 Other intensity-based γ-H2AX analysis 
γ-H2AX total fluorescence measurements were determined in lymphocyte nuclei from blood 
samples collected from four healthy donors, irradiated (ex vivo) with a range of γ-ray doses 
between 0 and 8 Gy (Turner, 2011). Dose response for γ-H2AX was analyzed 30 min after 
irradiation. Curve-fitting analysis showed that the induction of total γ-H2AX fluorescence 
was linear with increasing γ-ray doses up to 8 Gy. Statistical analysis of the individual data 
points at 2 Gy showed that there was a significant induction of total γ-H2AX fluorescence. 
However, with this method, the data for one of the four donors show that there was no 
significant difference in the γ-H2AX levels at 1 Gy, 30 min postirradiation, suggesting that 
the sensitivity of this method is above 1 Gy whereas sensitivity of γ-H2AX foci scoring 
methods are above 0.05 Gy at 30 minutes post-exposure (Roch-Lefèvre, 2010). 

3. γ-H2AX assay in epithelial cells 
3.1 γ-H2AX assay in exfoliated buccal cells 
Buccal cells are expected to accumulate DNA damage after exposure to DNA strand-
breaking agents such as ionizing radiation; making the system potentially useful to estimate 
a dose received by the very upper part of the body. To test the γ-H2AX assay for the 
detection of ionizing radiation-induced DNA damage in buccal exfoliated cells, an in vitro 
study was carried out with these cells from healthy donors exposed to γ-rays in a dose range 
of 0 – 4Gy (Gonzalez, 2010). The γ-H2AX foci rate of 0.08 foci per cell observed in non-
irradiated buccal cells was similar to the one usually obtained in sham-irradiated 
lymphocytes. The number of γ-H2AX foci increased linearly with ionizing radiation dose in 
the interval from 0 to 4 Gy, and reached a rate of 0.82 foci per cell at 4 Gy which is much 
lower than in lymphocytes. Incubation experiments after in vitro irradiation revealed that 
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optimization of this approach has been described for PBMCs isolated from blood exposed ex 
vivo to different doses of radiation (Valente, 2011). 
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comparison to the post-exposure levels of expression. 
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γ-H2AX total fluorescence measurements were determined in lymphocyte nuclei from blood 
samples collected from four healthy donors, irradiated (ex vivo) with a range of γ-ray doses 
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irradiation. Curve-fitting analysis showed that the induction of total γ-H2AX fluorescence 
was linear with increasing γ-ray doses up to 8 Gy. Statistical analysis of the individual data 
points at 2 Gy showed that there was a significant induction of total γ-H2AX fluorescence. 
However, with this method, the data for one of the four donors show that there was no 
significant difference in the γ-H2AX levels at 1 Gy, 30 min postirradiation, suggesting that 
the sensitivity of this method is above 1 Gy whereas sensitivity of γ-H2AX foci scoring 
methods are above 0.05 Gy at 30 minutes post-exposure (Roch-Lefèvre, 2010). 

3. γ-H2AX assay in epithelial cells 
3.1 γ-H2AX assay in exfoliated buccal cells 
Buccal cells are expected to accumulate DNA damage after exposure to DNA strand-
breaking agents such as ionizing radiation; making the system potentially useful to estimate 
a dose received by the very upper part of the body. To test the γ-H2AX assay for the 
detection of ionizing radiation-induced DNA damage in buccal exfoliated cells, an in vitro 
study was carried out with these cells from healthy donors exposed to γ-rays in a dose range 
of 0 – 4Gy (Gonzalez, 2010). The γ-H2AX foci rate of 0.08 foci per cell observed in non-
irradiated buccal cells was similar to the one usually obtained in sham-irradiated 
lymphocytes. The number of γ-H2AX foci increased linearly with ionizing radiation dose in 
the interval from 0 to 4 Gy, and reached a rate of 0.82 foci per cell at 4 Gy which is much 
lower than in lymphocytes. Incubation experiments after in vitro irradiation revealed that 
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the number of γ -H2AX foci did not show a significant decrease 5 hours post-exposure 
(Gonzalez, 2010). It was concluded that it is possible to apply the γ -H2AX foci assay for the 
detection of ionising radiation-induced DNA damage in buccal exfoliated cells. The low 
removal of ionising radiation induced γ-H2AX foci in buccal cells may be a potential 
advantage for a biological dosimetry application. 

3.2 γ-H2AX assay in plucked-hair cells 
Plucking hairs is non-invasive and fairly painless compared to other types of sample 
collection. As buccal cells, it could be withdrawn by non-clinical personnel and then, it may 
be suited as well for large scale sample collection. It has been shown in macaques that the 
detection of γ-H2AX in plucked hairs can be used to monitor total body irradiation for 
several days after exposure (Redon, 2010). Moreover, the γ-H2AX signal decreased little or 
not at all between 1 and 2 days post-irradiation. It was concluded, as for buccal cells, that 
this slower rate of γ-H2AX foci loss compared to lymphocytes may be due to a lack of repair 
in hair differentiating hair cells and may be a potential advantage for biological dosimetry 
purposes (Redon, 2010) (Gonzalez, 2010). 

4. Main issues to address for biodosimetry purposes 
In contrast to chromosome-based dosimetry methods, nowadays well-established, a wide 
range of issues have to be addressed for the γ-H2AX assay before it will become completely 
relevant to its application in biological dosimetry. There are two main limitations that have 
to be addressed: inter- or intra-individual variability and partial-body exposure. A high 
individual variability leads to a decreased sensitivity of the γ-H2AX assay. This individual 
variability in radiation induced γ-H2AX focus yields was measured in vitro in the 
lymphocytes (from up to 27 healthy donors) before exposure and at different times after 
exposure (Roch-Lèfevre, 2010). In non-exposed lymphocytes, the inter-individual variation 
of the γ-H2AX yield was two to three times higher than the intra-individual variation, with 
a coefficient of variation of 31%. On the other hand, after irradiation, the inter-individual 
variation of the γ-H2AX yield was similar to the intra-individual one. Furthermore, 
radiation accidents are more commonly characterized by acute partial-body or 
inhomogeneous rather than homogeneous total-body radiation exposures. It has been 
shown that the yield of γ-H2AX foci formation can allow the estimation of the applied 
integral body dose after local radiotherapy to different sites of the body (Sak, 2007). 
However, further work is required to determine the effect of partial body exposure on γ-
H2AX levels. In vivo exposures involving radiotherapy patients may help to determine the 
effects of lymphocyte circulation through the various body organs on γ-H2AX levels in 
blood samples taken at different time points after treatment. Also, changes in the 
distribution of γ-H2AX foci over time would have to be determined. 

5. Conclusion 
The gamma-H2AX assay will require additional in vivo experiments for validation. In 
particular, all usual limitations for human biodosimetry, particularly in regards to the 
different accident scenarios (delayed, fractioned, inhomogeneous exposures…) should be 
addressed. The γ-H2AX signal is also fairly short lived such that samples from potentially 
exposed individuals would need to be collected and processed quickly after exposure. These 
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issues make this assay have limited applications, for rapid screening of individuals when 
samples can be collected and processed within 24 hours.  
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1. Introduction 
A worsening of the accidental hazards linked to the use of ionizing radiation is currently 
being observed for four reasons. First, the increasing need for radiation sources in numerous 
industrial applications (food sterilization, construction, engineering…) leads to an 
increasing probability of loss of the sources or abnormal/unsuitable use and storage. 
Second, advances in medicine generate new protocols and tools that are more efficient but 
also much more complex to carry out, increasing the risk of accidental overexposure. Third, 
the possibility of a terrorist attack using radiological or nuclear devices has to be taken into 
account. Finally, recent events in Fukushima (Japan) highlight the risks of exposure in the 
case of nuclear power plant accidents. All these issues could lead to the accidental exposure 
of one to several thousand individuals not wearing dosimeters. Thus, it is essential to be 
able to estimate the exposure level of victims. Nowadays, this evaluation is based on clinical 
diagnosis (mainly irradiation symptoms and hematological variations) supplemented with 
biological dosimetry and physical dose reconstruction. Biological dosimetry is especially 
important when the personal dosimeter is lacking or when the accidental context is unclear. 
All this information should help the medical staff to deliver appropriate medical care and to 
manage the long-term medical follow-up, if required. 
It has been known since the last century that ionizing radiation causes DNA damage and 
that DNA misrepair can induce chromosome aberrations: stable (translocations, deletions, 
insertions) or unstable (dicentrics, centric rings, acentric fragments). These aberrations are 
observed in metaphase cells. A misrepair can be also observed after anaphase in the form of 
micronuclei. The applicability of the available assays of biodosimetry is based on the 
analysis of the chromosome damage present in peripheral blood lymphocytes, which is a 
convenient because its collection is non-invasive and it is easy to obtain.  
Dicentric assay is currently the gold standard method for classic biodosimetry in cases of 
recent accidental exposure. The scoring of dicentrics allows assessment of the whole-body 
dose received by the individual. Moreover, in numerous accident contexts the exposure of 
victims is heterogeneous. In these cases, the fraction of the body irradiated and the dose 
received by this fraction can be estimated by dicentric scoring. In the case of large-scale 
accidents the dicentric aberration is always used as well as the micronuclei because its 
analysis is faster and easier. However, dicentrics and micronuclei are unstable aberrations 
and their rate decreases with time. Consequently, for past accidental exposure, the analysis 
of stable chromosome aberrations like translocations is required (Figure 1).  
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A worsening of the accidental hazards linked to the use of ionizing radiation is currently 
being observed for four reasons. First, the increasing need for radiation sources in numerous 
industrial applications (food sterilization, construction, engineering…) leads to an 
increasing probability of loss of the sources or abnormal/unsuitable use and storage. 
Second, advances in medicine generate new protocols and tools that are more efficient but 
also much more complex to carry out, increasing the risk of accidental overexposure. Third, 
the possibility of a terrorist attack using radiological or nuclear devices has to be taken into 
account. Finally, recent events in Fukushima (Japan) highlight the risks of exposure in the 
case of nuclear power plant accidents. All these issues could lead to the accidental exposure 
of one to several thousand individuals not wearing dosimeters. Thus, it is essential to be 
able to estimate the exposure level of victims. Nowadays, this evaluation is based on clinical 
diagnosis (mainly irradiation symptoms and hematological variations) supplemented with 
biological dosimetry and physical dose reconstruction. Biological dosimetry is especially 
important when the personal dosimeter is lacking or when the accidental context is unclear. 
All this information should help the medical staff to deliver appropriate medical care and to 
manage the long-term medical follow-up, if required. 
It has been known since the last century that ionizing radiation causes DNA damage and 
that DNA misrepair can induce chromosome aberrations: stable (translocations, deletions, 
insertions) or unstable (dicentrics, centric rings, acentric fragments). These aberrations are 
observed in metaphase cells. A misrepair can be also observed after anaphase in the form of 
micronuclei. The applicability of the available assays of biodosimetry is based on the 
analysis of the chromosome damage present in peripheral blood lymphocytes, which is a 
convenient because its collection is non-invasive and it is easy to obtain.  
Dicentric assay is currently the gold standard method for classic biodosimetry in cases of 
recent accidental exposure. The scoring of dicentrics allows assessment of the whole-body 
dose received by the individual. Moreover, in numerous accident contexts the exposure of 
victims is heterogeneous. In these cases, the fraction of the body irradiated and the dose 
received by this fraction can be estimated by dicentric scoring. In the case of large-scale 
accidents the dicentric aberration is always used as well as the micronuclei because its 
analysis is faster and easier. However, dicentrics and micronuclei are unstable aberrations 
and their rate decreases with time. Consequently, for past accidental exposure, the analysis 
of stable chromosome aberrations like translocations is required (Figure 1).  
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Nevertheless, these bioindicators have many limitations. Currently, a lot of research is 
performed to find new indicators of exposure (such as γH2AX and gene expression) (Figure 
1). It is important to note that there are several essential requirements for biological 
parameters as meaningful dosimeters: low background level, clear dose-effect relationship 
for different radiation qualities and dose rates, specificity to ionizing radiation, noninvasive, 
fast availability of dose estimate, good reproducibility and comparability of in vitro and in 
vivo results (Romm, 2009). 
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Fig. 1. After irradiation of cells, the induced DNA damage was observed i) very early with 
γH2AX foci yield, ii) early with variations of gene expression profile, and iii) later with 
chromosome aberrations. 

2. Recent accidental exposure 
2.1 Individual biodosimetry 
Due to their instability and low background level, the dicentric rate in lymphocytes is an 
indicator of recent exposure. For dose assessment using dicentric assay, it is necessary to 
perform a dose-effect curve range to 0.1-5 Gy representing the relationship between the 
yield of dicentrics and the dose. The yield of dicentrics is obtained by manual scoring of 
dicentrics, rings and acentric fragments among 500 or more metaphase cells obtained from 

 
Biological Dosimetry of Ionizing Radiation 

 

33 

peripheral blood lymphocytes after Giemsa staining (Figure 2). This technique requires a 
lymphocyte culture time from 48 to 50 hours. Additionally, the manual scoring of unstable 
aberrations on 500 metaphase images requires about 10 hours for a trained operator. This 
technique has a minimum detection threshold ranging from 0.1 to 0.2 Gy depending on the 
number of metaphase cells scored, background level and the radiation used (quality and 
dose-rate) (Agency, 2001).  
 

 

 
Fig. 2. Metaphase of peripheral blood lymphocytes. Unstable chromosomal aberrations are 
analyzed with Giemsa staining. Dicentrics are framed in green, rings in red and acentric 
fragments in blue. 

2.1.1 Dose-effect relationship 
Ionizations induce damages in the DNA (base damage, double-strand break, single-strand 
break…), their number in cells increases with the ionizing capacity of the radiation. Besides, 
the damage distribution between cells will differ according to the type of radiation because 
the quantity of ionization induced per track varies. Indeed, a track is formed by one more or 
less ionizing particle. This can be defined by the linear energy transfer (LET) value which 
describes the energy deposition per micrometer of matter.  
Dicentric damage requires at least two double-strand breaks to be formed. The frequency of 
production of dicentrics induced by one track is proportional to the dose. By contrast, the 
frequency of production of dicentrics induced by two tracks is proportional to the square of 
the dose.  
For low LET radiation (X or gamma rays) produces many tracks containing few primary 
events. The distribution of tracks is more randomized. Therefore, the distribution of damage 
between cells will be more uniform. There is a greater probability that two tracks induce one 
dicentric in the same cell. The dose-effect relationship is then linear in the low dose range 
(dicentrics induced exclusively by two tracks) and becomes quadratic at high doses (Figure 
3). The dose-effect curve then fits the following equation: 
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Nevertheless, these bioindicators have many limitations. Currently, a lot of research is 
performed to find new indicators of exposure (such as γH2AX and gene expression) (Figure 
1). It is important to note that there are several essential requirements for biological 
parameters as meaningful dosimeters: low background level, clear dose-effect relationship 
for different radiation qualities and dose rates, specificity to ionizing radiation, noninvasive, 
fast availability of dose estimate, good reproducibility and comparability of in vitro and in 
vivo results (Romm, 2009). 
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Fig. 1. After irradiation of cells, the induced DNA damage was observed i) very early with 
γH2AX foci yield, ii) early with variations of gene expression profile, and iii) later with 
chromosome aberrations. 

2. Recent accidental exposure 
2.1 Individual biodosimetry 
Due to their instability and low background level, the dicentric rate in lymphocytes is an 
indicator of recent exposure. For dose assessment using dicentric assay, it is necessary to 
perform a dose-effect curve range to 0.1-5 Gy representing the relationship between the 
yield of dicentrics and the dose. The yield of dicentrics is obtained by manual scoring of 
dicentrics, rings and acentric fragments among 500 or more metaphase cells obtained from 
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peripheral blood lymphocytes after Giemsa staining (Figure 2). This technique requires a 
lymphocyte culture time from 48 to 50 hours. Additionally, the manual scoring of unstable 
aberrations on 500 metaphase images requires about 10 hours for a trained operator. This 
technique has a minimum detection threshold ranging from 0.1 to 0.2 Gy depending on the 
number of metaphase cells scored, background level and the radiation used (quality and 
dose-rate) (Agency, 2001).  
 

 

 
Fig. 2. Metaphase of peripheral blood lymphocytes. Unstable chromosomal aberrations are 
analyzed with Giemsa staining. Dicentrics are framed in green, rings in red and acentric 
fragments in blue. 

2.1.1 Dose-effect relationship 
Ionizations induce damages in the DNA (base damage, double-strand break, single-strand 
break…), their number in cells increases with the ionizing capacity of the radiation. Besides, 
the damage distribution between cells will differ according to the type of radiation because 
the quantity of ionization induced per track varies. Indeed, a track is formed by one more or 
less ionizing particle. This can be defined by the linear energy transfer (LET) value which 
describes the energy deposition per micrometer of matter.  
Dicentric damage requires at least two double-strand breaks to be formed. The frequency of 
production of dicentrics induced by one track is proportional to the dose. By contrast, the 
frequency of production of dicentrics induced by two tracks is proportional to the square of 
the dose.  
For low LET radiation (X or gamma rays) produces many tracks containing few primary 
events. The distribution of tracks is more randomized. Therefore, the distribution of damage 
between cells will be more uniform. There is a greater probability that two tracks induce one 
dicentric in the same cell. The dose-effect relationship is then linear in the low dose range 
(dicentrics induced exclusively by two tracks) and becomes quadratic at high doses (Figure 
3). The dose-effect curve then fits the following equation: 
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where β is the dose squared coefficient and the constant is the background frequency 
(Edwards, 1979). In this case, the distribution of dicentrics per cell follows a Poisson law. 
The coefficients α, β and the constant, with their standard errors, are calculated using a 
maximum likelihood method (Papworth, 1975). 
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Fig. 3. Dose-effect relationship fitted by scoring of dicentrics induced in peripheral blood 
lymphocytes after in vitro irradiation by 137Cs gamma rays (dose rate of 0.5 Gy/min). The 
equation of the curve is Y=0.0338D+0.0536D²+0.0010. 

From the dicentric yield obtained for an individual a 95% Poisson confidence interval is 
calculated using the Poisson table. The dose is estimated by correspondence of the dicentric 
yield to the dose-effect curves (Figure 3). The confidence interval of the dose is estimated by 
correspondence of the lower and upper confidence interval of the dicentric yield on the 
upper and lower curves, respectively (Papworth, 1975). 
High LET radiation (neutrons or alpha particles) produces few tracks with many primary 
events (ionizations, excitations) very close together. There is a lot of damage at the same 
point and the misrepair of these damages induces multi-aberrant cells. With high LET 
radiation exposure, there is a high probability of one track inducing one dicentric. In this 
case, the dose-effect relationship is linear (Figure 4) and the dose-effect curve fits the 
following equation: 

  Y D c  
where Y is the dicentric yield, α is the linear coefficient and D is the dose (Lloyd, 1976). 
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Fig. 4. Dose-effect relationship fitted by scoring of dicentrics induced in peripheral blood 
lymphocytes after in vitro irradiation with fission neutrons (1 MeV). The equation of the 
curve is Y=0.5356D+3x10-16 

2.1.2 Case of partial-body exposure 
During exposure to low LET radiation, a dicentric is considered a rare event. It is mostly 
accepted that its distribution among the analyzed metaphases follows Poisson’s law. In 
biodosimetry, we check that the dicentric distribution obtained is in agreement with Poisson 
distribution by u-test. In the case of partial-body exposure, mathematical models have been 
developed to estimate the fraction of the body irradiated and the dose received by this 
fraction, the contaminated Poisson’s method (Dolphin, 1969) and the Qdr method 
(Sasaki&Miyata, 1968).  
If the exposure is partial, this distribution does not follow Poisson’s law. Indeed, 
unirradiated cells are now scored within the population of analyzed metaphases and 
increase the number of undamaged cells. This contamination produces an overdispersion of 
the distribution and this is tested by u-test on each distribution obtained. The deviation of 
the variance was calculated and used to calculate the u value which approximates to a unit 
normal deviate. Thus, the values of u were compared with the theoretical value of 1.96, and 
this was used to identify a significant under- or overdispersion of the experimental 
distributions (u >1.96 then p-value <0.05) (Edwards, Lloyd, 1979). 
If the distribution of dicentrics per cell is overdispersed due to nonuniform exposure (u 
>1.96), two mathematical models can be used to calculate the yield of dicentrics of the 
fraction irradiated: contaminated Poisson’s (Dolphin, 1969) and Qdr (Sasaki&Miyata, 1968) 
allowing the calculation of the dose received by the fraction. 
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where β is the dose squared coefficient and the constant is the background frequency 
(Edwards, 1979). In this case, the distribution of dicentrics per cell follows a Poisson law. 
The coefficients α, β and the constant, with their standard errors, are calculated using a 
maximum likelihood method (Papworth, 1975). 
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Fig. 3. Dose-effect relationship fitted by scoring of dicentrics induced in peripheral blood 
lymphocytes after in vitro irradiation by 137Cs gamma rays (dose rate of 0.5 Gy/min). The 
equation of the curve is Y=0.0338D+0.0536D²+0.0010. 

From the dicentric yield obtained for an individual a 95% Poisson confidence interval is 
calculated using the Poisson table. The dose is estimated by correspondence of the dicentric 
yield to the dose-effect curves (Figure 3). The confidence interval of the dose is estimated by 
correspondence of the lower and upper confidence interval of the dicentric yield on the 
upper and lower curves, respectively (Papworth, 1975). 
High LET radiation (neutrons or alpha particles) produces few tracks with many primary 
events (ionizations, excitations) very close together. There is a lot of damage at the same 
point and the misrepair of these damages induces multi-aberrant cells. With high LET 
radiation exposure, there is a high probability of one track inducing one dicentric. In this 
case, the dose-effect relationship is linear (Figure 4) and the dose-effect curve fits the 
following equation: 

  Y D c  
where Y is the dicentric yield, α is the linear coefficient and D is the dose (Lloyd, 1976). 
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Fig. 4. Dose-effect relationship fitted by scoring of dicentrics induced in peripheral blood 
lymphocytes after in vitro irradiation with fission neutrons (1 MeV). The equation of the 
curve is Y=0.5356D+3x10-16 

2.1.2 Case of partial-body exposure 
During exposure to low LET radiation, a dicentric is considered a rare event. It is mostly 
accepted that its distribution among the analyzed metaphases follows Poisson’s law. In 
biodosimetry, we check that the dicentric distribution obtained is in agreement with Poisson 
distribution by u-test. In the case of partial-body exposure, mathematical models have been 
developed to estimate the fraction of the body irradiated and the dose received by this 
fraction, the contaminated Poisson’s method (Dolphin, 1969) and the Qdr method 
(Sasaki&Miyata, 1968).  
If the exposure is partial, this distribution does not follow Poisson’s law. Indeed, 
unirradiated cells are now scored within the population of analyzed metaphases and 
increase the number of undamaged cells. This contamination produces an overdispersion of 
the distribution and this is tested by u-test on each distribution obtained. The deviation of 
the variance was calculated and used to calculate the u value which approximates to a unit 
normal deviate. Thus, the values of u were compared with the theoretical value of 1.96, and 
this was used to identify a significant under- or overdispersion of the experimental 
distributions (u >1.96 then p-value <0.05) (Edwards, Lloyd, 1979). 
If the distribution of dicentrics per cell is overdispersed due to nonuniform exposure (u 
>1.96), two mathematical models can be used to calculate the yield of dicentrics of the 
fraction irradiated: contaminated Poisson’s (Dolphin, 1969) and Qdr (Sasaki&Miyata, 1968) 
allowing the calculation of the dose received by the fraction. 
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The calculation of the dicentric yield of the fraction irradiated, with the contaminated 
Poisson method, uses the following equation: 

   01 


 y
y x

N ne
 

where y is the mean yield of dicentrics of the irradiated fraction, e-y represents the Poisson 
probability of cells without dicentric in the irradiated fraction, x is the number of dicentrics 
observed, N is the number of cells scored and n0 is the number of cells free of dicentrics. 
The 95% confidence intervals of y are calculated with the following equation: 

 0 51 96      
.

min/ maxy y . Var y  

where y* is the yield of dicentrics per unstable cell (x/ (N - n0)) and Var(y*) is its variance 
(x(1 + y - y*) / (N - n0)²) (Barquinero, 1997). 
The dose of the irradiated fraction and its 95% confidence interval are estimated by 
correspondence of the yield of dicentrics per unstable cell and its 95% confidence interval to 
dose-effect curve. 
Furthermore, the fraction of cells exposed (F) and its 95% confidence interval are estimated 
using the following equation: 

1
 

   
 

f fF f
p p

 

where f is the fraction of cells scored that were irradiated (x/(yN)) and p is the fraction of 
surviving cells, taking into account the selective loss of irradiated cells due to interphase 
death and mitotic delay. For each condition, p is estimated using the following equation: 

0



D
Dp e  

where D is the estimated dose for the irradiated fraction (f) and D0 is the dose for which 37% 
of irradiated cells survived. Various values have been reported for D0 depending on the 
studies and the irradiation conditions: 2.7 Gy (Lloyd, 1973) and 3.8 Gy (Barquinero, Barrios, 
1997) for X-rays and 3.5 Gy for 60Co γ-rays (Matsubara, 1974). 
The yield of dicentrics of the irradiated fraction can also be calculated with a second 
method, Qdr (Sasaki&Miyata, 1968). This method uses the same parameters as the 
contaminated Poisson method and in addition the excess acentric fragments yield. Acentric 
fragments are eliminated rapidly during mitosis, so their presence indicates that aberrant 
cells counted are due to exposure. It is necessary to plot a dose-effect curve based on the 
excess acentric fragments yield observed per exposure dose. The Qdr method uses the 
following equation: 

    0 1  


  acey* y
y *x

N n e
 

where yace is the yield of excess acentric fragments per unstable cell (Sasaki&Miyata, 1968).  
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The 95% confidence intervals of y are calculated with a similar equation to the contaminated 
Poisson method. The dose of the irradiated fraction and its 95% confidence intervals are 
estimated by correspondence of the yield obtained with the Qdr method and its 95% 
confidence intervals to the dose-effect curve. 

2.1.3 Case of protracted exposure 
Protracted exposures have an effect on the yield of dicentrics. Indeed the time to repair the 
induced damage is lower than the exposure time. Some double-strand break can be repaired 
before and to coexist with new double-strand break produced later. Despite that, studies 
have shown that there is also a good relationship between the dose received and the 
dicentric yield (Bauchinger, 1979). For low LET radiation, protracted exposures modify the 
number of dicentrics produce by two tracks. For this reason and to correct the β coefficient 
obtained at the acute irradiation the G-function is need. Several studies have shown that the 
mean time to repair a lesion is about 2 hours (Schmid, 1976), (Purrott&Reeder, 1976), 
(Virsik&Harder, 1980). The equation representing the dose-effect relationship can be written 
as: 
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where the G-function follows this equation: 
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where t is the time over which irradiation occurs and t0 represents the mean lesion repair 
time estimated (2 hours). If the time of exposure is long, the G-function may be reduced to 
zero (Lloyd, 1984). Therefore, in case of fractioned irradiations if the time between exposures 
is greater than 6 hours, the different exposures will be considered as separate and the effect 
as additive. For high LET radiation, no effect on the yield of dicentric produced will be 
expected. 

2.1.4 Case of high dose exposure 
The dose range detectable with the dicentric assay is 0.1-5 Gy. In the case of exposure to a 
highest dose, there is a strong influence of cell death and mitotic delay. It is then necessary 
to observe chromosome aberrations induced by ionizing radiation in interphase cells. In this 
sense, two different techniques based on premature chromosome condensation (PCC) have 
been proposed. The first method used the fusion of interphase lymphocytes with mitotic 
cells, it does not need to stimulate the cell division. With this methodology, excess fragments 
can be detected (Pantelias&Maillie, 1984) and results can be obtained in a few hours after 
sample reception. The second method is able to condensate chromatide before metaphase, it 
is used chemical agents (calyculin A or okadaic acid). In this second method lymphocytes 
need to be stimulated and aberrations can be detected in G1 and G2 phases of the cell cycle 
(Kanda, 1999). One of chromosome aberrations observed are ring chromosomes (Figure 5). 
For both chromosome aberrations (excess fragments, rings), the dose-effect curves are fitted 
to a linear model. The methodology dose up to 25 Gy is estimated (Lamadrid, 2007). The 
PCC assay, using chemical agent, was successfully used to estimate dose in the Tokai-Mura 
radiation accident (1999, Japan) (Hayata, 2001).  



 
Current Topics in Ionizing Radiation Research 

 

36

The calculation of the dicentric yield of the fraction irradiated, with the contaminated 
Poisson method, uses the following equation: 
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where y is the mean yield of dicentrics of the irradiated fraction, e-y represents the Poisson 
probability of cells without dicentric in the irradiated fraction, x is the number of dicentrics 
observed, N is the number of cells scored and n0 is the number of cells free of dicentrics. 
The 95% confidence intervals of y are calculated with the following equation: 
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where y* is the yield of dicentrics per unstable cell (x/ (N - n0)) and Var(y*) is its variance 
(x(1 + y - y*) / (N - n0)²) (Barquinero, 1997). 
The dose of the irradiated fraction and its 95% confidence interval are estimated by 
correspondence of the yield of dicentrics per unstable cell and its 95% confidence interval to 
dose-effect curve. 
Furthermore, the fraction of cells exposed (F) and its 95% confidence interval are estimated 
using the following equation: 
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where f is the fraction of cells scored that were irradiated (x/(yN)) and p is the fraction of 
surviving cells, taking into account the selective loss of irradiated cells due to interphase 
death and mitotic delay. For each condition, p is estimated using the following equation: 

0



D
Dp e  

where D is the estimated dose for the irradiated fraction (f) and D0 is the dose for which 37% 
of irradiated cells survived. Various values have been reported for D0 depending on the 
studies and the irradiation conditions: 2.7 Gy (Lloyd, 1973) and 3.8 Gy (Barquinero, Barrios, 
1997) for X-rays and 3.5 Gy for 60Co γ-rays (Matsubara, 1974). 
The yield of dicentrics of the irradiated fraction can also be calculated with a second 
method, Qdr (Sasaki&Miyata, 1968). This method uses the same parameters as the 
contaminated Poisson method and in addition the excess acentric fragments yield. Acentric 
fragments are eliminated rapidly during mitosis, so their presence indicates that aberrant 
cells counted are due to exposure. It is necessary to plot a dose-effect curve based on the 
excess acentric fragments yield observed per exposure dose. The Qdr method uses the 
following equation: 
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where yace is the yield of excess acentric fragments per unstable cell (Sasaki&Miyata, 1968).  
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The 95% confidence intervals of y are calculated with a similar equation to the contaminated 
Poisson method. The dose of the irradiated fraction and its 95% confidence intervals are 
estimated by correspondence of the yield obtained with the Qdr method and its 95% 
confidence intervals to the dose-effect curve. 
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have shown that there is also a good relationship between the dose received and the 
dicentric yield (Bauchinger, 1979). For low LET radiation, protracted exposures modify the 
number of dicentrics produce by two tracks. For this reason and to correct the β coefficient 
obtained at the acute irradiation the G-function is need. Several studies have shown that the 
mean time to repair a lesion is about 2 hours (Schmid, 1976), (Purrott&Reeder, 1976), 
(Virsik&Harder, 1980). The equation representing the dose-effect relationship can be written 
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where t is the time over which irradiation occurs and t0 represents the mean lesion repair 
time estimated (2 hours). If the time of exposure is long, the G-function may be reduced to 
zero (Lloyd, 1984). Therefore, in case of fractioned irradiations if the time between exposures 
is greater than 6 hours, the different exposures will be considered as separate and the effect 
as additive. For high LET radiation, no effect on the yield of dicentric produced will be 
expected. 

2.1.4 Case of high dose exposure 
The dose range detectable with the dicentric assay is 0.1-5 Gy. In the case of exposure to a 
highest dose, there is a strong influence of cell death and mitotic delay. It is then necessary 
to observe chromosome aberrations induced by ionizing radiation in interphase cells. In this 
sense, two different techniques based on premature chromosome condensation (PCC) have 
been proposed. The first method used the fusion of interphase lymphocytes with mitotic 
cells, it does not need to stimulate the cell division. With this methodology, excess fragments 
can be detected (Pantelias&Maillie, 1984) and results can be obtained in a few hours after 
sample reception. The second method is able to condensate chromatide before metaphase, it 
is used chemical agents (calyculin A or okadaic acid). In this second method lymphocytes 
need to be stimulated and aberrations can be detected in G1 and G2 phases of the cell cycle 
(Kanda, 1999). One of chromosome aberrations observed are ring chromosomes (Figure 5). 
For both chromosome aberrations (excess fragments, rings), the dose-effect curves are fitted 
to a linear model. The methodology dose up to 25 Gy is estimated (Lamadrid, 2007). The 
PCC assay, using chemical agent, was successfully used to estimate dose in the Tokai-Mura 
radiation accident (1999, Japan) (Hayata, 2001).  
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Fig. 5. PCC of peripheral blood lymphocytes in G2. Unstable chromosomal aberrations are 
analyzed with Giemsa staining. The ring is framed in blue. 

2.2 Biodosimetry for population triage purposes 
The standard biological dosimetry technique, based on dicentric, is labor-intensive and 
time-consuming. In the case of a large-scale radiological event, the standard dicentric assay 
cannot be used to perform rapid triage of the numerous potential victims and triage of badly 
injured victims would have to be done rapidly. Besides, following this triage step it will be 
necessary to estimate the dose received as accurately as possible in order to manage the 
long-term medical follow-up of the victims. 

2.2.1 Application of the dicentric assay 
Currently, the strategy for triage is to use the dicentric assay by reducing the number of 
metaphases scored. The IAEA advises to score unstable chromosomal aberrations among 
only 50 metaphases. This increases the minimum detection threshold from 0.1-0.2 Gy to 0.5-
0.6 Gy depending on the calibration curve (Agency, 2001). In vitro studies have shown good 
dose assessment for whole-body exposure (Lloyd, 2000), (Romm, 2011). The triage mode 
was applied after accident in Georgia (1998) where 85 people were potentially exposed. The 
results showed an under-estimation of the dose for 82% of individuals when the scoring of 
50 metaphases was compared with the scoring of 250 metaphases (Voisin, 2001). This trend 
seemed to be correlated with another accident in Senegal (2006) where 63 people were 
potentially exposed.. Indeed, under-estimation was observed for 50% of individuals with 
the scoring of 50 metaphases (Vaurijoux, 2009). These results indicate that the good 
agreement observed in in vitro experiments is not left with real cases of accident.  
Additionally, it should be expected that triage mode estimation of partial-body exposure 
will become much less accurate, because there is a low probability to observe an 
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overdispersion with few metaphases scored. The results of in vitro simulation of partial-
body exposure suggested that the estimation of the irradiated fraction was good in 25% of 
cases for doses below 3 Gy and in 75% of cases for doses above 3 Gy (Lloyd, Edwards, 2000). 
There are no published results on the detection of partial-body exposure with scoring of 50 
metaphases in comparison with scoring of 500 metaphases in the case of real accidents.  

2.2.2 Application of the micronucleus assay  
The other alternative is the in vitro cytokinesis-block micronucleus (CBMN) assay 
performed on peripheral blood lymphocytes (Fenech&Morley, 1985). The micronucleus is a 
small spherical object of same appearance as that nuclei after Giemsa staining. It is 
composed of an acentric fragment or a whole chromosome that is not included in the 
daughter nuclei during cell division. It is observed in binucleated cells, though if the 
micronucleus contains an acentric fragment (Figure 6) it will be eliminated after anaphase. 
 

 
Fig. 6. Binucleated cell of peripheral blood lymphocytes containing a micronucleus (Giemsa 
straining). 

Scoring micronuclei is easier than scoring dicentrics and therefore allows a faster analysis. 
Moreover, the precision of the micronucleus assay is better than that of the dicentric assay 
on 50 metaphases (Roy, 2007). The dose-effect response fits the linear quadratic model for 
low LET radiation and the linear model for high LET radiation (Vral, 2011). Dose is 
estimated using the correspondence between micronucleus yield and the dose-effect curve. 
However, the CBMN assay does not allow the detection of partial-body exposure. 
Furthermore, the micronucleus is not radiation-specific and can be induced by many 
genotoxic agents. There is also marked inter-individual variability due to age and gender 
(Fenech, 1993). 
It is well known that most micronuclei induced by ionizing radiation are formed of acentric 
fragments because they are the result of chromosome breakage. However, a minority of 
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on 50 metaphases (Roy, 2007). The dose-effect response fits the linear quadratic model for 
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micronuclei contain a whole chromosome because of time lag during anaphase caused by 
some defect in the spindle or the kinetochore protein (Vral, 1997). The use of fluorescence in 
situ hybridization (FISH) to highlight chromosome centromere indicates whether the 
micronucleus contains an acentrics fragment (MNCM-) or if it contains one or more 
chromosome (MNCM+). The scoring of centromere-negative micronuclei (MNCM-) reduces 
the detection threshold to 0.1 Gy for 2000 binucleated cells scored (Vral, Thierens, 1997). 
However to apply FISH technique increase the time need to obtain the result and more 
expensive and for these reasons in large-scale radiation seems to be less suitable.   

3. Past exposure to ionizing radiation 
Past exposures to ionizing radiation are evaluated differently from recent exposures. 
Dicentric is an unstable aberration and its yield decreases with time, so an accurate dose 
estimate can only be obtained up to 1 year after exposure (Lloyd, 1998). For past dose 
assessment the most appropriate assay is to score of stable chromosome aberrations in stable 
cells, since cells containing unstable aberrations or complex aberrations decrease in number 
over time (Edwards, 2005). Non-reciprocal translocations are not stable because there is loss 
of genetic information (Pala, 2001), (Gregoire, 2006), so to obtain an accurate estimation of 
the dose it is important to score only two-way translocations.  
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Fig. 7. FISH staining of peripheral blood lymphocytes in metaphase. A) Three chromosomes 
are painted: 2 (green), 4 (red) and 13 (orange) and B) All chromosomes are painted with a 
combination of fluorochromes (multicolor-FISH). 

Translocations are analyzed by FISH, which paints one or more chromosome with the aid of 
DNA probes associate with a fluorochrome (Figure 7). In case of a part of genome is 
visualized, the yield of translocations obtained represents is not directly applicable to full 
genome. Lucas et al have developed mathematical models to reconstitute the yield of the 
full genome (Lucas, 1997):  
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where FG is the yield of the full genome, FP is the yield of translocations observed by FISH, 
and fP is the fraction of the genome hybridized. This equation is general. In the case where 
more than two colors are used, the following equation is used (Lucas, 1997): 

 2 05 1


 
  
  
 



P
G

i i j
i i j

FF

. f fi f f
 

However, stable chromosome aberrations are less specific to ionizing radiation exposure 
than dicentrics. Furthermore, translocations persist for many years in circulating 
lymphocytes and their frequency increases significantly with age and the lifetime conditions 
(alcohol, tobacco, pesticide exposure…) (Whitehouse, 2005), (Sigurdson, 2008), (Grégoire, 
2010). This increase has to be taken into consideration in evaluation of exposure and 
corrected for as a function of the age of the individual. The relationship between 
translocation yield and age is based on a linear-exponential model (Sigurdson, Ha, 2008): 

    age( )
T ageF e  

where FT is translocation yield, α represents the translocation yield at age 0, βage represents a 
linear slope indicating the increase in translocation yield with age and γage represents a 
loglinear curvature parameter.  
In a study of blood from nuclear test veterans, 50 years after exposure to ionizing radiation 
(Wahab, 2008), the frequency of total chromosome translocations was three times higher 
than the one observed in the control group. Analysis of potential confounding factors 
suggested that this high frequency was most likely attributable to radiation exposure. It is 
hard to estimate a dose accurately 50 years after the fact, but exposure may be assumed if 
the frequency of translocation is above the background level in the population 
(Lindholm&Edwards, 2004). 

4. Improving biological dosimetry 
Current research in biological dosimetry is seeking shorter analysis time, lower threshold 
detection and accurate localization and dose estimation in the case of partial-body exposure. 
New methods of scoring dicentrics and micronuclei, as well as new biomarkers such as foci 
γH2AX, and gene expression are investigated. Advantages and limits have been observed in 
all cases, and further research is needed remains to be done in the development of ionizing 
radiation biodosimetry.  

4.1 Reducing analysis time 
4.1.1 Automation of dicentric scoring  
Dicentrics assay is the gold standard method in biodosimetry. One improvement has been 
automation of scoring using image analysis software (DCScore software; MetaSystems). 
Briefly, the software identifies as chromosomes all objects corresponding to the shape and 
size of benchmarks and detects dicentrics among them (Schunck, 2004) (Figure 8). Putative 
dicentrics are validated by an operator.  
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where FG is the yield of the full genome, FP is the yield of translocations observed by FISH, 
and fP is the fraction of the genome hybridized. This equation is general. In the case where 
more than two colors are used, the following equation is used (Lucas, 1997): 
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However, stable chromosome aberrations are less specific to ionizing radiation exposure 
than dicentrics. Furthermore, translocations persist for many years in circulating 
lymphocytes and their frequency increases significantly with age and the lifetime conditions 
(alcohol, tobacco, pesticide exposure…) (Whitehouse, 2005), (Sigurdson, 2008), (Grégoire, 
2010). This increase has to be taken into consideration in evaluation of exposure and 
corrected for as a function of the age of the individual. The relationship between 
translocation yield and age is based on a linear-exponential model (Sigurdson, Ha, 2008): 

    age( )
T ageF e  

where FT is translocation yield, α represents the translocation yield at age 0, βage represents a 
linear slope indicating the increase in translocation yield with age and γage represents a 
loglinear curvature parameter.  
In a study of blood from nuclear test veterans, 50 years after exposure to ionizing radiation 
(Wahab, 2008), the frequency of total chromosome translocations was three times higher 
than the one observed in the control group. Analysis of potential confounding factors 
suggested that this high frequency was most likely attributable to radiation exposure. It is 
hard to estimate a dose accurately 50 years after the fact, but exposure may be assumed if 
the frequency of translocation is above the background level in the population 
(Lindholm&Edwards, 2004). 

4. Improving biological dosimetry 
Current research in biological dosimetry is seeking shorter analysis time, lower threshold 
detection and accurate localization and dose estimation in the case of partial-body exposure. 
New methods of scoring dicentrics and micronuclei, as well as new biomarkers such as foci 
γH2AX, and gene expression are investigated. Advantages and limits have been observed in 
all cases, and further research is needed remains to be done in the development of ionizing 
radiation biodosimetry.  

4.1 Reducing analysis time 
4.1.1 Automation of dicentric scoring  
Dicentrics assay is the gold standard method in biodosimetry. One improvement has been 
automation of scoring using image analysis software (DCScore software; MetaSystems). 
Briefly, the software identifies as chromosomes all objects corresponding to the shape and 
size of benchmarks and detects dicentrics among them (Schunck, 2004) (Figure 8). Putative 
dicentrics are validated by an operator.  
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Fig. 8. Image of metaphase obtained after analysis by DCScore software (MetaSystems). 
Chromosomes detected as dicentrics are framed in red. 

One thousand metaphases can be analyzed for triage in 1 hour and 3000 for individual 
dosimetry in 3 hours, with a 3-fold reduction in analysis time. For triage the threshold 
obtained with automatic scoring is better than that with manual scoring of 50 metaphases. 
For triage the automatic detection of dicentrics has been validated of the accident in Senegal 
(2006). We have show that use of this methodology for a large population dose estimation as 
it can replace the usual manual scoring of both the 50MS and 500MS methods (Vaurijoux, 
2008).  

4.1.2 Automation of micronucleus scoring  
The scoring of micronuclei poses a problem of inter- and intra-laboratory variability 
(Fenech, 2003), and in response to this and to speed up scoring use is made of image 
analysis software (Metafer MicroNuclei; MetaSystems). Briefly, the software first detects 
binucleated cells according to morphometric criteria: size, ratio of the longest to the shortest 
diameter, relative concavity depth, and distance between objects. Then, it detects the 
presence of a micronucleus with the same criteria (Varga, 2004). It is interesting to note that 
the correlation is good between manual and automatic scoring. When 1000 binucleated cells 
are scored, the detection threshold is 0.4 Gy (Willems, 2010). When 5000 binucleated cells are 
scored, the detection threshold is 0.2 Gy. This scoring requires 40 min (Baeyens, 2011). Inter-
laboratory variability appears to be limited by the use of this software (Willems, August, 
2010).  
It is describe that the scoring of centromere-negative micronuclei (MNCM-) improves the 
accuracy of the dose estimation. Semi-automation of MNCM- scoring (automation of 
micronucleus detection and manual analysis of MNCM-) enables analysis of 5000 
binucleated cells in approximately 2 hours. This is longer than automation of all micronuclei 
seems more accurate in the low dose range (Baeyens, Swanson, 2011).  
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4.2 Application of early biomarkers  
Dicentric assay and micronucleus assay have two main limitations. First, the lymphocyte 
culture step requires 48 or 64 hours, respectively. Second, both methods are not able to 
estimate a dose below 0.1 Gy. Current research is investigating the relevance of early 
biomarkers after radiation exposure for biodosimetry purposes. 

4.2.1 H2AX protein 
H2AX protein is a histone whose serine 139 is phosphorylated in response to a DNA double-
strand break. This phosphorylated form is called γH2AX and is visualized in the nucleus 
after immunofluorescence staining with specific fluorescent antibodies (Rogakou, 1998) 
(Figure 9).  
 

 

 
Fig. 9. Nuclei of peripheral blood lymphocytes with γH2AX foci visualized by fluorescence. 

The number of γH2AX foci and their relative fluorescence show a linear relationship with 
the dose received (Leatherbarrow, 2006). Doses as low as 0.05 Gy can be detected with this 
marker after in vivo exposure (Rothkamm, 2007). The linear relationship is maintained for 
30 min to 16 hours in human peripheral lymphocytes after irradiation with γ rays for doses 
in the range 0.05 to 2 Gy (Roch-Lefevre, 2010).  
The main limitations of γH2AX foci quantification are the marked inter-individual variation 
in baseline values and the decrease of γH2AX foci yield with time (Roch-Lefevre, Mandina, 
2010).  

4.2.2 Gene expression 
Study of gene expression profiles in the response to radiation exposure is an alternative 
approach to biodosimetry (Amundson, 2000), (Amundson, 2001). Cellular damages usually 
induce cellular stress which leads to a response through activation of several cellular 
pathways that result in modulations of gene expression. Microarray technology is used to 
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scored, the detection threshold is 0.2 Gy. This scoring requires 40 min (Baeyens, 2011). Inter-
laboratory variability appears to be limited by the use of this software (Willems, August, 
2010).  
It is describe that the scoring of centromere-negative micronuclei (MNCM-) improves the 
accuracy of the dose estimation. Semi-automation of MNCM- scoring (automation of 
micronucleus detection and manual analysis of MNCM-) enables analysis of 5000 
binucleated cells in approximately 2 hours. This is longer than automation of all micronuclei 
seems more accurate in the low dose range (Baeyens, Swanson, 2011).  
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culture step requires 48 or 64 hours, respectively. Second, both methods are not able to 
estimate a dose below 0.1 Gy. Current research is investigating the relevance of early 
biomarkers after radiation exposure for biodosimetry purposes. 

4.2.1 H2AX protein 
H2AX protein is a histone whose serine 139 is phosphorylated in response to a DNA double-
strand break. This phosphorylated form is called γH2AX and is visualized in the nucleus 
after immunofluorescence staining with specific fluorescent antibodies (Rogakou, 1998) 
(Figure 9).  
 

 

 
Fig. 9. Nuclei of peripheral blood lymphocytes with γH2AX foci visualized by fluorescence. 

The number of γH2AX foci and their relative fluorescence show a linear relationship with 
the dose received (Leatherbarrow, 2006). Doses as low as 0.05 Gy can be detected with this 
marker after in vivo exposure (Rothkamm, 2007). The linear relationship is maintained for 
30 min to 16 hours in human peripheral lymphocytes after irradiation with γ rays for doses 
in the range 0.05 to 2 Gy (Roch-Lefevre, 2010).  
The main limitations of γH2AX foci quantification are the marked inter-individual variation 
in baseline values and the decrease of γH2AX foci yield with time (Roch-Lefevre, Mandina, 
2010).  

4.2.2 Gene expression 
Study of gene expression profiles in the response to radiation exposure is an alternative 
approach to biodosimetry (Amundson, 2000), (Amundson, 2001). Cellular damages usually 
induce cellular stress which leads to a response through activation of several cellular 
pathways that result in modulations of gene expression. Microarray technology is used to 
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study these modulations with the aim of identifying the corresponding gene or group of 
genes whose profile shows a dose-effect relationship (Paul, 2011). Amundson et al in 2000 
were among the first to use gene expression as biological dosimetry in peripheral blood 
lymphocytes. They showed that modulation of several target genes of p53 protein seems to 
be correlated with the dose in the range 0.2 to 2 Gy. The maximal response for doses of 
0.5 Gy or less could be observed early (about 4 hours after exposure), but this ex-vivo model 
seems to be limited for times longer than 48 h post-exposure (Amundson, Do, 2000).  
Studies of doses below 0.1 Gy, especially on human blood cells, are still rare (Gruel, 2008), 
(Morandi, 2009). Globally, the level of induction of known target genes of p53 protein 
appears to decrease with dose and even becomes undetectable at very low doses 
(>0.025 Gy). This suggests loss of the characteristics of a typical stress response at very low 
doses and that the response is more diverse and less specialized. It is interesting to note that 
many genes modulated at this level of dose are known to play a role in mechanisms such as 
cytoskeleton metabolism, cell-cell signaling, chromatin modeling, RNA and protein 
processing, proliferation, etc (Gruel, Voisin, 2008), (Morandi, Severini, 2009).  
There are two main limitations on immediate implementation of these results in operational 
dosimetry. First, given the time limit of current studies (48-64 hours), it is hard to keep 
peripheral blood lymphocytes in culture without creating bias in the analysis. Second, RNA 
is not stable in blood collection tubes with anticoagulant which poses a problem for the 
storage and handling of samples during shipment from the sampling site to the specialized 
laboratory.  

5. Standardisation of biodosimetry  
Biological dosimetry, based on the study of the radio-induced chromosomal aberrations, 
mainly the dicentric assay, has become a routine component of the accidental dose 
assessment. Experience of its application in hundreds of cases of suspected or proven 
overexposures has proved the value of the method and also defined its limitations.  
Biological dosimetry is incorporated into radiation protection programmes of several 
countries, to confirm or discount a suspected radiation exposure. By contrast, the absence of 
real concurrence (only one or two lab per country) underlines the needs of homogeneously 
and largely established bases to assure its credibility. Therefore, an ISO standard was 
developed to address the critical aspects of the use of the dicentric assay as a biodosimeter. 
The first publication of 19238 ISO standard in 2004 provides for expertise, minimum 
requirement for experimental processes, quality assurance and quality control programmes, 
and evaluation of performance. Another 21243 ISO standard published in 2008 was 
intended to define performance criteria for cytogenetic triage. The primary purpose of this 
standard is to provide a guideline in order to perform the dicentric assay for dose 
categorization in triage mode using documented and validated procedures. The described 
approaches included pre-planning, reagent stockpiling, simplified sample processing, 
automation, networking, and modification of some of the ISO 19238 scoring criteria.  
The standards are written in the form of procedures to be adopted for dicentric 
expertise/cytogenetic triage depending upon the application of the results: medical 
management when appropriate, radiation protection management, record keeping and 
medical/legal requirements. Whatever the laboratory in any country, the application of such 
standards ensures quality of practice which is very important for credibility. Second, it helps 
to compare the results obtained in one laboratory to another one, particularly in case of an 
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international collaboration or intercomparison. Finally, each new laboratory should get from 
this standard the most useful information to perform dicentrics assay in the best 
experimental and reproducible conditions. 
To be qualified, the biological dosimetry laboratory must establish technical validation of 
the bioassay used, besides the precise description of the dose assessment process 
(relationship with customer, confidentiality of information, capability of laboratory staff, 
QA&QC program...) For instance, in order to test the influence of protocol variations the 
mitotic index and dicentrics rates were measured under different experimental conditions 
(L. Roy et al, 2011, Radiation Protection Dosimetry, submitted). The effect of seven 
parameters was tested: BrdU, PHA and colcemid concentrations, blood and medium 
volumes, culture duration and incubation temperature. The results show that mitotic index 
was influenced by the concentration of BrdU, medium and blood, the culture duration and 
the temperature. However none of the factors has a significant impact on the yield of 
dicentrics. We can conclude that the dicentric assay is robust against reagents variations 
within the range tested. These results could be used by relevant laboratories as element of 
the quality of their dose assessment and their procedures robustness in any event requiring 
such demonstration. 
There is also some limitation to systematically introduce specific QA&QM programs in the 
normal activity of the biological dosimetry laboratory. While the quality system is a natural 
way for any R&D activity, the application of such standard is time consuming because all 
the process must be checked for deviation and this checking is required regularly. It is 
especially true when a specific ISO standard is required for supplementing classical 
accreditation process following more general ISO 17025:2000. For instance the 19238 ISO 
standard was heavily updated by more detailed description of the experimental and 
statistical steps for satisfying the accreditation requirements and this implementation come 
into force probably next year.  
A new ISO standard on the use of micronuclei assay in individual biodosimetry and 
population triage is in preparation and it is expected a future ISO standard on automation in 
cytogenetic dosimetry. 

6. Conclusion 
Currently, the dicentric assay seems to be the best bioindicator of recent radiation exposure 
and their assay is the only one to offer all of the following advantages: low background 
level, clear dose-effect relationship for different radiation qualities and dose rates, specific to 
ionizing radiation, non-invasive, good reproducibility and comparability of in vitro and in 
vivo results. The only drawback is the time required to obtain a dose estimation, especially 
in the case of large-scale accidental exposure. However, new advances in the automation of 
dicentric scoring enormously reduce the time needed to estimate the dose and this method 
remains the most promising.  
Nevertheless, the detection of accidental exposure below 0.1 Gy remains difficult. Markers 
as γH2AX foci and gene expression lead to reduce this detection threshold but some 
limitations shill exists to be used them at the real accidental biodosimetry. 
Translocation is the only biomarker used in biodosimetry for past exposure. However, it is 
difficult to estimate an accurate dose because the background level depends on age and life 
conditions of the individual.  
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1. Introduction 
Studies on the effects of low doses of ionizing radiation (IR) on living organisms in the last 
decade have received considerable development. There are numerous investigations that 
contribute to our knowledge of how post-radiation processes develop, and after small and 
low-intensity doses of IR in particular.  
Nevertheless discussions about the quantitative threshold of radiation dose have been 
continued. A linear non-threshold (LNT) model has been accepted as a basic standard for 
radiation protection and risk estimates over many years. The LNT model postulates a linear 
dependence of biological effects on IR dose. Also, this model suggests that low-dose 
induced damage does not markedly contribute to the risk because a great deal of 
endogenous (spontaneous) lesions to the genome continuously arise and are repaired in the 
cell. However there is considerable experimental evidence that allows the suggestion that 
IR-induced DNA lesions increase linearly with dose, but the reaction of cells to these lesions 
and the efficiency of repair of most critical injuries may be nonlinear (Tubiana et al., 2006).  
Low radiation doses may increase the risk of cancer development (NRC, 2006, Brenner et al., 
2003) and, probably, of non-cancer pathologies (Hildebrandt, 2010). 
Though the notion of “low doses” is not formally determined, this dose interval is defined 
in many reports as ≤ 100-200 mSv. In the BEIR VII report of the National Academy of 
Sciences of USA, the low dose is determined as a dose not exceeding 100 mSv (NRC, 2006). 
Most likely, such doses (not more than 100 mSv) may be considered as “low doses”. To the 
point, 100 mSv exceeds nearly 100 times the average yearly natural background (~1.0 mGy) 
of low linear energy transfer (LET).  
This paper is a review of studies of cellular response to the critical DNA damage induced by 
ionizing radiation. Mechanisms are elucidated that limit the efficiency of repair of such 
lesions arising in cells irradiated with low doses of ionizing radiation. However, the analysis 
requires clarification of specific differences between the DNA damage induced by IR and 
endogenous lesions.  
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2. Endogenous and radiation-induced DNA damage 
Endogenous DNA lesions constantly arise in cells. So, according to Lindahl (1993), in the 
DNA of one cell during one day there may be around 50 000 single-strand breaks (SSB), 10 
000 apurinic/apyrimidinic sites (AP sites), 2000 oxidative lesions, 5000 alkylating lesions, 10 
double-strand breaks (DSB) and 10 interstrand cross-linkings (ICL). These lesions to DNA 
result from the hydrolytic reactions, the action of reactive oxygen species (ROS) and other 
reactive metabolites (Lindahl, 1993; Bont, and van Larebeke, 2004). ROS induce 
modifications in DNA bases, SSB, AP sites, and DSB as a result of a close match of SSB 
(Bont, and van Larebeke, 2004).  
ROS cause damage not only to DNA but also to lipids and other intracellular molecules. 
Therewith, the products of lipid: malondialdehyde (MDA), crotonaldehyde, acrolein, 4-
hydroxynonenal can interact with DNA to form injuries. In particular, MDA is able to form 
in DNA ICL (Marnett, 2002). Apart from ROS, the cells contain other reactive molecules that 
may damage DNA. The most significant of them is S-adenosylmethionine (SAM). This is a 
donor of the methyl group of the enzymatic DNA methylation, which plays a role in the 
regulation of gene expression. However, SAM can also exercise the non-enzymatic 
methylation of DNA to yield mutagenic base adducts, such as 7-methylguanine, 3-
methyladenine and O6-methylguanine in mammalian cells (Barnes and Lindahl, 2004). 
Other endogenous non-enzymatic methylating agents are betaine and choline. 
Endogenous hydrolytic DNA lesions arise due to instability of the glycoside bond between 
the bases and deoxyribose. This connection is broken upon temperature increase, base 
alkylation or as a result of action of DNA-N- glycosylases. Break of the N-glycoside bond 
leads to arising of AP sites in DNA (Lindahl, 1993; Barnes and Lindahl, 2004). DNA bases 
are also subject to hydrolysis and deamination. These events more intensively occur in  
the single-stranded DNA than in double-stranded. Cytosine and its homologue 5-
methylcytosine are largely susceptible to deamination. Every day about 100-500 cytosines 
within DNA of one cell are subject to deamination and convert into uracils (Barnes and 
Lindahl, 2004).  
Endogenous DNA lesions such as DSB and ICL, although arising in small proportion, 
approximately 10 per day on cell genome, are most critical for the fate of cells compared to a 
multiplicity of other injuries (Lieber, 2010; Dextraze et al., 2010). Endogenous DSB may arise 
in DNA not only as a result of ROS action, but also by programmed genome rearrangements 
such as V(D)J recombination (in lymphoid cells of the immune system) or due to meiotic 
recombination, shortening of telomeres, in the processes of transcription, replication, and as 
a result of random influence of DNA metabolic enzymes (Lieber, 2010). 
Normally, the endogenous DNA lesions are not accumulated because in the cell there are 
constantly functioning repair mechanisms targeted at removing various types of damage. 
Most of these injuries are repaired by the mechanisms of base excision repair (BER). 
Adducts of non-enzymatic methylation may also be removed by BER enzymes, except for 
O6-methylguanine. The latter is removed from DNA by excision of the methyl group from 
guanine by O6-methylguanine-DNA methyltransferase (Barnes and Lindahl, 2004). 
Thus, to maintain genome stability and long-term viability, normal cells possess a repair 
system for eliminating constantly arising endogenous lesions at maximum accuracy and 
efficiency.  
This conclusion entails two questions. First: what is the difference between an endogenous 
DNA damage and a DNA damage induced by IR? Second: if in the cells significant amounts 
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of endogenous DNA lesions are constantly repaired, then whether or not the additional 
damage induced by low doses of IR may "overload" the repair systems of the cell? Let us 
consider both of these versions. 
IR induces multiple injuries to DNA of various chemical natures either as a result of direct 
ionization of DNA molecules, or indirectly through free radicals – the products of radiolysis 
of water and other intracellular compounds. In the cell there arise a variety of single DNA 
lesions: modified bases, SSB, AP sites, DNA-protein crosslinks, as well as complex injuries, 
such as DSB, ICL, replication fork destruction and the sites with long single-strand gaps 
(ssDNA) (Ward, 1988; Gaziev, 1999). 
The main distinction of IR-induced DNA lesions from endogenous ones is their complex 
chemical nature and clustering of the former. Furthermore, the percentage of complex DNA 
lesions, critical for the fate of the cell, is much higher in the case of IR influence. As noted 
above, among endogenous DNA lesions arising in one cell per day, SSB and DSB are in the 
ratio 5000:1 (Lindahl, 1993; Barnes and Lindahl, 2004).  Whereas for IR-induced lesions this 
ratio is: 20:1 (Ward, 1988). 
The Biological efficiency of some amount of IR-induced DNA damage is much higher than 
that of the same amount of endogenous DNA damage, or that induced by chemical oxidants 
like H2O2 (Dextraze et al., 2010; Shikazono et al., 2009). Thus, much of the DNA lesions 
induced by IR, in contrast to endogenous ones, may be accompanied by loss of encoded 
information; they contain more complex groups at break ends. 
Quantitative analysis of DNA damage in a single mammalian cell, immediately after its 
exposure to IR with low-LET at a dose of 1 Gy shows the formation of about 40 DSB and 40 
ICL, about 150 DNA-protein crosslinks (DPC), some 2000 base modifications, about 3000 AP 
sites, damaged deoxyribose residues, SSB and alkali-labile sites (Ward, 1988; Gaziev, 1999). 
Many of IR-induced lesions are not randomly distributed but form, to a large extent, 
clusters, that is, they can be located in close proximity to each other. Typically, cluster DNA 
damage results from local matches of two or more single lesions within 1-2 turns of the 
DNA helix (Hada and Georgakilas, 2008; Sage and Harrison, 2011). A clustered DNA 
damage may represent damaged bases, AP sites located next to DSB or SSB. Clustered 
injuries are generated both at high and at low doses of IR (Sutherland et al., 2000). 
Clustering of DNA damage occurs on a large scale and depends on DNA packing and the 
structural state of chromatin in the cell nucleus during exposure of cell to IR. Most 
pronounced clustering occurs when the ionization tracks run along the chromatin fiber. In 
this case the clustered damage may cover DNA regions of about 2 thousand bp (Radulescu 
et al., 2004; Regulus et al., 2007). It was shown that clustered DNA damage in the form of 
modified bases, AP sites and SSB, localized close to each other, is 4-8 times more than the 
amount of DSB in DNA of mammalian cells after radiation exposure (Radulescu et al., 2004; 
Hada and Georgakilas, 2008). Such clustered lesions are turned to DSB in the initial stage of 
BER functioning (Asaithamby et al., 2011). DSB can be considered as a kind of clustered 
DNA lesions, in which the SSB or gaps are formed on opposite chains in the immediate 
vicinity. DSB may be formed not only directly but also indirectly (via production of ROS) as 
a result of closely spaced two or more SSB on opposite strands within approximately 10-20 
bp. In addition, IR induced DSB may contain long single-stranded overhangs on the ends 
(Eccles et al., 2010). The significant amount of IR-induced ICL in cellular DNA can also be 
viewed as the result of clustered or multiple lesions (Gantchev et al., 2009). Formation of 
long gaps can also occur as a result of the clustered arrangement of SSB and the damaged 
DNA bases in chromatin structure (Gulston et al., 2004).  
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2. Endogenous and radiation-induced DNA damage 
Endogenous DNA lesions constantly arise in cells. So, according to Lindahl (1993), in the 
DNA of one cell during one day there may be around 50 000 single-strand breaks (SSB), 10 
000 apurinic/apyrimidinic sites (AP sites), 2000 oxidative lesions, 5000 alkylating lesions, 10 
double-strand breaks (DSB) and 10 interstrand cross-linkings (ICL). These lesions to DNA 
result from the hydrolytic reactions, the action of reactive oxygen species (ROS) and other 
reactive metabolites (Lindahl, 1993; Bont, and van Larebeke, 2004). ROS induce 
modifications in DNA bases, SSB, AP sites, and DSB as a result of a close match of SSB 
(Bont, and van Larebeke, 2004).  
ROS cause damage not only to DNA but also to lipids and other intracellular molecules. 
Therewith, the products of lipid: malondialdehyde (MDA), crotonaldehyde, acrolein, 4-
hydroxynonenal can interact with DNA to form injuries. In particular, MDA is able to form 
in DNA ICL (Marnett, 2002). Apart from ROS, the cells contain other reactive molecules that 
may damage DNA. The most significant of them is S-adenosylmethionine (SAM). This is a 
donor of the methyl group of the enzymatic DNA methylation, which plays a role in the 
regulation of gene expression. However, SAM can also exercise the non-enzymatic 
methylation of DNA to yield mutagenic base adducts, such as 7-methylguanine, 3-
methyladenine and O6-methylguanine in mammalian cells (Barnes and Lindahl, 2004). 
Other endogenous non-enzymatic methylating agents are betaine and choline. 
Endogenous hydrolytic DNA lesions arise due to instability of the glycoside bond between 
the bases and deoxyribose. This connection is broken upon temperature increase, base 
alkylation or as a result of action of DNA-N- glycosylases. Break of the N-glycoside bond 
leads to arising of AP sites in DNA (Lindahl, 1993; Barnes and Lindahl, 2004). DNA bases 
are also subject to hydrolysis and deamination. These events more intensively occur in  
the single-stranded DNA than in double-stranded. Cytosine and its homologue 5-
methylcytosine are largely susceptible to deamination. Every day about 100-500 cytosines 
within DNA of one cell are subject to deamination and convert into uracils (Barnes and 
Lindahl, 2004).  
Endogenous DNA lesions such as DSB and ICL, although arising in small proportion, 
approximately 10 per day on cell genome, are most critical for the fate of cells compared to a 
multiplicity of other injuries (Lieber, 2010; Dextraze et al., 2010). Endogenous DSB may arise 
in DNA not only as a result of ROS action, but also by programmed genome rearrangements 
such as V(D)J recombination (in lymphoid cells of the immune system) or due to meiotic 
recombination, shortening of telomeres, in the processes of transcription, replication, and as 
a result of random influence of DNA metabolic enzymes (Lieber, 2010). 
Normally, the endogenous DNA lesions are not accumulated because in the cell there are 
constantly functioning repair mechanisms targeted at removing various types of damage. 
Most of these injuries are repaired by the mechanisms of base excision repair (BER). 
Adducts of non-enzymatic methylation may also be removed by BER enzymes, except for 
O6-methylguanine. The latter is removed from DNA by excision of the methyl group from 
guanine by O6-methylguanine-DNA methyltransferase (Barnes and Lindahl, 2004). 
Thus, to maintain genome stability and long-term viability, normal cells possess a repair 
system for eliminating constantly arising endogenous lesions at maximum accuracy and 
efficiency.  
This conclusion entails two questions. First: what is the difference between an endogenous 
DNA damage and a DNA damage induced by IR? Second: if in the cells significant amounts 
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of endogenous DNA lesions are constantly repaired, then whether or not the additional 
damage induced by low doses of IR may "overload" the repair systems of the cell? Let us 
consider both of these versions. 
IR induces multiple injuries to DNA of various chemical natures either as a result of direct 
ionization of DNA molecules, or indirectly through free radicals – the products of radiolysis 
of water and other intracellular compounds. In the cell there arise a variety of single DNA 
lesions: modified bases, SSB, AP sites, DNA-protein crosslinks, as well as complex injuries, 
such as DSB, ICL, replication fork destruction and the sites with long single-strand gaps 
(ssDNA) (Ward, 1988; Gaziev, 1999). 
The main distinction of IR-induced DNA lesions from endogenous ones is their complex 
chemical nature and clustering of the former. Furthermore, the percentage of complex DNA 
lesions, critical for the fate of the cell, is much higher in the case of IR influence. As noted 
above, among endogenous DNA lesions arising in one cell per day, SSB and DSB are in the 
ratio 5000:1 (Lindahl, 1993; Barnes and Lindahl, 2004).  Whereas for IR-induced lesions this 
ratio is: 20:1 (Ward, 1988). 
The Biological efficiency of some amount of IR-induced DNA damage is much higher than 
that of the same amount of endogenous DNA damage, or that induced by chemical oxidants 
like H2O2 (Dextraze et al., 2010; Shikazono et al., 2009). Thus, much of the DNA lesions 
induced by IR, in contrast to endogenous ones, may be accompanied by loss of encoded 
information; they contain more complex groups at break ends. 
Quantitative analysis of DNA damage in a single mammalian cell, immediately after its 
exposure to IR with low-LET at a dose of 1 Gy shows the formation of about 40 DSB and 40 
ICL, about 150 DNA-protein crosslinks (DPC), some 2000 base modifications, about 3000 AP 
sites, damaged deoxyribose residues, SSB and alkali-labile sites (Ward, 1988; Gaziev, 1999). 
Many of IR-induced lesions are not randomly distributed but form, to a large extent, 
clusters, that is, they can be located in close proximity to each other. Typically, cluster DNA 
damage results from local matches of two or more single lesions within 1-2 turns of the 
DNA helix (Hada and Georgakilas, 2008; Sage and Harrison, 2011). A clustered DNA 
damage may represent damaged bases, AP sites located next to DSB or SSB. Clustered 
injuries are generated both at high and at low doses of IR (Sutherland et al., 2000). 
Clustering of DNA damage occurs on a large scale and depends on DNA packing and the 
structural state of chromatin in the cell nucleus during exposure of cell to IR. Most 
pronounced clustering occurs when the ionization tracks run along the chromatin fiber. In 
this case the clustered damage may cover DNA regions of about 2 thousand bp (Radulescu 
et al., 2004; Regulus et al., 2007). It was shown that clustered DNA damage in the form of 
modified bases, AP sites and SSB, localized close to each other, is 4-8 times more than the 
amount of DSB in DNA of mammalian cells after radiation exposure (Radulescu et al., 2004; 
Hada and Georgakilas, 2008). Such clustered lesions are turned to DSB in the initial stage of 
BER functioning (Asaithamby et al., 2011). DSB can be considered as a kind of clustered 
DNA lesions, in which the SSB or gaps are formed on opposite chains in the immediate 
vicinity. DSB may be formed not only directly but also indirectly (via production of ROS) as 
a result of closely spaced two or more SSB on opposite strands within approximately 10-20 
bp. In addition, IR induced DSB may contain long single-stranded overhangs on the ends 
(Eccles et al., 2010). The significant amount of IR-induced ICL in cellular DNA can also be 
viewed as the result of clustered or multiple lesions (Gantchev et al., 2009). Formation of 
long gaps can also occur as a result of the clustered arrangement of SSB and the damaged 
DNA bases in chromatin structure (Gulston et al., 2004).  
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It is well established that the level of clustering of DNA damage and their complexity 
increase with increasing LET of radiation (Terato and Ide, 2004; Sage and Harrison, 2011). 
For low-LET IR, this clustering occurs mainly on small sites of DNA and nucleosomes in the 
chromatin. High-LET radiation can produce in DNA several DSB close to each other 
(Radulescu et al., 2004). The relationship between various DNA lesions in cells exposed to 
radiation with high-LET is changing in favor of more complex DNA damage (Sutherland et 
al., 2002; Sage and Harrison, 2011). Low-LET radiation, γ-rays in particular, causes in DNA 
DSB, 30% of which represent cluster formations. High-LET radiation, such as α-rays, yields 
more than 90% of DSB with ends carrying additional single lesions (Terato and Ide, 2004; 
Hada and Georgakilas, 2008). It was shown that in the case of irradiation of cells with 
protons (LET 9.2 keV/m), 45% of the resulting SSB in the DNA are accompanied by 
additional damage of bases in close proximity to these breaks, and this value increases to 
78% after exposure of these cells to α-particles (LET 129 keV/m) (Terato and Ide, 2004). 
Other studies have also shown the formation of more complex DNA lesions after exposure 
of cells to high-LET radiation (Semenenko and Stewart, 2004). Clustered DNA damage 
occurs after irradiated of cells by low doses. So it was shown the linear dependence of the 
induction of clustered DNA damage in human primary fibroblast on the dose (10-100 cGy) 
X-rays (Das et al., 2011). Note that the probability of endogenous clustered DNA damage is 
extremely low (Bennett et al., 2004). 
It is well known that the choice of repair pathways, as well as the efficiency and accuracy of 
this process in the cell, depend on the type of injuries and their complexity. Many DNA 
lesions, such as SSB, AP sites, base modifications, induced by IR or emerging endogenously 
in the cell, are mainly repaired by the BER pathway. The repair of DNA-protein crosslinks in 
mammalian cells occurs mostly by homologous recombination (Ide et al., 2011). The most 
complex pathways of DNA repair are responsible for correction of DSB and ICL induced by 
IR (Lieber, 2010; Dextraze et al., 2010).  
Repair of a single lesion within a cluster may lead to formation of additional DSB or cause 
errors, which are critical for cell survival, mutagenesis, and malignization. There is literature 
evidence that DSB repair in cells irradiated with high-LET IR is less efficient than in the case 
of low-LET radiation. This is due, exclusively, to the complexity of these breaks (Heilmann 
et al., 1993; Dianov et al., 2001). Tandems of different single lesions with DSB may further 
complicate the repair of both types of injury and increase their biological significance 
(Sutherland et al., 2000; Sage and Harrison, 2011).  
Thus, it is believed that the complexity and clustering are the most important specific 
characteristics of radiation-induced DNA lesions, which distinguishes them from the 
endogenous damage. Now also clear that a genetic effects and lethality of IR is not just 
related to the types of DNA lesions introduced, but also to how the damage is distributed in 
the DNA (Sage & Harrison, 2011). The most critical DNA injuries induced by IR may be 
thought to be DSB, ICL, damage due to destruction of the replication fork and formation of 
long single-stranded gaps. A complex radiation-induced DNA lesion is a serious burden for 
constitutive cellular repair systems. To repair such damage requires additional activation of 
many processes. In contrast to endogenous damage, repair of radiation-induced damage is 
accompanied by significant errors. 

3. Mechanisms of cell response to DNA damage 
Since DNA is constantly damaged by the action of endogenous and exogenous factors, 
living organisms in their evolution developed complex systems that monitor the structural 
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integrity and stable operation of the genome. The components of these systems are able to 
recognize the most critical DNA lesions and to trigger a cascade of multiple molecular and 
biochemical reactions for the safety of genetic information. The extensive network of these 
reactions is activated as critical DNA lesions appear and is included in cell cycle regulation, 
DNA repair, reconstruction of chromatin, induction of transcription and cell death. The total 
sum of these reactions in the cell is called DNA damage response (DDR) (Kastan and Bartek, 
2004).   
Recent results of many studies on allow us to understand the mechanisms of DDR 
development in the cells after its exposure to IR, although much is still not clear. The 
development of DDR depends on many of proteins with different functions. These proteins 
have been classified as sensors, mediators, transducers, and effectors (Ding et al., 2005; 
Harper and Elledge, 2007). Although this classification is an arbitrary one, and the 
differences between protein groups are sometimes blurred, it facilitates our understanding 
of the mechanisms of process development. 
The activation of cell cycle checkpoints is of vital importance for an effective DDR. The 
induction of gene expression is also associated with the development of the whole complex 
of DDR events. And the expression level of many genes may change depending on IR dose 
and the time after irradiation of cells (Ding et al., 2005; Taki et al., 2009; Ghandhi et al., 2011). 
These processes are influenced by microRNAs, the endogenous gene regulators (Hu and 
Gatti, 2011). DDR is also accompanied by reconstruction of chromatin by modifying 
proteins, which contributes to the recognition of DNA damage and repair (Pandita and 
Richardson, 2009; Misteli and Soutoglou, 2009).  
DDR is regarded as an anti-carcinogenic mechanism (Costes et al., 2010), it is associated with 
a wide range of essential cellular processes and contributes to prevention of multiple human 
diseases (Kastan and Bartek, 2004; Bartek et al., 2007). Cells, deficient in different 
components of DDR development, have an increased sensitivity to IR and other DNA-
damaging agents, and many of these defects are causative factors of human diseases 
(Jackson and Bartek, 2009; Jeggo, 2010). 
The development of DSB-initiated DDR has been studied most of all. However, the 
development of DDR may also occur with other critical DNA lesions involving the same 
protein hierarchy as in the case of DSB (Fig. 1). At least, phosphorylated proteins, the 
characteristic markers for the development of DDR are also registered in case of ICL, 
destruction of replication fork and other complex DNA lesions of cells exposed to IR, UV 
light, chemical genotoxicants, as well as heat or adenovirus infection (Nagy and Soutoglou, 
2009; Olive and Banath, 2009; Nichols et al., 2009; Callegari et al., 2010; Takahashi et al., 
2010). Although it is possible that DDR markers detected on such complex injuries are 
caused by occurrence of DSB as an intermediate stage in the process of their repair. 
DDR develops rapidly by migration of the protein complex MRN, which consists of three 
subunits (Mre11-Rad50-Nbs1), and the 9-1-1 complex, consisting also of three proteins 
(Rad9-Rad1-Hus1), which are the primary sensors of DSB and other critical DNA lesions 
(Parrilla-Castellar et al., 2004; Rupnik et al., 2010). Along with the complexes MRN and 9-1-
1, the protein CtIP (tumor suppressor) also binds to damaged DNA sites (You and Bailis, 
2010). The protein CtIP, by interacting with the subunit Mre11 (endonuclease), stimulates 
the activity of the complex MRN (Rupnik et al., 2010; You and Bailis, 2010). The complex 
MRN and the protein CtIP, when interacting with a DNA sequence containing DSB may 
unwind and resects the terminal sequences with removal of adducts and formation of short 
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It is well established that the level of clustering of DNA damage and their complexity 
increase with increasing LET of radiation (Terato and Ide, 2004; Sage and Harrison, 2011). 
For low-LET IR, this clustering occurs mainly on small sites of DNA and nucleosomes in the 
chromatin. High-LET radiation can produce in DNA several DSB close to each other 
(Radulescu et al., 2004). The relationship between various DNA lesions in cells exposed to 
radiation with high-LET is changing in favor of more complex DNA damage (Sutherland et 
al., 2002; Sage and Harrison, 2011). Low-LET radiation, γ-rays in particular, causes in DNA 
DSB, 30% of which represent cluster formations. High-LET radiation, such as α-rays, yields 
more than 90% of DSB with ends carrying additional single lesions (Terato and Ide, 2004; 
Hada and Georgakilas, 2008). It was shown that in the case of irradiation of cells with 
protons (LET 9.2 keV/m), 45% of the resulting SSB in the DNA are accompanied by 
additional damage of bases in close proximity to these breaks, and this value increases to 
78% after exposure of these cells to α-particles (LET 129 keV/m) (Terato and Ide, 2004). 
Other studies have also shown the formation of more complex DNA lesions after exposure 
of cells to high-LET radiation (Semenenko and Stewart, 2004). Clustered DNA damage 
occurs after irradiated of cells by low doses. So it was shown the linear dependence of the 
induction of clustered DNA damage in human primary fibroblast on the dose (10-100 cGy) 
X-rays (Das et al., 2011). Note that the probability of endogenous clustered DNA damage is 
extremely low (Bennett et al., 2004). 
It is well known that the choice of repair pathways, as well as the efficiency and accuracy of 
this process in the cell, depend on the type of injuries and their complexity. Many DNA 
lesions, such as SSB, AP sites, base modifications, induced by IR or emerging endogenously 
in the cell, are mainly repaired by the BER pathway. The repair of DNA-protein crosslinks in 
mammalian cells occurs mostly by homologous recombination (Ide et al., 2011). The most 
complex pathways of DNA repair are responsible for correction of DSB and ICL induced by 
IR (Lieber, 2010; Dextraze et al., 2010).  
Repair of a single lesion within a cluster may lead to formation of additional DSB or cause 
errors, which are critical for cell survival, mutagenesis, and malignization. There is literature 
evidence that DSB repair in cells irradiated with high-LET IR is less efficient than in the case 
of low-LET radiation. This is due, exclusively, to the complexity of these breaks (Heilmann 
et al., 1993; Dianov et al., 2001). Tandems of different single lesions with DSB may further 
complicate the repair of both types of injury and increase their biological significance 
(Sutherland et al., 2000; Sage and Harrison, 2011).  
Thus, it is believed that the complexity and clustering are the most important specific 
characteristics of radiation-induced DNA lesions, which distinguishes them from the 
endogenous damage. Now also clear that a genetic effects and lethality of IR is not just 
related to the types of DNA lesions introduced, but also to how the damage is distributed in 
the DNA (Sage & Harrison, 2011). The most critical DNA injuries induced by IR may be 
thought to be DSB, ICL, damage due to destruction of the replication fork and formation of 
long single-stranded gaps. A complex radiation-induced DNA lesion is a serious burden for 
constitutive cellular repair systems. To repair such damage requires additional activation of 
many processes. In contrast to endogenous damage, repair of radiation-induced damage is 
accompanied by significant errors. 

3. Mechanisms of cell response to DNA damage 
Since DNA is constantly damaged by the action of endogenous and exogenous factors, 
living organisms in their evolution developed complex systems that monitor the structural 
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integrity and stable operation of the genome. The components of these systems are able to 
recognize the most critical DNA lesions and to trigger a cascade of multiple molecular and 
biochemical reactions for the safety of genetic information. The extensive network of these 
reactions is activated as critical DNA lesions appear and is included in cell cycle regulation, 
DNA repair, reconstruction of chromatin, induction of transcription and cell death. The total 
sum of these reactions in the cell is called DNA damage response (DDR) (Kastan and Bartek, 
2004).   
Recent results of many studies on allow us to understand the mechanisms of DDR 
development in the cells after its exposure to IR, although much is still not clear. The 
development of DDR depends on many of proteins with different functions. These proteins 
have been classified as sensors, mediators, transducers, and effectors (Ding et al., 2005; 
Harper and Elledge, 2007). Although this classification is an arbitrary one, and the 
differences between protein groups are sometimes blurred, it facilitates our understanding 
of the mechanisms of process development. 
The activation of cell cycle checkpoints is of vital importance for an effective DDR. The 
induction of gene expression is also associated with the development of the whole complex 
of DDR events. And the expression level of many genes may change depending on IR dose 
and the time after irradiation of cells (Ding et al., 2005; Taki et al., 2009; Ghandhi et al., 2011). 
These processes are influenced by microRNAs, the endogenous gene regulators (Hu and 
Gatti, 2011). DDR is also accompanied by reconstruction of chromatin by modifying 
proteins, which contributes to the recognition of DNA damage and repair (Pandita and 
Richardson, 2009; Misteli and Soutoglou, 2009).  
DDR is regarded as an anti-carcinogenic mechanism (Costes et al., 2010), it is associated with 
a wide range of essential cellular processes and contributes to prevention of multiple human 
diseases (Kastan and Bartek, 2004; Bartek et al., 2007). Cells, deficient in different 
components of DDR development, have an increased sensitivity to IR and other DNA-
damaging agents, and many of these defects are causative factors of human diseases 
(Jackson and Bartek, 2009; Jeggo, 2010). 
The development of DSB-initiated DDR has been studied most of all. However, the 
development of DDR may also occur with other critical DNA lesions involving the same 
protein hierarchy as in the case of DSB (Fig. 1). At least, phosphorylated proteins, the 
characteristic markers for the development of DDR are also registered in case of ICL, 
destruction of replication fork and other complex DNA lesions of cells exposed to IR, UV 
light, chemical genotoxicants, as well as heat or adenovirus infection (Nagy and Soutoglou, 
2009; Olive and Banath, 2009; Nichols et al., 2009; Callegari et al., 2010; Takahashi et al., 
2010). Although it is possible that DDR markers detected on such complex injuries are 
caused by occurrence of DSB as an intermediate stage in the process of their repair. 
DDR develops rapidly by migration of the protein complex MRN, which consists of three 
subunits (Mre11-Rad50-Nbs1), and the 9-1-1 complex, consisting also of three proteins 
(Rad9-Rad1-Hus1), which are the primary sensors of DSB and other critical DNA lesions 
(Parrilla-Castellar et al., 2004; Rupnik et al., 2010). Along with the complexes MRN and 9-1-
1, the protein CtIP (tumor suppressor) also binds to damaged DNA sites (You and Bailis, 
2010). The protein CtIP, by interacting with the subunit Mre11 (endonuclease), stimulates 
the activity of the complex MRN (Rupnik et al., 2010; You and Bailis, 2010). The complex 
MRN and the protein CtIP, when interacting with a DNA sequence containing DSB may 
unwind and resects the terminal sequences with removal of adducts and formation of short 
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single-stranded fragments at the 3' ends, which can bind proteins of the 9-1-1 complex 
(Kastan and Bartek, 2004; You and Bailis, 2010). 
The signals of occurrence of critical injuries, DSB in particular, and of the interaction of 
sensory proteins with damaged DNA regions are received by other transducer proteins: 
ATM/ATR-kinases from the family of phosphatidylinositol- 3-kinase-like protein kinases. In 
the interaction of the MRN complex with a broken site of DNA, a rapid (within tens of 
seconds or one minute) recruitment of ATM (ATM, ataxia-telangiectasia mutated) to the 
same site takes place. ATM is a major kinase of the early response to a signal from the IR- 
induced DSB of DNA (Kastan and Bartek, 2004; Borde and Cobb, 2009). In this case, ATM, 
which in intact cells is in the form of a dimer, undergoes activation by autophosphorylation 
and splits into monomers. The monomer ATM molecules are further activated as a result of 
interaction with the C-terminal of the Nbs1-subunit (a protein mutated in the Nijmegen 
syndrome) of the MRN complex (Borde and Cobb, 2009; Huertas, 2010).  

 
Fig. 1. A simplified scheme of development of cellular response to DNA damage (double-
stranded break) in mammalian cells exposed to ionizing radiation. Here are the main 
proteins involved in the damage recognition, signaling and reparation. At the heart of the 
scheme - the direction of activation of cell cycle checkpoint that arrest cell transition in 
phases until the completion of DNA repair. Left and right of the scheme shows the basic 
components of DSB DNA repair by two principal pathways: non-homologous end-joining 
(NHEJ) and homologous recombination (HR). Explanations are given in the text. 
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Activated ATM stimulates ATP-dependent unwinding of terminal regions to form single-
strand DNA. It has been also shown that, due to resection of DSB ends by MRN and CtIP, 
small overhanging ends of single strand DNA are formed (Huertas, 2010). Subsequent 
action of proteins ExoI and Dna2 (nucleases) alone or in combination with Sgs1 (helicase), 
create more extensive sequences of single-strand DNA (Lee and Paull, 2007; Lavin and 
Kozlov, 2007). 
The formation of single-strand DNA is a signal that is perceived by ATR-kinase (ATM-
related Rad3), which is also activated by autophosphorylation and then phosphorylates 
itself a set of proteins (on serine and threonine) participating in DDR (Mimitou and 
Symington, 2008; Cimprich and Cortez, 2008). Actually, after the DSB end resection has 
occurred and single-stranded oligonucleotides at these ends has appeared, the activity of 
ATM kinase is suppressed and ATR-kinase is activated through its interaction with single-
strand DNA. In the process of replacing of ATM by ATR, the sensory complexes MRN, 9-1-
1, RAD17-RFC and TopBP1 are involved (Cimprich and Cortez, 2008). The single-strand 
DNA regions are loaded by molecules of the protein RPA, participating in DNA replication 
and these proteins provide protection of single-strand DNA from nuclease attacks. ATR-
kinase, in conjunction with the protein ATRIP (ATR binding protein), move to the regions 
with which RPA molecules are associated and covers single-strand DNA (Zou & Elledge, 
2003; Smits et al., 2010). 
Thus, ATR, like ATM, is a transducer of the signal received from the sensors of DNA 
damage. ATR-kinase can be activated in cells irradiated in the S-phase (when the damage 
blocks DNA replication) (Cimprich and Cortez, 2008; Smits et al., 2010). Although ATM is 
crucial in the primary response of the cell to DNA damage and in the subsequent activation 
of ATR, the latter has been proved to be more important for the survival of mammals. 
Deficient ATR in mouse or human cells leads to cell cycle arrest or to cell death, even in the 
absence of exogenous DNA damage (Falck et al., 2005). 
In response to critical DNA damage in mammalian cells, not only ATM and ATR are 
activated, but also the catalytic subunit (cs) of DNA-dependent protein kinase (DNA-PKcs). 
These three kinases phosphorylate more than 700 proteins (Falck et al., 2005; Matsuoka et 
al., 2007). Among them are histone H2AX molecules, which after phosphorylation (γH2AX) 
contribute to recruitment of other proteins to the damaged region of DNA. The major 
proteins recruited for the damaged region of DNA are mediator proteins of DDR, such as 
Nbs1, BRCA1, Artemis (nuclease), 53BP1 (p53 binding protein), RAD51, MDC1, 
MCPH1/BRIT1, ubiquitin ligase RNF8, the complex RNF168/RIDDLIN, RAD17, RPA, 
ATRIP, the complex Rad9-Rad1-Hus1, TopBP1, Claspin and other target factors able to be 
phosphorylated. Many mediator proteins, such as γH2AX, BRCA1, MDC1, Claspin and 
53BP1 usually function in coordination with other DDR factors, contribute to their activation 
(Matsuoka et al., 2007; Cimprich and Cortez, 2008; Smits et al., 2010). 
Thus, the protein MDC1 binds to γH2AX, and the complex MRN recruits ubiquitin ligase 
RNF8 for the damage region to form a structure that holds the proteins RNF168, BRCA1 and 
53BP1 in the DSB region of DNA. In this system, the protein MDC1 (checkpoint mediator) 
plays a major role in forming the molecular scaffold, which stabilizes the binding of the 
MRN complex to the damaged region of DNA and the activated ATM (Matsuoka et al., 
2007; Kolas et al., 2007). The protein MDC1, along with γH2AX, also promotes the assembly 
of repair and checkpoint proteins in the chromatin portion with damaged DNA and 
contributes to its transition to a more relaxed conformation (Goldberg et al., 2003; Stewart et 
al., 2003; Kolas et al., 2007). 
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single-stranded fragments at the 3' ends, which can bind proteins of the 9-1-1 complex 
(Kastan and Bartek, 2004; You and Bailis, 2010). 
The signals of occurrence of critical injuries, DSB in particular, and of the interaction of 
sensory proteins with damaged DNA regions are received by other transducer proteins: 
ATM/ATR-kinases from the family of phosphatidylinositol- 3-kinase-like protein kinases. In 
the interaction of the MRN complex with a broken site of DNA, a rapid (within tens of 
seconds or one minute) recruitment of ATM (ATM, ataxia-telangiectasia mutated) to the 
same site takes place. ATM is a major kinase of the early response to a signal from the IR- 
induced DSB of DNA (Kastan and Bartek, 2004; Borde and Cobb, 2009). In this case, ATM, 
which in intact cells is in the form of a dimer, undergoes activation by autophosphorylation 
and splits into monomers. The monomer ATM molecules are further activated as a result of 
interaction with the C-terminal of the Nbs1-subunit (a protein mutated in the Nijmegen 
syndrome) of the MRN complex (Borde and Cobb, 2009; Huertas, 2010).  

 
Fig. 1. A simplified scheme of development of cellular response to DNA damage (double-
stranded break) in mammalian cells exposed to ionizing radiation. Here are the main 
proteins involved in the damage recognition, signaling and reparation. At the heart of the 
scheme - the direction of activation of cell cycle checkpoint that arrest cell transition in 
phases until the completion of DNA repair. Left and right of the scheme shows the basic 
components of DSB DNA repair by two principal pathways: non-homologous end-joining 
(NHEJ) and homologous recombination (HR). Explanations are given in the text. 
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Activated ATM stimulates ATP-dependent unwinding of terminal regions to form single-
strand DNA. It has been also shown that, due to resection of DSB ends by MRN and CtIP, 
small overhanging ends of single strand DNA are formed (Huertas, 2010). Subsequent 
action of proteins ExoI and Dna2 (nucleases) alone or in combination with Sgs1 (helicase), 
create more extensive sequences of single-strand DNA (Lee and Paull, 2007; Lavin and 
Kozlov, 2007). 
The formation of single-strand DNA is a signal that is perceived by ATR-kinase (ATM-
related Rad3), which is also activated by autophosphorylation and then phosphorylates 
itself a set of proteins (on serine and threonine) participating in DDR (Mimitou and 
Symington, 2008; Cimprich and Cortez, 2008). Actually, after the DSB end resection has 
occurred and single-stranded oligonucleotides at these ends has appeared, the activity of 
ATM kinase is suppressed and ATR-kinase is activated through its interaction with single-
strand DNA. In the process of replacing of ATM by ATR, the sensory complexes MRN, 9-1-
1, RAD17-RFC and TopBP1 are involved (Cimprich and Cortez, 2008). The single-strand 
DNA regions are loaded by molecules of the protein RPA, participating in DNA replication 
and these proteins provide protection of single-strand DNA from nuclease attacks. ATR-
kinase, in conjunction with the protein ATRIP (ATR binding protein), move to the regions 
with which RPA molecules are associated and covers single-strand DNA (Zou & Elledge, 
2003; Smits et al., 2010). 
Thus, ATR, like ATM, is a transducer of the signal received from the sensors of DNA 
damage. ATR-kinase can be activated in cells irradiated in the S-phase (when the damage 
blocks DNA replication) (Cimprich and Cortez, 2008; Smits et al., 2010). Although ATM is 
crucial in the primary response of the cell to DNA damage and in the subsequent activation 
of ATR, the latter has been proved to be more important for the survival of mammals. 
Deficient ATR in mouse or human cells leads to cell cycle arrest or to cell death, even in the 
absence of exogenous DNA damage (Falck et al., 2005). 
In response to critical DNA damage in mammalian cells, not only ATM and ATR are 
activated, but also the catalytic subunit (cs) of DNA-dependent protein kinase (DNA-PKcs). 
These three kinases phosphorylate more than 700 proteins (Falck et al., 2005; Matsuoka et 
al., 2007). Among them are histone H2AX molecules, which after phosphorylation (γH2AX) 
contribute to recruitment of other proteins to the damaged region of DNA. The major 
proteins recruited for the damaged region of DNA are mediator proteins of DDR, such as 
Nbs1, BRCA1, Artemis (nuclease), 53BP1 (p53 binding protein), RAD51, MDC1, 
MCPH1/BRIT1, ubiquitin ligase RNF8, the complex RNF168/RIDDLIN, RAD17, RPA, 
ATRIP, the complex Rad9-Rad1-Hus1, TopBP1, Claspin and other target factors able to be 
phosphorylated. Many mediator proteins, such as γH2AX, BRCA1, MDC1, Claspin and 
53BP1 usually function in coordination with other DDR factors, contribute to their activation 
(Matsuoka et al., 2007; Cimprich and Cortez, 2008; Smits et al., 2010). 
Thus, the protein MDC1 binds to γH2AX, and the complex MRN recruits ubiquitin ligase 
RNF8 for the damage region to form a structure that holds the proteins RNF168, BRCA1 and 
53BP1 in the DSB region of DNA. In this system, the protein MDC1 (checkpoint mediator) 
plays a major role in forming the molecular scaffold, which stabilizes the binding of the 
MRN complex to the damaged region of DNA and the activated ATM (Matsuoka et al., 
2007; Kolas et al., 2007). The protein MDC1, along with γH2AX, also promotes the assembly 
of repair and checkpoint proteins in the chromatin portion with damaged DNA and 
contributes to its transition to a more relaxed conformation (Goldberg et al., 2003; Stewart et 
al., 2003; Kolas et al., 2007). 
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Numerous proteins localized, along with histone γH2AX, in DNA regions with DSB form 
large local structures (foci). These nuclear structures formed on DNA sites with DSB, or, as 
they are often referred to, radiation-induced foci (RIF), may cover a nucleus area of 1.7-2 
μm2 or DNA up to 15x106 bp (Rogakou et al., 1999; Celeste et al., 2002; Wang and Elledge, 
2007). The number of RIF in the nuclei can be determined by immunofluorescence, with 
matching specific antibodies against proteins that make up these foci, such as histone 
γH2AX or 53BP1. It has been well established that the number of RIF determined by means 
of γH2AX or other proteins, characterizes both the number of DSB in DNA and the state of 
the kinetics of their repair (Celeste et al., 2002; Wang and Elledge, 2007; Löbrich et al., 2010). 
These foci are eliminated from the chromatin as a result of dephosphorylation of γH2AX 
after DSB repair (Svetlova et al., 2010). 

4. Activation of cell cycle checkpoints  

It is well known that cell cycle progression is controlled by a series of checkpoints. If this 
system is active enough, the entry of cells with damaged DNA into the next phase will be 
arrested until the completion of its repair. However, if the checkpoint system is not 
activated, the entry transition of cells with critical DNA damage into another phase of the 
cell cycle can be completed either by fixation of chromosomal disorders or by apoptosis 
(Costes et al., 2006; Harrison and Haber, 2006; Yamauchi et al., 2008). Therefore, the 
arrival of a signal to activate the cell cycle checkpoint is a critical event in the 
development of the complex network of DDR. The signal to activate the cell cycle 
checkpoint is transmitted by ATM/ATR inverters, which themselves take this signal from 
the sensors of DNA damage. 
Activation of the checkpoint occurs by the following main mechanisms (Fig. 1). In the 
scheme involves the activation of cell cycle checkpoint due to DSB. ATM and ATR take 
signals from sensor proteins capable of recognizing the critical DNA damage, and then 
phosphorylate the effector kinases Chk1 and Chk2 (checkpoint-kinases 1, 2) (Costes et al., 
2006; Yamauchi et al., 2008). Activation of Chk2 occurs through its phosphorylation by ATM 
kinase at the amino acid T68, followed by oligomerization and autophosphorylation at T383 
and T387 (Harrison and Haber, 2006). 
Activation of Chk1 occurs through its phosphorylation by ATR-kinase at amino acids S317 
and S345 (Cook, 2009). ATP-mediated activation of the checkpoint occurs also due to the 
destruction of the replication forks (Warmerdam et al., 2010). In this case, as shown by 
biochemical data ATR in complex with ATRIP, binds to RPA-coated single-strand DNA 
(Zou & Elledge, 2003). This obviously protects the single-strand DNA against nuclease 
attack. 
Activated kinases Chk1 and Chk2 in turn phosphorylate other proteins–phosphatases 
(Cdc25A, Cdc25V, Cdc25S), which control the activity of cyclin-dependent kinases (CDKs) 
by splitting out their phosphate groups. However, the phase-specific CDKs are active only 
in association with cellular cyclins. Thus, in the cell transition G1/S a cyclin E (A)-CDK2 
complex is functioning, within the S phase the complex cyclin A-CDK2 and in the G2/M 
transition – the cyclin B-CDK1 complex (Harrison and Haber, 2006; Bartek and Lukas, 2007). 
After phosphorylation, the phosphatases Cdc25 (ABC) lose their activity and undergo 
ubiquitin-mediated proteosomal degradation. Under conditions of suppressed phosphatase 
activity, the CDK dephosphorylation stops and there occurs a complete phosphorylation of 
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the phase-specific cyclin-CDK complexes, which block the G1/S and G2/M phase 
transitions of the cells. In this case, the initiation of replication of new DNA replicons in the 
S-phase is also blocked (Bartek and Lukas, 2007; Stracker et al., 2009). 
There is also another p53-dependent pathway to activate the checkpoint. Thus, the chain of 
reactions ATM → CHK2 (ATR → CHK1) → p53 → MDM2 → p21 → cyclin-CDK is also one 
of the main pathways to arrest  G1/S and G2/M transitions in the presence of DNA lesions. 
In this chain of reactions (with stabilization of p53 by phosphorylation) there occurs the 
activation of p21 gene expression (Chung and Bunz, 2010). Accumulation of protein p21 
leads to inhibition of the activity of cyclin E (A)-CDK2 and cyclin B-CDK1complexes.  It 
should be noted that the p53-independent (CHK1/CHK2 → Cdc25 (ABC) pathway of 
checkpoint delays the G1/S transition for no more than a few hours, while the p53-
dependent pathway extends significantly the block of the G1phase (Niida et al., 2010; 
Freeman and Monteiro, 2010; Shibata et al., 2010). 
Thus, the signaling of DNA damage perceived by ATM/ATR, is transmitted to the key 
effectors of checkpoint activation – Chk1 and Chk2 kinases, and the subsequent reaction 
chain provides an arrest of cell cycle progression prior to the completion of DNA repair. 
After the repair of critical DNA damage has been completed, the checkpoints can be 
switched off and the cell cycle progression resumed in the cell.  

5. Repair of double strand breaks and interstrand cross-links in DNA 
The ATM/ATR signaling, simultaneously with the activation of cell cycle checkpoints, 
activates the repair process by induction of repair protein transcription, mobilization of 
other components involved in the repair and by modification of chromatin proteins (Costes 
et al., 2010; Warmerdam and Kanaar, 2010). This can be seen during destruction of the 
replication forks, induction of DSB, ICL and other complex lesions. So, DNA replication 
forks are stalled by many DNA lesions, activating checkpoint proteins that stabilize stalled 
forks (Allen et al., 2011). The activation of the checkpoint and the repair of critical lesions are 
interrelated. The efficiency of repair of such DNA lesions depends on their complexity. 
Let us consider pathways to repair the two types of critical DNA damage: DSB and ICL. The 
repair of DSB and ICL are important for maintaining the physical and genetic integrity of 
the genome. Moreover, in humans it is associated with the prevention of diseases such as 
cancer. 

5.1 Repair of DNA double strand breaks  
DNA DSBs induce breakage of chromosomes. In the course of cell division, chromosome 
fragments can unevenly be redistributed among daughter cells, so that they can generate 
translocations, i.e. appear in other parts of the genome, where they are not supposed to be. 
Deletions or translocations of chromosome fragments lead to inactivation of tumor 
suppressor genes or activation of oncogenes. Both events may initiate carcinogenesis in the 
surviving cells (Hoeijmakers, 2001; Halazonetis, et al., 2008; Natarajan & Palitti, 2008). 
In mammalian cells, the repair of DSBs in DNA proceeds by two main pathways: by non-
homologous end-joining (NHEJ) and by homologous recombination (HR) (Fig. 1) (San 
Filippo et al., 2008; Lieber, 2010). The repair of DSBs through NHEJ occurs in the G0, G1, 
and G2 phases of the cell cycle whereas the mechanism of HR may function in the S and G2 
phases, because in these phases two sister chromatids are present. However, if in the course 
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Numerous proteins localized, along with histone γH2AX, in DNA regions with DSB form 
large local structures (foci). These nuclear structures formed on DNA sites with DSB, or, as 
they are often referred to, radiation-induced foci (RIF), may cover a nucleus area of 1.7-2 
μm2 or DNA up to 15x106 bp (Rogakou et al., 1999; Celeste et al., 2002; Wang and Elledge, 
2007). The number of RIF in the nuclei can be determined by immunofluorescence, with 
matching specific antibodies against proteins that make up these foci, such as histone 
γH2AX or 53BP1. It has been well established that the number of RIF determined by means 
of γH2AX or other proteins, characterizes both the number of DSB in DNA and the state of 
the kinetics of their repair (Celeste et al., 2002; Wang and Elledge, 2007; Löbrich et al., 2010). 
These foci are eliminated from the chromatin as a result of dephosphorylation of γH2AX 
after DSB repair (Svetlova et al., 2010). 

4. Activation of cell cycle checkpoints  

It is well known that cell cycle progression is controlled by a series of checkpoints. If this 
system is active enough, the entry of cells with damaged DNA into the next phase will be 
arrested until the completion of its repair. However, if the checkpoint system is not 
activated, the entry transition of cells with critical DNA damage into another phase of the 
cell cycle can be completed either by fixation of chromosomal disorders or by apoptosis 
(Costes et al., 2006; Harrison and Haber, 2006; Yamauchi et al., 2008). Therefore, the 
arrival of a signal to activate the cell cycle checkpoint is a critical event in the 
development of the complex network of DDR. The signal to activate the cell cycle 
checkpoint is transmitted by ATM/ATR inverters, which themselves take this signal from 
the sensors of DNA damage. 
Activation of the checkpoint occurs by the following main mechanisms (Fig. 1). In the 
scheme involves the activation of cell cycle checkpoint due to DSB. ATM and ATR take 
signals from sensor proteins capable of recognizing the critical DNA damage, and then 
phosphorylate the effector kinases Chk1 and Chk2 (checkpoint-kinases 1, 2) (Costes et al., 
2006; Yamauchi et al., 2008). Activation of Chk2 occurs through its phosphorylation by ATM 
kinase at the amino acid T68, followed by oligomerization and autophosphorylation at T383 
and T387 (Harrison and Haber, 2006). 
Activation of Chk1 occurs through its phosphorylation by ATR-kinase at amino acids S317 
and S345 (Cook, 2009). ATP-mediated activation of the checkpoint occurs also due to the 
destruction of the replication forks (Warmerdam et al., 2010). In this case, as shown by 
biochemical data ATR in complex with ATRIP, binds to RPA-coated single-strand DNA 
(Zou & Elledge, 2003). This obviously protects the single-strand DNA against nuclease 
attack. 
Activated kinases Chk1 and Chk2 in turn phosphorylate other proteins–phosphatases 
(Cdc25A, Cdc25V, Cdc25S), which control the activity of cyclin-dependent kinases (CDKs) 
by splitting out their phosphate groups. However, the phase-specific CDKs are active only 
in association with cellular cyclins. Thus, in the cell transition G1/S a cyclin E (A)-CDK2 
complex is functioning, within the S phase the complex cyclin A-CDK2 and in the G2/M 
transition – the cyclin B-CDK1 complex (Harrison and Haber, 2006; Bartek and Lukas, 2007). 
After phosphorylation, the phosphatases Cdc25 (ABC) lose their activity and undergo 
ubiquitin-mediated proteosomal degradation. Under conditions of suppressed phosphatase 
activity, the CDK dephosphorylation stops and there occurs a complete phosphorylation of 
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the phase-specific cyclin-CDK complexes, which block the G1/S and G2/M phase 
transitions of the cells. In this case, the initiation of replication of new DNA replicons in the 
S-phase is also blocked (Bartek and Lukas, 2007; Stracker et al., 2009). 
There is also another p53-dependent pathway to activate the checkpoint. Thus, the chain of 
reactions ATM → CHK2 (ATR → CHK1) → p53 → MDM2 → p21 → cyclin-CDK is also one 
of the main pathways to arrest  G1/S and G2/M transitions in the presence of DNA lesions. 
In this chain of reactions (with stabilization of p53 by phosphorylation) there occurs the 
activation of p21 gene expression (Chung and Bunz, 2010). Accumulation of protein p21 
leads to inhibition of the activity of cyclin E (A)-CDK2 and cyclin B-CDK1complexes.  It 
should be noted that the p53-independent (CHK1/CHK2 → Cdc25 (ABC) pathway of 
checkpoint delays the G1/S transition for no more than a few hours, while the p53-
dependent pathway extends significantly the block of the G1phase (Niida et al., 2010; 
Freeman and Monteiro, 2010; Shibata et al., 2010). 
Thus, the signaling of DNA damage perceived by ATM/ATR, is transmitted to the key 
effectors of checkpoint activation – Chk1 and Chk2 kinases, and the subsequent reaction 
chain provides an arrest of cell cycle progression prior to the completion of DNA repair. 
After the repair of critical DNA damage has been completed, the checkpoints can be 
switched off and the cell cycle progression resumed in the cell.  

5. Repair of double strand breaks and interstrand cross-links in DNA 
The ATM/ATR signaling, simultaneously with the activation of cell cycle checkpoints, 
activates the repair process by induction of repair protein transcription, mobilization of 
other components involved in the repair and by modification of chromatin proteins (Costes 
et al., 2010; Warmerdam and Kanaar, 2010). This can be seen during destruction of the 
replication forks, induction of DSB, ICL and other complex lesions. So, DNA replication 
forks are stalled by many DNA lesions, activating checkpoint proteins that stabilize stalled 
forks (Allen et al., 2011). The activation of the checkpoint and the repair of critical lesions are 
interrelated. The efficiency of repair of such DNA lesions depends on their complexity. 
Let us consider pathways to repair the two types of critical DNA damage: DSB and ICL. The 
repair of DSB and ICL are important for maintaining the physical and genetic integrity of 
the genome. Moreover, in humans it is associated with the prevention of diseases such as 
cancer. 

5.1 Repair of DNA double strand breaks  
DNA DSBs induce breakage of chromosomes. In the course of cell division, chromosome 
fragments can unevenly be redistributed among daughter cells, so that they can generate 
translocations, i.e. appear in other parts of the genome, where they are not supposed to be. 
Deletions or translocations of chromosome fragments lead to inactivation of tumor 
suppressor genes or activation of oncogenes. Both events may initiate carcinogenesis in the 
surviving cells (Hoeijmakers, 2001; Halazonetis, et al., 2008; Natarajan & Palitti, 2008). 
In mammalian cells, the repair of DSBs in DNA proceeds by two main pathways: by non-
homologous end-joining (NHEJ) and by homologous recombination (HR) (Fig. 1) (San 
Filippo et al., 2008; Lieber, 2010). The repair of DSBs through NHEJ occurs in the G0, G1, 
and G2 phases of the cell cycle whereas the mechanism of HR may function in the S and G2 
phases, because in these phases two sister chromatids are present. However, if in the course 
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of S and G2 phases there is no homologous variant alongside the damaged DNA, then the 
mechanism of HR cannot operate. In haploid cells in the stationary phase, in the absence of a 
homology of damaged DNA, the DSB repair by HR pathway is likewise impossible (Heyer 
et al., 2010). Also, in the case of non-dividing diploid cells, the occurrence of the damaged 
DNA region in the vicinity of a homologous donor is quite problematic. Moreover, the 
repair of IR-induced DSB by HR mechanisms can not always be successful since IR induces 
cluster lesions which produce complex adducts at DNA ends (Shikazono et al., 2009). 
Probably, the reunion of most DSB in DNA regions not involved in replication during the S-
phase is accomplished   by NHEJ. Therefore, the repair of DSBs by an error-prone NHEJ 
mechanism in the cells of IR-exposed mammals may be prevailing throughout the cell cycle 
(Mahaney et al., 2009; Lieber, 2010).  
The repair of DSBs by HR mechanisms is more accurate because homologous regions of 
sister chromatides are used as a template to restore the broken DNA strand (San Filippo et 
al., 2008; Heyer et al., 2010). This process is initiated by binding of the complex MRN 
(Mre11/Rad50/Nbs1) to the ends of DSBs. Together with the protein CtIP, the complex 
MRN provides the initial resection of broken DNA ends while forming small 3' overhanging 
of single-strand DNA (Sartori et al., 2007). Nucleases ExoI or Dna2 in combination with 
Sgs1- helicase produce, by further resection of the 5' end of broken DNA strand, longer 3' 
overhangs – single-strand regions covered with RPA molecules. Then the protein Rad51, 
with the participation of BRCA2, replaces RPA on single-strand DNA to form a 
nucleoprotein filament. Thus, recombinant 3' single-strand tails are formed at broken DNA 
ends. Hereafter, these single-strand regions invade, with the help of their associated protein 
Rad51, the homologous double-strand DNA-template to generate homologous DNA duplex 
(Modesti et al., 2007; Cejka et al., 2010). Then the branch migrates with the formation of so 
called Holliday structures, which favors error-free DNA repair (San Filippo et al., 2008; 
Cejka et al., 2010).  
In mammalian cells, this process is mainly provided by multiple proteins encoded by a 
group of the gene family Rad (RAD51, RAD52, RAD54, RAD55, RAD57, RAD59, and 
RDH54). In addition to the products of these genes, involved are also nucleases (Exol, Sae2, 
Rad1-Rad10) helicases (Sgs1, Srs2), topoisomerase (Top3), polymerases (Pol32) as well as 
ligases, which terminate the repair (San Filippo et al., 2008; Cejka et al., 2010).  
Unlike DSB repair by HR, the repair mechanisms of NHEJ remain in many respects unclear. 
The repair of DSBs by NHEJ is rather complex and dynamic and requires coordinated 
interactions of many active proteins throughout the process. Repair of a certain number of 
DSBs through NHEJ can occur independently of ATM activation, whereas the repair of the 
other part of DSB is extremely ATM-dependent (Jeggo, 2009; Warmerdam and Kanaar, 2010). 
On the other hand the DSB repair occurs in DNA not only in the major, "classic” pathway – 
NHEJ, but also in an “alternative” pathway – by binding the ends of terminal 
microhomologies (Haber, 2008; McVey and Lee, 2008). In this case, microhomologies of 
about 4 bp can be formed at broken DNA ends. This kind of DSB repair is likely to occur in 
DNA regions that contain repetitive sequences. This process does not depend on Ku-
proteins, the complex of ligase IV-XRCC4 (the most important components of NHEJ), but it 
depends on Nbs1 and Fen-1. In addition, it involves proteins of the system for mismatch 
repair: MLH1 and MSH2 (McVey and Lee, 2008). However, repair by binding the ends of 
terminal microhomologies, perhaps, does not play any significant role in stabilizing the 
genome of mammalian cells (Lieber, 2010).  
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The main pathway to repair DSBs by NHEJ is initiated by binding heterodimer Ku70/80 
protein complexes to both ends of broken DNA molecules (Pardo et al., 2009). The complex 
Ku70/80 protects the ends of DSB from early degradation and ligation, and also contributes 
to recruitment of DNA-PKCS to broken DNA region. DNA-PKCS when associated with both 
ends of DSB and with the dimer Ku70/80 is activated by autophosphorylation (Costantini et 
al., 2007). DNA-PKcs and Ku heterodimer together form the complex that plays key roles in 
the repair DSB through the NHEJ pathway. 
DNA-PKCS and ATM phosphorylate a number of proteins involved in the process of NHEJ 
of DNA. When captured by the complex Ku70/80/DNK-RKCS, both ends of DNA are 
processed by various enzymes for removal of terminal groups or adding nucleotides to 
these ends. This stage of processing in the repair by NHEJ is believed to be responsible for 
errors resulting from losses and additions of nucleotides at the sites of DNA DSB rejoining 
(Mahaney et al., 2009; Lieber, 2010). In the processing of broken DNA ends, the following 
enzymes are involved: the nuclease Artemis (Yannone et al., 2008), the DNA polymerases of 
the family X (Pol μ and Pol λ) (Moon et al., 2007), and the terminal deoxynucleotidyl 
transferase (Mahaney et al., 2009), as well as polynucleotide kinase having both the kinase 
and phosphatase activities (Bernstein et al., 2008). Also, some other substances participate in 
the process, such as aprataxin (APTX) which catalyzes the removal of AMP groups at the 5 
'ends of the DSB (Rass et al., 2008), the PALF-factor, and the protein cernunnos (XLF), which 
interact with XRCC4 in the activation of the DNA-ligase complex XRCC4/DNK-ligase 
IV/XLF (Tsai et al., 2007; Yano et al., 2009). 
The final stage of DSBs repair by NHEJ is binding the broken DNA ends by the ligase 
complexes (Mahaney et al., 2009; Heyer et al., 2010). In the presence of Ku proteins, the full 
ligase complex (XRCC4/DNK-ligase IV/XLF) can couple incompatible DNA ends and, 
more effectively, blunt ends of breaks (Gu et al., 2007). 
Thus, we can assume that the main mechanism for repairing DNA DSB induced by low 
doses of IR is the NHEJ pathway. 

5.2 Repair of interstrand cross-links of DNA 
The interstrand cross-links (ICLs) are highly toxic DNA lesions that block replication and 
transcription by inhibiting DNA strand separation, can also retard the repair of 
monoadducts in DNA. ICL may provoke genomic instability, chromosomal aberrations, and 
cell death (Noll et al., 2006; Dextraze et al., 2010). Many studies on the formation and repair 
of DNA ICL in the cells are related with the influence of chemical agents. As for the data on 
the repair of IR-induced ICL, they are rather limited. This is most likely caused by 
methodological difficulties of their acquisition against a variety of other IR-induced DNA 
lesions and, in particular, because of their association with clustered lesions (Ding and 
Greenberg, 2007; Hong et al., 2007; Gantchev et al., 2009). It should be noted that the cells of 
patients with the syndrome of Fanconi anemia (FA) are characterized by genome instability, 
and predisposition to malignancy, and by increased sensitivity to IR due to their inability to 
repair ICL of DNA (Alter, 2002; Kuhnert et al., 2009).  
ICL initiate the development of DDR with the activation of cell cycle checkpoints, with 
transmission of the signal along the chain ATM/ATR → Chk1/Chk2 → Cdc25 (A, B, C) → 
cyclin-CDK (Wu and Vasquez, 2008; Ben-Yehoyada et al., 2009; Vasquez, 2010). It has been 
also shown that the induction of ICL in DNA is accompanied by formation of γH2AX-foci 
(Huang et al., 2004; Mogi and Oh, 2006; Mogi et al., 2008). Moreover, γH2AX-foci occur in 
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of S and G2 phases there is no homologous variant alongside the damaged DNA, then the 
mechanism of HR cannot operate. In haploid cells in the stationary phase, in the absence of a 
homology of damaged DNA, the DSB repair by HR pathway is likewise impossible (Heyer 
et al., 2010). Also, in the case of non-dividing diploid cells, the occurrence of the damaged 
DNA region in the vicinity of a homologous donor is quite problematic. Moreover, the 
repair of IR-induced DSB by HR mechanisms can not always be successful since IR induces 
cluster lesions which produce complex adducts at DNA ends (Shikazono et al., 2009). 
Probably, the reunion of most DSB in DNA regions not involved in replication during the S-
phase is accomplished   by NHEJ. Therefore, the repair of DSBs by an error-prone NHEJ 
mechanism in the cells of IR-exposed mammals may be prevailing throughout the cell cycle 
(Mahaney et al., 2009; Lieber, 2010).  
The repair of DSBs by HR mechanisms is more accurate because homologous regions of 
sister chromatides are used as a template to restore the broken DNA strand (San Filippo et 
al., 2008; Heyer et al., 2010). This process is initiated by binding of the complex MRN 
(Mre11/Rad50/Nbs1) to the ends of DSBs. Together with the protein CtIP, the complex 
MRN provides the initial resection of broken DNA ends while forming small 3' overhanging 
of single-strand DNA (Sartori et al., 2007). Nucleases ExoI or Dna2 in combination with 
Sgs1- helicase produce, by further resection of the 5' end of broken DNA strand, longer 3' 
overhangs – single-strand regions covered with RPA molecules. Then the protein Rad51, 
with the participation of BRCA2, replaces RPA on single-strand DNA to form a 
nucleoprotein filament. Thus, recombinant 3' single-strand tails are formed at broken DNA 
ends. Hereafter, these single-strand regions invade, with the help of their associated protein 
Rad51, the homologous double-strand DNA-template to generate homologous DNA duplex 
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interactions of many active proteins throughout the process. Repair of a certain number of 
DSBs through NHEJ can occur independently of ATM activation, whereas the repair of the 
other part of DSB is extremely ATM-dependent (Jeggo, 2009; Warmerdam and Kanaar, 2010). 
On the other hand the DSB repair occurs in DNA not only in the major, "classic” pathway – 
NHEJ, but also in an “alternative” pathway – by binding the ends of terminal 
microhomologies (Haber, 2008; McVey and Lee, 2008). In this case, microhomologies of 
about 4 bp can be formed at broken DNA ends. This kind of DSB repair is likely to occur in 
DNA regions that contain repetitive sequences. This process does not depend on Ku-
proteins, the complex of ligase IV-XRCC4 (the most important components of NHEJ), but it 
depends on Nbs1 and Fen-1. In addition, it involves proteins of the system for mismatch 
repair: MLH1 and MSH2 (McVey and Lee, 2008). However, repair by binding the ends of 
terminal microhomologies, perhaps, does not play any significant role in stabilizing the 
genome of mammalian cells (Lieber, 2010).  
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The main pathway to repair DSBs by NHEJ is initiated by binding heterodimer Ku70/80 
protein complexes to both ends of broken DNA molecules (Pardo et al., 2009). The complex 
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ends of DSB and with the dimer Ku70/80 is activated by autophosphorylation (Costantini et 
al., 2007). DNA-PKcs and Ku heterodimer together form the complex that plays key roles in 
the repair DSB through the NHEJ pathway. 
DNA-PKCS and ATM phosphorylate a number of proteins involved in the process of NHEJ 
of DNA. When captured by the complex Ku70/80/DNK-RKCS, both ends of DNA are 
processed by various enzymes for removal of terminal groups or adding nucleotides to 
these ends. This stage of processing in the repair by NHEJ is believed to be responsible for 
errors resulting from losses and additions of nucleotides at the sites of DNA DSB rejoining 
(Mahaney et al., 2009; Lieber, 2010). In the processing of broken DNA ends, the following 
enzymes are involved: the nuclease Artemis (Yannone et al., 2008), the DNA polymerases of 
the family X (Pol μ and Pol λ) (Moon et al., 2007), and the terminal deoxynucleotidyl 
transferase (Mahaney et al., 2009), as well as polynucleotide kinase having both the kinase 
and phosphatase activities (Bernstein et al., 2008). Also, some other substances participate in 
the process, such as aprataxin (APTX) which catalyzes the removal of AMP groups at the 5 
'ends of the DSB (Rass et al., 2008), the PALF-factor, and the protein cernunnos (XLF), which 
interact with XRCC4 in the activation of the DNA-ligase complex XRCC4/DNK-ligase 
IV/XLF (Tsai et al., 2007; Yano et al., 2009). 
The final stage of DSBs repair by NHEJ is binding the broken DNA ends by the ligase 
complexes (Mahaney et al., 2009; Heyer et al., 2010). In the presence of Ku proteins, the full 
ligase complex (XRCC4/DNK-ligase IV/XLF) can couple incompatible DNA ends and, 
more effectively, blunt ends of breaks (Gu et al., 2007). 
Thus, we can assume that the main mechanism for repairing DNA DSB induced by low 
doses of IR is the NHEJ pathway. 

5.2 Repair of interstrand cross-links of DNA 
The interstrand cross-links (ICLs) are highly toxic DNA lesions that block replication and 
transcription by inhibiting DNA strand separation, can also retard the repair of 
monoadducts in DNA. ICL may provoke genomic instability, chromosomal aberrations, and 
cell death (Noll et al., 2006; Dextraze et al., 2010). Many studies on the formation and repair 
of DNA ICL in the cells are related with the influence of chemical agents. As for the data on 
the repair of IR-induced ICL, they are rather limited. This is most likely caused by 
methodological difficulties of their acquisition against a variety of other IR-induced DNA 
lesions and, in particular, because of their association with clustered lesions (Ding and 
Greenberg, 2007; Hong et al., 2007; Gantchev et al., 2009). It should be noted that the cells of 
patients with the syndrome of Fanconi anemia (FA) are characterized by genome instability, 
and predisposition to malignancy, and by increased sensitivity to IR due to their inability to 
repair ICL of DNA (Alter, 2002; Kuhnert et al., 2009).  
ICL initiate the development of DDR with the activation of cell cycle checkpoints, with 
transmission of the signal along the chain ATM/ATR → Chk1/Chk2 → Cdc25 (A, B, C) → 
cyclin-CDK (Wu and Vasquez, 2008; Ben-Yehoyada et al., 2009; Vasquez, 2010). It has been 
also shown that the induction of ICL in DNA is accompanied by formation of γH2AX-foci 
(Huang et al., 2004; Mogi and Oh, 2006; Mogi et al., 2008). Moreover, γH2AX-foci occur in 



 
Current Topics in Ionizing Radiation Research 

 

62

the nuclei of cells after their treatment with compounds that cause ICL, but not directly 
induce DSB in DNA (Huang et al., 2004; Mogi and Oh, 2006; Olive and Banath, 2009). 
However, this does not exclude that γH2AX-foci in the nuclei of cells exposed to agents that 
induce ICL are caused by DSB, since ICL repair processes are accompanied by DSB 
generation (Olive and Banath, 2009; Sczepanski et al., 2009; Muniandy et al., 2010). 
Removal of ICL from replicating and non-replicating DNA of mammalian cells can occur in 
two ways (depending on cell cycle phase) with the participation of enzymes produced by a 
number of repair systems, as well as proteins produced by Fanc genes (mutated genes in 
patients with the syndrome FA) (Moldovan and D'Andrea, 2009; Thompson and Hinz, 2009; 
Knipscheer et al., 2009). Thus, in the phases G0, G1 of the cell cycle, the removal of ICL is 
mostly provided by the system of nucleotide excision repair (NER), which ensures the 
global genome repair and the transcription-related repair (Sczepanski et al., 2009; Wood, 
2010). Through this pathway, the repair of ICL begins with recognition of the injury with the 
complex XPC-HR23B. However, the endonuclease complex ERCC1-XPF is a key factor in the 
repair of ICL on non-replicating DNA (Cole et al., 2010). This complex, while inducing 
breaks with 5 'and 3' ends on both sides of ICL on one strand, creates a gap that can serve as 
a site for DNA synthesis bypassing the damage (Cole et al., 2010; Liu et al., 2010), after 
processing DNA break ends by the nuclease DCLRE1A/SNM1A. The duplex formed as a 
result of the DNA synthesis bypassing the damage and bearing cross-link remains on one 
strand becomes a substrate for the classical system of NER, which provides the final stage of 
removal of ICL from non-replicating DNA. This process is accompanied by a loss of 11-14 
bp, and is concluded with formation of DSBs which can be restored by HR (Peng et al., 2010; 
Legerski, 2010; Muniandy et al., 2010).  
The removal of ICL in the S phase of cells proceeds by a different pathway. Collision of the 
replication fork with ICL triggers a cascade of reactions, which promotes removal of the 
cross-link and restoration of DNA replication (Moldovan and D'Andrea, 2009; Thompson 
and Hinz, 2009; Knipscheer et al., 2009). Recent studies have shown that the main function 
of FA-proteins is associated with activation of signaling from DNA damage and repair of 
ICL in the S-phase of the cell cycle (Knipscheer et al., 2009; Liu et al., 2010). The removal of 
ICL from replicating DNA is accompanied by activation of cell cycle checkpoints (Noll et al., 
2006; Legerski, 2010).  ATR-dependent activation of the major FA- complex (A-C, E-G, L, 
and FAAP100) is the central event of repair of ICL that blocks the replication fork. The 
occurrence of ICL in the replication fork is recognized by several FA-protein complexes, 
including FANCM and FAAP24, which provide access of other proteins to the damage to 
repair it (Grillari et al., 2007; Dextraze et al., 2010).  
An important role in these events is played by the complex FANCI/FANCD2, which binds 
to DNA sites with ICL (Smogorzewska et al., 2010). This complex, in collaboration with the 
Tip60 protein, also contributes to remodeling of chromatin sites with damaged DNA (Hejna 
et al., 2008). When this complex encounters a restructured DNA replication fork, due to 
localization of ICL, it is phosphorylated by ATR/ATRIP kinases localized in ssDNA, 
together with the protein RPA. The phosphorylated complex FANCI/FANCD2 is fully 
activated after its monoubiquitination by the multi-subunit ligase E3. The activated complex 
FANCI/FANCD2 moves to DNA sites with ICL. This activated complex, together with 
other FA-protein complexes FANCD1/BRCA2 and FANCN/PALB2 is involved also in a 
subsequent stage of recovery of broken replication fork via HR (Knipscheer et al., 2009; Liu 
et al., 2010; Smogorzewska et al., 2010). Protein complexes, such as MRN, Snm1B and 
MUS81-EME1/2, also bind to the DNA sites of the replication fork blocked by ICL. The last-
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named complex has a nuclease activity, it makes an incision on one side, flanking the ICL, 
and the endonuclease ERCC1-XPF makes the second incision, on the other side of the 
crosslink (Knipscheer et al., 2009; Liu et al., 2010; Cole et al., 2010). As a result of these 
endonuclease attacks, one strand gets free of the cross-link and the ends of the resulting gap 
undergo processing. Then the gap is filled due to DNA synthesis (bypassing lesions on the 
template strand bearing cross-link remains) with the participation of DNA polymerases: 
polζ, polκ, polι, polN, polη and Rev1 (Ho and Schärer, 2010). After filling in the gap, the 
cross-link remains bound to the second strand undergo excision by NER enzymes. The 
repair of DSB formed during removal of ICL from the replicating DNA with the 
participation of FA-proteins, is also provided by the mechanism of HR (Hinz, 2010). 

6. Low efficiency of repair of critical DNA damage induced by low dose 
radiation 
Over the last 10-15 years evidence has been accumulated pointing to that the responses of 
mammalian cells to small and large doses of ionizing radiation may be qualitatively 
different in a number of characteristics, including the development of DDR. First of all, these 
are the reactions of cells to critical DNA damage, such as signals to activate checkpoints, 
DNA repair, chromatin reconstruction and postradiation changes in the expression of many 
genes. To this must be added epigenetic effects, induced genome instability and the 
bystander effect (Mullenders et al., 2009). The factual data on these characteristics obtained 
for low-dose-irradiated organisms do not fit into the model of the linear dependence of 
biological effects on IR dose (Hayes, 2008; Averbeck, 2009; Ulsh, 2010). 
In this section we analyze the results of a number of independent studies on DDR 
development, on the signaling to activate cell cycle checkpoints and on the repair efficiency 
of critical DNA lesions induced by low-dose or low-intensity radiation in mammalian cells. 

6.1 Inadequate activation of cell cycle checkpoint at low-dose radiation 
For the most part, the data on this subject relate to DNA DSB. Much of the evidence 
presented earlier (before the advent of more sensitive methods) on assessment of IR- 
induced DNA DSB and their repair, were obtained in studies using high radiation doses. 
These methods, although quite adequate, appeared not sensitive enough to detect these 
lesions and to follow the kinetics of their repair in cells exposed to low-dose radiation.  
Actually, sensitive methods to assess DSB that arise under the influence of low dose 
radiation have been developed in studies of DDR. An important step in this direction was 
the development of methods using fluorescent antibodies to phosphorylated proteins, 
specifically localized in discrete nuclear radiation-induced foci (RIF) at DNA sites 
containing DSB. RIF can be visualized and counted under a microscope. These methods are 
most commonly based on the use of fluorescent antibodies specific for phosphorylated 
proteins involved in RIF formation, such as histone H2AX (γH2AX), ATM-kinase (pATM), 
53BP1 (p53BP1) and others. These RIF localized in the nuclei of irradiated cells, enable 
counting of DSB, and, from reduction of their number, judging the kinetics of their repair, as 
well as analyzing other critical injuries that can be realized in the form of DSB.  Thus, the 
determination of DNA DSB induced by low-dose radiation (1-100 mGy), has become 
possible by analysis of histone γH2AX immunofluorescence in RIF formed by accumulation 
of their molecules at DSB sites of DNA within the chromatin (Celeste et al., 2002; Wang and 
Elledge, 2007; Nagy and Soutoglou, 2009; Löbrich et al., 2010; Redon et al., 2011). This 
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the nuclei of cells after their treatment with compounds that cause ICL, but not directly 
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However, this does not exclude that γH2AX-foci in the nuclei of cells exposed to agents that 
induce ICL are caused by DSB, since ICL repair processes are accompanied by DSB 
generation (Olive and Banath, 2009; Sczepanski et al., 2009; Muniandy et al., 2010). 
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two ways (depending on cell cycle phase) with the participation of enzymes produced by a 
number of repair systems, as well as proteins produced by Fanc genes (mutated genes in 
patients with the syndrome FA) (Moldovan and D'Andrea, 2009; Thompson and Hinz, 2009; 
Knipscheer et al., 2009). Thus, in the phases G0, G1 of the cell cycle, the removal of ICL is 
mostly provided by the system of nucleotide excision repair (NER), which ensures the 
global genome repair and the transcription-related repair (Sczepanski et al., 2009; Wood, 
2010). Through this pathway, the repair of ICL begins with recognition of the injury with the 
complex XPC-HR23B. However, the endonuclease complex ERCC1-XPF is a key factor in the 
repair of ICL on non-replicating DNA (Cole et al., 2010). This complex, while inducing 
breaks with 5 'and 3' ends on both sides of ICL on one strand, creates a gap that can serve as 
a site for DNA synthesis bypassing the damage (Cole et al., 2010; Liu et al., 2010), after 
processing DNA break ends by the nuclease DCLRE1A/SNM1A. The duplex formed as a 
result of the DNA synthesis bypassing the damage and bearing cross-link remains on one 
strand becomes a substrate for the classical system of NER, which provides the final stage of 
removal of ICL from non-replicating DNA. This process is accompanied by a loss of 11-14 
bp, and is concluded with formation of DSBs which can be restored by HR (Peng et al., 2010; 
Legerski, 2010; Muniandy et al., 2010).  
The removal of ICL in the S phase of cells proceeds by a different pathway. Collision of the 
replication fork with ICL triggers a cascade of reactions, which promotes removal of the 
cross-link and restoration of DNA replication (Moldovan and D'Andrea, 2009; Thompson 
and Hinz, 2009; Knipscheer et al., 2009). Recent studies have shown that the main function 
of FA-proteins is associated with activation of signaling from DNA damage and repair of 
ICL in the S-phase of the cell cycle (Knipscheer et al., 2009; Liu et al., 2010). The removal of 
ICL from replicating DNA is accompanied by activation of cell cycle checkpoints (Noll et al., 
2006; Legerski, 2010).  ATR-dependent activation of the major FA- complex (A-C, E-G, L, 
and FAAP100) is the central event of repair of ICL that blocks the replication fork. The 
occurrence of ICL in the replication fork is recognized by several FA-protein complexes, 
including FANCM and FAAP24, which provide access of other proteins to the damage to 
repair it (Grillari et al., 2007; Dextraze et al., 2010).  
An important role in these events is played by the complex FANCI/FANCD2, which binds 
to DNA sites with ICL (Smogorzewska et al., 2010). This complex, in collaboration with the 
Tip60 protein, also contributes to remodeling of chromatin sites with damaged DNA (Hejna 
et al., 2008). When this complex encounters a restructured DNA replication fork, due to 
localization of ICL, it is phosphorylated by ATR/ATRIP kinases localized in ssDNA, 
together with the protein RPA. The phosphorylated complex FANCI/FANCD2 is fully 
activated after its monoubiquitination by the multi-subunit ligase E3. The activated complex 
FANCI/FANCD2 moves to DNA sites with ICL. This activated complex, together with 
other FA-protein complexes FANCD1/BRCA2 and FANCN/PALB2 is involved also in a 
subsequent stage of recovery of broken replication fork via HR (Knipscheer et al., 2009; Liu 
et al., 2010; Smogorzewska et al., 2010). Protein complexes, such as MRN, Snm1B and 
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named complex has a nuclease activity, it makes an incision on one side, flanking the ICL, 
and the endonuclease ERCC1-XPF makes the second incision, on the other side of the 
crosslink (Knipscheer et al., 2009; Liu et al., 2010; Cole et al., 2010). As a result of these 
endonuclease attacks, one strand gets free of the cross-link and the ends of the resulting gap 
undergo processing. Then the gap is filled due to DNA synthesis (bypassing lesions on the 
template strand bearing cross-link remains) with the participation of DNA polymerases: 
polζ, polκ, polι, polN, polη and Rev1 (Ho and Schärer, 2010). After filling in the gap, the 
cross-link remains bound to the second strand undergo excision by NER enzymes. The 
repair of DSB formed during removal of ICL from the replicating DNA with the 
participation of FA-proteins, is also provided by the mechanism of HR (Hinz, 2010). 

6. Low efficiency of repair of critical DNA damage induced by low dose 
radiation 
Over the last 10-15 years evidence has been accumulated pointing to that the responses of 
mammalian cells to small and large doses of ionizing radiation may be qualitatively 
different in a number of characteristics, including the development of DDR. First of all, these 
are the reactions of cells to critical DNA damage, such as signals to activate checkpoints, 
DNA repair, chromatin reconstruction and postradiation changes in the expression of many 
genes. To this must be added epigenetic effects, induced genome instability and the 
bystander effect (Mullenders et al., 2009). The factual data on these characteristics obtained 
for low-dose-irradiated organisms do not fit into the model of the linear dependence of 
biological effects on IR dose (Hayes, 2008; Averbeck, 2009; Ulsh, 2010). 
In this section we analyze the results of a number of independent studies on DDR 
development, on the signaling to activate cell cycle checkpoints and on the repair efficiency 
of critical DNA lesions induced by low-dose or low-intensity radiation in mammalian cells. 

6.1 Inadequate activation of cell cycle checkpoint at low-dose radiation 
For the most part, the data on this subject relate to DNA DSB. Much of the evidence 
presented earlier (before the advent of more sensitive methods) on assessment of IR- 
induced DNA DSB and their repair, were obtained in studies using high radiation doses. 
These methods, although quite adequate, appeared not sensitive enough to detect these 
lesions and to follow the kinetics of their repair in cells exposed to low-dose radiation.  
Actually, sensitive methods to assess DSB that arise under the influence of low dose 
radiation have been developed in studies of DDR. An important step in this direction was 
the development of methods using fluorescent antibodies to phosphorylated proteins, 
specifically localized in discrete nuclear radiation-induced foci (RIF) at DNA sites 
containing DSB. RIF can be visualized and counted under a microscope. These methods are 
most commonly based on the use of fluorescent antibodies specific for phosphorylated 
proteins involved in RIF formation, such as histone H2AX (γH2AX), ATM-kinase (pATM), 
53BP1 (p53BP1) and others. These RIF localized in the nuclei of irradiated cells, enable 
counting of DSB, and, from reduction of their number, judging the kinetics of their repair, as 
well as analyzing other critical injuries that can be realized in the form of DSB.  Thus, the 
determination of DNA DSB induced by low-dose radiation (1-100 mGy), has become 
possible by analysis of histone γH2AX immunofluorescence in RIF formed by accumulation 
of their molecules at DSB sites of DNA within the chromatin (Celeste et al., 2002; Wang and 
Elledge, 2007; Nagy and Soutoglou, 2009; Löbrich et al., 2010; Redon et al., 2011). This 
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method also allows determination of the endogenous level of DSB in cellular DNA. 
Currently, RIFs are regarded as a highly sensitive biomarker to assess the damage to cell 
genome due to radiation or other genotoxic effects, the method can be applied in the clinics 
(Sedelnikova et al., 2008; Lassmann et al., 2010).  
By the method of identifying RIF by γH2AX it was revealed that DSB induced in DNA of 
non-dividing primary human fibroblasts, after their exposure to low doses of radiation (~ 1 
mGy), remained non-repaired for many days. On the other hand, the number of DSB in cells 
irradiated with low doses, decreased in the postradiation period up to the control level if 
these cells were allowed to proliferate after irradiation. The authors suggested that this 
effect might be due to elimination of cells with non-repairable DSB from the total cell 
population by apoptosis (Rothkamm and Löbrich, 2003). In a recent study, by analysis of 
RIF marked at phosphorylated proteins γH2AX, ATM (pATM) and 53BP1, DNA DSB repair 
was monitored in human fibroblasts exposed to IR at doses between 2.5 to 200 mGy 
(Grudzenskia et al., 2010). The kinetics of disappearance of RIF recorded in these cells 
during post-radiation time depended on irradiation dose. The repair of DSB in low-dose 
irradiated cells was significantly lower than in cells irradiated with higher doses. In the case 
of exposure of cells to 2.5 mGy, the loss of RIF was not observed for a long time after 
irradiation. The results indicate that the smaller the number of radiation induced DSB, the 
lower the efficiency of their repair. This study was continued on mice by analyzing RIF 
(γH2AX and 53BP1 foci) in various tissues irradiated at doses of 10, 100 mGy and 1 Gy. In 
the cells of all analyzed tissues of mice exposed to a low dose (10 mGy), but not to a 
moderate (100 mGy) or a high dose (1 Gy), RIF persisted (γH2AX and 53BP1) during 24 
hours (Grudzenskia et al., 2010). 
It should be noted that at a dose of 10 mGy, DSB were induced not in all cells of the tissue. It 
is known, that only after whole body irradiation with 10 mGy with low LET (photons or 
electrons) there may arise about 20 injuries in each cell, on the average, including 0.4-0.5 
DSB (NRC, 2006). In fact, at a dose of 10 mGy the DNA of only every second or third cell 
induces a single DSB (NRC, 2006). On this basis, the authors suggest that the absence of 
efficient DSB repair after exposure of cells or animals to 10 mGy, may be associated with the 
fact that DSB DNA occur not in all cells being in contact with each other, and the activation 
of repair occurs not in all cells. This hypothesis assumes that the efficiency of DNA DSB 
repair in a single cell may be influenced be active repair processes in adjacent cells. That is, 
the effective repair of DNA DSB in cells is only possible, when all contacting cells contain at 
least 1 DSB per cell genome, which can occur at doses of 40-80 mGy (Grudzenskia et al., 
2010). Such an explanation suggests that the intercellular communication mechanisms or the 
"bystander effect" play a role in the repair of DNA DSB (Rothkamm and Löbrich, 2003). 
In the context of these explanations on the possible role of the “bystander effect”, of interest 
are several publications related to this topic. Thus, it has been shown that irradiation of 
individual human astrocytes and glioma cells by a microbeam of helium ions generates 
signals that induce γH2AX foci in unirradiated neighboring cells, that persist for 48 hours. 
This bystander effect is not observed in cells mutant in ATR-kinase, but retains on inhibition 
of their ATM and DNA-PK. In addition, the ATR-dependent induction of the bystander 
effect, on γH2AX foci formation, was limited in the S-phase (Belyakov et al., 2005). The 
recent paper by Ojima et al., (2011) deals with the kinetics of disappearance of RIF (as 
determined from phosphorylated ATM) in the course of DNA DSB repair in X-ray-
irradiated human fibroblasts at doses of 1.2, 20, 200 and 1000 mGy. It has been shown that 
the numbers of DSB determined by ATM foci formation 24 h after irradiation were: 100% 
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(1.2 mGy), 58% (20 mGy), 12% (200 mGy) and 8.5% (1000 mGy) of the original amounts of 
ATM foci (Ojima et al., 2011). These data are to some extent consistent with the results of 
studies mentioned above (Rothkamm and Löbrich, 2003; Grudzenskia et al., 2010). 
However, in studies using the inhibitor of the “bystander effect” (lindane), the authors 
concluded that the ATM foci detected in the nuclei of cells exposed to low doses (1.2-5 mGy) 
and persisting in them for a long time after exposure, are mostly related to the bystander 
effect (Burdak-Rothkamm et al., 2007).  
Previously evidence was obtained for an extremely high sensitivity of cells defective in 
mechanisms for repair of DSB by NHEJ to low doses of radiation (Tomita et al., 2008). The 
authors have concluded that the process of DNA DSB repair occurring upon low-dose 
irradiation of cells, is primarily controlled by NHEJ mechanisms, whereas for repairing DSB 
caused by higher radiation doses, HR is more appropriate (Tomita et al., 2008). Probably, 
with a small number of DSB the chances that the damaged DNA site and a homologous 
intact DNA portion in the interphase nucleus will be in close proximity to each other are 
rather small for a fast start of DSB repair by the HR mechanism. 
The data by different authors presented here, though contradictory to some extent, confirm 
that DDR induced in cells exposed to low-dose radiation differs significantly from that 
observed under the action of high doses. In the case of low doses or low dose rates, the level 
of signaling from DNA lesions perceived by transducers is of primary importance for 
subsequent DDR development, and, above all, for cell cycle checkpoints. Based on studies of 
the DSB-induced DDR development in yeast, it was assumed that the activation of cell cycle 
checkpoints occurs as a result of induction of one DNA DSB per cell, and the arrest of the 
cell cycle will continue until the completion of repair of these injuries. However, studies on 
mammalian cells have shown that IR doses that cause less than 10-20 DSB/per cell do not 
contribute to arresting the phase transition G2/M by checkpoints, and this greatly reduces 
the efficiency of DSB repair (Deckbar et al., 2007; Grudzenskia et al., 2010). On higher doses 
of ionizing radiation, which induce more than 20 DNA DSB per cell, the checkpoints are 
activated and arrest the cell cycle phase transition G2/M. But this arrest may not persist 
until completion of DNA DSB repair (Deckbar et al., 2007; Jeggo, 2009). These results 
indicate that in the absence of cell cycle arrest, mammalian cells are unable to provide 
complete repair of DSB induced even at low IR doses. The lack of G2/M transition arrest by 
the checkpoint until completion of DNA DSB repair leads to rearrangements of 
chromosomes and their unequal distribution between the two daughter cells.  
Obviously, checkpoints must operate efficiently enough to stop the cell cycle progression, 
and to prevent the transition of cells with DNA DSB to mitosis (Shibata et al., 2010; 
Warmerdam and Kanaar, 2010). Thus, when DSB in DNA are small in number, the cell cycle 
checkpoint fails, and mammalian cells in the G2 phase enter mitosis with DNA lesions 
(Deckbar et al., 2007). Note that similar results were obtained after UV irradiation of yeast 
cells. The cells did not stop at the G2/M boundary after exposure to low UV light doses, 
whereas high doses might cause a delay in the cell cycle at the G2/M transition (Callegari 
and Kelly, 2007). 
With a small amount of DSB in DNA, transducer proteins do not sense the signals of 
damage, so the cell cycle checkpoint is not activated. This situation is confirmed by studies 
of Collis and colleagues (Collis et al., 2004), which showed that if the alarm signal is weak, 
that is the amount of critical DNA lesions is small, the transducer proteins did not perceive 
it, and are not activated by phosphorylation. In the study of these authors several lines of 
normal and tumor human cells were irradiated by gamma rays at two dose rates. In the first 
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method also allows determination of the endogenous level of DSB in cellular DNA. 
Currently, RIFs are regarded as a highly sensitive biomarker to assess the damage to cell 
genome due to radiation or other genotoxic effects, the method can be applied in the clinics 
(Sedelnikova et al., 2008; Lassmann et al., 2010).  
By the method of identifying RIF by γH2AX it was revealed that DSB induced in DNA of 
non-dividing primary human fibroblasts, after their exposure to low doses of radiation (~ 1 
mGy), remained non-repaired for many days. On the other hand, the number of DSB in cells 
irradiated with low doses, decreased in the postradiation period up to the control level if 
these cells were allowed to proliferate after irradiation. The authors suggested that this 
effect might be due to elimination of cells with non-repairable DSB from the total cell 
population by apoptosis (Rothkamm and Löbrich, 2003). In a recent study, by analysis of 
RIF marked at phosphorylated proteins γH2AX, ATM (pATM) and 53BP1, DNA DSB repair 
was monitored in human fibroblasts exposed to IR at doses between 2.5 to 200 mGy 
(Grudzenskia et al., 2010). The kinetics of disappearance of RIF recorded in these cells 
during post-radiation time depended on irradiation dose. The repair of DSB in low-dose 
irradiated cells was significantly lower than in cells irradiated with higher doses. In the case 
of exposure of cells to 2.5 mGy, the loss of RIF was not observed for a long time after 
irradiation. The results indicate that the smaller the number of radiation induced DSB, the 
lower the efficiency of their repair. This study was continued on mice by analyzing RIF 
(γH2AX and 53BP1 foci) in various tissues irradiated at doses of 10, 100 mGy and 1 Gy. In 
the cells of all analyzed tissues of mice exposed to a low dose (10 mGy), but not to a 
moderate (100 mGy) or a high dose (1 Gy), RIF persisted (γH2AX and 53BP1) during 24 
hours (Grudzenskia et al., 2010). 
It should be noted that at a dose of 10 mGy, DSB were induced not in all cells of the tissue. It 
is known, that only after whole body irradiation with 10 mGy with low LET (photons or 
electrons) there may arise about 20 injuries in each cell, on the average, including 0.4-0.5 
DSB (NRC, 2006). In fact, at a dose of 10 mGy the DNA of only every second or third cell 
induces a single DSB (NRC, 2006). On this basis, the authors suggest that the absence of 
efficient DSB repair after exposure of cells or animals to 10 mGy, may be associated with the 
fact that DSB DNA occur not in all cells being in contact with each other, and the activation 
of repair occurs not in all cells. This hypothesis assumes that the efficiency of DNA DSB 
repair in a single cell may be influenced be active repair processes in adjacent cells. That is, 
the effective repair of DNA DSB in cells is only possible, when all contacting cells contain at 
least 1 DSB per cell genome, which can occur at doses of 40-80 mGy (Grudzenskia et al., 
2010). Such an explanation suggests that the intercellular communication mechanisms or the 
"bystander effect" play a role in the repair of DNA DSB (Rothkamm and Löbrich, 2003). 
In the context of these explanations on the possible role of the “bystander effect”, of interest 
are several publications related to this topic. Thus, it has been shown that irradiation of 
individual human astrocytes and glioma cells by a microbeam of helium ions generates 
signals that induce γH2AX foci in unirradiated neighboring cells, that persist for 48 hours. 
This bystander effect is not observed in cells mutant in ATR-kinase, but retains on inhibition 
of their ATM and DNA-PK. In addition, the ATR-dependent induction of the bystander 
effect, on γH2AX foci formation, was limited in the S-phase (Belyakov et al., 2005). The 
recent paper by Ojima et al., (2011) deals with the kinetics of disappearance of RIF (as 
determined from phosphorylated ATM) in the course of DNA DSB repair in X-ray-
irradiated human fibroblasts at doses of 1.2, 20, 200 and 1000 mGy. It has been shown that 
the numbers of DSB determined by ATM foci formation 24 h after irradiation were: 100% 
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(1.2 mGy), 58% (20 mGy), 12% (200 mGy) and 8.5% (1000 mGy) of the original amounts of 
ATM foci (Ojima et al., 2011). These data are to some extent consistent with the results of 
studies mentioned above (Rothkamm and Löbrich, 2003; Grudzenskia et al., 2010). 
However, in studies using the inhibitor of the “bystander effect” (lindane), the authors 
concluded that the ATM foci detected in the nuclei of cells exposed to low doses (1.2-5 mGy) 
and persisting in them for a long time after exposure, are mostly related to the bystander 
effect (Burdak-Rothkamm et al., 2007).  
Previously evidence was obtained for an extremely high sensitivity of cells defective in 
mechanisms for repair of DSB by NHEJ to low doses of radiation (Tomita et al., 2008). The 
authors have concluded that the process of DNA DSB repair occurring upon low-dose 
irradiation of cells, is primarily controlled by NHEJ mechanisms, whereas for repairing DSB 
caused by higher radiation doses, HR is more appropriate (Tomita et al., 2008). Probably, 
with a small number of DSB the chances that the damaged DNA site and a homologous 
intact DNA portion in the interphase nucleus will be in close proximity to each other are 
rather small for a fast start of DSB repair by the HR mechanism. 
The data by different authors presented here, though contradictory to some extent, confirm 
that DDR induced in cells exposed to low-dose radiation differs significantly from that 
observed under the action of high doses. In the case of low doses or low dose rates, the level 
of signaling from DNA lesions perceived by transducers is of primary importance for 
subsequent DDR development, and, above all, for cell cycle checkpoints. Based on studies of 
the DSB-induced DDR development in yeast, it was assumed that the activation of cell cycle 
checkpoints occurs as a result of induction of one DNA DSB per cell, and the arrest of the 
cell cycle will continue until the completion of repair of these injuries. However, studies on 
mammalian cells have shown that IR doses that cause less than 10-20 DSB/per cell do not 
contribute to arresting the phase transition G2/M by checkpoints, and this greatly reduces 
the efficiency of DSB repair (Deckbar et al., 2007; Grudzenskia et al., 2010). On higher doses 
of ionizing radiation, which induce more than 20 DNA DSB per cell, the checkpoints are 
activated and arrest the cell cycle phase transition G2/M. But this arrest may not persist 
until completion of DNA DSB repair (Deckbar et al., 2007; Jeggo, 2009). These results 
indicate that in the absence of cell cycle arrest, mammalian cells are unable to provide 
complete repair of DSB induced even at low IR doses. The lack of G2/M transition arrest by 
the checkpoint until completion of DNA DSB repair leads to rearrangements of 
chromosomes and their unequal distribution between the two daughter cells.  
Obviously, checkpoints must operate efficiently enough to stop the cell cycle progression, 
and to prevent the transition of cells with DNA DSB to mitosis (Shibata et al., 2010; 
Warmerdam and Kanaar, 2010). Thus, when DSB in DNA are small in number, the cell cycle 
checkpoint fails, and mammalian cells in the G2 phase enter mitosis with DNA lesions 
(Deckbar et al., 2007). Note that similar results were obtained after UV irradiation of yeast 
cells. The cells did not stop at the G2/M boundary after exposure to low UV light doses, 
whereas high doses might cause a delay in the cell cycle at the G2/M transition (Callegari 
and Kelly, 2007). 
With a small amount of DSB in DNA, transducer proteins do not sense the signals of 
damage, so the cell cycle checkpoint is not activated. This situation is confirmed by studies 
of Collis and colleagues (Collis et al., 2004), which showed that if the alarm signal is weak, 
that is the amount of critical DNA lesions is small, the transducer proteins did not perceive 
it, and are not activated by phosphorylation. In the study of these authors several lines of 
normal and tumor human cells were irradiated by gamma rays at two dose rates. In the first 
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case, the dose rate was 9.4 cGy/h (~ 4-5 DSB/ h), the second dose rate was ~ 4500 cGy / h (~ 
1800 DSB/ h). The activation of ATM kinase in response to DNA damage and the formation 
of γH2AX foci in cells exposed to low dose rate were shown to be significantly lower than 
those in cells irradiated with an equivalent dose, but at a high dose rate. This lack of 
signaling of DNA damage was associated with an increase in cell death after exposure to 
low intensity radiation. Thus, after exposure to low intensity radiation cells died due to lack 
of a developed DDR, because at that point the level of damage was not sufficient for its full 
development. The "molecular radar", (ATM/ATR), able to recognize the DNA DSB did not 
catch a weak signal from sensor proteins, because the damage was small (~ 4-5 DSB 
DNA/h) during prolonged exposure (Collis et al., 2004). These results, to some extent, are in 
agreement with studies by Ishizaki et al.(2004) who showed that after exposure to IR in an 
acute dose, human cells accumulated a significant amount of γH2AX foci. However, after 
chronic exposure of the same line cells to an equivalent dose of radiation there was only a 
small amount of γH2AX foci, indicating a low level of DDR in these cells (Ishizaki et al., 
2004). The lack of signals of damage and hence of activation of cell cycle checkpoints 
reduces the efficiency of DSB repair, which contributes to cell death. This event seems to be 
of vital importance for multicellular organisms because it prevents genetic and carcinogenic 
consequences.  
Previously, evidence was obtained suggesting that the increase in cell death at low DNA 
damage and low repair efficiency, is a pathway by which cells prevent the transmission of 
potentially promutagenous DNA damage to the offspring (Joiner et al., 2001). Analysis of 
cell survival reveals an increased radiosensitivity (to judge from the decay of the initial 
curve segment) of a particular fraction of cell population at doses of 0.02-0.3 Gy (Joiner et al., 
2001; Marples et al., 2004). This phenomenon has come to be known as hyper-
radiosensitivity of cells. Now it has been determined that hyper-radiosensitivity  is 
associated with failures in the ATM-dependent stage of DDR development and is due to the 
low efficiency of repair of DSB induced in DNA by low IR doses of both low- and high LET 
(Wykes et al., 2006; Xue et al., 2009). It was established a direct relation between low-dose 
hyper-radiosensitivity and the lack of ATM-dependent "early" activation of cell cycle 
checkpoint at the G2/M transition (Marples et al., 2004). This "early" activation is necessary 
to prevent the transition of cells irradiated in the G2 phase to mitosis without completion of 
DNA repair (Marples et al., 2004). It has been shown that an increase in the share of cells at 
the G2 phase in the overall population, leads to an increase in hyper-radiosensitivity, as 
most of the damaged cells escape the early delay of G2/M transition thus entering mitosis 
with non-repaired DSB. In addition, the absence of cell cycle arrest at G2/M transitions, as a 
result of inhibition of kinases Chk1, Chk2, also leads to an increase in hyper-radiosensitivity 
(Krueger et al., 2010).  
In a recent study it has been found that after exposure of cells to IR, there occurs a dose- 
dependent induction of molecular arrest at G2/M transition (Fernet et al., 2010). Cells 
irradiated with small doses (about 0.2 Gy) at G1 or S phase further progress through the cell 
cycle, but they are less accumulated in the G2 phase. A block of the G2/M transition for a 
large number of cells was detected only after their irradiation at higher doses (above 0.5 Gy). 
And the absence of early cell cycle arrest at the G2/M transition by checkpoint control 
mechanisms correlates with hyper-radiosensitivity of these cells (Fernet et al., 2010).  Thus, 
the increased sensitivity of cells to low IR doses is associated with low levels of DDR due to 
a small number of critical DNA lesions necessary for the activation of G2 checkpoints, i.e. 
the cell cycle transitions continue in the presence of critical DNA damage (Marples et al., 
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2004; Krueger et al., 2007). As noted above, a possible threshold for full induction of DDR 
(with activation the checkpoint arrest of cell cycle) in human cells can be  10 to 20 DSB 
DNA/per cell (Rothkamm and Löbrich, 2003). 

6.2 Limited repair of complex DNA lesions in compacted chromatin 
In eukaryotic cells, the whole cascade of events of DDR development, including recognition 
of DNA damage, signaling, transduction with activation of the checkpoints, and the repair 
occur in the chromatin. It is well known that chromatin is a highly compact and dynamic 
structure in which DNA is packaged with histones and nonhistone proteins. The rigid 
compaction of chromatin creates a barrier to restrict access to damaged DNA sites for 
various enzymes and factors (Tang and Greenberg, 2010; Costes et al., 2010). In the case of 
complex DNA lesions, however, local changes in chromatin structure occur during their 
repair. The development of DDR is associated with active movement of many proteins to 
damaged DNA sites within chromatin (Pandita and Richardson, 2009). It is probably 
because of this DDR-related processes are accompanied with structural reorganization of 
chromatin and with relaxation of its individual parts. The mechanisms of alterations of local 
chromatin areas related to appearance of DSB or ICL in DNA are still not clearly 
understood. 
Many studies have shown that modification of chromatin proteins by phosphorylation, 
methylation, acetylation, ubiquitination, sumoylation and poly ADP-ribosylation plays a 
critical role not only in the regulation of many genetic processes, but also in DDR 
development (Pandita and Richardson, 2009; Huertas et al., 2009). Decondensation of 
chromatin near the region of DNA DSB is considered an important trigger for ATM-dimer 
dissociation and subsequent autophosphorylation of ATM kinase (Goodarzi et al., 2009).  
The results of studies suggest that chromatin at damage sites may be quite structurally 
dynamic during the repair process, with transient intervals of 'closed' configurations before 
a more 'open' arrangement that allows the repair machinery to access damaged DNA (Ball & 
Yokomori, 2011). DNA damage, in particular DSBs promote to the formation of open, 
relaxed chromatin regions. These relaxed chromatin structures are created through the 
coupled action of the p400 SWI/SNF ATPase and histone acetylation by the Tip60 
acetyltransferase. The resulting destabilization of nucleosomes at the DSB by Tip60 and p400 
is required for ubiquitination of the chromatin by the RNF8 ubiquitin ligase, and for the 
subsequent recruitment of the BRCA1 and others proteins (Xu & Price, 2011).  
Chromatin dynamics at DSBs can therefore exert a powerful influence on the process of DSB 
repair. Further, there is emerging evidence that the different chromatin structures in the cell, 
such as heterochromatin and euchromatin, utilize distinct remodeling complexes and 
pathways to facilitate DSB. The processing and repair of DSB is therefore critically 
influenced by the nuclear architecture in which the lesion arises (Xu & Price, 2011; Ball & 
Yokomori, 2011). 
Phosphorylation of histone H2AX and other proteins by ATM, ATR and DNA-PKcs near 
DSB also modifies chromatin, which is crucial in the interactions between many proteins 
after exposure to IR and, above all, for the process of DNA repair. Thus, chromatin protein 
modifications contribute to active regulation of multiple reactions associated with the 
development of whole DDR (Goodarzi et al., 2009; Huertas et al., 2009; Costes et al., 2010). 
As a rule, RIF related to chromatin sites with damaged DNA in the cell nuclei are formed 
not immediately after irradiation. The RIF frequency reaches its maximum (40 
RIF/nucleus/Gy) about 15-30 minutes after the action of IR with low LET. Obviously, this is 
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case, the dose rate was 9.4 cGy/h (~ 4-5 DSB/ h), the second dose rate was ~ 4500 cGy / h (~ 
1800 DSB/ h). The activation of ATM kinase in response to DNA damage and the formation 
of γH2AX foci in cells exposed to low dose rate were shown to be significantly lower than 
those in cells irradiated with an equivalent dose, but at a high dose rate. This lack of 
signaling of DNA damage was associated with an increase in cell death after exposure to 
low intensity radiation. Thus, after exposure to low intensity radiation cells died due to lack 
of a developed DDR, because at that point the level of damage was not sufficient for its full 
development. The "molecular radar", (ATM/ATR), able to recognize the DNA DSB did not 
catch a weak signal from sensor proteins, because the damage was small (~ 4-5 DSB 
DNA/h) during prolonged exposure (Collis et al., 2004). These results, to some extent, are in 
agreement with studies by Ishizaki et al.(2004) who showed that after exposure to IR in an 
acute dose, human cells accumulated a significant amount of γH2AX foci. However, after 
chronic exposure of the same line cells to an equivalent dose of radiation there was only a 
small amount of γH2AX foci, indicating a low level of DDR in these cells (Ishizaki et al., 
2004). The lack of signals of damage and hence of activation of cell cycle checkpoints 
reduces the efficiency of DSB repair, which contributes to cell death. This event seems to be 
of vital importance for multicellular organisms because it prevents genetic and carcinogenic 
consequences.  
Previously, evidence was obtained suggesting that the increase in cell death at low DNA 
damage and low repair efficiency, is a pathway by which cells prevent the transmission of 
potentially promutagenous DNA damage to the offspring (Joiner et al., 2001). Analysis of 
cell survival reveals an increased radiosensitivity (to judge from the decay of the initial 
curve segment) of a particular fraction of cell population at doses of 0.02-0.3 Gy (Joiner et al., 
2001; Marples et al., 2004). This phenomenon has come to be known as hyper-
radiosensitivity of cells. Now it has been determined that hyper-radiosensitivity  is 
associated with failures in the ATM-dependent stage of DDR development and is due to the 
low efficiency of repair of DSB induced in DNA by low IR doses of both low- and high LET 
(Wykes et al., 2006; Xue et al., 2009). It was established a direct relation between low-dose 
hyper-radiosensitivity and the lack of ATM-dependent "early" activation of cell cycle 
checkpoint at the G2/M transition (Marples et al., 2004). This "early" activation is necessary 
to prevent the transition of cells irradiated in the G2 phase to mitosis without completion of 
DNA repair (Marples et al., 2004). It has been shown that an increase in the share of cells at 
the G2 phase in the overall population, leads to an increase in hyper-radiosensitivity, as 
most of the damaged cells escape the early delay of G2/M transition thus entering mitosis 
with non-repaired DSB. In addition, the absence of cell cycle arrest at G2/M transitions, as a 
result of inhibition of kinases Chk1, Chk2, also leads to an increase in hyper-radiosensitivity 
(Krueger et al., 2010).  
In a recent study it has been found that after exposure of cells to IR, there occurs a dose- 
dependent induction of molecular arrest at G2/M transition (Fernet et al., 2010). Cells 
irradiated with small doses (about 0.2 Gy) at G1 or S phase further progress through the cell 
cycle, but they are less accumulated in the G2 phase. A block of the G2/M transition for a 
large number of cells was detected only after their irradiation at higher doses (above 0.5 Gy). 
And the absence of early cell cycle arrest at the G2/M transition by checkpoint control 
mechanisms correlates with hyper-radiosensitivity of these cells (Fernet et al., 2010).  Thus, 
the increased sensitivity of cells to low IR doses is associated with low levels of DDR due to 
a small number of critical DNA lesions necessary for the activation of G2 checkpoints, i.e. 
the cell cycle transitions continue in the presence of critical DNA damage (Marples et al., 

 
Limited Repair of Critical DNA Damage in Cells Exposed to Low Dose Radiation 

 

67 

2004; Krueger et al., 2007). As noted above, a possible threshold for full induction of DDR 
(with activation the checkpoint arrest of cell cycle) in human cells can be  10 to 20 DSB 
DNA/per cell (Rothkamm and Löbrich, 2003). 

6.2 Limited repair of complex DNA lesions in compacted chromatin 
In eukaryotic cells, the whole cascade of events of DDR development, including recognition 
of DNA damage, signaling, transduction with activation of the checkpoints, and the repair 
occur in the chromatin. It is well known that chromatin is a highly compact and dynamic 
structure in which DNA is packaged with histones and nonhistone proteins. The rigid 
compaction of chromatin creates a barrier to restrict access to damaged DNA sites for 
various enzymes and factors (Tang and Greenberg, 2010; Costes et al., 2010). In the case of 
complex DNA lesions, however, local changes in chromatin structure occur during their 
repair. The development of DDR is associated with active movement of many proteins to 
damaged DNA sites within chromatin (Pandita and Richardson, 2009). It is probably 
because of this DDR-related processes are accompanied with structural reorganization of 
chromatin and with relaxation of its individual parts. The mechanisms of alterations of local 
chromatin areas related to appearance of DSB or ICL in DNA are still not clearly 
understood. 
Many studies have shown that modification of chromatin proteins by phosphorylation, 
methylation, acetylation, ubiquitination, sumoylation and poly ADP-ribosylation plays a 
critical role not only in the regulation of many genetic processes, but also in DDR 
development (Pandita and Richardson, 2009; Huertas et al., 2009). Decondensation of 
chromatin near the region of DNA DSB is considered an important trigger for ATM-dimer 
dissociation and subsequent autophosphorylation of ATM kinase (Goodarzi et al., 2009).  
The results of studies suggest that chromatin at damage sites may be quite structurally 
dynamic during the repair process, with transient intervals of 'closed' configurations before 
a more 'open' arrangement that allows the repair machinery to access damaged DNA (Ball & 
Yokomori, 2011). DNA damage, in particular DSBs promote to the formation of open, 
relaxed chromatin regions. These relaxed chromatin structures are created through the 
coupled action of the p400 SWI/SNF ATPase and histone acetylation by the Tip60 
acetyltransferase. The resulting destabilization of nucleosomes at the DSB by Tip60 and p400 
is required for ubiquitination of the chromatin by the RNF8 ubiquitin ligase, and for the 
subsequent recruitment of the BRCA1 and others proteins (Xu & Price, 2011).  
Chromatin dynamics at DSBs can therefore exert a powerful influence on the process of DSB 
repair. Further, there is emerging evidence that the different chromatin structures in the cell, 
such as heterochromatin and euchromatin, utilize distinct remodeling complexes and 
pathways to facilitate DSB. The processing and repair of DSB is therefore critically 
influenced by the nuclear architecture in which the lesion arises (Xu & Price, 2011; Ball & 
Yokomori, 2011). 
Phosphorylation of histone H2AX and other proteins by ATM, ATR and DNA-PKcs near 
DSB also modifies chromatin, which is crucial in the interactions between many proteins 
after exposure to IR and, above all, for the process of DNA repair. Thus, chromatin protein 
modifications contribute to active regulation of multiple reactions associated with the 
development of whole DDR (Goodarzi et al., 2009; Huertas et al., 2009; Costes et al., 2010). 
As a rule, RIF related to chromatin sites with damaged DNA in the cell nuclei are formed 
not immediately after irradiation. The RIF frequency reaches its maximum (40 
RIF/nucleus/Gy) about 15-30 minutes after the action of IR with low LET. Obviously, this is 
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the time required for recruitment of proteins that form RIF to the portion of damaged DNA 
in the chromatin.  
Costes and colleagues believe that the long-term persistence RIF (recorded by proteins 
γH2AX, ATM, 53BP1) in the nuclei of irradiated cells is associated with constant 
rearrangements of chromatin architecture (Costes et al., 2010). On the other hand, the long-
term persistent of RIF in compacted sites of chromatin, following exposure of cells to IR 
suggests that the kinetics of repair of complex DNA lesions is affected by the slow 
reconstruction of the chromatin, as a result of a "delayed” signal from DNA damage to DDR 
proteins (Aten et al., 2004; Costes et al., 2010). In addition, the time of formation of RIF and 
their long-term persistence may depend not only on the original hard compaction of 
chromatin and cell cycle phase (Goodarzi et al., 2009), but also on the amount of lesions, 
such as DSB or ICL, as well as single lesions contributing to the relaxation of chromatin 
(Ploskonosova et al., 1999; Duan and Smerdon, 2010). Thus, a comparison of times of DNA 
damage persistence in peripheral blood cells of mice irradiated with X-rays at doses of 0.1 
and 1 Gy, has shown that in mice irradiated at a dose of 0.1 Gy, the DNA lesions remained 
for a long time, whereas similar DNA lesions disappeared much faster in mice irradiated at 
a dose of 1 Gy (Giovanetti et al., 2008). 
This difference is to some extent depending on the degree of chromatin relaxation. Another 
example the results obtained in studying (by RIF’s analysis) the repair of DNA DSB induced 
by low-dose radiation (Grudzenskia et al., 2010). It was shown that primary human 
fibroblasts are unable for a long time to repair DNA DSB induced by a dose of 10 mGy. 
However, they were able to effectively restore these breaks, if the cells were preliminarily 
treated with 10 μM H2O2 prior to irradiation. At this H2O2 concentration, no DSB arise in 
DNA, and only SSB and base modifications are formed (Grudzenskia et al., 2010). It is 
believed that additional single DNA lesions cause relaxation areas of chromatin and thus 
facilitate the process of DNA DSB repair in cells irradiated at a dose of 10 mGy.  
DNA in heterochromatin and euchromatin may differ both in sensitivity to damaging 
agents and in the kinetics of damage repair. In compacted heterochromatin DNA is more 
protected from damaging agents. However, when there is damage, the compaction of 
heterochromatin restricts the access of repair enzymes to DNA damage (Cowell et al., 2007; 
Karagiannis et al., 2007; Goodarzi et al., 2008; 2009; 2010). Therefore, the kinetics of RIF 
appearance and disappearance are heterogeneous in the regions of nuclei of irradiated cells 
and are significantly different in the heterochromatin and euchromatin. It was found that 
after irradiation of cells with X-rays, preferential phosphorylation of H2AX histones 
occurred in the euchromatic areas of nuclei (Goodarzi et al., 2009; 2010). In the 
heterochromatin, RIF are formed slowly and persist much longer. This characterizes 
retardation of recognition and repair of DNA damage associated with RIF formation. Recent 
studies have shown that DNA segments with DSB may move to the periphery of 
heterochromatin in irradiated human and mouse cells (Jakob et al., 2011). Thus, it is believed 
that retention of RIF in the nucleus of irradiated cells for a long time is due to a delayed 
development of DDR and the presence of restrictions on the repair of complex DNA damage 
(Muniandy et al., 2010; Belyaev, 2010; Goodarzi et al., 2010).  
ATM, as noted above, is a key unit of signaling in the development of DDR, and contributes 
to changes in the structure of chromatin in the vicinity of DSB and to the activation of repair 
of this damage. It is well known that the majority of DSB (85%) can be repaired with faster 
kinetics, mainly by an ATM-independent pathway. The repair of the other part of IR-
induced DSB (15%) occurs by the slow kinetics, and this process requires involvement of 
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ATM and mediator proteins such as MDC1 and 53BP1, which are accumulated in RIF. 
Slowly repaired DSB are predominantly localized in DNA within heterochromatin (Cowell 
et al., 2007;). Further investigations showed that the heterochromatic superstructure creates 
a barrier to the functioning of ATM in the development of DDR and DNA DSB repair 
(Goodarzi et al., 2009; Jakob et al., 2011). However, although slowly, the DSB repair of DNA 
within heterochromatin does occur. The repair of DNA in heterochromatin requires 
relaxation of its structure. This relaxation is achieved by various modifications of chromatin 
proteins, in particular, by ATM-kinase phosphorylation of heterochromatin proteins (Noon 
et al., 2010; Cann and Dellaire 2011). An important role in this process belongs to the protein 
KAP-1 (a protein known as TIF1beta, TRIM28), which undergoes phosphorylation by ATM. 
Protein KAP-1 is a critical factor that contributes to repair of DSB DNA in the heterochromatin 
package. Phosphorylated KAP-1 (pKAP-1) is found in RIF at heterochromatin sites and 
promotes DSB repair and the mitotic progression (Noon et al., 2010). 
Thus, the critical lesions of DNA in the heterochromatin packing persist for a long post-
irradiation time, due to the necessity of its "opening" to make damaged DNA sites easily 
accessible for repair system components. At low IR doses, heterochromatin relaxes to a less 
extent, so that the access of repair enzymes to DNA damage is limited. 
It is precisely this situation that arises in DNA damage in post meiotic male germ cells – the 
spermatozoa. This is because male germ cells gradually, from stage to stage, lose their 
ability to effectively repair complex DNA lesions during spermatogenesis. The causative 
factor in the low activity of DNA repair systems in spermatozoa is the rigid package of the 
haploid genome, created by protamines in these cells. Haploid male germ cells pack their 
DNA in a volume of less than 10% of a somatic cell nucleus. To achieve this level of DNA 
compaction, sperm cells have replaced most of their histones by protamines (Oliva, 2006; 
Marchetti et al., 2007).  
So in the male germ cells DDR development is very slow, and formed RIF (γH2AX) are 
stored for longer periods of time than those in somatic cells (Paris et al., 2011). Studies in 
mice show that many radiation-induced DNA lesions in mature spermatozoa are not subject 
to repair and persist for at least 7 days (Marchetti and Wyrobek, 2008; Ahmed et al., 2010).  
However, male gametes with DNA damage are able to fertilize oocytes. DNA repair in the 
spermatozoon occurs, to a large extent, after their penetration into the ovum, the repair 
systems of the latter being involved in the process. Prior to DNA repair, reconstruction of 
chromatin is, obviously, required, accompanied by substitution of oocyte histones for 
protamines (Marchetti and Wyrobek, 2008; Ahmed et al., 2010; Paris et al., 2011). 

7. Conclusion  
In recent years our understandings of the effects of low doses of ionizing radiation on 
organisms, as well as features of the formation of DNA damage and repair have increased 
significantly. Based on data from many studies, we conclude that the majority of lesions 
occurring in the DNA of IR-exposed cells differ significantly in their chemical nature from 
the endogenous damage. The most important characteristics of radiation-induced DNA 
damage are their complexity and clustering. DSB, ICL or destruction of the replication fork 
and formation of long single-stranded gaps in DNA are considered as critical for the fate of 
damaged cells. The occurrence of such lesions in DNA may be a key event in both the 
etiology and the treatment of cancer. A complex radiation-induced DNA lesion is a serious 
burden for constitutive cellular repair systems.  
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(Ploskonosova et al., 1999; Duan and Smerdon, 2010). Thus, a comparison of times of DNA 
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ATM and mediator proteins such as MDC1 and 53BP1, which are accumulated in RIF. 
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systems of the latter being involved in the process. Prior to DNA repair, reconstruction of 
chromatin is, obviously, required, accompanied by substitution of oocyte histones for 
protamines (Marchetti and Wyrobek, 2008; Ahmed et al., 2010; Paris et al., 2011). 
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organisms, as well as features of the formation of DNA damage and repair have increased 
significantly. Based on data from many studies, we conclude that the majority of lesions 
occurring in the DNA of IR-exposed cells differ significantly in their chemical nature from 
the endogenous damage. The most important characteristics of radiation-induced DNA 
damage are their complexity and clustering. DSB, ICL or destruction of the replication fork 
and formation of long single-stranded gaps in DNA are considered as critical for the fate of 
damaged cells. The occurrence of such lesions in DNA may be a key event in both the 
etiology and the treatment of cancer. A complex radiation-induced DNA lesion is a serious 
burden for constitutive cellular repair systems.  



 
Current Topics in Ionizing Radiation Research 

 

70

In contrast to endogenous damage, repair of radiation-induced damage is accompanied by 
significant errors. With appearance of critical lesions in DNA, the cells rapidly develop a 
complex branched network of molecular and biochemical reactions, which are known as 
DNA damage response (DDR). Induction of DDR is associated with activation of cell cycle 
checkpoints, DNA repair, changes in the expression of many genes, chromatin 
reconstruction or apoptosis.  However, the efficiency of repair of complex DNA lesions in 
cells exposed to low-dose radiation remains at low levels. The development of cell response 
to DNA damage at low radiation doses does not reach of the desired result, due to a small 
amount of damage, so that the progression of the cell cycle through the phases is ahead of 
DNA repair processes. This is primarily due to the failure of signaling from critical DNA 
lesions (low damage at low doses of radiation) to activation checkpoint to the cell cycle 
arrest. In the absence of cell cycle arrest, especially in the G2/M transition, the repair 
systems do not have time to complete DNA recovery, so that the cells enter mitosis with 
damaged DNA.  
On the other hand, since eukaryotic chromosomal DNA is packaged into chromatin, there is 
evidence that the modulation of chromatin structure is crucial for the development of the 
DDR checkpoint signaling and repair. The compaction of DNA within chromatin, and most 
of all in the heterochromatin, poses a unique hindrance with regards to the accessibility of 
the DNA to enzymes involved in repair. 
Therefore, another cause of the low efficiency of DNA repair in cells exposed to low 
radiation doses may be a slow reconstruction of chromatin and limited access of repair 
system components to complex lesions of DNA packed in compacted chromatin. 
Now become clear that the responses of higher eukaryotes  cells to low doses of radiation 
are different from those induced by high doses, not only quantitatively but qualitatively. 
Further research is needed on many aspects to this problem.  
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1. Introduction  
The genomes of all organisms on Earth are exposed to various stimuli that induce DNA 
damage in the form of single- or double-stranded DNA breaks. One of the stimuli that 
impair genome stability is the irradiation of cells by ionizing radiation. Organisms have 
mechanisms to prevent the disruption of genome integrity by DNA breaks. The repair of 
double-stranded DNA breaks (DSBs) is mediated by two major pathways: nonhomologous 
recombination (NHEJ), and homologous recombination repair (HRR). However, a lot of the 
studies are focused on the repair pathways, the DNA repair must also be studied in the 
context of genome organization. Genomes are organized into complex higher-order 
structures by folding of the DNA into chromatin fibres, loops, domains, and chromosome 
territories. This functional organization is important, not only for gene regulation and 
control of gene expression patterns; but further, they also provide an environment for DNA 
repair processes. Defects in higher-order chromatin structures affects DNA repair, making 
cells more sensitive to ionizing radiation, and they are relevant in many physiological and 
pathological processes. An understanding of the global higher-order chromatin structures 
also shines a light into those processes causing chromosomal abnormalities, such as 
translocations, which are a common hallmark of cancer cells. 

2. Higher-order chromatin structure and DSB repair  
Most of the genome of Eukaryotes is deposed within the cell nucleus, with the remainder in 
the mitochondria (in the case of plants, in the chloroplasts). The cell nucleus provides not 
only the space and environment for the genome, but also the organization and machinery 
required for genomic function and maintenance. Nuclear architecture is not a rigid structure 
just for DNA deposition, as was thought for many decades prior. Rather, it is a dynamic and 
highly organized organelle, reflecting all of the requirements for managing the genetic data 
such as replication and transcription; additionally, this includes DNA repair.  

2.1 Chromatin structure  
In their native state, genomes are folded into complex higher-order structures that interact 
with nuclear proteins, as well as protein complexes at the nuclear periphery, and they 
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communicate with the cytoplasm through the nuclear pores. At the lowest level, the DNA is 
wrapped around an octamer of core histone proteins (which are the primary structural 
elements of the chromatin fibre) in order to form a nucleosome. Multiple nucleosomes are 
linked by stretches of DNA, often occupied by a linker histone, into a ‘beads-on-a string’ 
fibre of 10 nm in diameter. These strings of linked nucleosomes are helically twisted into a 
10 nm fibre, which in turn is folded into a 30 nm fibre. There are indications that this fibre is 
folded into yet higher order chromatin loops, although the topological organization of these 
higher order structures in vivo is unclear (reviewed in Misteli, 2010). In some models, the 
compaction of chromatin is linked to the size of the loops, and distinguishes the chromatin 
from the compact heterochromatin and decondensed euchromatin (Goetze et al., 2007).  

2.2 Epigenetic modifications of the chromatin  
Chromatin, the physiological template of all eukaryotic genetic information, is subject to 
diverse epigenetic modifications of the DNA and histones. Large arrays of posttranslational 
modifications of the histones, which largely impinge on the histone amino termini, regulate 
access to the underlying DNA. Distinct histone amino-terminal modifications can generate 
synergistic or antagonistic interaction affinities for chromatin-associated proteins; in turn, 
these dictate the dynamic transitions between transcriptionally active or transcriptionally 
silent chromatin states. Thus, the combinatorial nature of histone amino-terminal 
modifications reveals a “histone code” that considerably extends the information potential 
of the genetic code (Jenuwain & Allis, 2001). The histone code influences higher-order 
chromatin structures by affecting contacts between different histones, and between the 
histones and the DNA. Specific histone modifications are responsible for the 
compartmentalization of the genome into distinct domains, such as transcriptionally silent 
heterochromatin and transcriptionally active euchromatin (summarized by Martin & Zhang, 
2005). The recent term ‘heterochromatin’ is more loosely applied; it is often extended to 
include transcriptionally silent regions of the chromatin, regardless of their staining 
properties. An important distinction is made between the constitutive and facultative 
heterochromatin. Constitutive heterochromatin is always compact, and tends to be enriched 
in repetitive, gene-poor, and late replicating DNA sequences; whereas, facultative 
heterochromatin can undergo reversible transitions from a compact, transcriptionally 
inactive state to become more open and transcriptionally competent. In a review, Trojer and 
Reinberg (2007) suggested that facultative heterochromatin should be molecularly defined 
as condensed, transcriptionally silent chromatin regions that decondense, and allow for 
transcription within temporal, spatial, or parental/heritable contexts. For example, during 
embryogenesis, the amount of facultative heterochromatin increases, as unwanted sets of 
genes are progressively shut down until maturity, when a cell expresses only the genes 
appropriate for that tissue. The reverse occurs when, for example, differentiated cells are 
reprogrammed to become stem cells. These events are typically accompanied by profound 
changes in histone variants, histone modifications, and the presence of chromatin attaching 
proteins (reviewed in Woodcock & Ghosh, 2010). The ability of the histone code to dictate 
the chromatin environment allows it to regulate nuclear processes, such as replication, 
transcription, DNA repair, and chromosome condensation (Kouzarides, 2007). 
Next to DNA methylation, histone acetylation and histone methylation are the best-
characterized epigenetic markers. Trimethylation at H3K4, H3K36, or H3K79 results in an 
open chromatin configuration, and therefore is characteristic of euchromatin. Euchromatin 
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is also characterized by a high level of histone acetylation, which is mediated by histone 
acetyl transferases (HATs). Conversely, histone deacetylases (HDACs) have the ability to 
remove this epigenetic mark, which leads to transcriptional repression. Condensed 
heterochromatin is enriched in the trimethylation of H3K9, K3K27, and H4K20 (Kouzarides, 
2007), which along with the silencing of euchromatin loci, caused by histone deacetylation, 
involves the recruitment of specific K9 histone methyltransferases (HMTs). Methylated 
H3K9 provides a binding site for the chromodomain-containing heterochromatin protein 1 
(HP1), which induces transcriptional repression and heterochromatinization. At 
euchromatic loci, this process is mediated by co-repressors, such as retinoblastoma protein 
pRb or KAP1 (summarized by Kouzarides, 2007). Histone demethylases, first described by 
Shi et al. (2004), have the opposite effect on transcription. The histone demethylase LSD1 is 
responsible for H3K4 demethylation, which leads to transcriptional inactivation. (reviewed 
in Bartova et al., 2008). 
In contrast to the large amounts of available information on the functions of HATs, HDACs, 
and enzymes that mediate histone methylation (listed in Kouzarides, 2007), enzymes 
responsible for other types of histone modifications, such as phosphorylation and 
ubiquitination, are not as intensively studied (Grant, 2001, as cited in Bartova et al., 2008). 
This is despite the fact that these modifications have important roles in transcription, DNA 
repair, the induction of apoptosis, and chromosome condensation (Cheung et al., 2000, as 
cited in Bartova et al., 2008). For example, the phosphorylation of serine 10 in histone H3 is 
associated with transcriptional activation in mammalian cells (Thomson et al., 1999, as cited 
in Bartova et al., 2008); and H2A phosphorylation is responsible for chromosome 
condensation (Grant, 2001, as cited in Bartova et al., 2008). These observations underscore 
the importance and complexity of histone modifications in the regulation of nuclear, and 
subsequently, cellular processes (Bartova et al., 2008). 

2.3 DNA repair in heterochromatin and euchromatin  
Phosphorylated histone H2AX (γH2AX) are widely used as a specific marker of DSBs, and 
the immunostaining of γH2AX foci allows for the most sensitive monitoring of DSB 
induction (with ionizing radiation doses in the order of cGy or even mGy), with the cell 
nucleus and also of DSB repair. One striking observation about γH2AX is that foci are more 
rarely detected at heterochromatic sites than in the euchromatin. γH2AX foci distribution 
within irradiated cells is uneven, as foci can only be detected at the periphery of 
heterochromatic regions, rather than within them; the boundaries of which are maintained 
by methylation of lysine at position 9 on histone H3 (H3K9), an important epigenomic 
imprint of heterochromatic regions. However, there is still debate as to the significance of 
this resistance of heterochromatin to gH2AX foci formation. The H2AX in the 
heterochromatin may simply be inaccessible to phosphorylation because of the compact 
nature of the chromatin; or in fact, the heterochromatin might be more resistant to DNA 
damage (Cowell et al., 2007; Falk et al., 2010; reviewed in Cann & Dellaire, 2011). Falk et al. 
(2008) used an immunoFISH method (immunocytochemistry combined with fluorescence in 
situ hybridization) to analyse DSB formation in chromosomes as well as in chromatin 
regions with known chromatin compaction. They found that condensed regions of 
chromatin (with a low density of expressed genes) known as anti-Ridges, and also 
interphase domains of gene-poor and transcriptionally less active chromosomes were less 
susceptible to DSB induction, compared with decondensed chromosomes and decondensed 
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nucleus and also of DSB repair. One striking observation about γH2AX is that foci are more 
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by methylation of lysine at position 9 on histone H3 (H3K9), an important epigenomic 
imprint of heterochromatic regions. However, there is still debate as to the significance of 
this resistance of heterochromatin to gH2AX foci formation. The H2AX in the 
heterochromatin may simply be inaccessible to phosphorylation because of the compact 
nature of the chromatin; or in fact, the heterochromatin might be more resistant to DNA 
damage (Cowell et al., 2007; Falk et al., 2010; reviewed in Cann & Dellaire, 2011). Falk et al. 
(2008) used an immunoFISH method (immunocytochemistry combined with fluorescence in 
situ hybridization) to analyse DSB formation in chromosomes as well as in chromatin 
regions with known chromatin compaction. They found that condensed regions of 
chromatin (with a low density of expressed genes) known as anti-Ridges, and also 
interphase domains of gene-poor and transcriptionally less active chromosomes were less 
susceptible to DSB induction, compared with decondensed chromosomes and decondensed 
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gene-rich chromatin; with the caveat that gH2AX was still being used as the DSB marker 
(Falk et al., 2008). They speculated that the high amount of protein bound to the 
heterochromatin, including HP1, acts as a protective layer that prevents access to the DNA 
by ROS (Falk et al., 2008). Indeed, approximately 56% of g-irradiation-induced DSBs are 
indirectly caused by hydroxyl radicals, rather than directly by the g-irradiation itself. As 
such, the decondensed and hydrated euchromatin would be much more susceptible to this 
secondary damage (reviewed in Falk et al., 2010). It is easy to see how this model of 
heterochromatin protein-based protection could be extrapolated to other DNA-damaging 
agents, such as UV irradiation and mutagenic chemicals. Furthermore, increasing the 
accessibility of chromatin to DNA-damaging agents is one of the proposed mechanisms of 
action of histone deacetylase (HDAC) inhibitors, with respect to their ability to sensitize 
cells to chemotherapeutic agents (Kim et al., 2003, as cited in Cann & Dellaire, 2011). 
An additional confounding observation is that following DSBs, chromatin rapidly 
decondenses in the vicinity of the break (see below Kruhlak et al., 2006; Falk et al., 2007; 
Dellaire et al., 2009) and undergoes histone acetylation (Falk et al., 2007). Goodarzi et al. 
(2008) proposed a model for heterochromatic DSBs, which are generally repaired more 
slowly than are euchromatic ones. This model involves ATM signalling, required for DSB 
repair in heterochromatin, which affect <25% of the DSBs. The ATM protein belongs to a 
growing family of PIKK kinases, which is observed at the sites of DNA damage, and where 
it is autophosphorylated and dissociated from its nonactive dimeric form into the active 
monomeric form. Direct connections between chromatin alteration and ATM were made 
when the transcriptional corepressor Krűppel-associated box (KRAB)-associated protein 
(KAP)-1 was identified as an ATM substrate, being robustly phosphorylated at S824; 
causing transient chromatin relaxation (Ziv et al., 2006, as cited in Cann & Dellaire, 2011). 
KAP-1 (also called TIF1b, TRIM28, or KRIP-1) is an abundant nuclear protein that binds to 
KRAB domains within sequence-specific transcriptional repressors to trigger 
heterochromatin formation via interactions with proteins, such as heterochromatin protein 1 
(HP1), HDACs, SET-domain histone methyltransferases, and ATP-dependent chromatin 
remodelers (Craig, 2005, as cited in Goodarzi et al., 2008). Nevertheless, exactly how KAP1 
mediates this decondensation is still unknown, as its mobility, its association with 
chromatin, and its interaction with its heterochromatic mediators are relatively unchanged 
following phosphorylation (reviewed by Cann & Dellaire, 2011). 
In the absence of ATM signalling, heterochromatic repair stalls and the lesion persists. 
Significantly, the knockdown of the transcriptional repressor KAP-1, an ATM substrate, or 
of the heterochromatin-building factors HP1 or HDAC1/2, alleviates the requirement for 
ATM in DSB repair. Moreover, cells exhibiting heterochromatin disorganization caused by 
mutations in the DNA or histone methyltransferases do not require ATM for 
heterochromatic DSB repair. The requirement of ATM in DNA repair is also affected by 
lamina disruption, as the result of LMNA gene mutations. Lamins play a significant role in 
heterochromatin; moreover, in the interphase chromosome organization at the nuclear 
periphery (Ondrej et al., 2008). Interestingly, transient induction of chromatin 
hypercondensation by hyperosmotic treatment of the cells led to the formation of a small 
dot of γH2AX, dispersion of ATM, and its additional partners in the signalling pathways 
(53BP, NBS1) through the cell nucleus. The signals of γH2AX and ATM or 53BP did not 
overlap. Cell transfer into isotonic medium for the subsequent 10 minutes led to the 
complete restoration of chromatin structure, as well as the formation of γH2AX foci and the 
assembly of ATM and 53BP at the sites of DNA damage (Falk et al., 2008). 
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In euchromatin, ATM signalling perturbs the local chromatin architecture which, while 
important for optimal signalling, is dispensable for repair, since NHEJ factors can freely access 
or manipulate the DSB. Hence, >75% of DSBs in G0/G1 are repaired in an ATM-independent 
manner. Interestingly, lower eukaryotes, which have minimal heterochromatin, have a 
diminished role for ATM signalling in their DSB response (Morrow et al., 1995, as cited in 
Goodarzi et al., 2008). By contrast, ATM signalling is of major importance to the higher 
eukaryotic DSB response (Lavin et al., 2005, as cited in Goodarzi et al., 2008), where a larger 
genome and complex developmental program resulted in more constitutive and facultative 
heterochromatin. It suggests that the increased prominence of ATM signalling in the DSB 
response (compared with TEL1 signalling in yeast) correlates with the increasing complexity 
of chromatin architecture observed throughout eukaryotic evolution (Goodarzi et al., 2008). 
As introduced above, HP1 is important in heterochromatin formation. It can bind H3K9me3, 
as well as the DNA methyltransferases DNMT1 and DNMT3a, which are involved in CpG 
island methylation, and the histone methyltransferase Suv39H1 (reviewed in Cann & 
Dellaire, 2011). Given that Suv39H1 can trimethylate H3K9, and that HP1 can interact with 
both H3K9 and Suv39H1, HP1 function has been proposed as a mechanism for 
heterochromatin expansion (Maison & Almouzni, 2004, as cited in Cann & Dellaire, 2011). 
Mammalian cells have 3 HP1 isoforms: HP1a, HP1b, and HP1g. These proteins can form 
homo- and heterodimers through their C-terminal chromoshadow domains; with this self-
association potentially helping to compact the chromatin (Maison & Almouzni, 2004, as 
cited in Cann & Dellaire, 2011). The dimerization of 2 chromoshadow domains also creates a 
hydrophobic surface that can bind proteins such as KAP1 (Lechner et al., 2005, as cited in 
Cann & Dellaire, 2011). While the HP1 proteins localize to, and are involved in, the assembly 
and maintenance of heterochromatin at the centromeres and telomeres, they are also 
involved in the regulation of transcription in both euchromatin and heterochromatin 
(Dinant & Luijsterburg, 2009). Goodarzi et al. (2008) demonstrated that depletion of all three 
HP1 isoforms removed the requirement for ATM in the repair of heterochromatic DSBs, 
suggesting that HP1-mediated chromatin compaction is inhibitory to DNA repair. Indeed, 
HP1b exhibits a transient release from damaged sites, with casein kinase 2-mediated 
phosphorylation of Thr51 being the proposed initiator of release (Ayoub et al. 2009b). This 
residue is within the chromodomain of HP1, which is responsible for its ability to bind 
H3K9me3 (Ayoub et al., 2009b). However, all three HP1 isoforms have also been shown to 
be recruited to sites of DNA damage, including UV-induced cyclobutane pyrimidine 
dimmers and pyrimidine(6-4)pyrimidone photoproducts (Luijsterburg et al., 2009), 
oxidative lesions (Zarebski et al., 2009), and DNA DSBs (Ayoub et al., 2008, 2009a; 
Luijsterburg et al., 2009, reviewed in Cann & Dellaire, 2011). The recruitment of HP1 to sites 
of DSBs was found to be dependent on the chromoshadow domain and independent of the 
chromodomain and H3K9me3 (Luijsterburg et al., 2009). In an attempt to rationalize these 
conflicting results, a bimodal model for HP1 dynamics following DSBs has been proposed, 
with an initial phosphorylation-dependent release of HP1, and a subsequent accumulation 
of HP1 at sites of DNA damage (Ayoub et al., 2009b; Dinant & Luijsterburg, 2009; Zarebski 
et al., 2009). In this model (reviewed in Cann & Dellaire, 2011), the initial release of HP1 
from H3K9me3 would help effect chromatin decondensation. The subsequent 
chromoshadow dependent accumulation of HP1 might then help mediate and enhance the 
DNA damage signalling. Indeed, HP1 has also been shown to be recruited to sites of 
heterochromatic perturbation (Zhang et al. 2007), suggesting that it could help stabilize 
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gene-rich chromatin; with the caveat that gH2AX was still being used as the DSB marker 
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such, the decondensed and hydrated euchromatin would be much more susceptible to this 
secondary damage (reviewed in Falk et al., 2010). It is easy to see how this model of 
heterochromatin protein-based protection could be extrapolated to other DNA-damaging 
agents, such as UV irradiation and mutagenic chemicals. Furthermore, increasing the 
accessibility of chromatin to DNA-damaging agents is one of the proposed mechanisms of 
action of histone deacetylase (HDAC) inhibitors, with respect to their ability to sensitize 
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decondenses in the vicinity of the break (see below Kruhlak et al., 2006; Falk et al., 2007; 
Dellaire et al., 2009) and undergoes histone acetylation (Falk et al., 2007). Goodarzi et al. 
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monomeric form. Direct connections between chromatin alteration and ATM were made 
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KAP-1 (also called TIF1b, TRIM28, or KRIP-1) is an abundant nuclear protein that binds to 
KRAB domains within sequence-specific transcriptional repressors to trigger 
heterochromatin formation via interactions with proteins, such as heterochromatin protein 1 
(HP1), HDACs, SET-domain histone methyltransferases, and ATP-dependent chromatin 
remodelers (Craig, 2005, as cited in Goodarzi et al., 2008). Nevertheless, exactly how KAP1 
mediates this decondensation is still unknown, as its mobility, its association with 
chromatin, and its interaction with its heterochromatic mediators are relatively unchanged 
following phosphorylation (reviewed by Cann & Dellaire, 2011). 
In the absence of ATM signalling, heterochromatic repair stalls and the lesion persists. 
Significantly, the knockdown of the transcriptional repressor KAP-1, an ATM substrate, or 
of the heterochromatin-building factors HP1 or HDAC1/2, alleviates the requirement for 
ATM in DSB repair. Moreover, cells exhibiting heterochromatin disorganization caused by 
mutations in the DNA or histone methyltransferases do not require ATM for 
heterochromatic DSB repair. The requirement of ATM in DNA repair is also affected by 
lamina disruption, as the result of LMNA gene mutations. Lamins play a significant role in 
heterochromatin; moreover, in the interphase chromosome organization at the nuclear 
periphery (Ondrej et al., 2008). Interestingly, transient induction of chromatin 
hypercondensation by hyperosmotic treatment of the cells led to the formation of a small 
dot of γH2AX, dispersion of ATM, and its additional partners in the signalling pathways 
(53BP, NBS1) through the cell nucleus. The signals of γH2AX and ATM or 53BP did not 
overlap. Cell transfer into isotonic medium for the subsequent 10 minutes led to the 
complete restoration of chromatin structure, as well as the formation of γH2AX foci and the 
assembly of ATM and 53BP at the sites of DNA damage (Falk et al., 2008). 
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As introduced above, HP1 is important in heterochromatin formation. It can bind H3K9me3, 
as well as the DNA methyltransferases DNMT1 and DNMT3a, which are involved in CpG 
island methylation, and the histone methyltransferase Suv39H1 (reviewed in Cann & 
Dellaire, 2011). Given that Suv39H1 can trimethylate H3K9, and that HP1 can interact with 
both H3K9 and Suv39H1, HP1 function has been proposed as a mechanism for 
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residue is within the chromodomain of HP1, which is responsible for its ability to bind 
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of DSBs was found to be dependent on the chromoshadow domain and independent of the 
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damaged chromatin. Furthermore, phosphorylated HP1 might provide an epitope for 
mediators of the DNA damage response pathway, many of which bind phosphorylated 
proteins (Dinant & Luijsterburg, 2009). 
At present, a lot is known about the biochemical aspects of DSB repair, but very little about 
how chromatin structure influences this process and the sensitivity of DNA to DSB 
induction. We lack the answers even to the very basic questions formulated by Falk et al. 
(2010) such as: Are DSBs induced equally in functionally and structurally distinct chromatin 
domains? Where and how are DSBs actually repaired: individually at their sites of origin, or 
together in specialized, repair-competent nuclear sub-compartments. Are DSBs spatially 
stable or do they migrate into ‘‘repair factories’’. Further, what are the DSB clusters 
observed by several authors: (Kruhlak et al., 2006; Falk et al., 2007) sites of multiple DNA 
damage, repair factories, or by-products of DSB repair that potentially increase the risk of 
chromatin mis-rejoining? Consequently, which is the more important factor that underlies 
chromosomal translocations – the predetermined nuclear proximity of DSBs (‘‘position first’’ 
hypothesis) in the range of Brownian movement of chromatin (about 0.5 mm), or in their 
more extensive, potentially directed movement during the repair process that brings them 
close to one another (the ‘‘breakage first’’ hypothesis)? 

2.4 Chromatin loops – Structure, organization and mobility 
Chromatin loops are an ubiquitous structural element of chromatin, which is important in 
many scenarios of chromatin function and dynamics (van Driel et al., 2003; Fraser, 2006). 
They are attractive organizational and regulatory features, because they provide structural 
support to the chromatin fibre; at the same time, they bring distantly located sequence 
elements into spatial proximity, allowing for regulatory communication between these sites. 
Vice-versa, loops can spatially segregate genomic regions from one another, and ensure their 
independent function. Loops have been implicated at virtually all levels of chromatin 
organization, and they function ranging from kilobase-sized loops involved in the 
interaction of upstream elements with promoters, to giant loops of hundreds of kilobases 
which might contribute to gene placement away from the chromosome body and into 
distinct nuclear environments (van Driel et al., 2003; Cremer et al., 2006; Misteli, 2007). The 
existence and physiological relevance of the various types of loops at times is difficult to 
ascertain, as they often cannot be detected under native conditions and are generally 
refractory to visualization in situ. Regardless, the relevance of loops in several gene-
regulatory events has recently been reinforced (Fraser, 2006; reviewed in Misteli, 2007). In 
the past, the concept of chromatin loops involved an insoluble proteinaceous nuclear matrix 
or nucleoskeleton (to which chromatin loops are anchored by DNA sequences referred to as 
matrix attachment regions (MARs)). However, because it has not been possible to define its 
composition and structure, the matrix remains a useful working concept, rather than a well-
accepted structure in the same sense as the cytoskeleton (Pederson, 2000). Nonetheless, 
recent findings concerning lamins and nuclear actin could revive the idea of a 
nucleoskeleton; however, not as the main foundation of chromatin organization.  
To address the topology and organization of the loops, several authors have measured the 
two-dimensional spatial distance between the genomic markers as a function of their 
genomic separation (distance). Two different models have been presented. The first is called 
the Random-Walk/Giant-Loop (RW/GL) Interphase Model. In this model, below ~2Mbp, 
the chromatin fibre seems to rapidly extend with the genomic separation; and above ~2Mbp 
a random walk behaviour was found. Therefore, Sachs et al. (1995) assumed loops of 1 to 5 
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Mbp, which are attached to a non-DNA (and presumably protein) backbone, which is in 
agreement with the nuclear matrix hypothesis (although not yet supported). Fitting the 
experimental distance measurements (Yokota et al., 1995) with this extended analytical 
model revealed a loop size of ~3Mbp, and separations of the attachment points of the giant 
loops of 620 nm. More accurate spatial distance measurements between the genetic markers, as 
a function of their genomic separation using a more structure preserving protocol, also 
showed biphasic behaviours. However, the increase in the distance was slower with growing 
separations below ~2Mbp; implying much smaller loops than in the RW/GL model. Thus, the 
smaller loops need to be aggregated into connected clusters, which for larger genetic 
separations are arranged like a random walk. A detailed interpretation of these findings 
resulted in the proposal of a Multi-Loop-Subcompartment (MLS) interphase-metaphase model 
(Műnkel et al., 1998). In this model, small loops of 60 - 120 kbp from rosettes in the interphase, 
are linked by chromatin linkers (again of ~120kbp). This is also in agreement with the general 
dynamics of chromatin, showing a short-range motion that is locally constrained within 
random directions. Nevertheless, as mentioned above, Goetze et al. (2006) showed that the 
compaction of chromatin is linked to the size of the loops, and distinguishes chromatin from 
compact heterochromatin and decondensed euchromatin. Except for short-range motion, the 
long-range motion of the chromatin has also been observed within the nucleus. Some 
chromatin regions occasionally showed large (~0.5 μm) directional movements, over time-
periods as short as 10 seconds, which were inhibited in ATP-depleted cells. The large-range 
motion of the loops (giant loops) is connected with the transcription of the genes, located in 
that chromatin region. Dundr et al. (2007) showed that the movement of synthetic inducible 
U2 snRNA gene arrays over long distances inside the nucleus (2-3 μm) became associated with 
the Cajal bodies. Interestingly, the expression of these arrays and their movement was 
dependent on the ability of nuclear actin to polymerize. These findings showed that some 
parts of the chromatin could undergo changes via the RW/GL model.  
As described above, chromatin has the potential for large-range motion in some cases; 
however, we do not know if DSBs are similarly able to move. That DSBs can form clusters 
has been described. For example, Markova et al. (2007) correspondingly quantified the area 
of gH2AX/53BP1 foci induced by g-radiation during the post-irradiation period, and 
surprisingly found that a progressive decrease in the number of gH2AX/53BP1 foci was not 
followed by an equivalent decrease in the overall area of foci; instead, it remained 
unchanged, up to 4 h post irradiation. However, if these clusters are the results of long-
range motion of the chromatin is still not clear.  

2.5 DSB mobility and clustering 
Chromatin decondensation at the break sites is probably connected with frequent DSB 
protruding into “chromatin holes”; an area of low chromatin density from boundary 
regions, with areas of high chromatin density (Falk et al., 2007). It has been demonstrated 
that most gH2AX foci induced by g-radiation are spatially stable; however, some ‘‘breaks’’ 
show a significantly higher mobility. When the mobility was quantified as the mean change 
of the distances between all possible DSB pairs over time (53BP1 or NBS1 foci), the mobility 
of the damaged chromatin was equivalent to that of the undamaged. However, when 
tracking individual foci, a subgroup with significantly increased mobility was identified. To 
explain this, Falk et al. (2007) double-transfected MCF7 cells with the 53BP1 protein, and 
H2B histone fused with GFP and RFP, respectively (so that one could follow the movement 
of 53BP1 foci relative to chromatin density). Interestingly, the foci showing increased (but 
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damaged chromatin. Furthermore, phosphorylated HP1 might provide an epitope for 
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restricted) movement frequently corresponded with heterochromatic DSBs. This movement, 
although seemingly random when studied at the pan-nuclear level, was from high-density 
chromatin at the sites of DSB origin, to immediately adjacent domains of sparse chromatin. 
 

 
Fig. 1. A deconvolved image of the human fibroblast nucleus, irradiated with a dose of  
2 Gy. γH2AX foci represented DSBs are dispersed within the nucleus, mostly out of 
heterochromatin (chromatin is stained by DAPI – blue). Some of γH2AX foci are in close 
proximity to form signals such as double-dots. CT of HSA1 (red) is visualized by the FISH 
technique. γH2AX foci are located on the surface of the chromatin mass of the CTs, not 
inside. A schematic drawing of chromatin mobility. The upper subset figure shows the 
possibilities of chromatin motion – constrained random short-range motion (black circle 
with arrows) and directional long-range motion (arrows) during transcriptional activation of 
a given region (red – inactive changes to active – green interrupted line). The active genes 
are shifted to the transcription factory (pink circle). The middle figure of the subset 
demonstrates clustering of the damaged chromatin loci (red interrupted lines). The pink 
circles represent only the location of random clustering or hypothetical repair factories.  
The lower figure of the subset shows the hypothetical possibility of DSBs’ motion to form 
the clusters or repair factories (pink circles) - constrained random short-range motion  
(black circle with arrows) and active directional long-range motion (arrows) 
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As reviewed by Falk et al. (2010), DSB clusters are formed at sites that differ from the 
original positions of DSB lesions. At first, it was thought that the presence of these clusters 
confirmed the existence of the ‘‘repair factories’’ described above. However, contrary to the 
frequent clustering of foci in cells irradiated with high-LET radiation, only a few clusters per 
cell (each usually containing only 2 or 3 gH2AX foci) appear after a dose of 1 Gy (1 Gy/min) 
of g-rays (Falk et al., 2007). This means that no more than 5 – 8 gH2AX foci out of about 35 
DSBs induced per cell (on average) after this dosage usually form clusters; and most foci 
have not entered clusters, even several hours after g-irradiation. These results do not 
support the hypothesis of ‘‘repair factories’’, and the clustering of gH2AX foci after α-
irradiation apparently reflects only the random ‘‘movement’’ of chromatin. Moreover, soon 
after irradiation (5 min. post irradiation), the frequency of clustered foci was low, but 
increased with time post irradiation, and DSB clustering occurs preferentially in chromatin 
holes, regions with very low chromatin concentration (Falk et al., 2007). Falk and co-workers 
(2010) also proposed that clusters represent unrepaired DSBs, since they still co-localized 
with other repair proteins (MRE11, NBS1, and 53BP1). It indicates that DSBs in clusters 
could only be repaired with difficulty; it is therefore tempting to speculate that they 
represent sites with an increased risk of chromosomal aberrations. Indeed, Scherthan et al. 
(2008, as cited in Falk et al., 2010) recently reported results that strongly support this 
hypothesis. Comparing the numbers of gH2AX foci induced by different doses of X-rays 
with corresponding frequencies of chromosomal aberrations detected by spectral 
karyotyping (SKY), they showed that more DSBs accumulate in a single gH2AX focus after a 
higher dose of IR; this correlates with an increased risk of DNA mis-rejoining, and the 
formation of complex aberrations. In addition, it seems that clustered foci also contribute to 
the process of cell adaptation to ionizing radiation, as reviewed in Falk et al., 2010. This 
process enhances the risk of fixing chromosomal aberrations, because it allows the cell to 
enter mitosis with unrepaired DSB damage (reviewed in Falk et al., 2010). 

3. Chromosome territories in theories of chromosomal translocation origin 
To answer questions concerning chromosomal aberrations and the hypothesis of their origin 
(the ‘‘position first’’ and ‘‘breakage first’’ hypotheses), it is necessary to clearly understand 
the spatial organization of the genome. The most global level of cellular genome 
organization is the arrangement of the genome regions within the 3D space of the cell 
nucleus (Cremer et al., 2006; Meaburn & Misteli, 2007; Misteli, 2007). The nonrandom nature 
of spatial genome organization is indicated by the age-old observation of the segregation of 
transcriptionally active and inactive regions into physically separate domains of 
euchromatin and heterochromatin, respectively. Recently, more-detailed mapping studies of 
smaller genome regions have significantly extended this concept and have made it clear that 
chromosomes, genome regions, and single genes are nonrandomly arranged within the 
nucleus (Cremer et al., 2006). Changes in positioning patterns occur during differentiation 
and development; strongly suggesting a link between the positioning and genome function 
(Parada et al., 2004; Cremer et al., 2006; reviewed in Misteli, 2007). 

3.1 CT theory, structure, organizations, and models 
In the interphase nuclei, decondensed mitotic chromosomes exist as chromosome territories. 
They are defined as the nuclear space taken up by the DNA of a given chromosome; the 



 
Current Topics in Ionizing Radiation Research 

 

88

restricted) movement frequently corresponded with heterochromatic DSBs. This movement, 
although seemingly random when studied at the pan-nuclear level, was from high-density 
chromatin at the sites of DSB origin, to immediately adjacent domains of sparse chromatin. 
 

 
Fig. 1. A deconvolved image of the human fibroblast nucleus, irradiated with a dose of  
2 Gy. γH2AX foci represented DSBs are dispersed within the nucleus, mostly out of 
heterochromatin (chromatin is stained by DAPI – blue). Some of γH2AX foci are in close 
proximity to form signals such as double-dots. CT of HSA1 (red) is visualized by the FISH 
technique. γH2AX foci are located on the surface of the chromatin mass of the CTs, not 
inside. A schematic drawing of chromatin mobility. The upper subset figure shows the 
possibilities of chromatin motion – constrained random short-range motion (black circle 
with arrows) and directional long-range motion (arrows) during transcriptional activation of 
a given region (red – inactive changes to active – green interrupted line). The active genes 
are shifted to the transcription factory (pink circle). The middle figure of the subset 
demonstrates clustering of the damaged chromatin loci (red interrupted lines). The pink 
circles represent only the location of random clustering or hypothetical repair factories.  
The lower figure of the subset shows the hypothetical possibility of DSBs’ motion to form 
the clusters or repair factories (pink circles) - constrained random short-range motion  
(black circle with arrows) and active directional long-range motion (arrows) 

 
Genome Integrity and Organization in the Context of Radiobiology 

 

89 

As reviewed by Falk et al. (2010), DSB clusters are formed at sites that differ from the 
original positions of DSB lesions. At first, it was thought that the presence of these clusters 
confirmed the existence of the ‘‘repair factories’’ described above. However, contrary to the 
frequent clustering of foci in cells irradiated with high-LET radiation, only a few clusters per 
cell (each usually containing only 2 or 3 gH2AX foci) appear after a dose of 1 Gy (1 Gy/min) 
of g-rays (Falk et al., 2007). This means that no more than 5 – 8 gH2AX foci out of about 35 
DSBs induced per cell (on average) after this dosage usually form clusters; and most foci 
have not entered clusters, even several hours after g-irradiation. These results do not 
support the hypothesis of ‘‘repair factories’’, and the clustering of gH2AX foci after α-
irradiation apparently reflects only the random ‘‘movement’’ of chromatin. Moreover, soon 
after irradiation (5 min. post irradiation), the frequency of clustered foci was low, but 
increased with time post irradiation, and DSB clustering occurs preferentially in chromatin 
holes, regions with very low chromatin concentration (Falk et al., 2007). Falk and co-workers 
(2010) also proposed that clusters represent unrepaired DSBs, since they still co-localized 
with other repair proteins (MRE11, NBS1, and 53BP1). It indicates that DSBs in clusters 
could only be repaired with difficulty; it is therefore tempting to speculate that they 
represent sites with an increased risk of chromosomal aberrations. Indeed, Scherthan et al. 
(2008, as cited in Falk et al., 2010) recently reported results that strongly support this 
hypothesis. Comparing the numbers of gH2AX foci induced by different doses of X-rays 
with corresponding frequencies of chromosomal aberrations detected by spectral 
karyotyping (SKY), they showed that more DSBs accumulate in a single gH2AX focus after a 
higher dose of IR; this correlates with an increased risk of DNA mis-rejoining, and the 
formation of complex aberrations. In addition, it seems that clustered foci also contribute to 
the process of cell adaptation to ionizing radiation, as reviewed in Falk et al., 2010. This 
process enhances the risk of fixing chromosomal aberrations, because it allows the cell to 
enter mitosis with unrepaired DSB damage (reviewed in Falk et al., 2010). 

3. Chromosome territories in theories of chromosomal translocation origin 
To answer questions concerning chromosomal aberrations and the hypothesis of their origin 
(the ‘‘position first’’ and ‘‘breakage first’’ hypotheses), it is necessary to clearly understand 
the spatial organization of the genome. The most global level of cellular genome 
organization is the arrangement of the genome regions within the 3D space of the cell 
nucleus (Cremer et al., 2006; Meaburn & Misteli, 2007; Misteli, 2007). The nonrandom nature 
of spatial genome organization is indicated by the age-old observation of the segregation of 
transcriptionally active and inactive regions into physically separate domains of 
euchromatin and heterochromatin, respectively. Recently, more-detailed mapping studies of 
smaller genome regions have significantly extended this concept and have made it clear that 
chromosomes, genome regions, and single genes are nonrandomly arranged within the 
nucleus (Cremer et al., 2006). Changes in positioning patterns occur during differentiation 
and development; strongly suggesting a link between the positioning and genome function 
(Parada et al., 2004; Cremer et al., 2006; reviewed in Misteli, 2007). 

3.1 CT theory, structure, organizations, and models 
In the interphase nuclei, decondensed mitotic chromosomes exist as chromosome territories. 
They are defined as the nuclear space taken up by the DNA of a given chromosome; the 



 
Current Topics in Ionizing Radiation Research 

 

90

term “territory” refers to the fact that the occupied nuclear space is compact, typically 
roughly in shape, and with a volume of about 2 - 3 μm in diameter (reviewed in Cremer & 
Cremer, 2001; Misteli, 2007; Misteli, 2010). Chromosome territories (CTs) represent the 
highest order of chromatin structure and the largest unit of organization of the eukaryotic 
genome. Speculation about a chromosome territory concept has developed since the late 19th 
century. The territorial organization of interphase chromosomes was first suggested for 
animal cell nuclei by Carl Rabl (Rabl, 1885, as cited in Cremer & Cremer, 2010), but it was 
Theodor Boveri who introduced the term chromosome territory in his seminal studies of 
blastomere stages of the horse roundworm Parascaris equorum or Ascaris megalocephala 
(Cremer & Cremer, 2010). However, the direct visualization of individual CTs was made 
possible by in situ hybridization techniques developed during the mid-1980s. The 
achievement of chromosome sorting by flow cytometry of fluorescently-labelled mitotic 
chromosomes (Cremer et al., 1984a; Gray et al., 1987; Fawcett et al., 1994, all as cited in 
Cremer & Cremer, 2010) enabled the generation of chromosome specific painting probes for 
a large number of species. Subsequent amplification of DNA by cloning in bacterial vectors; 
or by universal PCR (Telenius et al., 1992, as cited in Cremer & Cremer, 2010), as well as 
novel techniques for the suppression of ubiquitous repetitive sequences by COT-1 DNA 
(Cremer et al., 1988; Pinkel et al., 1988; Lichter et al., 1988a; Lichter et al., 1988b, all as cited in 
Cremer & Cremer, 2010); likewise, the depletion of these sequences from the respective 
probes (Bolzer et al., 1999, as cited in Cremer & Cremer, 2010), made it possible to delineate 
individual chromosomes in metaphase plates and their territories in the interphase nucleus 
(reviewed in Cremer & Cremer, 2010). 
In the conventional model of mammalian nuclear architecture, the arrangement of the 
chromosome territories within the interphase nucleus is nonrandom in two ways – radial 
distribution and nonrandom neighborhood arrangements. Radial distribution is 
characterized by gene-rich chromosome territories’ occupation of the interior regions of the 
interphase nucleus; whereas, gene-poor domains are localized to the nuclear periphery. This 
general arrangement was confirmed by analyses comprising all human chromosomes (Boyle 
et al., 2001). An evolutionary comparison of lymphoblastoid cells from various primate 
species showed that this nonrandom radial nuclear distribution has been evolutionarily 
conserved despite major evolutionary chromosome rearrangements (reviewed in Cremer & 
Cremer, 2010). Nonrandom radial nuclear arrangements of CTs, depending on their gene 
density, were also found in other mammals like rodents (Mayer et al., 2005; Neusser et al., 
2007, all as cited in Cremer & Cremer, 2010) and cattle (Koehler et al., 2009, as cited in 
Cremer & Cremer, 2010), additionally in birds (Habermann et al., 2001, as cited in Cremer & 
Cremer, 2010). Recently, it was shown in bovine pre-implantation embryos that this 
difference was not yet present in the nuclei of early blastomere stages. Its first appearance in 
correlation with major genome activation, and was fully established in blastocysts (Koehler 
et al., 2009; as cited in Cremer & Cremer, 2010). 
CTs have preferred positions, not only with respect to the centre or periphery of the nucleus, 
but also with respect to one another (Parada & Misteli, 2002). This circumstance of the 
nonrandom arrangement is referred to as proximity patterns. However, these proximity 
patterns were of a rather probabilistic nature, i.e., their presence was shown by an excess of 
certain heterologous (and occasionally also homologous) CTs in a population of nuclei, not 
as an event consistently observed in each nucleus (Cremer & Cremer, 2010). Differences of 
statistically preferred proximity patterns varies between cell types, and it has consequences 
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for a chromosome’s ability to interact in trans with other parts of the genome, as revealed by 
the frequency of specific chromosome translocations (reviewed in Fraser & Bickmore, 2007). 
The nonrandom organization of the genome in 3D space of the nucleus is explained by self-
organization of the chromatin (reviewed in Misteli, 2010). Although the nuclear model with 
protein matrix was rejected, recent studies increased the importance of a peripheral protein 
network based on lamins – the nuclear lamina (NL). Microscopy studies have indicated that 
specific regions of the chromosomes are located in close proximity to the NL, and that the 
chromatin is specifically attached to the NL. It has also been demonstrated that the human 
genome contains more than 1,300 sharply defined large domains 0.1 – 10 megabases in size, 
characterized by genome–lamina interactions. These lamina-associated domains (LADs) are 
typified by low gene-expression levels, indicating that LADs represent a repressive 
chromatin environment. Taken together, it demonstrates that the human genome is divided 
into large, discrete domains that are units of chromosome organization within the nucleus 
(Guelen et al., 2008). 
CTs can be further classified into sub-chromosomal domains such as chromosome arms, 
centromeres, or telomeres. It has not only been demonstrated that CTs as a whole, but also 
sub-domains like the chromosome arms occupy discrete areas in the nuclear volume 
(Dietzel et al., 1998). Centromeres and telomeres, whose main functional role is to maintain 
the chromosome integrity, also do locate in distinct sub-volumes shown in various FISH 
experiments with specific probes (Molenaar et al., 2003; Weierich et al., 2003). In addition, 
sub-chromosomal domains undergo peripheral genome positioning, depending on gene-
density and transcriptional activity of a given domain. For instance, R bands of 
chromosomes are generally found toward the centre of the nucleus, whereas late-
replicating, inactive G bands are often located toward the periphery (Ferreira et al., 1997; 
Sadoni et al., 1999; Gilbert et al., 2004). Goetze et al. (2007) found that ridges (gene rich 
domains containing both housekeeping genes and highly expressed genes) and anti-ridges 
(relative gene poor domains with low level of gene expression) of chromosomes 1 and 11 
occupy different radial positions. The two ridges are predominantly located more towards 
the nuclear interior than the three anti-ridges, which on average are closer to the nuclear 
envelope. 
Several groups have documented the relationship between gene topology within the CT and 
its transcriptional activity (Dietzel et al., 1999; Bartova et al., 2002). Active gene loci were 
found on the surface of the chromatin mass of CT, and the same inactive genes were 
positioned towards the territory’s interior (reviewed in Cremer & Cremer, 2001). Moreover, 
a few chromatin regions with particularly high gene density and/or transcriptional activity, 
such as the 11p15.5 segment, the MHC and EDC loci, or the HOX gene cluster have been 
consistently found looping out as protrusions from the core territory (Volpi et al., 2000; 
Williams et al., 2002; Chambeyron et al., 2005; Kupper et al., 2007). 
All of the above-mentioned findings led to the creation of models of the functional 
architecture of CTs and the nucleus. The chromosome territory-interchromatin compartment 
(CT-IC) model proposes that nuclei are built up from two principal components: 
chromosome territories, and the interchromatin compartment (IC). The IC represents a The 
DNA-free (or at least largely free) contiguous space of the channels, starts at the nuclear 
pores and expands as larger channels and lacunas between the higher-order chromatin 
network, described above. The IC harbours splicing speckles and a variety of nonchromatin 
nuclear bodies (Verschure et al., 1999; Visser et al., 2000; Albiez et al., 2006). The IC concept 
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Fig. 2. A deconvolved image of chromosome territories of HAS 1 (green) and 2 (red) within 
the nucleus of a human fibroblast. Multicolor FISH of specific subdomains of chromosome 
territory HAS 11, showing radial arrangements of the subdomains in relationship to gene 
expression activity. Highly transcriptionally active domains ( R – ridges, and domains 
marked I and II) are oriented to the nuclear centre, less active domains (AR1, AR2 – anti-
ridges, domains marked as III, IV, and the telomeric region) are located more peripherally. 

 
Genome Integrity and Organization in the Context of Radiobiology 

 

93 

evolved from the interchromosomal domain (ICD) concept originally proposed by Zirbel et 
al. (1993, as cited in Cremer & Cremer, 2010), who defined the ICD as a network-like space 
mainly expanding around CTs, with little penetration into the CT interior (Cremer et al., 
1993, as cited in Cremer & Cremer, 2010). Supposedly, genes were preferentially transcribed 
in a region of decondensed chromatin at the CT periphery, and RNA transcripts would be 
directly released into the ICD compartment (reviewed in Cremer & Cremer, 2010). 
However, a physical separation between CTs is not supported by the data on translocation 
frequencies and chromatin dynamics. Simulations of chromosome translocations, based on 
models of chromosome organization, have suggested the existence of a significant degree of 
intermingling between CTs (Hlatky et al., 2002; Holley et al., 2002; Sachs et al., 2000, all as 
cited in Branco & Pombo, 2006). 
Using the novel FISH procedure for ultrathin cryosections (approximately 150 nm thick; 
cryo-FISH) of well-fixed, sucrose-embedded cells, which maximizes chromosome-painting 
efficiency, provides high resolution; and it simultaneously preserves chromatin 
nanostructure (Branco & Pombo, 2006). It has been shown that chromosomes intermingle 
significantly in the interphase nuclei of human cells, and depending on CT compaction, as 
well; this argues against the presence of an interchromosomal domain that separates CTs. 
The extent with which particular pairs of CTs intermingle correlates with the frequency of 
chromosome translocations in the same cell type (Branco & Pombo, 2006). According to 
these results, the interchromatin network (ICN) model was proposed (Branco & Pombo, 
2006). This model predicts that chromatin fibres and loops intermingle in a rather uniform 
fashion, both in the interior of individual CTs and between differentially labelled 
neighbouring CTs; making any distinction between the interior or periphery of distinct 
chromatin domains functionally meaningless (reviewed in Cremer & Cremer, 2010). Albiez 
et al. (2006) undertook to resolve these conflicting views. Using experimental manipulations 
of the nuclear architecture, these authors obtained results supporting the CT-IC model, but 
they did not confirm the conclusions of the ICN model. On the other hand, a certain degree 
of intermingling between neighbouring territories and their physical distance may be 
important for the occurrence of chromosome translocations. Thus, IC represents space 
where chromatin loops of a different CT, with genes and regulatory elements, could meet, 
co-localize, and regulate themselves; furthermore, they could also create a transcription 
factory (Fraser & Bickmore, 2007).  

3.2 Spatial CT organization in cancer 
The organization of chromosome territories has functional consequences for genome 
organization and its maintenance; but also for the regulation of gene expression (reviewed 
in Cremer & Cremer, 2010). It is therefore not surprising that defects in higher-order 
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cells. The translocations occur during interphase by illegitimate joining of two or multiple 
chromosomes containing persistently damaged DNA such as DSBs requiring physical 
interaction of them. Thus, it is not surprising that the 3D proximity, CT volume, and the 
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Pombo, 2006). This is a particularly intriguing and important finding in light of the 
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spatial proximity to translocation formation is illustrated by the frequent formation of 
Robertsonian translocations, arising by the fusion of two acrocentric chromosomes, which in 
humans always contains nucleolar organizing regions (NORs), which cluster together in the 
nucleoli. Furthermore, translocations amongst peripheral chromosomes such as HSA4, 9, 13, 
and 18 occur at higher frequencies than with internally localized chromosomes, presumably 
due to their closer physical localization to each other (reviewed in Maeburn et al., 2007). 
Furthermore, when cells which contain nonrandom pairs of closely positioned chromosome 
2 and 5 were irradiated to induce DSBs, these two chromosomes formed translocations with 
a significantly higher frequency than in cells where they were distant from one another; 
suggesting that their proximity facilitated their translocation (Mathas et al., 2009). 
 

 
Fig. 3. Spatial organization of chromosomes in the formation of translocations after 
irradiation. Neighbouring CTs (yellow and red) are impaired by radiation, and closely 
juxtaposed DSBs created free chromosome ends. These ends could improperly join and 
formed a chromosome translocation by recombination. 

Interestingly, the positioning of the specific regions or gene loci of the two chromosomes is 
involved in the translocation event, which is another important fact in cancerous 
transformation. The t(9;22)(q34;q11) translocation in chronic myeloid leukaemia results in 
the fusion of BCR and ABL, and these genes are in closer spatial proximity in normal 
heamatopoetic cells than other, non-translocating gene pairs (Lukasova et al., 1997; Kozubek 
et al., 1997; Neves et al., 1997; as cited in Meaburn et al., 2007). Significantly, exposure to 
radiation, a known inducer of leukaemia, results in BCR and ABL locating nearer to each 
other, in a more central part of the nucleus (Lukasova et al., 1997; Kozubek et al., 1997, as 
cited in Meaburn et al., 2007). A translocation involving HSA15 and 17, and the 
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consequential fusion of the PML and RARα genes, is common in promyeloctic leukemia. 
PML and RARα are recurrently found in close proximity in normal B cells at a higher rate 
than the control gene pairs (Neves et al., 1997). An equivalent correlation between the 
proximity of genes and translocation frequency is observed in Burkitt’s lymphoma. Notably, 
in B-cells the spatial proximity between MYC and any one of its multiple translocation 
partners (IGH, IGL, or IGK) decreases as the clinically observed incidence of translocation 
for the given pair increases (reviewed in Meaburn et al., 2007). Proximity effects on 
translocation formation are not limited to neighbour chromosome territories nor gene loci 
located on different chromosomes, but also apply to events on the same chromosome. The 
RET and the H4 genes are frequent translocation partners in thyroid tumours, and they are 
both located on chromosome 10 about 30 MB apart, but are brought together in the 3D space 
of the cell nucleus by the looping of the chromosome fibre; thus juxtapositioning and 
predisposing them to undergo a mutual translocation, resulting in an internal chromosome 
reversion (Nikiforova et al., 2000). Interestingly, translocation events could lead to 
heterochromatin-mediated gene silencing. Bártová et al. (2002) demonstrated that t(X;13) 
contributes to RB1 gene (13q14) silencing, also involving DNA methylation in a gene copy 
close to the translocated chromatin mass of HAS X. The changes in RB1 gene expression 
play an important role in the progression of the retinoblastoma tumour. 

4. Conclusions 
Higher-order genomic organization, involving the structure of the chromatin fibre, 
epigenetic modifications of chromatin, chromatin loops, chromatin compaction, and 
chromosome territories is a fundamental element, but not for storage of genetic information 
and it’s processing alone. As was described above, it is also the basis for the maintenance of 
genome stability and its integrity impaired by external and internal damaging agents, 
including ionizing radiation. Here, it was shown how the higher-order chromatin structure 
influences DSB induction, mobility, repair, and mis-repair. In addition, chromatin structural 
defects lead to a list of specific diseases. The function of global higher-order chromatin 
organization, which maintains genome integrity, is emerging as an integral mechanism in 
the pathological processes, such as the formation of cancer translocations. Elucidation of the 
precise role and molecular mechanisms involved in maintaining chromatin structure and its 
role will be essential for our understanding of these all-important events. The 
understanding of genome functional organization; also in the context of the nuclear 
architecture will, in the future, provide promising developments of novel diagnostics and 
therapeutic strategies.  
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1. Introduction 
Biological effects of exposure to different doses of ionizing radiation (IR) range from death 
within two days in case of high doses (>30 Gy) to various types of diseases such as cancers 
(due to gene mutations) in case of long-term exposure to sub-lethal doses (8-30 Gy). Further, 
IR-induced mutations when transmitted to the progeny can cause various types of cancer. 
At molecular level, IR results in double-strand breaks in DNA leading to loss of genetic 
material and cell death. To address the damaging consequences of exposure to radiation, 
recent research in radiation biology is focused on biological responses to IR in organisms 
showing resistance to high doses of ionizing radiation. For example, Deinococcus radiodurans, 
a bacterium that can survive radiation doses as high as 5,000 Gray can be potentially used 
for remediation of waste sites mixed with radioactive materials. However, investigation of 
radiation response in a higher eukaryotic organism that is resistant to high doses of ionizing 
radiation is desirable to offer treatment regimens to individuals exposed to IR in events of 
nuclear accidents. We propose here that mealybug (Planococcus lilacinus, Insecta; Coccoidea; 
Hemiptera) is an ideal model organism for studying responses to high doses of ionizing 
radiation. Among different organisms whose sensitivity to IR investigated so far, mealybug 
has been shown to tolerate radiation doses as high as 1100 Gy. Following exposure to such 
high doses, this insect has an extraordinary ability to survive and produce fertile offspring. 
Cytogenetic analysis of the embryos produced by irradiated parents showed that a number 
of tiny fragments of irradiated chromosomes are capable of metaphase alignment and 
anaphase segregation, suggesting that the centromere property is distributed throughout 
each chromosome. Taken together, mealybug has very efficient DNA repair machinery that 
ensures proper healing of double strand breaks induced by ionizing radiation. Because of 
the central role of telomeres in chromosome end-healing, the nature, distribution and 
maintenance of telomeric repeats in the mealybug were recently studied. Telomeric repeat 
has been shown to occur interstitially as well as at the ends of the mealybug chromosomes 
and telomerase which maintains these repeats is constitutively active. At radiation doses 
higher than 100 Gy, telomerase activity decreases, suggesting that telomerase-independent 
mechanisms may play a role in maintenance of telomeres. Based on these studies we 
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propose that in the mealybug, features such as diffuse centromere, constitutive telomerase 
activity and interstitial telomeres are components of machinery that confers resistance to 
high doses of ionizing radiation.  

2. Biological effects of ionizing radiation 
Ionizing radiation (IR) is a stream of high energy particles (such as electrons, protons or α-
particles) or any of the short wavelength electromagnetic radiation (such as X-rays, γ-rays or 
ultraviolet rays) that is capable of removing an electron from an atom or a molecule in the 
substance through which it passes. The most common biological effect of IR is ejection of an 
electron from water molecule, resulting in the formation of highly reactive species: 

 2H2O → e−+H2O+H2O*H2O* → .OH+.HH2O++H2O → .OH+H3O+ (1) 

In the reaction above, the dot before a radical indicates unpaired electron and * indicates an 
excited species. These free radicals are highly reactive and can alter other molecules in the 
cell (Reactor Concepts Manual, NRC). DNA is one such important target which can also be 
directly ionized by IR. Cells experiencing IR-induced DNA damage respond in different 
ways, depending on the extent of damage. In cases where the extent of DNA damage is 
minimal, the cells successfully repair the damaged DNA and as a result, there is no 
recognizable biological effect. At the other extreme is when the damage is severe, leading to 
a failure in the cells’ ability to repair the DNA and as a result, the cells undergo 
programmed cell death or apoptosis so that a potential damage from the entire tissue is 
prevented. In the middle of these two extremes are detectable DNA mutations that occur 
when repair results in a non-lethal DNA mutation that can be transmitted to the daughter 
cells produced during successive cell divisions and these mutations may induce cancer 
subsequently. A fourth possible consequence of exposure to IR is when cells experience 
irreparable DNA damage leading to replication and transcriptional errors that predispose 
their daughter cells to premature aging and cancer (reviewed in Maynard et al., 2009).  

2.1 Acute and chronic exposure to ionizing radiation 
Similar to the effects at cellular level, the biological effect of IR at the organismal level is also 
dependent on the severity of the dose received and the duration of exposure. Acute 
radiation exposure is usually for a short period of time but involves high dose of exposure 
as in case of nuclear explosions (instantaneous flashes), exposures because of handling of 
highly radioactive resources, accidents in laboratories or manufacturing units and high 
medical doses that could be either intentional or accidental. It is relatively more difficult to 
determine the effects of chronic exposure to IR and the results have been conflicting. For 
instance, based on studies on an Indian population that is exposed naturally to thorium-
containing monazite mineral in sand (1.5-3.0 roentgen per year), Kochupillai et al. (1976) 
reported higher prevalence of abortions, mental retardation, Down syndrome, chromosomal 
and chromatid abnormalities. However in a separate study, no significant difference was 
observed between the high-level exposed population and control population (Cheriyan et 
al., 1999). In addition, a recent report on mitochondrial DNA sequence analysis revealed that 
there is an increased rate of mitochondrial DNA mutations in the ‘exposed population’ than 
in the control population (Forster et al., 2002). Clearly more detailed studies are required to 
be done to conclusively associate genomic effects of chronic exposure to IR. 
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Exposure to high doses of IR has been associated with leukemia and cancers of thyroid, 
breast, bladder, colon, liver, lung, esophagus, ovarian, multiple myeloma, and stomach. 
There have also been suggestions that ionizing radiation exposure may cause cancers of 
prostate, nasal cavity/sinuses, pharynx and larynx, and pancreas (ICRP, 1991).  
Because of difficulties in interpretation of consequences of chronic exposure to low doses of 
IR (below 0.01 Gy), researchers depended mainly on models of the process by which lower 
doses of radiation causes cancer. Data on effects of exposure to IR at low but higher than the 
normal background levels gave mixed results on carcinogenesis or transgenerational effects, 
but were consistent with estimates of risk based on atomic bomb survivors (Cardis et al., 
2005). These results suggest that there is a small increase in chances of developing cancers 
among individuals exposed to low levels of IR for extended periods of time. A collection of 
reports on consequences of chronic and acute exposures to IR led to the linear dose-response 
model that suggests an increase in the risk to develop cancer with any increase in dose, 
however small. Agencies such as Nuclear Regulatory commission, Environmental 
Protection Agency, National Academy of Sciences Committee lent support to the linear no-
threshold model. According to this model, IR from background levels natural and man-
made resources) can cause cancer in ~ 1% of the exposed population (BEIR VII report). 

2.2 DNA damage due to exposure to IR 
IR-induced DNA damages include single strand and double strand breaks that are repaired 
by different DNA repair machineries. Single-strand breaks are repaired by the same 
enzymes that mediate base-excision repair. These include DNA glycosylase, AP- 
endonuclease, DNA polymerase β and DNA ligase. Here, damaged nucleotides are excised 
and repaired using undamaged sequence from the complementary strand. Double-strand 
breaks are particularly hazardous because they create ‘sticky’ chromosome ends that cause  
 

 
Fig. 1. IR-induced double strand breaks cause fusion-bridge-breakage-fusion cycles. IR 
induced double strand breaks in sister chromatids result in sticky ends that fuse and form 
anaphase bridges. Because of the force generated by spindle fibres, the sister chromatids in 
the bridge break unevenly leading to abnormal chromosomes at the end of cell division. One 
chromosome would have extra copies and the other would have lost a portion of the parent 
chromosome. Note that the daughter chromosomes also have sticky ends and participate in 
the fusion-bridge-breakage cycles again. These cycles result in complex genomic 
rearrangements. 
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propose that in the mealybug, features such as diffuse centromere, constitutive telomerase 
activity and interstitial telomeres are components of machinery that confers resistance to 
high doses of ionizing radiation.  

2. Biological effects of ionizing radiation 
Ionizing radiation (IR) is a stream of high energy particles (such as electrons, protons or α-
particles) or any of the short wavelength electromagnetic radiation (such as X-rays, γ-rays or 
ultraviolet rays) that is capable of removing an electron from an atom or a molecule in the 
substance through which it passes. The most common biological effect of IR is ejection of an 
electron from water molecule, resulting in the formation of highly reactive species: 

 2H2O → e−+H2O+H2O*H2O* → .OH+.HH2O++H2O → .OH+H3O+ (1) 

In the reaction above, the dot before a radical indicates unpaired electron and * indicates an 
excited species. These free radicals are highly reactive and can alter other molecules in the 
cell (Reactor Concepts Manual, NRC). DNA is one such important target which can also be 
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minimal, the cells successfully repair the damaged DNA and as a result, there is no 
recognizable biological effect. At the other extreme is when the damage is severe, leading to 
a failure in the cells’ ability to repair the DNA and as a result, the cells undergo 
programmed cell death or apoptosis so that a potential damage from the entire tissue is 
prevented. In the middle of these two extremes are detectable DNA mutations that occur 
when repair results in a non-lethal DNA mutation that can be transmitted to the daughter 
cells produced during successive cell divisions and these mutations may induce cancer 
subsequently. A fourth possible consequence of exposure to IR is when cells experience 
irreparable DNA damage leading to replication and transcriptional errors that predispose 
their daughter cells to premature aging and cancer (reviewed in Maynard et al., 2009).  

2.1 Acute and chronic exposure to ionizing radiation 
Similar to the effects at cellular level, the biological effect of IR at the organismal level is also 
dependent on the severity of the dose received and the duration of exposure. Acute 
radiation exposure is usually for a short period of time but involves high dose of exposure 
as in case of nuclear explosions (instantaneous flashes), exposures because of handling of 
highly radioactive resources, accidents in laboratories or manufacturing units and high 
medical doses that could be either intentional or accidental. It is relatively more difficult to 
determine the effects of chronic exposure to IR and the results have been conflicting. For 
instance, based on studies on an Indian population that is exposed naturally to thorium-
containing monazite mineral in sand (1.5-3.0 roentgen per year), Kochupillai et al. (1976) 
reported higher prevalence of abortions, mental retardation, Down syndrome, chromosomal 
and chromatid abnormalities. However in a separate study, no significant difference was 
observed between the high-level exposed population and control population (Cheriyan et 
al., 1999). In addition, a recent report on mitochondrial DNA sequence analysis revealed that 
there is an increased rate of mitochondrial DNA mutations in the ‘exposed population’ than 
in the control population (Forster et al., 2002). Clearly more detailed studies are required to 
be done to conclusively associate genomic effects of chronic exposure to IR. 
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but were consistent with estimates of risk based on atomic bomb survivors (Cardis et al., 
2005). These results suggest that there is a small increase in chances of developing cancers 
among individuals exposed to low levels of IR for extended periods of time. A collection of 
reports on consequences of chronic and acute exposures to IR led to the linear dose-response 
model that suggests an increase in the risk to develop cancer with any increase in dose, 
however small. Agencies such as Nuclear Regulatory commission, Environmental 
Protection Agency, National Academy of Sciences Committee lent support to the linear no-
threshold model. According to this model, IR from background levels natural and man-
made resources) can cause cancer in ~ 1% of the exposed population (BEIR VII report). 
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by different DNA repair machineries. Single-strand breaks are repaired by the same 
enzymes that mediate base-excision repair. These include DNA glycosylase, AP- 
endonuclease, DNA polymerase β and DNA ligase. Here, damaged nucleotides are excised 
and repaired using undamaged sequence from the complementary strand. Double-strand 
breaks are particularly hazardous because they create ‘sticky’ chromosome ends that cause  
 

 
Fig. 1. IR-induced double strand breaks cause fusion-bridge-breakage-fusion cycles. IR 
induced double strand breaks in sister chromatids result in sticky ends that fuse and form 
anaphase bridges. Because of the force generated by spindle fibres, the sister chromatids in 
the bridge break unevenly leading to abnormal chromosomes at the end of cell division. One 
chromosome would have extra copies and the other would have lost a portion of the parent 
chromosome. Note that the daughter chromosomes also have sticky ends and participate in 
the fusion-bridge-breakage cycles again. These cycles result in complex genomic 
rearrangements. 
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fusion-bridge-breakage-fusion cycles (McClintock, 1938; reviewed in deLange, 2005; Fig.1) 
and lead to genomic rearrangements leading to cell death or transformation. DNA double-
strand breaks can be repaired by non-homologous end joining (NHEJ; Moore & Haber, 
1996), microhomology-mediated end joining (MMEJ; Liang et al., 1996) and homologous 
recombination (HR; Lundblad & Blackburn, 1993). In NHEJ, single strands of DNA ends 
showing microhomology are recognized and joined. If these overhangs are compatible, 
repair is usually accurate. A protein called Ku is essential for NHEJ. Other proteins such as 
DNA ligase IV, XRCC 4 participate in the process. MMEJ also depends on microhomology 
among the overhangs of the broken fragments of the chromosomes to be joined but these 
microhomologies are ‘revealed’ by chromosome end resection and therefore MMEJ usually 
results in deletion of the DNA sequences between microhomologies. In Homologous 
recombination, on the other hand uses the undamaged DNA sequence that is identical or 
highly related to the DNA sequence that has been damaged. Sister chromatids (after G2 
phase) or a homologous chromosome (in G1 phase) serve as templates for recombination-
mediated repair. Recombination-mediated repair uses the same machinery that is used in 
the process of meiotic recombination. Homologous recombination has been shown to be the 
process involved in the recovery from exposure to high doses of ionizing radiation in the 
radio-resistant bacterium Deinococcus radiodurans (see below).  

3. Telomeres and sensitivity to IR 
Unlike the genomes of bacteria which are circular with no ‘exposed ends’, eukaryote 
genome exists as linear chromosomal DNA molecules. This linearity also poses a problem in 
the completion of DNA replication, leaving a 20 nucleotide ‘unfinished gap’ in the lagging 
strand. Successive cell divisions lead to progressive shortening of the 3’ ends of the 
chromosome ends. These ends of eukaryotic chromosomes are therefore ‘exposed’ and 
vulnerable to exonucleolytic attack yielding sticky ends which in turn mediate genomic 
rearrangements described above. In order to prevent loss of genetic material, and genomic 
rearrangements and, completion of replication at the chromosome ends, the ends of 
eukaryotic chromosomes are organized as telomeres (reviewed in Blackburn, 1991). 
Telomeres are specialized structures of DNA and proteins that have been characterized in a 
number of organisms. The nature of telomere-associated DNA sequences and the proteins 
associated with the telomeres are described in the next section. Telomere shortening was 
shown to result in increased sensitivity to ionizing radiation (Haber 1998; Ahmed & 
Hodgkin 2000). There is increasing evidence that enzymes involved in DSB repair also have 
a role at telomeres. Telomeres were shown to act as storehouses for proteins involved in 
DNA DSB repair (Ku70, Ku80, Sir2, Sir3, Mre11-RAD50-NBS1 complex) (Zhu et al. 2000). 
These proteins are relocated from telomeres to the damaged sites induced by IR (Martin et 
al. 1999; Mills et al. 1999). Genetic studies in Caenorhabditis elegans, yeast, and mice have 
shown that telomere shortening results in increased sensitivity to IR although DSB repair is 
unaffected (Haber 1998; Ahmed & Hodgkin 2000; Goytisolo et al. 2000). These results 
suggest a relationship between telomere length and sensitivity to IR. 

3.1 Telomere structure  
In several eukaryotes, telomeres are composed of simple tandem repeats at the end with 
complex subtelomeric repeats occurring next to these repeats (Blackburn 1991; Villasante et 
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al. 2008; Kojima et al. 2002). However, there are exceptions to this general rule. In Bombyx 
mori where the insect-specific pentameric TTAGG repeat was first discovered (Okazaki et 
al. 1993), the telomeric repeats are interrupted by non-long terminal repeat retrotransposons 
such as SART and TRAS (Fujiwara et al. 2005), HeT-A, TAHRE, and TART elements are 
found at the chromosome termini in Drosophila (Mason & Biessmann 1995; Biessmann et al. 
1992; Levis et al. 1993) and complex long tandem repeats in the chromosome termini of 
Chironomus (Lopez et al. 1996). Studies in various insect species have suggested that 
TTAGG repeat is an ancestral motif in Arthropoda and that the TTAGG repeats might have 
originated from the TTAGGG repeats, also found at vertebrate telomeres (Sahara et al. 1999; 
Frydrychova et al. 2004; Vitkova et al. 2005). In some organisms, telomeres form structures 
called telomere loops or T-loops containing double-stranded DNA and a 3’ single-stranded 
G-rich DNA overhang that is important for telomere maintenance (Fig. 2). The single-
stranded DNA forms a circle and then disrupts a part of the double-stranded DNA in the 
telomere for base pairing with the C-rich strand, forming a displacement loop or D-loop 
(Griffith et al. 1999). The T-loop is held together by shelterin complex containing TRF1, 
TRF2, and POT1 that recognize TTAGG repeats and another three proteins TIN2, TPP1, and 
RAP1 that interconnect the first three proteins (reviewed in deLange 2005). 
 

 
Fig. 2. Structure of telomeric DNA. The G-rich overhang (blue) forms a circle and then 
disrupts base pairing with the C-rich strand forming a displacement loop. The T-loop is held 
together by the sheltrin complex containing proteins such as TRF1 and TRF2. 

3.2 Telomere maintenance  
In almost all organisms containing simple tandem repeats, telomeres are maintained by 
telomerase, an enzyme with reverse transcriptase property by which it mediates 
chromosome end-healing (reviewed in Blackburn 1991). This enzyme is induced soon after 
cells are exposed to ionizing radiation (reviewed in Crompton 1997). In humans, the 
telomerase contains two units each of reverse transcriptase (TERT), telomerase RNA (TR or 
TERC), and dyskerin (DKC1) (Cohen et al. 2007). TERT folds with TERC and forms a mitten-
like structure that allows the enzyme to wrap around the chromosomes to extend the 
telomeric repeats. Using the telomerase RNA that is complementary to the telomeric repeat 
unit, the reverse transcriptase subunit synthesizes multiple telomeric repeats by continuous 
elongation and translocation steps to produce a long single stranded DNA containing 
telomeric repeats (Fig. 3).  
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fusion-bridge-breakage-fusion cycles (McClintock, 1938; reviewed in deLange, 2005; Fig.1) 
and lead to genomic rearrangements leading to cell death or transformation. DNA double-
strand breaks can be repaired by non-homologous end joining (NHEJ; Moore & Haber, 
1996), microhomology-mediated end joining (MMEJ; Liang et al., 1996) and homologous 
recombination (HR; Lundblad & Blackburn, 1993). In NHEJ, single strands of DNA ends 
showing microhomology are recognized and joined. If these overhangs are compatible, 
repair is usually accurate. A protein called Ku is essential for NHEJ. Other proteins such as 
DNA ligase IV, XRCC 4 participate in the process. MMEJ also depends on microhomology 
among the overhangs of the broken fragments of the chromosomes to be joined but these 
microhomologies are ‘revealed’ by chromosome end resection and therefore MMEJ usually 
results in deletion of the DNA sequences between microhomologies. In Homologous 
recombination, on the other hand uses the undamaged DNA sequence that is identical or 
highly related to the DNA sequence that has been damaged. Sister chromatids (after G2 
phase) or a homologous chromosome (in G1 phase) serve as templates for recombination-
mediated repair. Recombination-mediated repair uses the same machinery that is used in 
the process of meiotic recombination. Homologous recombination has been shown to be the 
process involved in the recovery from exposure to high doses of ionizing radiation in the 
radio-resistant bacterium Deinococcus radiodurans (see below).  

3. Telomeres and sensitivity to IR 
Unlike the genomes of bacteria which are circular with no ‘exposed ends’, eukaryote 
genome exists as linear chromosomal DNA molecules. This linearity also poses a problem in 
the completion of DNA replication, leaving a 20 nucleotide ‘unfinished gap’ in the lagging 
strand. Successive cell divisions lead to progressive shortening of the 3’ ends of the 
chromosome ends. These ends of eukaryotic chromosomes are therefore ‘exposed’ and 
vulnerable to exonucleolytic attack yielding sticky ends which in turn mediate genomic 
rearrangements described above. In order to prevent loss of genetic material, and genomic 
rearrangements and, completion of replication at the chromosome ends, the ends of 
eukaryotic chromosomes are organized as telomeres (reviewed in Blackburn, 1991). 
Telomeres are specialized structures of DNA and proteins that have been characterized in a 
number of organisms. The nature of telomere-associated DNA sequences and the proteins 
associated with the telomeres are described in the next section. Telomere shortening was 
shown to result in increased sensitivity to ionizing radiation (Haber 1998; Ahmed & 
Hodgkin 2000). There is increasing evidence that enzymes involved in DSB repair also have 
a role at telomeres. Telomeres were shown to act as storehouses for proteins involved in 
DNA DSB repair (Ku70, Ku80, Sir2, Sir3, Mre11-RAD50-NBS1 complex) (Zhu et al. 2000). 
These proteins are relocated from telomeres to the damaged sites induced by IR (Martin et 
al. 1999; Mills et al. 1999). Genetic studies in Caenorhabditis elegans, yeast, and mice have 
shown that telomere shortening results in increased sensitivity to IR although DSB repair is 
unaffected (Haber 1998; Ahmed & Hodgkin 2000; Goytisolo et al. 2000). These results 
suggest a relationship between telomere length and sensitivity to IR. 

3.1 Telomere structure  
In several eukaryotes, telomeres are composed of simple tandem repeats at the end with 
complex subtelomeric repeats occurring next to these repeats (Blackburn 1991; Villasante et 
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al. 2008; Kojima et al. 2002). However, there are exceptions to this general rule. In Bombyx 
mori where the insect-specific pentameric TTAGG repeat was first discovered (Okazaki et 
al. 1993), the telomeric repeats are interrupted by non-long terminal repeat retrotransposons 
such as SART and TRAS (Fujiwara et al. 2005), HeT-A, TAHRE, and TART elements are 
found at the chromosome termini in Drosophila (Mason & Biessmann 1995; Biessmann et al. 
1992; Levis et al. 1993) and complex long tandem repeats in the chromosome termini of 
Chironomus (Lopez et al. 1996). Studies in various insect species have suggested that 
TTAGG repeat is an ancestral motif in Arthropoda and that the TTAGG repeats might have 
originated from the TTAGGG repeats, also found at vertebrate telomeres (Sahara et al. 1999; 
Frydrychova et al. 2004; Vitkova et al. 2005). In some organisms, telomeres form structures 
called telomere loops or T-loops containing double-stranded DNA and a 3’ single-stranded 
G-rich DNA overhang that is important for telomere maintenance (Fig. 2). The single-
stranded DNA forms a circle and then disrupts a part of the double-stranded DNA in the 
telomere for base pairing with the C-rich strand, forming a displacement loop or D-loop 
(Griffith et al. 1999). The T-loop is held together by shelterin complex containing TRF1, 
TRF2, and POT1 that recognize TTAGG repeats and another three proteins TIN2, TPP1, and 
RAP1 that interconnect the first three proteins (reviewed in deLange 2005). 
 

 
Fig. 2. Structure of telomeric DNA. The G-rich overhang (blue) forms a circle and then 
disrupts base pairing with the C-rich strand forming a displacement loop. The T-loop is held 
together by the sheltrin complex containing proteins such as TRF1 and TRF2. 

3.2 Telomere maintenance  
In almost all organisms containing simple tandem repeats, telomeres are maintained by 
telomerase, an enzyme with reverse transcriptase property by which it mediates 
chromosome end-healing (reviewed in Blackburn 1991). This enzyme is induced soon after 
cells are exposed to ionizing radiation (reviewed in Crompton 1997). In humans, the 
telomerase contains two units each of reverse transcriptase (TERT), telomerase RNA (TR or 
TERC), and dyskerin (DKC1) (Cohen et al. 2007). TERT folds with TERC and forms a mitten-
like structure that allows the enzyme to wrap around the chromosomes to extend the 
telomeric repeats. Using the telomerase RNA that is complementary to the telomeric repeat 
unit, the reverse transcriptase subunit synthesizes multiple telomeric repeats by continuous 
elongation and translocation steps to produce a long single stranded DNA containing 
telomeric repeats (Fig. 3).  
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Fig. 3. Mechanism of elongation of telomeric repeats by telomerase. The RNA component of 
the telomerase pairs with the DNA to be extended and serves as a template for the 
elongation step. After elongation, there is a translocation step that brings the TERC to pair 
with the newly synthesized repeat unit to enable elongation again. Alternating elongation 
and translocation steps allows addition of multiple telomeric repeats.  

In addition to telomerase-dependent mechanisms of chromosome end-healing, eukaryotic 
cells possess end-healing mechanisms that are telomerase-independent and are collectively 
called as alternative lengthening of telomeres (ALT). ALT, which was first demonstrated 
using telomerase-null yeast mutants, has been shown to be dependent on RAD52 that 
encodes a homologous recombination protein (Lundblad & Blackburn 1993). Such 
recombination-mediated chromosome end-healing mechanisms have also been 
demonstrated in human cells (Dunham et al. 2000). Additional studies have shown that in 
some cells lacking telomerase, there was a rapid increase as well as a decrease of telomeric 
repeats, suggesting that ALT may involve recombination at the telomeres (Murnane et al. 
1994; Bryan et al. 1995). Unequal telomeric sister chromatid exchange and homologous 
recombination involving a damaged chromosome and an intact homologous chromosome 
have been proposed as the two mechanisms for recombination-mediated ALT (reviewed in 
Cesare & Reddel 2010). Unequal sister chromatid exchange results in two daughter 
chromosomes: one with longer telomeric repeats and another with shorter repeats. 
Preferential segregation of the chromosome with the longer telomeric repeats during cell 
division is expected, extending the cellular lifespan of one of the two daughter cells. 
Whereas there is no sufficient evidence for this model yet, down-regulation of homologous 
recombination promoting proteins such as the MRN complex (Jiang et al. 2005) and the 
SMC5–6 complex (Potts & Yu 2007) has been shown to result in telomere shortening, 
lending support to the homologous recombination model of ALT. NHEJ of two broken 
chromosomes, which does not involve recombination, is another telomerase independent 
mechanism that can restore chromosome integrity. In support of the evolutionary 
conservation of NHEJ as a means to maintain telomere integrity, a number of proteins 
involved in double-strand break DNA repair have also been shown to be involved in 
telomere maintenance (reviewed in Slijepcevic & Al-Wahiby 2005). 
Several lines of evidence suggest that telomerase is absent in Drosophila species (reviewed in 
Pardue & DeBaryshe 1999). Telomerase activity is also not detectable in B. mori (Sasaki & 
Fujiwara 2000), a Lepidopteran insect, in which pentameric TTAGG repeats occur at the 
chromosome ends (Okazaki et al. 1993). Recent studies on cloning and expression analysis 
of the telomerase reverse transcriptase subunit from B. mori suggest that the reverse 
transcriptase gene is poorly transcribed and may be the reason for undetectable levels of its 
enzymatic activity (Osanai et al. 2006). It is however suggested that telomerase activity, even 
weak, is necessary for maintenance of telomeres in the domestic silk worm. In Drosophila, 
telomere length appears to be maintained by retrotransposition involving HeT-A, TAHRE, 
and TART elements (Biessmann et al. 1992). A role for proteins involved in doublestrand 
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break (DSB) repair in telomere maintenance has been suggested from findings in which 
inactivation of proteins such as Ku, ATM results in telomere shortening (Boulton & Jackson, 
1998; Hande et al. 2001). From the description above, it is evident that insects have evolved 
different mechanisms of maintenance of telomeres and telomerase-dependent mechanisms 
are not indispensible for maintenance of genomic integrity.  

4. Model organisms for studying response to ionizing radiation 
As noted above, exposure to a radiation dose of > 10 Gy (1000 rads) results in 95-100% death in 
humans within two days to two weeks of exposure depending on the radiation dose. Similar 
levels of exposure (> 12Gy) is also lethal in mice. From the limited information available in 
other mammals, we can consider that a radiation dose of 20-30 Gy can result in certain death in 
most mammals. In order to obtain insights into biological responses to IR and mechanisms 
that may confer resistance to exposure to radiation a variety of in vitro models using cell lines 
and different organisms showing resistance to high doses of IR have been sought. One 
example is Deinococcus radiodurans, an extremophilic bacterium that can survive exposures of 
IR up to 5000 Gy with no loss of viability (Murray, 1992). Analysis of D. radiodurans response 
to IR showed that there are 4-10 copies of the genome per cell in this bacterium.  
Following exposure to IR, the bacterium is able to repair the DNA in 12-24 hours by 
reconnecting some chromosome fragments by a process called single-stranded annealing 
followed by homologous recombination (In: Clark et al. 2009). As a result, the entire genome 
is restored. Indeed homologous recombination and micro-homology mediated DSB repair is 
also observed in eukaryotes. It is however desirable that a eukaryotic multicellular organism 
that shows increased resistance to ionizing radiation is identified to study mechanisms 
conferring radiation resistance or a better response to ionizing radiation. Table 1 shows the 
lethal doses of IR in different eukaryotes. It is evident from the table that insects show a 
much higher level of resistance to IR than mammals. Among the three insect species shown, 
Braconidae show highest resistance. However, the nature of response has not been 
investigated either genetically or cytogenetically. Although the lethal dose has not been 
determined, Planococcus citri seems to be as resistant as Braconidae. It may also be noted that 
the radiation doses investigated in case of this insect are much higher than Drosophila. 
 

Species  Lethal Dose (in Gy) Taxonomic group 
Homo sapiens 10 Mammals 
Mus musculus 12 Mammals 
Daenio rerio 40 Fish 
Drosophila melanogaster 640 Insects 
Planococcus citri 1200* Insects 
Braconidae  1800 Insects 
Caenorhabditis elegans 800* Worms 
Escherichia coli 60 Bacteria 
Deinococcus radiodurans 15000 Bacteria 
Thermococcus gammatolerans 30000 Archaebacteria 

Table 1. Minimum lethal dose of IR in different organisms. * denotes that at the indicated 
dosage, the organism survives and reproduces. Information on lethal dose (expected to be 
higher) is not known. 
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Fig. 3. Mechanism of elongation of telomeric repeats by telomerase. The RNA component of 
the telomerase pairs with the DNA to be extended and serves as a template for the 
elongation step. After elongation, there is a translocation step that brings the TERC to pair 
with the newly synthesized repeat unit to enable elongation again. Alternating elongation 
and translocation steps allows addition of multiple telomeric repeats.  

In addition to telomerase-dependent mechanisms of chromosome end-healing, eukaryotic 
cells possess end-healing mechanisms that are telomerase-independent and are collectively 
called as alternative lengthening of telomeres (ALT). ALT, which was first demonstrated 
using telomerase-null yeast mutants, has been shown to be dependent on RAD52 that 
encodes a homologous recombination protein (Lundblad & Blackburn 1993). Such 
recombination-mediated chromosome end-healing mechanisms have also been 
demonstrated in human cells (Dunham et al. 2000). Additional studies have shown that in 
some cells lacking telomerase, there was a rapid increase as well as a decrease of telomeric 
repeats, suggesting that ALT may involve recombination at the telomeres (Murnane et al. 
1994; Bryan et al. 1995). Unequal telomeric sister chromatid exchange and homologous 
recombination involving a damaged chromosome and an intact homologous chromosome 
have been proposed as the two mechanisms for recombination-mediated ALT (reviewed in 
Cesare & Reddel 2010). Unequal sister chromatid exchange results in two daughter 
chromosomes: one with longer telomeric repeats and another with shorter repeats. 
Preferential segregation of the chromosome with the longer telomeric repeats during cell 
division is expected, extending the cellular lifespan of one of the two daughter cells. 
Whereas there is no sufficient evidence for this model yet, down-regulation of homologous 
recombination promoting proteins such as the MRN complex (Jiang et al. 2005) and the 
SMC5–6 complex (Potts & Yu 2007) has been shown to result in telomere shortening, 
lending support to the homologous recombination model of ALT. NHEJ of two broken 
chromosomes, which does not involve recombination, is another telomerase independent 
mechanism that can restore chromosome integrity. In support of the evolutionary 
conservation of NHEJ as a means to maintain telomere integrity, a number of proteins 
involved in double-strand break DNA repair have also been shown to be involved in 
telomere maintenance (reviewed in Slijepcevic & Al-Wahiby 2005). 
Several lines of evidence suggest that telomerase is absent in Drosophila species (reviewed in 
Pardue & DeBaryshe 1999). Telomerase activity is also not detectable in B. mori (Sasaki & 
Fujiwara 2000), a Lepidopteran insect, in which pentameric TTAGG repeats occur at the 
chromosome ends (Okazaki et al. 1993). Recent studies on cloning and expression analysis 
of the telomerase reverse transcriptase subunit from B. mori suggest that the reverse 
transcriptase gene is poorly transcribed and may be the reason for undetectable levels of its 
enzymatic activity (Osanai et al. 2006). It is however suggested that telomerase activity, even 
weak, is necessary for maintenance of telomeres in the domestic silk worm. In Drosophila, 
telomere length appears to be maintained by retrotransposition involving HeT-A, TAHRE, 
and TART elements (Biessmann et al. 1992). A role for proteins involved in doublestrand 
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break (DSB) repair in telomere maintenance has been suggested from findings in which 
inactivation of proteins such as Ku, ATM results in telomere shortening (Boulton & Jackson, 
1998; Hande et al. 2001). From the description above, it is evident that insects have evolved 
different mechanisms of maintenance of telomeres and telomerase-dependent mechanisms 
are not indispensible for maintenance of genomic integrity.  

4. Model organisms for studying response to ionizing radiation 
As noted above, exposure to a radiation dose of > 10 Gy (1000 rads) results in 95-100% death in 
humans within two days to two weeks of exposure depending on the radiation dose. Similar 
levels of exposure (> 12Gy) is also lethal in mice. From the limited information available in 
other mammals, we can consider that a radiation dose of 20-30 Gy can result in certain death in 
most mammals. In order to obtain insights into biological responses to IR and mechanisms 
that may confer resistance to exposure to radiation a variety of in vitro models using cell lines 
and different organisms showing resistance to high doses of IR have been sought. One 
example is Deinococcus radiodurans, an extremophilic bacterium that can survive exposures of 
IR up to 5000 Gy with no loss of viability (Murray, 1992). Analysis of D. radiodurans response 
to IR showed that there are 4-10 copies of the genome per cell in this bacterium.  
Following exposure to IR, the bacterium is able to repair the DNA in 12-24 hours by 
reconnecting some chromosome fragments by a process called single-stranded annealing 
followed by homologous recombination (In: Clark et al. 2009). As a result, the entire genome 
is restored. Indeed homologous recombination and micro-homology mediated DSB repair is 
also observed in eukaryotes. It is however desirable that a eukaryotic multicellular organism 
that shows increased resistance to ionizing radiation is identified to study mechanisms 
conferring radiation resistance or a better response to ionizing radiation. Table 1 shows the 
lethal doses of IR in different eukaryotes. It is evident from the table that insects show a 
much higher level of resistance to IR than mammals. Among the three insect species shown, 
Braconidae show highest resistance. However, the nature of response has not been 
investigated either genetically or cytogenetically. Although the lethal dose has not been 
determined, Planococcus citri seems to be as resistant as Braconidae. It may also be noted that 
the radiation doses investigated in case of this insect are much higher than Drosophila. 
 

Species  Lethal Dose (in Gy) Taxonomic group 
Homo sapiens 10 Mammals 
Mus musculus 12 Mammals 
Daenio rerio 40 Fish 
Drosophila melanogaster 640 Insects 
Planococcus citri 1200* Insects 
Braconidae  1800 Insects 
Caenorhabditis elegans 800* Worms 
Escherichia coli 60 Bacteria 
Deinococcus radiodurans 15000 Bacteria 
Thermococcus gammatolerans 30000 Archaebacteria 

Table 1. Minimum lethal dose of IR in different organisms. * denotes that at the indicated 
dosage, the organism survives and reproduces. Information on lethal dose (expected to be 
higher) is not known. 
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4.1 Mealybug as a model for studying responses to IR 
The mealybugs (Planococcus species) are lecanoid coccids (Coccoidea; Homoptera) whose 
high degree of resistance to ionizing radiation has been investigated at both the cytological 
and genetical levels (Chandra 1963a, b). After exposure to radiation doses as high as 1200 Gy 
(120,000 rads), male insects not only survive but mate and reproduce to produce viable 
progeny. Cytological examination of the progeny obtained from such paternal irradiation 
revealed very small chromosome fragments that appear to retain their individual 
chromosome identity such as replication, metaphase alignment, and anaphase segregation. 
No apparently significant loss of genetic material was observed. These results suggest that 
the mealybug genetic system possesses very efficient DNA repair machinery that ensures 
protection of the many tiny chromosome fragments produced by irradiation and prevents 
from fusing to one another via rapid healing of broken chromosome ends. Because of these 
extraordinary features we propose that mealybug is an attractive model system to study 
mechanisms underlying resistance to high doses of IR.  

4.2 Telomeric repeats, their distribution and telomerase activity in unirradiated and 
irradiated mealybugs 
Because telomeric repeat lengths are critical for double-strand DNA repair and shortening 
of telomeric repeats is associated with increased sensitivity to IR, in a recent study, we 
examined the nature and distribution of telomeric repeats in the mealybug Planococcus 
lilacinus (Mohan et al. 2011).  
In order to isolate telomeric sequences from the mealybug, a polymerase chain reaction was 
conducted on genomic DNA using insect telomeric repeat (TTAGG)-specific primers  
(Fig.4A.). The PCR products obtained were cloned and sequenced to analyze the telomeric  
 

 
Fig. 4. Amplification and detection of TTAGG telomeric repeats in the mealybug 
Planococcus lilacinus. (A) Amplification of TTAGG sequences using (TTAGG)5 and 
(CCTAA)5 oligos. (B) Hybridization of metaphase chromosomes to a cloned TTAGG repeat 
sequence. The probe was labeled with digoxygenin (DIG) -UTP and hybridized to the 
chromosomes. Hybridization signals were detected using DIG-signal amplification kit. (C) 
Primed in situ hybridization of mealybug chromosomes with (CCTAA)5 oligos. The oligos 
were hybridized to the chromosomes and an extension reaction was carried out with Taq 
DNA polymerase and DIG-labeling nucleotide mix. Signals were detected as in (B).  
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repeat-associated sequences. Two categories of sequences were identified: (1) Tandem 
repeats of TTAGG ranging from 100-200 repeats and (2) sequences containing 5 to 15 
TTAGG repeats at the ends with a highly similar low-copy unrelated repeats of 400-450 bp. 
The unrelated low copy number repeats are interrupted by a variable number of TTAGG 
repeats. This sequence analysis suggested that whereas TTAGG repeats primarily occur at 
the ends of mealybug chromosomes, some of the repeats occur interstitially and are 
associated with certain low-copy repeats. Consistent with these two possibilities, FISH 
(fluorescent in situ hybridization) with a cloned TTAGG sequence (containing 96 TTAGG 
repeats) mainly hybridizes to the ends of mealybug chromosomes (Fig.4B) whereas primed 
in situ hybridization (PRINS) with TTAGG-specific oligos shows labeling at interstitial 
locations of the chromosomes (Fig.4C). Taken together, these results reveal a unique 
distribution of the telomeric repeats in the mealybug chromosome - they are distributed  
both terminally and interstitially. Because of this distribution, the interstitial telomeric 
repeats in this insect belong to the type I category in which short direct telomeric repeats 
interrupt precisely repetitive elements. Estimation by slot blot hybridization of different 
amounts of genomic DNA with (TTAGG)5 probes suggest that the TTAGG repeats 
constitute ~0.03% of the mealybug genome (220 Mb; Mohan et al, 2002) and there are about 
1275 TTAGG repeating units per each chromosome end. From these data, it may be noted 
that there is no significant difference in the length of telomeric repeats in the mealybug and 
other eukaryotic species and that resistance to high doses of IR is not due to unusual 
telomeric repeat lengths in this insect. To study the distribution of telomeric sequences in 
mealybug cells after exposure to IR, a series of experiments were performed in which gravid 
females (carrying embryos) were exposed to different amounts of IR, ranging from 30 Gy to 
300 Gy. Whereas the number of chromosomes/fragments detectable under the microscope 
is relatively less at 30Gy (average number of fragments is about 14), at 300 Gy, the number 
of chromosome fragments is high and not estimable because of their tiny size. However at a 
radiation dose of 70 Gy, we were able to obtain an average chromosome/fragment number 
of 20 per metaphase, providing an adequate number of DSBs (about 10) per cell. This 
number of newly generated chromosome ends therefore provides a reasonable platform to 
study the distribution of TTAGG telomeric repeats in the context of IR and their terminal 
versus interstitial occurrence.  
Analysis of chromosome fragments recovered after two days of exposure to a radiation dose 
of 70Gy by FISH showed that many of the chromosome ends induced by IR are labeled with 
the (TTAGG)96 probe (Fig. 5A). Whereas in unirradiated chromosomes there are 20 labeled 
ends, in irradiated chromosomes with an average of 40 chromosome ends, 29 ends were 
labeled with the probe. It may be noted that at least some of the unlabeled chromosome 
ends may have extended TTAGG repeats but these repeats may not be long enough to be 
detectable by the FISH probe. Taken together, these results suggest that there is an efficient 
generation of TTAGG repeats at the recovered ends following IR.  
To gain more insights into the origin of the telomeric signals in irradiated chromosomes, 
PRINS was performed on them. As shown in Fig. 5B, more than 95% of the ends of the 
irradiated chromosomes were labeled by PRINS. When the results in Fig. 5A and 5B are 
taken together, it is recognizable that there is an overlap in the signals between FISH and 
PRINS at half of the ends of irradiated chromosomes. It is also recognizable that there is a 
decrease in the number of interstitial signals in the irradiated chromosomes. Taken together, 
these results suggest that there is an extension of TTAGG repeats near the interstitial 
telomeric repeats that occur close to the DSBs induced by IR. It may be noted that there are 
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repeat-associated sequences. Two categories of sequences were identified: (1) Tandem 
repeats of TTAGG ranging from 100-200 repeats and (2) sequences containing 5 to 15 
TTAGG repeats at the ends with a highly similar low-copy unrelated repeats of 400-450 bp. 
The unrelated low copy number repeats are interrupted by a variable number of TTAGG 
repeats. This sequence analysis suggested that whereas TTAGG repeats primarily occur at 
the ends of mealybug chromosomes, some of the repeats occur interstitially and are 
associated with certain low-copy repeats. Consistent with these two possibilities, FISH 
(fluorescent in situ hybridization) with a cloned TTAGG sequence (containing 96 TTAGG 
repeats) mainly hybridizes to the ends of mealybug chromosomes (Fig.4B) whereas primed 
in situ hybridization (PRINS) with TTAGG-specific oligos shows labeling at interstitial 
locations of the chromosomes (Fig.4C). Taken together, these results reveal a unique 
distribution of the telomeric repeats in the mealybug chromosome - they are distributed  
both terminally and interstitially. Because of this distribution, the interstitial telomeric 
repeats in this insect belong to the type I category in which short direct telomeric repeats 
interrupt precisely repetitive elements. Estimation by slot blot hybridization of different 
amounts of genomic DNA with (TTAGG)5 probes suggest that the TTAGG repeats 
constitute ~0.03% of the mealybug genome (220 Mb; Mohan et al, 2002) and there are about 
1275 TTAGG repeating units per each chromosome end. From these data, it may be noted 
that there is no significant difference in the length of telomeric repeats in the mealybug and 
other eukaryotic species and that resistance to high doses of IR is not due to unusual 
telomeric repeat lengths in this insect. To study the distribution of telomeric sequences in 
mealybug cells after exposure to IR, a series of experiments were performed in which gravid 
females (carrying embryos) were exposed to different amounts of IR, ranging from 30 Gy to 
300 Gy. Whereas the number of chromosomes/fragments detectable under the microscope 
is relatively less at 30Gy (average number of fragments is about 14), at 300 Gy, the number 
of chromosome fragments is high and not estimable because of their tiny size. However at a 
radiation dose of 70 Gy, we were able to obtain an average chromosome/fragment number 
of 20 per metaphase, providing an adequate number of DSBs (about 10) per cell. This 
number of newly generated chromosome ends therefore provides a reasonable platform to 
study the distribution of TTAGG telomeric repeats in the context of IR and their terminal 
versus interstitial occurrence.  
Analysis of chromosome fragments recovered after two days of exposure to a radiation dose 
of 70Gy by FISH showed that many of the chromosome ends induced by IR are labeled with 
the (TTAGG)96 probe (Fig. 5A). Whereas in unirradiated chromosomes there are 20 labeled 
ends, in irradiated chromosomes with an average of 40 chromosome ends, 29 ends were 
labeled with the probe. It may be noted that at least some of the unlabeled chromosome 
ends may have extended TTAGG repeats but these repeats may not be long enough to be 
detectable by the FISH probe. Taken together, these results suggest that there is an efficient 
generation of TTAGG repeats at the recovered ends following IR.  
To gain more insights into the origin of the telomeric signals in irradiated chromosomes, 
PRINS was performed on them. As shown in Fig. 5B, more than 95% of the ends of the 
irradiated chromosomes were labeled by PRINS. When the results in Fig. 5A and 5B are 
taken together, it is recognizable that there is an overlap in the signals between FISH and 
PRINS at half of the ends of irradiated chromosomes. It is also recognizable that there is a 
decrease in the number of interstitial signals in the irradiated chromosomes. Taken together, 
these results suggest that there is an extension of TTAGG repeats near the interstitial 
telomeric repeats that occur close to the DSBs induced by IR. It may be noted that there are 
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no additional telomeric or centromeric probes available at present to further clarify on the 
involvement of interstitial telomeric repeats in the generation of FISH-detectable signals at 
the radiation-induced chromosome ends. 
 

 
Fig. 5. Distribution of TTAGG telomeric repeat sequences in irradiated mealybug 
chromosomes. The chromosomes/chromosome fragments were subjected to FISH (A) and 
PRINS (B) as described in Fig.4. 

4.3 Telomerase activity in unirradiated and irradiated mealybugs  
For identification of components of machinery that maintains telomeric repeats in the 
mealybug, cell extracts were prepared from unirradiated and irradiated insects and 
telomerase assays were performed using TTAGG oligonucleotides as templates (Fig.6A and 
6B). RNase-treated cell extracts were used as negative controls. As an internal size control, 
an end-labeled 30-bp oligonucleotide was used The results shown in Fig. 6A suggested that 
in both unirradiated and irradiated insects, cell extracts produced ladder-like extensions of 
the TTAGG oligonucleotides which is suggestive of telomerase activity both prior to and 
after irradiation. However, we observed approximately six times more telomerase activity in 
inirradiated insects than in the unirradiated insects. As one would expect for telomerase 
activity which is RNA-dependent, RNase-treated cell extracts did not produce detectable 
extensions. We also compared the levels of telomerase activity in insects exposed to different 
doses of ionizing radiation (30–300 Gy; Fig. 6B). Whereas there is an increase in the 
telomerase activity with an increase in the radiation dose up to 60 Gy, at higher levels there 
was a reduction in telomerase activity, and at 300 Gy, the telomerase activity approaches to 
the levels that are lower than that the unirradiated insects. Taken together, our results 
suggested that unlike in other organisms where telomerase activity ceases in adulthood, the 
mealybug telomerase is constitutively active. Such constitutive activity of telomerase was 
also reported in cockroaches, which are also radiation-resistant (Sasaki and Fujiwara 2000). 
It may be also noted that lower telomerase activity at doses >60 Gy highlights the possibility 
of occurrence of chromosome end-healing mechanisms that are telomerase-independent 
such as MMEJ-, NHEJ- and homologous recombination-mediated repairs (discussed in the 
section below).  
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Fig. 6. Telomerase activity in mealybugs exposed to different doses of IR. (A). Telomerase 
activity in insects irradiated with a dose of 70 Gy is six-times the activity in unirradiated 
insects. (B) Progressive increase of telomerase activity was observed till 60 Gy. Exposure to 
higher doses was associated with a decrease in the level of activity. 

5. Possible mechanisms of genomic stability in mealybugs exposed to high 
doses of ionizing radiation 
From the results described here and the collection of prior data on the behavior of mealybug 
chromosomes after exposure to high doses of ionizing radiation, we suggest that there is 
highly efficient protection of radiation-induced chromosome ends that prevent the onset of 
fusion-bridge-breakage-fusion cycles and this machinery is excellently complemented by the 
centromere property in the mealybug chromosomes. As mentioned in the section 4.1, 
radiation-induced chromosome fragments which are very tiny and small, are capable of 
metaphase alignment and anaphase segregation. These results suggest that the centromere 
property is distributed throughout the chromosomes, or in other words the centromere is 
‘diffuse’. An obvious advantage of possessing diffuse centromere property is that there 
would not be a significant loss of genetic material among the collection of the chromosome 
fragments in the irradiated cells. These cells would be by and large viable and unless 
radiation-induced double strand breaks disrupt haplo-insufficient genes that are crucial for 
development or survival. Therefore, the combination of rapid chromosome end healing and 
diffuse centromere offer a great advantage to the mealybug in successful survival and 
reproduction upon exposure to high doses of IR.  
What are the advantages in possessing constitutively active telomerase? As noted above, 
telomerase-mediated extension of telomeric repeats is one of the different mechanisms that 
operate in presumably all eukaryotes with the exception of Diptera. The existence of 
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telomerase even before irradiation in mealybugs provides an opportunity to extend 
telomeric repeats whenever required for maintenance an optimal length of telomeric repeats 
(which is higher than the critical length) at newly broken ends of irradiated chromosomes. 
Such maintenance of optimal length creates a high probability to restore the original 
chromosome in the presence of a radiation-induced chromosome double-strand break. It 
may be noted that in cells containing critically short telomeres, the number of unprotected 
chromosome ends is higher and as a result restoration of the original chromosome is more 
unlikely and results in genomic instability. An additional advantage in efficient 
maintenance of optimal number of telomeric repeats is the availability of sufficient number 
of binding sites for the DSB repair proteins per cell. In this context, interstitial telomeric 
repeats when they occur at DSBs have the potential to serve as templates for formation of 
new repeats as part of protection of newly formed chromosome ends. An alternative 
mechanism is ‘exposure’ of the interstitial repeats akin to the MMEJ-mediated search for 
homology/micro homology by resection.  
As discussed in section 4.3, telomerase activity decreases at doses higher than 60 Gy and at 
300 Gy, the activity in irradiated insects is lesser than unirradiated insects. It is therefore 
clear the telomerase-dependent mechanism of end-healing may not be efficient at higher 
doses that mealybugs have been shown to survive. Therefore at these doses, chromosome 
end healing mechanisms that are telomerase-independent should be functional. These 
mechanisms are collectively called as alternative mechanisms of telomere maintenance 
(ALT). As mentioned previously, non-homologous end joining (NHEJ), microhomology-
mediated end joining (MMEJ) and homologous recombination-mediated DNA repair are the 
three mechanisms which enable telomere maintenance. NHEJ and MMEJ, as mentioned 
before require microhomology between the damaged ends to be joined whereas 
homologous recombination requires a sequence homology from a homologous chromosome 
or a sister chromatid. In this context, it is conceivable that repeat sequences associated with 
the interstitial TTAGG repeats may play a role in one or more of the ALT pathways.  

6. Conclusion 
In summary, constitutively active telomerase, diffuse centromere and the unusual 
distribution of telomeric repeats together constitute components of efficient DNA repair 
machinery in the mealybug. In particular, interstitial telomeric repeats appear to be 
attractive candidate sequences that may help in the acquisition of additional telomeric 
repeats at DSBs either through telomerase-dependent or independent mechanisms. Direct 
cloning and analysis of healed chromosome ends induced by radiation and their comparison 
with ‘intact’ unirradiated homologs should shed more light on the role of interstitial 
telomeric sequences.  
Future research on the isolation and analysis of telomerase encoding genes should provide 
important insights on regulation of telomerase and mechanisms underlying telomerase-
dependent maintenance of telomeric repeats. A comparison of the DNA regulatory elements 
and analysis of the primary amino acid sequence should reveal any differences from the 
telomerase enzymes described in other insects. As in case of other eukaryotes, alternative 
lengthening of telomeres also appears to play an important role in the response to exposure 
to IR. In this context, isolation and analysis of isolation of genes involved in ALT pathways, 
their expression patterns and localization in cells following irradiation should provide more 
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insights in the chromosome end-healing and DNA repair mechanisms in the mealybug. For 
a better understanding of the nature of biological response to IR, experiments such as 
mRNA expression profiling, protein profiling and protein modification profiling in insects 
before and after exposure to high doses of IR should provide more insights into the 
mechanisms conferring radiation resistance to the mealybug. 
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telomerase even before irradiation in mealybugs provides an opportunity to extend 
telomeric repeats whenever required for maintenance an optimal length of telomeric repeats 
(which is higher than the critical length) at newly broken ends of irradiated chromosomes. 
Such maintenance of optimal length creates a high probability to restore the original 
chromosome in the presence of a radiation-induced chromosome double-strand break. It 
may be noted that in cells containing critically short telomeres, the number of unprotected 
chromosome ends is higher and as a result restoration of the original chromosome is more 
unlikely and results in genomic instability. An additional advantage in efficient 
maintenance of optimal number of telomeric repeats is the availability of sufficient number 
of binding sites for the DSB repair proteins per cell. In this context, interstitial telomeric 
repeats when they occur at DSBs have the potential to serve as templates for formation of 
new repeats as part of protection of newly formed chromosome ends. An alternative 
mechanism is ‘exposure’ of the interstitial repeats akin to the MMEJ-mediated search for 
homology/micro homology by resection.  
As discussed in section 4.3, telomerase activity decreases at doses higher than 60 Gy and at 
300 Gy, the activity in irradiated insects is lesser than unirradiated insects. It is therefore 
clear the telomerase-dependent mechanism of end-healing may not be efficient at higher 
doses that mealybugs have been shown to survive. Therefore at these doses, chromosome 
end healing mechanisms that are telomerase-independent should be functional. These 
mechanisms are collectively called as alternative mechanisms of telomere maintenance 
(ALT). As mentioned previously, non-homologous end joining (NHEJ), microhomology-
mediated end joining (MMEJ) and homologous recombination-mediated DNA repair are the 
three mechanisms which enable telomere maintenance. NHEJ and MMEJ, as mentioned 
before require microhomology between the damaged ends to be joined whereas 
homologous recombination requires a sequence homology from a homologous chromosome 
or a sister chromatid. In this context, it is conceivable that repeat sequences associated with 
the interstitial TTAGG repeats may play a role in one or more of the ALT pathways.  

6. Conclusion 
In summary, constitutively active telomerase, diffuse centromere and the unusual 
distribution of telomeric repeats together constitute components of efficient DNA repair 
machinery in the mealybug. In particular, interstitial telomeric repeats appear to be 
attractive candidate sequences that may help in the acquisition of additional telomeric 
repeats at DSBs either through telomerase-dependent or independent mechanisms. Direct 
cloning and analysis of healed chromosome ends induced by radiation and their comparison 
with ‘intact’ unirradiated homologs should shed more light on the role of interstitial 
telomeric sequences.  
Future research on the isolation and analysis of telomerase encoding genes should provide 
important insights on regulation of telomerase and mechanisms underlying telomerase-
dependent maintenance of telomeric repeats. A comparison of the DNA regulatory elements 
and analysis of the primary amino acid sequence should reveal any differences from the 
telomerase enzymes described in other insects. As in case of other eukaryotes, alternative 
lengthening of telomeres also appears to play an important role in the response to exposure 
to IR. In this context, isolation and analysis of isolation of genes involved in ALT pathways, 
their expression patterns and localization in cells following irradiation should provide more 
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insights in the chromosome end-healing and DNA repair mechanisms in the mealybug. For 
a better understanding of the nature of biological response to IR, experiments such as 
mRNA expression profiling, protein profiling and protein modification profiling in insects 
before and after exposure to high doses of IR should provide more insights into the 
mechanisms conferring radiation resistance to the mealybug. 
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1. Introduction 
The tumor suppressor gene p53 plays an important role in determining radiosensitivity. The 
normal p53 gene product accumulates after exposure to ionizing radiation, and causes 
growth arrest or promotes cell death through the apoptosis pathway (Figure 1). Mutation of 
the p53 gene is the most common genetic alteration observed in human cancers (Nigro et al. 
1989). It has been widely reported that cells with mutant p53 are more resistant to ionizing 
radiation or DNA-damaging agents (Fan et al. 1994; Wattel et al. 1994; Lee et al. 1993; 
Hamada et al. 1996). On the other hand, there have been reports of cells harboring mutant 
p53 that are sensitive to ionizing radiation and anticancer drugs (Biard et al. 1994; Fan et al. 
 

 
Fig. 1. Pathway of p53. From irradiation by ionizing radiation to growth arrest or apoptosis 
of the cell through p53. 
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of the cell through p53. 
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1995), although specific details of the mutations were not discussed. Mutant forms of p53 
differ in their properties according to the points of the mutation. For example, Crook et al. 
using a large series of p53 mutants, found that not all transcriptionally active mutants 
retained the ability to suppress transformation, and that some tumor-derived point 
mutations conferred both transforming and transactivating activity (Crook et al. 1994). Some 
mutant forms of the p53 gene do not merely induce the functional equivalent of p53 loss 
(Harvey et al. 1995). The radiosensitivity of cells may depend on the type of p53 mutation 
they harbor. It is important to determine which mutations affect the radiosensitivity of 
tumor cells, because tumor cell radiosensitivity has substantial clinical relevance in the 
context of tumor radiotherapy.  

2. Mutation in p53 
We prepared 15 types of cells harboring mutant forms of p53 (T123A, L130V, Q143A, V157F, 
H168R, R175H, I195T, C242F, G244C, G245S, R273H, C277F, R280T, R282W and E286K) to 
examine their radiosensitivity. First, we created various mutations in the p53 gene using a 
QuikChange site-directed mutagenesis kit (Stratagene, La Jolla, CA) in accordance with the 
manufacturer’s protocol and integrated them into the LacSwitch inducible mammalian 
expression system (Stratagene, La Jolla, CA) (Okaichi et al. 1999). These mutant p53 genes 
were then transformed into the Saos-2 cell line, which is null for p53, and stable 
transformants were obtained.  

3. Radiation sensitivity of cells harboring p53 mutation 
Radiation sensitivity may depend on the position at which mutation occurs in p53. We 
previously examined various p53 mutants for radiation sensitivity (Okaichi et al. 2008). Cells 
were subjected to -ray irradiation and then plated onto dishes. Colonies were examined 
after about one month to calculate the surviving fraction. The cells with wild-type p53 
showed higher radiation sensitivity than Saos-2 (p53-null) cells. Some mutations also 
resulted in increased radiation sensitivity, but mutations including hot spot mutations 
(175H, 245S 273H and 282W) showed almost no alteration of radiation sensitivity compared 
with Saos-2. Other mutations conferred an intermediate level of radiation sensitivity 
(Okaichi et al. 2008). 
We then compared the radiosensitivity of these mutants with the frequency of mutation at 
each point, which is correlated with the tendency for tumorigenesis. Figure 2 shows the 
relationship between the frequency of p53 mutation in human cells and radiosensitivity of 
the p53 mutants. We divided these mutants into three groups; R (resistant), M (medium) and 
S (sensitive). The 175H, 244C, 245S 273H and 282W transformants were placed in group R, 
which was radioresistant and included a high frequency of mutation at all hot spots. The 
130V, 143A, 168R, 277F and 286K transformants were placed in group M, which showed 
medium radiosensitivity and a low frequency of mutation. The 123A, 157F, 195T, 242F and 
280T transformants were placed in group S, which was radiosensitive and showed a 
relatively low frequency of mutation.  
As the radiosensitivity of these cells may be related to the induced expression of various 
genes by each type of p53 mutation, we investigated the genes whose expression appeared 
to be related to the radiosensitivity of cells bearing p53 mutations. 
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Fig. 2. Relationship between radiosensitivity of p53 mutant cell lines and the frequency of 
p53 mutation. The mutant cell lines were divided into three groups; R (radioresistant),  
M (medium radiosensitivity) and S (radiosensitive). 

4. Transcriptional control in cells harboring p53 mutation 
We examined the expression of genes in cells harboring p53 mutation that were subjected to -
ray irradiation. For this we employed a DNA microarray (Gene Chip, Human Genome U133 
Plus 2.0 Array; Affymetrix, Santa Clara, CA), containing over 54,000 probe sets, in accordance 
with the manufacturer’s instructions. We extracted mRNA from each cell type 24 hours after 
irradiation at 6 Gy, and synthesized the cDNA. After we had synthesized, in turn, cRNA from 
the cDNA, we labeled the former with biotin and hybridized it with the DNA microarray. 
After staining and washing, we read the fluorescence using a scanner. The expression value 
(signal) of each gene was calculated and normalized using GeneSpring (Agilent Technologies, 
Santa Clara, CA) to adjust for minor differences between the experiments. In order to obtain 
the mean basal expression level of each gene, the signal values for unirradiated Saos-2 cells 
were used as the standard for the analysis. The change in value (signal log ratio) for each gene 
was calculated using Comparison Analysis in the software.  
As radiosensitivity is intrinsically related to the apoptosis pathway, we summarized the 
genes associated with apoptosis, and these are shown in Table 1, where the cells harboring 
mutant p53 cells are arranged from left to right according to their radiosensitivity, the cells 
harboring wild-type p53 are located on the far left, and the parent cells, Saos-2, on the far 
right. We picked up genes showing an increase in gene expression of more than 2-fold, and 
indicated them by colored column. After irradiation, the cells with wild-type p53 showed 
more than a 2-fold increase in the expression of 15 genes, whereas Saos-2 did not show any 
increase in the expression of apoptosis-related genes. Cells harboring mutant p53 lacked 
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1995), although specific details of the mutations were not discussed. Mutant forms of p53 
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previously examined various p53 mutants for radiation sensitivity (Okaichi et al. 2008). Cells 
were subjected to -ray irradiation and then plated onto dishes. Colonies were examined 
after about one month to calculate the surviving fraction. The cells with wild-type p53 
showed higher radiation sensitivity than Saos-2 (p53-null) cells. Some mutations also 
resulted in increased radiation sensitivity, but mutations including hot spot mutations 
(175H, 245S 273H and 282W) showed almost no alteration of radiation sensitivity compared 
with Saos-2. Other mutations conferred an intermediate level of radiation sensitivity 
(Okaichi et al. 2008). 
We then compared the radiosensitivity of these mutants with the frequency of mutation at 
each point, which is correlated with the tendency for tumorigenesis. Figure 2 shows the 
relationship between the frequency of p53 mutation in human cells and radiosensitivity of 
the p53 mutants. We divided these mutants into three groups; R (resistant), M (medium) and 
S (sensitive). The 175H, 244C, 245S 273H and 282W transformants were placed in group R, 
which was radioresistant and included a high frequency of mutation at all hot spots. The 
130V, 143A, 168R, 277F and 286K transformants were placed in group M, which showed 
medium radiosensitivity and a low frequency of mutation. The 123A, 157F, 195T, 242F and 
280T transformants were placed in group S, which was radiosensitive and showed a 
relatively low frequency of mutation.  
As the radiosensitivity of these cells may be related to the induced expression of various 
genes by each type of p53 mutation, we investigated the genes whose expression appeared 
to be related to the radiosensitivity of cells bearing p53 mutations. 
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expression of many genes that were induced in cells harboring wild-type p53, but showed 
induction of some genes that were not induced in the latter. The 245S mutant cell line showed 
a particularly marked increase in the expression of many TNF-associated genes upon 
irradiation. As the expression of TNF-associated genes inhibits apoptosis, this would explain 
the radioresistance of 245S cells. We also noticed that the expression of TNF-associated 
apoptosis-inducing genes, such as TNFSF9 (0.15), TNFSF10 (0.18) and TNFSF21 (0.22), was 
decreased by more than half, in the 245S mutant cell lines. We were unable to explain the 
radiosensitivity of other mutant cell lines upon induction of apoptosis-related genes.  
 

 
Table 1. Induction of gene expression in the apoptosis pathway by irradiation at 6 Gy. We 
listed the apoptosis genes whose expression was increased more than 2-fold in mutant cells. 
The numbers indicate the gene expression value in comparison with unirradiated Saos-2 
cells. The colored columns indicate more than a 2-fold increase. 

We speculated that certain genes might play an important role in making some cells 
radioresistant. In this connection, we listed those genes whose expression was increased 
more than 2-fold in radioresistant cells. Table 2 shows a list of genes whose expression was 
increased in more than 4 of the mutant strain of radioresistant cells. We paid attention to the 
level of gene expression in the radiosensitive mutant cells, because genes that play an 
important role in conferring radioresistance would be show lower levels of expression in 
radiosensitive cells. Expression of the genes CADPS2, DNPEP, NKTR, OVOS2, PSENEN, 
RASSF4, RBM14 and WTAP was not increased more than 2-fold in almost all of the 
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radiosensitive cells. CADPS2 acts as a calcium sensor in constitutive vesicle trafficking and 
secretion (Cisternas et al. 2003), and DNPEP is an aspartyl aminopeptidase that catalyzes the 
sequential removal of amino acids from the unblocked N termini of peptides and proteins 
(Nakamura et al. 2011). NKTR plays an important role in NK-cell cytotoxicity (Anderson et 
al. 1993). OVOS2 is a member of the ovostatin family and possesses trypsin-inhibitory 
activity (Saxxena and Tayyab, 1997). PSENEN (Presenilin enhancer-2) is a component of the 
-secretase complex which catalyzes the final cleavage of amyloid precursor protein to 
generate the toxic amiloid  protein, the major component of plaques in the brain of 
Alzheimer disease patients, and protects embryos from apoptosis (Zetterberg et al. 2006). 
RASSF4 binds directly to activated K-Ras in a GTP-dependent manner via the effector 
domain, thus exhibits the basic nature of a Ras effector and plays an important role in Ras-
dependent apoptosis (Eckfeld et al. 2004). RBM14 (CoAA) is a nuclear receptor coactivator 
protein at the interface of transcriptional coactivation and RNA splicing (Auboeuf et al. 
2004). WTAP (Wilms’ tumor 1-associating protein) is essential for embryonic development, 
and appears to exert an antiproliferative effect, inhibiting G1-to-S phase cell cycle transition 
and also promoting apoptosis (Small et al. 2007).  
 

 
Table 2. A list of the genes induced in radioresistant cells by irradiation at 6 Gy.  
We listed the genes that showed more than a 2-fold increase in almost all of the 
radioresistant cells. The numbers indicate the gene expression value in comparison with 
unirradiated Saos-2 cells. The colored columns indicate more than a 2-fold increase. 
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radiosensitive cells. CADPS2 acts as a calcium sensor in constitutive vesicle trafficking and 
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protein at the interface of transcriptional coactivation and RNA splicing (Auboeuf et al. 
2004). WTAP (Wilms’ tumor 1-associating protein) is essential for embryonic development, 
and appears to exert an antiproliferative effect, inhibiting G1-to-S phase cell cycle transition 
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Among these genes, RASSF4 and WTAP are related to apoptosis, but exert a negative effect 
on radioresistant. As PSENEN blocks apoptosis, this gene may play an important role in 
radioresistance. 
We approached this issue from the opposite perspective, and searched for genes that played 
an important role in conferring radiosensitivity. We listed genes showing more than a 2-fold 
increase in expression in radiosensitive cells. Table 3 shows a list of genes whose expression 
was increased in more than 4 of the radiosensitive mutant cell lines. Expression of CBR4, 
FOXP1, KPNA3, MFAP5, NEK3, TRIM2 and TRIM38 was not increased more than 2-fold in 
almost of all radioresistant cell lines. CBR4 (carbonyl reductase 4) is a mitochondrial 
NADPH-dependent quinine reductase that may be involved in the induction of apoptosis 
by cytotoxic 9, 10-phenanthrenequinone (Endo et al. 2008). FOXP1 is a forkhead 
transcription factor with functions in tissue and cell-type specific gene expression, and its 
gene is a direct target of p53-induced microRNA miR-34a (Rao et al. 2010). KPNA  
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(karyopherin-alpha) proteins are responsible for the transport of proteins into and out of the 
nucleus through the nuclear pore complex, and KPUNA3 contributes genetically to 
schizophrenia (Wei and Hemmings 2005). MFAP5 (microfibrillar associated protein 5), also 
known as a microfibril-associated protein (MAGP2), is a highly significant indicator of 
survival and chemosensitivity of the cells (Spivey and Banyard, 2010). NEK3 is a 
serine/threonine kinase that contributes to PRL-mediated breast cell cancer motility through 
mechanisms involving Rac1 activation and paxillin phosphorylation (Miller et al. 2007). 
TRIM (tripartite motif-containing) proteins are a family comprising more than 70 members 
in humans and contain conserved RING, G-box, coiled-coil, and SPRY domains, most of 
which are involved in protein ubiquitination, but only a few of them have been well studied. 
TRIM2 mediates the p42/p44 MAPK-dependent ubiquitination of Bim (Bcl-2-interacting 
mediator of cell death) in rapid ischemic tolerance, and suppression of TRIM2 expression 
stabilizes the level of Bim protein and blocks neuroprotection (Thompson et al. 2011). 
TRIM38 has E3 ubiquitin ligase activity and can be degraded during virus infection (Liu  
et al. 2011).  
As CBR4 is involved in the induction of apoptosis, this gene may play an important role in 
radiosensitivity. However, the precise role of these genes in radiosensitivity remains 
unknown.  
We have attempted to perform hierarchical clustering analysis of RNA expression in these 
mutant p53 cell lines using Gene Tree software, but were unable to find any clear 
relationship between radiosensitivity and gene expression. 

5. Conclusions 
Ionizing radiation is used extensively in medical diagnostic and treatment protocols. With a 
better understanding of radiation induced molecular processes, it might become possible to 
identify the radiosensitivity of individuals before the start of radiation therapy, leading to 
individualization of radiation treatment. Radiation-induced transcriptional responses have 
been studied using DNA microarray (Kis et al. 2006; Jen and Cheung, 2006). Some previous 
studies have also examined cells harboring mutant p53 using DNA microarray (Amandson 
et al. 2003; Scian et al. 2004), but they did not examine each type of mutation.  
In the present study, we prepared 15 mutant p53 cell lines, cells harboring wild-type p53 and 
Saos-2 cells (null for p53). We examined the radiosensitivity of the mutant cell lines and 
classified them as R (resistant), M (medium) or S (sensitive). We then studied the radiation-
induced transcriptional responses in these cell lines, and examined the relationship between 
their radiation-induced gene expression and radiosensitivity. We found some genes that 
appeared to have some correlation with radiosensitivity, for example PSENEN and CBR4. 
However, none of the genes directly determined the radiosensitivity of the cells. Further 
study will be needed to determine which of these genes is the main determinant of 
radiosensitivity. 
Radiosensitivity may be determined by several genes working in collaboration. Mutation of 
p53 leads not only to loss of function, but also gain of function. If such functions are related 
to growth arrest or DNA repair, then loss of function would confer radiosensitivity, and 
gain of function to radioresistance. On the other hand, if such functions are related to 
apoptosis, then loss of function would confer radioresistance and gain of function to 
radiosensitivity. Each mutation of p53 may thus lead to loss of function and gain of some 
other function at the same time. This makes it very difficult to determine whether a certain 
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classified them as R (resistant), M (medium) or S (sensitive). We then studied the radiation-
induced transcriptional responses in these cell lines, and examined the relationship between 
their radiation-induced gene expression and radiosensitivity. We found some genes that 
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study will be needed to determine which of these genes is the main determinant of 
radiosensitivity. 
Radiosensitivity may be determined by several genes working in collaboration. Mutation of 
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radiosensitivity. Each mutation of p53 may thus lead to loss of function and gain of some 
other function at the same time. This makes it very difficult to determine whether a certain 
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mutation of p53 leads to the radiosensitivity on the basis of transcriptional analysis alone. 
Recently it has been reported that many kinds of microRNAs related to tumorigenesis or 
apoptosis are regulated by p53 (He et al. 2007; Suzuki et al. 2009). Thus p53 regulates not 
only mRNA but also microRNA. The regulation of microRNA in each mutant p53 cell line 
would vary the degree of cell radiosensitivity. The available data suggest the importance of 
determining the type of mutation of p53 and examining the regulation of overall 
transcriptional control in individual tumor cells in the context of radiotherapy. 
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mutation of p53 leads to the radiosensitivity on the basis of transcriptional analysis alone. 
Recently it has been reported that many kinds of microRNAs related to tumorigenesis or 
apoptosis are regulated by p53 (He et al. 2007; Suzuki et al. 2009). Thus p53 regulates not 
only mRNA but also microRNA. The regulation of microRNA in each mutant p53 cell line 
would vary the degree of cell radiosensitivity. The available data suggest the importance of 
determining the type of mutation of p53 and examining the regulation of overall 
transcriptional control in individual tumor cells in the context of radiotherapy. 
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1. Introduction 
Regulation of gene expression is one of the fundamental mechanisms by which cells utilize 
the information in their DNA to obtain diverse characteristics, such as ability of 
differentiated cells to play specific roles and ability to respond to extracellular stresses 
including ionizing radiation (IR). The research on transcriptional regulation of genes after 
exposure to IR has a long history tracing back to early studies in late 1980’s. In those studies, 
expression of individual genes was separately measured by a classical hybridization 
method. Recently, however, functional genomics approaches, such as microarray profiling, 
enable us to simultaneously monitor the expression of thousands of genes, and are now 
recognized as a firmly established methodology in radiation biosciences. 
The porpose of investigation of transcriptional gene regulation by IR is primarily to gain an 
insight into how the human bodies respond to IR and eventually how radiation hazards 
develop. IR-induced hematopoietic death is an example where proapoptotic gene expression 
is enhanced in radiosensitive hematopoietic stem cells after exposure to high doses of IR, 
which causes untolerable loss of peripheral blood cells, ultimately resulting in the individual 
death. Secondary, the purpose of the reserach on transcriptional gene regulation is to search 
for biomarkers which indicate the quantitative IR-exposure records. Such biomarkers may 
help us estimate the exposed dose of public peolpe in the emergency cases. For these 
purposes, studies have been extensively carried out by lots of researchers, and plenty of 
insights were obtained. 
In this review article, some of these studies, including those carried out in our laboratory, 
will be overviewed with an emphasis on the important roles of a tumor supressor p53 in 
transcriptional regulation after IR exposure and organ-dependence of transcriptional 
regulation in vivo. Methodology for the research on transcriptional regulation is also briefly 
touched. And the future perspectives of the research on transcriptional responses to IR will 
be discussed. 

2. Studies with bacteria and yeasts 
The SOS response is a well known bacterial response to DNA damage (d'Ari, 1985). There is a 
group of bacterial genes called SOS genes which are induced by severe DNA damages causing 
stoppage of DNA synthesis. The SOS genes play roles in DNA repair, cell cycle arrest and 
mutagenesis. Under normal growth conditions, the SOS genes are negatively regulated by 
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LexA repressor protein by binding to a 20 bp consensus sequence (the SOS box) in the operator 
region for the SOS genes. RecA, one of the SOS gene products, is expressed at certain levels 
even in the repressed state, because of the low affinity of LexA to its SOS box. When DNA 
damages are produced, DNA polymerase is blocked at the damages, generating single 
stranded (ssDNA) regions at replication forks. RecA forms a filament around the ssDNA 
regions, and becomes activated. The activated RecA facilitates dissociation of the LexA 
repressor from the operator. Then the SOS genes are transcriptionarily activated (Figure 1). 
First, the genes having SOS box with a lower affinity to LexA repressor protein (such as lexA, 
recA, uvrA, uvrB, and uvrD) are fully induced in response to mild DNA damages. Thus the 
first SOS repair mechanism to be induced is nucleotide excision repair (NER). However, if 
NER is not capable of fixing the damage, the LexA is further inactivated, so the transcription of 
genes containing SOS box with a stronger affinity to LexA (such as sulA, umuD, umuC - these 
are expressed late) is induced. SulA binds to FtsZ causing aborted cell division, which results 
in filamentation and the induction of UmuDC-dependent mutagenic repair.  
Regulation of the SOS genes is utilized to detect the environmental mutagen and 
carcinogens (Oda et al., 1985). The umu-test is based on the ability of the DNA-damaging 
agents, most of which are potential carcinogens, to induce the umu operon. A bacterial 
strain containing a fusion gene of umuC and lacZ can be used to monitor the levels of umu 
operon expression by measuring the β-galactosidase activity. Using this strain, a wide range 
of environmental mutagens and carcinogens were shown to be inexpensively and 
sensitively screened.  
 

SOS-box recA

SOS-box uvrA SOS-box umuC

Lex
A

Lex
A

Lex
A

Lex
A

RecA

DNA damage

activated RecA

DNA repair (NER)
abortion of cell division 
mutagenic repair

weakly
repressed

Strongly
repressed

dissociation of LexA

replication fork

 
Fig. 1. Illustration of SOS response in bacterial cells. 

3. Methodology in research on transcriptional regulation in mammalian cells 
Transcriptional regulation of eukaryotic cells is usually mediated by binding of transcription 
factors (TF) to a DNA region (promoter) neighboring to the protein coding region of a gene. 
The activity of transcription is determined by a combination of basal TFs, such as RNA 
polymerase II, TATA binding protein (TBP), TBP-associated factor (TAF), and inducible TFs 
which act to either enhance or repress initiation of transcription by RNA polymerase II. 
Regulation of specific gene transcription is attributable to the inducible TFs. Therefore, 
identification of the inducible TF for IR-responsive genes provides important insight into 
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how the cells respond to IR. First, the methodologies in research on transcriptional 
regulation is briefly introduced below. 

3.1 Nuclear run-on analysis 
Transcriptional activity of a gene is usually measured, as an amount transcription products 
(mRNA), by Northern blot analysis. However, mRNA level does not necessarily represent 
the transcription rate accurately. Instead, a nuclear run-on assay is performed to measure 
the transcription rate at a certain time point, which often differ from steady state mRNA 
levels revealed by Northern blot analysis. It is believed that the nuclear run-on assay is the 
most reliable method to measure transcription rates directly.  
 

 
Fig. 2. Schematic illustration of the nuclear run-on assay. 

As illustrated in Figure 2, the cell nuclei are isolated rapidly, and incubated in a short period 
of time in the presence of radio-labelled nucleotides, and the transcribed products are 
hybridized to a slot-blotted cDNA of interested genes. 

3.2 Reporter gene analysis 
Reporter genes are the genes that confer the cells characteristics easily identified and 
measured. In order to investigate the promoter activity, the researchers often attach reporter 
genes to a DNA fragment containing regulatory elements, and introduce them into cultured 
cells. The promoter activity can be measured by signal intensity produced by reporter genes 
as shown in Figure 3. 
 

 
Fig. 3. Schematic illustration of reporter gene analysis. 
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3.3 Electrophoretic mobility shift assay 
An electrophoretic mobility shift assay (EMSA) is an affinity electrophoresis technique used 
to determine if a protein is capable of binding to a given DNA sequence, as well as to 
identify the protein molecule. It is often performed to study binding of TFs to promoter 
region of interested genes. Electrophoresis of a DNA-protein mixture on a polyacrylamide 
gel can separate the protein-bound DNA from unbound DNA fragments, producing an 
additional band on the gel that represents the less mobile complex of DNA bound to protein 
(Figure 4). The DNA fragment is usually radio-labeled to be visible. An antibody that 
recognizes the protein is often added to the DNA-protein mixture to form an even larger 
complex with a greater shift. This method, called as a supershift assay, is used to 
unambiguously identify a protein present in the DNA-protein complex.  
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Fig. 4. Scematic illustration of electrophoretic mobility shift assay (EMSA) 

3.4 DNase I footprinting assay 
A DNase I footprinting assay is a molecular biological technique by which DNA-protein 
interaction can be detected and located using the fact that a DNA region bound to proteins 
is often protected from enzymatic cleavage (Figure 5). The method uses an enzyme, 
deoxyribonuclease I(DNnase I, for short) to cut the radioactively end-labeled DNA, 
followed by gel electrophoresis to detect the resulting cleavage pattern. 
 

 
Fig. 5. Schematic illustration of DNase I footprinting assay 
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3.5 Chromatin immunoprecipitation assay 
Chromatin Immunoprecipitation (ChIP) is a technique used to investigate the interaction 
between proteins and DNA in the cell, especially to determine whether specific proteins are 
interacted with specific genomic regions. It is applicable to investigate interaction of TFs 
with promoters in vivo. Protein and genomic DNA are temporarily crosslinked in vivo, and 
the DNA-protein complexes are fragmented by shear stresses as illustrated in Figure 6. Then 
the DNA fragments associated with the proteins of interest are selectively 
immunoprecipitated by using antibodies specific to those proteins. The associated DNA 
fragments are purified and their sequence is determined.  
 

 
Fig. 6. Schematic illustration of Chromatin Immunoprecipitation assay 

4. p53-mediated regulation of gene transcription after IR in cultured cells 
Systematic studies on transcriptional regulation of mammalian genes have started in late 
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damaging agents and growth arrest signals, and were therefore called as gadd (growth 
arrest and DNA damage responsive) genes. The most widely characterized of these genes is 
GADD45A. The increase in GADD45A protein levels is correlated with a block in S phase 
progression as well as a stimulation of DNA repair (Smith, et al., 1994, Chan, et al., 1995, 
Zhan, et al., 1994). GADD45A gene was soon shown to respond to IR through a tumor 
supressor p53. The function of p53 in DNA damage responses was vigorously investigated 
at that time, and its pivotal roles as the guardian of the genome was established (Fei & El-
Deiry, 2003). P53 functions primarily as a TF, and has been shown to be involved in multiple 
cellular pathways including cell cycle arrest, apoptosis, DNA repair, and so on, by  
controling many other genes. CDKN1A (p21CIP1/WAF1) gene is another member of gadd genes 
which was identified among 20 clones originally isolated by cDNA subtraction. CDKN1A 
gene is induced after exposure to IR also through p53, and inhibits the cycln dependent 
kinase activity resulting in arrest of cell cycle progression at G1/S border (Hartwell & 
Weinert, 1989). Although both of GADD45A and CDKN1A were clearly demonstrated to be 
regulated through p53, involvement of other TFs has not been investigated. Elucidation of a 
set of TFs involved in gene regulation after IR should be pivotal for understanding of 
delicate mechanisms for biological responses to IR which include variety of cellular 
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3.3 Electrophoretic mobility shift assay 
An electrophoretic mobility shift assay (EMSA) is an affinity electrophoresis technique used 
to determine if a protein is capable of binding to a given DNA sequence, as well as to 
identify the protein molecule. It is often performed to study binding of TFs to promoter 
region of interested genes. Electrophoresis of a DNA-protein mixture on a polyacrylamide 
gel can separate the protein-bound DNA from unbound DNA fragments, producing an 
additional band on the gel that represents the less mobile complex of DNA bound to protein 
(Figure 4). The DNA fragment is usually radio-labeled to be visible. An antibody that 
recognizes the protein is often added to the DNA-protein mixture to form an even larger 
complex with a greater shift. This method, called as a supershift assay, is used to 
unambiguously identify a protein present in the DNA-protein complex.  
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Fig. 4. Scematic illustration of electrophoretic mobility shift assay (EMSA) 

3.4 DNase I footprinting assay 
A DNase I footprinting assay is a molecular biological technique by which DNA-protein 
interaction can be detected and located using the fact that a DNA region bound to proteins 
is often protected from enzymatic cleavage (Figure 5). The method uses an enzyme, 
deoxyribonuclease I(DNnase I, for short) to cut the radioactively end-labeled DNA, 
followed by gel electrophoresis to detect the resulting cleavage pattern. 
 

 
Fig. 5. Schematic illustration of DNase I footprinting assay 
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pathways. In the following sections, researches performed in our laboratory on regulation 
mechanisms for the GADD45A and CDKN1A genes are reviewed. 

4.1 Regulation GADD45A gene 
In human cells, GADD45A is up-regulated in response to IR. Figure 7 is a Northern blot 
analysis for induction of the GADD45A gene expression in human breast adenocarcinoma 
cell line MCF7 after exposure to IR. The induction was transient with the maximum 
induction at 2 h after irradiation. 
 

 
 

Fig. 7. Northern analysis for induction of the GADD45A gene expression after exposure to 
IR. (A) Total RNA isolated from the MCF-7 cells at various time intervals after irradiation 
with 10 Gy of X-rays was hybridized with a GADD45A gene-specific probe. The GAPDH 
gene was used as a control. (B) Induction of the GADD45A gene after irradiation with 
various doses of X-rays was analyzed. (Reproduced with permission of Elsevier B. V. from 
Ref (Daino et al., 2006)) 

To search for the DNA element functioning in transcriptional regulation of the GADD45A 
gene, a series of reporter gene constructs were designed. As the p53 recognition sequence 
was known to reside in the third intron, the third intron was fused to the 3’ end of the 
luciferase gene (luc +) (Figure 8A). MCF-7 cells were transiently transfected with these 
constructs, and luciferase activity was measured after treatment with or without X-rays. As 
shown in Figure 8B, constructs P/I through P6/I gave rise to a similar level of the basal 
luciferase activity, suggesting that there was no major DNA element functioning in 
transcriptional activity in the -2244 bp/-107 bp region. However, when the 5‘ flanking 
region was truncated to -62 bp in P7/I, the luciferase activity was drastically decreased, 
suggesting that a regulatory element required for the basal expression of the GADD45A  
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Fig. 8. Reporter gene analysis for the promoter activity of the GADD45A gene. (A) Various 
GADD45A-luciferase constructs are schematically illustrated. The light gray bars and the 
dark gray bars represent the 5’-flanking region and the third intron region of the GADD45A 
gene, respectively. The transcription start site is indicated by an arrow. The nucleotide 
sequence of the region, which reduced the basal promoter activity significantly as shown in 
(B), is presented at the bottom. Two OCT sites and a CCAAT box are underlined. (B) MCF-7 
cells transiently transfected with reporter constructs were either irradiated with 10 Gy of X-
rays (closed bars) or mock-treated as a control (open bars), and the luciferase activity in the 
cell lysates prepared 5 h after irradiation was measured. The relative light unit (RLU) per 
protein concentration is plotted. (C), Fold-induction of the luciferase activity after 
irradiation with 10 Gy of X-rays is plotted. Results are the mean of at least three 
independent experiments. Error bars represent the S.D. (*** p < 0.001 versus P/I, student’s t-
test). (Reproduced with permission of Elsevier B. V. from Ref (Daino et al., 2006)) 
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gene was present in the region between -107 bp and -62 bp. There were two OCT sites and 
one CCAAT box in this region (Figure 8A). It was thought that these OCT and CCAAT 
elements functioned as the core promoter because a canonical TATA sequences could not be 
found. It can be seen, in Figure 8C, that fold-induction of luciferase expression after 
irradiation with 10 Gy of X-rays was not reduced even when the 5’-flanking region was 
deleted down to -39 bp. This result indicated the absence of major regulatory elements 
functioning in response to IR in the upstream region of the GADD45A gene.  
When the region +1747 bp/+2488 bp in the third intron was deleted, the luciferase activity 
was not so much reduced. However, when the region +1625 bp/+2488 bp was deleted, the 
luciferase activity was decreased dramatically (data not shown), suggesting the presence of 
a DNA element, in +1625/+1746, that plays a role in the basal expression of the GADD45A 
gene. As AP-1 recognition element existed at the locus +1625 bp/+1631 bp, we constructed 
another reporter gene experiment with a plasmid (P6/I AP-1m) in which the AP-1 
recognition sequence was mutated (Figure 9A). As shown in Figure 9B, the basal luciferase 
expression from P6/I AP-1m was drastically reduced compared with P6/I which contains 
wild type AP1 sequence. This result demonstrate the important role of AP-1. Deletion of the 
p53 site (P6/I p53∆) also resulted in reduction of basal luciferase activity compared to that of  
the P6/I construct. Then it was suggested that both the AP-1 and p53 sites in the third intron 
of the GADD45A gene are critical for the basal expression. Concerning IR responsiveness, 
Figure 9C shows that deletion of the p53 site (P6/I p53∆) diminished IR-response, while fold 
induction for the construct containing the mutated AP-1 site (P6/I AP-1m) was reduced, 
suggesting that the AP-1 site contributes to a part of p53-dependent transcriptional 
activation of the GADD45A gene after exposure to IR. 
It was speculated that transiently transfected plasmid DNAs may not form tight chromatin 
complexes. Then, we used the recombinant adeno-associated virus (rAAV) vectors, which 
can stably integrate reporter genes into the genome of host cells. As a result, a remarkably 
higher fold-induction of luciferase expression (~3.4-fold, rAAV-P6/I) could be observed 
after IR irradiation as shown in Figure 9D. With this vector system, rAAV-P6/I AP-1m 
containing mutation at the AP-1 site gave rise to significantly decreased fold induction 
compared to the rAAV-P6/I construct (Figure 9E). Taken together, these results indicate that 
the AP-1 recognition site plays a significant role in the p53-dependent transcriptional 
activation of the GADD45A gene by IR. 
When EMSA was performed with a DNA probe containing the AP-1 recognition sequence 
and nuclear extracts from MCF-7 cells, DNA-protein complexes were created. And these 
DNA-protein complexes disappeared when an anti-JunD antibody was added in the DNA-
protein mixture. This result indicated the presence of JunD in the DNA-protein complexes.  
When ChIP assay was carried out (Figure 10A), the binding of p53 and JunD to the third 
intron of the GADD45A gene was confirmed. However they were detected even in 
unirradiated cells. While the affinity of p53 to its site in the intron 3 was enhanced in X-ray-
irradiated cells (Figure 10C), the bining of JunD to its recognition site was not increased in 
the X-ray irradiated cells (Figures. 10B and 10C). The binding of phospho-p53 (Ser20) to the 
p53 site was detected only in X-ray-irradiated cells (Figure 10C). These results indicated that 
JunD constitutively binds to the third intron of the GADD45A gene even in unstressed cells 
in vivo. JunD is considered to play an important role both in basal expression of the 
GADD45A gene and in transcriptional enhancement after IR irradiation via binding to the 
AP-1 site in the third intron. 
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Fig. 9. Requirement of p53 and AP-1 recognition sites for both basal expression and 
transcriptional enhancement of the GADD45A gene after exposure to IR. (A) Mutant 
GADD45A-luciferase constructs are schematically illustrated. The light gray bars and the 
dark gray bars represent the 5’-flanking region and the third intron region of the GADD45A 
gene, respectively. The nucleotide sequences at the p53-deletion in P6/I p53∆ and the AP-1 
mutation in P6/I AP-1m are shown on the right of the panel. The small letters represent the 
substituted nucleotides. The closed box and open box represent the p53 site and the AP-1 
site, respectively. The arrowhead represents the site of p53-deletion, and the hatched box 
represents the mutated AP-1 site. (B) MCF-7 cells transiently transfected with reporter 
constructs were either irradiated with 10 Gy of X-rays (closed bars) or mock-treated as a 
control (open bars), and luciferase activity in the cell lysates prepared 5 h after irradiation 
was measured. The relative light unit (RLU) per protein concentration is plotted. (C) Fold-
induction of the luciferase activity after irradiation with 10 Gy of X-rays is plotted. Results 
are the mean of at least three independent experiments. Error bars represent the S.D. (** p < 
0.01, *** p < 0.001 versus P6/I, student’s t-test). (D) and (E) MCF-7 cells transduced with 
reporter constructs by use of rAAV were either irradiated with 10 Gy of X-rays or mock-
treated, and luciferase activity in the cell lysates prepared 5 h after irradiation was 
measured. Fold-induction of luciferase activity after irradiation with 10 Gy of X-rays is 
plotted. Results are the mean of at least three independent experiments. Error bars represent 
the S.D. (** p < 0.01 versus P6/I, student’s t-test). (Reproduced with permission of Elsevier 
B. V. from Ref (Daino et al., 2006)) 
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gene was present in the region between -107 bp and -62 bp. There were two OCT sites and 
one CCAAT box in this region (Figure 8A). It was thought that these OCT and CCAAT 
elements functioned as the core promoter because a canonical TATA sequences could not be 
found. It can be seen, in Figure 8C, that fold-induction of luciferase expression after 
irradiation with 10 Gy of X-rays was not reduced even when the 5’-flanking region was 
deleted down to -39 bp. This result indicated the absence of major regulatory elements 
functioning in response to IR in the upstream region of the GADD45A gene.  
When the region +1747 bp/+2488 bp in the third intron was deleted, the luciferase activity 
was not so much reduced. However, when the region +1625 bp/+2488 bp was deleted, the 
luciferase activity was decreased dramatically (data not shown), suggesting the presence of 
a DNA element, in +1625/+1746, that plays a role in the basal expression of the GADD45A 
gene. As AP-1 recognition element existed at the locus +1625 bp/+1631 bp, we constructed 
another reporter gene experiment with a plasmid (P6/I AP-1m) in which the AP-1 
recognition sequence was mutated (Figure 9A). As shown in Figure 9B, the basal luciferase 
expression from P6/I AP-1m was drastically reduced compared with P6/I which contains 
wild type AP1 sequence. This result demonstrate the important role of AP-1. Deletion of the 
p53 site (P6/I p53∆) also resulted in reduction of basal luciferase activity compared to that of  
the P6/I construct. Then it was suggested that both the AP-1 and p53 sites in the third intron 
of the GADD45A gene are critical for the basal expression. Concerning IR responsiveness, 
Figure 9C shows that deletion of the p53 site (P6/I p53∆) diminished IR-response, while fold 
induction for the construct containing the mutated AP-1 site (P6/I AP-1m) was reduced, 
suggesting that the AP-1 site contributes to a part of p53-dependent transcriptional 
activation of the GADD45A gene after exposure to IR. 
It was speculated that transiently transfected plasmid DNAs may not form tight chromatin 
complexes. Then, we used the recombinant adeno-associated virus (rAAV) vectors, which 
can stably integrate reporter genes into the genome of host cells. As a result, a remarkably 
higher fold-induction of luciferase expression (~3.4-fold, rAAV-P6/I) could be observed 
after IR irradiation as shown in Figure 9D. With this vector system, rAAV-P6/I AP-1m 
containing mutation at the AP-1 site gave rise to significantly decreased fold induction 
compared to the rAAV-P6/I construct (Figure 9E). Taken together, these results indicate that 
the AP-1 recognition site plays a significant role in the p53-dependent transcriptional 
activation of the GADD45A gene by IR. 
When EMSA was performed with a DNA probe containing the AP-1 recognition sequence 
and nuclear extracts from MCF-7 cells, DNA-protein complexes were created. And these 
DNA-protein complexes disappeared when an anti-JunD antibody was added in the DNA-
protein mixture. This result indicated the presence of JunD in the DNA-protein complexes.  
When ChIP assay was carried out (Figure 10A), the binding of p53 and JunD to the third 
intron of the GADD45A gene was confirmed. However they were detected even in 
unirradiated cells. While the affinity of p53 to its site in the intron 3 was enhanced in X-ray-
irradiated cells (Figure 10C), the bining of JunD to its recognition site was not increased in 
the X-ray irradiated cells (Figures. 10B and 10C). The binding of phospho-p53 (Ser20) to the 
p53 site was detected only in X-ray-irradiated cells (Figure 10C). These results indicated that 
JunD constitutively binds to the third intron of the GADD45A gene even in unstressed cells 
in vivo. JunD is considered to play an important role both in basal expression of the 
GADD45A gene and in transcriptional enhancement after IR irradiation via binding to the 
AP-1 site in the third intron. 
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Fig. 9. Requirement of p53 and AP-1 recognition sites for both basal expression and 
transcriptional enhancement of the GADD45A gene after exposure to IR. (A) Mutant 
GADD45A-luciferase constructs are schematically illustrated. The light gray bars and the 
dark gray bars represent the 5’-flanking region and the third intron region of the GADD45A 
gene, respectively. The nucleotide sequences at the p53-deletion in P6/I p53∆ and the AP-1 
mutation in P6/I AP-1m are shown on the right of the panel. The small letters represent the 
substituted nucleotides. The closed box and open box represent the p53 site and the AP-1 
site, respectively. The arrowhead represents the site of p53-deletion, and the hatched box 
represents the mutated AP-1 site. (B) MCF-7 cells transiently transfected with reporter 
constructs were either irradiated with 10 Gy of X-rays (closed bars) or mock-treated as a 
control (open bars), and luciferase activity in the cell lysates prepared 5 h after irradiation 
was measured. The relative light unit (RLU) per protein concentration is plotted. (C) Fold-
induction of the luciferase activity after irradiation with 10 Gy of X-rays is plotted. Results 
are the mean of at least three independent experiments. Error bars represent the S.D. (** p < 
0.01, *** p < 0.001 versus P6/I, student’s t-test). (D) and (E) MCF-7 cells transduced with 
reporter constructs by use of rAAV were either irradiated with 10 Gy of X-rays or mock-
treated, and luciferase activity in the cell lysates prepared 5 h after irradiation was 
measured. Fold-induction of luciferase activity after irradiation with 10 Gy of X-rays is 
plotted. Results are the mean of at least three independent experiments. Error bars represent 
the S.D. (** p < 0.01 versus P6/I, student’s t-test). (Reproduced with permission of Elsevier 
B. V. from Ref (Daino et al., 2006)) 
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Fig. 10. Chromatin immunoprecipitation (ChIP) analysis for the in vivo binding of JunD at 
the third intron. (A) Schematic illustration of genomic structure of the GADD45A gene. PCR 
primers were designed to amplify the region containing both the p53 site and the AP-1 site, 
as represented by arrows. (B) ChIP analysis was performed with MCF-7 cells, unirradiated 
(B) or exposed to 10 Gy of X-rays with 1.5 h postincubated (C). Sheared chromatin was 
incubated without antibodies (no Ab) or with the IgG, anti-p53 antibody, anti-JunD 
antibody, and anti-phospho-p53 (Ser20) antibody. Immunoprecipitants were analyzed by 
PCR. The GAPDH promoter containing neither an AP-1 nor p53 site was analyzed as a 
negative control. PCR was performed for 32 cycles, which was in the linear range of 
amplification, except for the case using the sample prepared from X-ray-treated cells with 
the anti-p53 antibody. (Reproduced with permission of Elsevier B. V. from Ref (Daino et al., 
2006)) 

4.2 Regulation CDKN1A gene 
Regulation of CDKN1A gene after exposure to IR occurs in transcription level as shown by a 
nuclear run-on analysis (Figure 11). While the induction kinetics of CDKN1A is similar to 
that of GADD45A, the fold-increase of CDKN1A is much higher, and is thought to be one of 
the most responsive genes to IR. 
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Fig. 11. Nuclear run-on analysis for transcription rates of the CDKN1A and GADD45 genes 
in human myeloblastic leukemia cell line ML-1 after irradiation with 0.5 Gy of X-rays. (A) 
The resulting hybridization images. cDNA probes were blotted as shown in the right side 
panel. (B) The signal intensity was analyzed and plotted. (Reproduced with permission of 
Radiation Research Society of the USA from Ref (Daino et al., 2002)) 

The functional DNA region involved in the p53-mediated IR response was investigated by 
reporter gene analysis using AAV vectors, which can give rise to remarkably high 
responsiveness to IR as shown in Figure 12A. A series of reporter gene constructs with or 
without deletions in the 5 flanking region of the CDKN1A gene was prepared as shown in 
Figure 12B, and were transduced into MCF-7 cells. The p53 recognition site at –2.2 kb was 
preserved in every construct. It can be seen, in Figure 12C, that the fold induction of 
luciferase activity increased linearly with radiation dose for every constructs. However, IR 
responsiveness of the constructs rAAV-del2, rAAV-del4 and rAAV-del5 was much reduced 
compared to that of rAAV-PLS which contains an intact 5 flanking region of the CDKN1A 
gene, suggesting the presence of pivotal DNA elements for IR responsiveness in the regions 
–1962 bp/–1679 bp (rAAV-del2), –1398 bp/–1119 bp (rAAV-del4), and –1118 bp/–839 bp 
(rAAV-del5).  
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The functional DNA region involved in the p53-mediated IR response was investigated by 
reporter gene analysis using AAV vectors, which can give rise to remarkably high 
responsiveness to IR as shown in Figure 12A. A series of reporter gene constructs with or 
without deletions in the 5 flanking region of the CDKN1A gene was prepared as shown in 
Figure 12B, and were transduced into MCF-7 cells. The p53 recognition site at –2.2 kb was 
preserved in every construct. It can be seen, in Figure 12C, that the fold induction of 
luciferase activity increased linearly with radiation dose for every constructs. However, IR 
responsiveness of the constructs rAAV-del2, rAAV-del4 and rAAV-del5 was much reduced 
compared to that of rAAV-PLS which contains an intact 5 flanking region of the CDKN1A 
gene, suggesting the presence of pivotal DNA elements for IR responsiveness in the regions 
–1962 bp/–1679 bp (rAAV-del2), –1398 bp/–1119 bp (rAAV-del4), and –1118 bp/–839 bp 
(rAAV-del5).  
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Fig. 12. DNA regions functioning in the IR response of the CDKN1A gene. A: Reporter gene 
constructs containing the luciferase gene under the control of the CDKN1A gene promoter 
were either transfected by electroporation (PLS) or transduced by rAAV vectors (rAAV-PLS) 
into MCF-7 cells. The cells were irradiated with X-rays and assayed for luciferase activity 5 h 
after irradiation or mock treatment. Results are the means of three independent 
experiments. Error bars represent the S.D. B: The reporter gene constructs with or without 
deletions in the 5 flanking region are schematically represented. The TP53 site at –2.2 kb is 
indicated by a heavy line. These constructs were transduced into MCF-7 cells using rAAV 
vectors. C: X-ray response of each construct was assayed in the dose range of 0.2-2.0 Gy. 
Since the fold induction increased linearly with dose, the slope was used as an index of IR 
responsiveness. Results are the mean of three independent experiments. Error bars 
represent the S.D. (Reproduced with permission of Elsevier B. V. from Ref (Nenoi et al., 
2009)) 

 
Modulation of Gene Expression After Exposure to Ionizing Radiation 

 

141 

 

 
Fig. 13. Reporter vectors were constructed in which the Oct-1 site at –1.8 kb, TP53 site at –1.4 
kb, and Oct-1 site at –1.1 kb were specifically deleted, resulting in rAAV-del2/Oct1, rAAV-
del4/TP53, and rAAV-del5/Oct1, respectively (D). X-ray response of each construct was 
assayed at a dose range of 0.2-2.0 Gy (E). (Reproduced with permission of Elsevier B. V. 
from Ref (Nenoi et al., 2009)) 

The potential recognition sequences for TFs were searched in these regions, and Oct-1 
recognition sequences were found at –1.8 kb and –1.1 kb. It was interesting to note that Oct-1 
is the TF involved in regulation of IR-responsive genes GADD45A, Prx1, Notch1, and 
endothelial lipase, suggesting that Oct-1 may play a role in regulation of variety of IR-
responsive genes by cooperating with p53. Then, mutant reporter vectors rAAV-del2/Oct1, 
rAAV-del4/TP53, and rAAV-del5/Oct1 were constructed in which the Oct-1 site at –1.8 kb, 
the p53 site at –1.4 kb, and the Oct-1 site at –1.1 kb, respectively, were specifically deleted 
(Figure 13A). Figure 13B shows that the IR responsiveness of these reporter constructs was 
mostly diminished, indicating that the recognition sequences for these TFs play pivotal roles 
in the IR response of the CDKN1A gene promoter. 
EMSA analysis revealed that the DNA probes Oct-1/–1.8kb (Figure 14A) and Oct-1/–1.1kb 
(Figure 14B) could form complexes with nuclear proteins as indicated by arrows. These 
bands were supershifted by addition of anti-Oct-1 antibodies and competed away by 
addition of an excess amount of unlabeled oligonucleotides containing the Oct-1 consensus 
sequence. These results demonstrate Oct-1 could bind to its recognition sequences at -1.8 kb 
and -1.1 kb. However, binding of Oct-1 to these sites was not X ray-dependent. In 
accordance with the EMSA analysis, constitutive binding of Oct-1 to the sites at –1.8 kb and 
–1.1 kb was observed by ChIP analysis as shown in Figures 14C and 14E. In contrast, 
binding of p53 to the site at –1.4 kb was not constitutive but inducible after irradiation 
(Figure 14D). 
Overall, it was considered that Oct-1 is constitutively bound to the sites at –1.8 kb and –1.1 
kb and plays a cooperative role with p53 in induction of the CDKN1A gene promoter in 
response to IR. 
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addition of an excess amount of unlabeled oligonucleotides containing the Oct-1 consensus 
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and -1.1 kb. However, binding of Oct-1 to these sites was not X ray-dependent. In 
accordance with the EMSA analysis, constitutive binding of Oct-1 to the sites at –1.8 kb and 
–1.1 kb was observed by ChIP analysis as shown in Figures 14C and 14E. In contrast, 
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Overall, it was considered that Oct-1 is constitutively bound to the sites at –1.8 kb and –1.1 
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Fig. 14. DNA/chromatin binding of Oct-1. In vitro DNA binding of Oct-1 to the sites at –1.8 
kb (A) and –1.1 kb (B) was analyzed by EMSA. Sequences of the probe and competitor 
oligonucleotides for Oct-1 are described in the text. Arrows indicate the DNA-protein 
complex containing Oct-1. Arrowheads indicate the supershifts caused by addition of anti-
Oct-1 antibodies. In vivo chromatin binding of Oct-1 and TP53 was analyzed by ChIP. MCF-
7 cells were either not irradiated or irradiated with 2.0 Gy of X-rays. After a period of 1.5 h, 
the chromatin was immunoprecipitated with anti-Oct-1 antibodies (C and E) or anti-p53 
antibodies (D). Normal rabbit IgG was used as a control. Binding of the factors to chromatin 
was assessed using site-specific PCR. (Reproduced with permission of Elsevier B. V. from 
Ref (Nenoi et al., 2009)) 

5. In vivo studies 
Regulated initiation of DNA replication (entry of S-phase) is one of the important cellular 
responses to IR. When DNA damages are produced by IR, multiple factors involved in cell 
cycle regulation such as CDKN1A which causes cell cycle arrest at G1/S are modulated. The 
so-called checkpoint regulation is thought to be necessary for sufficient repair of damaged 
DNA before DNA replication. However, the checkpoint regulation is absent in some of fully 
differentiated cells such as those in vivo organs. Thus, the cellular response to IR in vivo is 
much different from that in cultured cells, and it should have wide variety. In order to 
understand the difference in transcriptional responses to IR between tissues of mammals 
and also to reveal the underlying mechanisms for those differences, a microarray analysis of 
the global gene expression profile is a promising approach. There have been lots of in vitro 
studies investigating gene expression modulation after exposure to IR, where evident 
modulation of genes associated with DNA repair, stress response, cell cycle and apoptosis 
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and the pivotal role played by p53 have been elucidated. However, few studies investigated 
the in vivo modulation of gene expression profiles after exposure to IR and its underlying 
mechanisms. Especially importance of studies with low dose and low dose-rate IR which 
people may encounter in social life should be emphasized. 

5.1 Modulation of gene expression in the kidneys and testes of mice after  
exposure to IR 
C57BL/6J mice were continuously irradiated with γ-rays for 485 days at the dose-rates in 
the range of 0.032 – 13 μGy/min. The lowest dose rates were only about 10 times higher 
than the normal background level. Gene expression profiles in the kidney and testis from 
irradiated and unirradiated mice were analyzed, and differentially expressed genes were 
identified after the standard procedure of quality control of the data. By hierarchical cluster 
analysis of differentially expressed genes (Figure 15), it was suggested that expression of the  
 

 
Fig. 15. Hierarchical cluster analysis of genes whose expression was modulated after 
irradiation with a statistical significance in the kidney. A: Expression levels of 621 of 
significantly modulated genes are indicated by color. Green, yellow, and red colors 
represent low, medium, and high expression, respectively. On the basis of the expression 
pattern, genes were classified into 16 clusters. B: Expression profiles of genes in each of the 
16 clusters are collectively shown. C: Gene Ontology categories significantly overlapped 
with the gene clusters are shown. No Gene Ontology categories significantly similar to the 
clusters other than C1, C10 and C13 were found. (Reproduced with permission of the 
Japanese Radiation Research Society from Ref (Taki et al., 2009)) 
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Fig. 14. DNA/chromatin binding of Oct-1. In vitro DNA binding of Oct-1 to the sites at –1.8 
kb (A) and –1.1 kb (B) was analyzed by EMSA. Sequences of the probe and competitor 
oligonucleotides for Oct-1 are described in the text. Arrows indicate the DNA-protein 
complex containing Oct-1. Arrowheads indicate the supershifts caused by addition of anti-
Oct-1 antibodies. In vivo chromatin binding of Oct-1 and TP53 was analyzed by ChIP. MCF-
7 cells were either not irradiated or irradiated with 2.0 Gy of X-rays. After a period of 1.5 h, 
the chromatin was immunoprecipitated with anti-Oct-1 antibodies (C and E) or anti-p53 
antibodies (D). Normal rabbit IgG was used as a control. Binding of the factors to chromatin 
was assessed using site-specific PCR. (Reproduced with permission of Elsevier B. V. from 
Ref (Nenoi et al., 2009)) 

5. In vivo studies 
Regulated initiation of DNA replication (entry of S-phase) is one of the important cellular 
responses to IR. When DNA damages are produced by IR, multiple factors involved in cell 
cycle regulation such as CDKN1A which causes cell cycle arrest at G1/S are modulated. The 
so-called checkpoint regulation is thought to be necessary for sufficient repair of damaged 
DNA before DNA replication. However, the checkpoint regulation is absent in some of fully 
differentiated cells such as those in vivo organs. Thus, the cellular response to IR in vivo is 
much different from that in cultured cells, and it should have wide variety. In order to 
understand the difference in transcriptional responses to IR between tissues of mammals 
and also to reveal the underlying mechanisms for those differences, a microarray analysis of 
the global gene expression profile is a promising approach. There have been lots of in vitro 
studies investigating gene expression modulation after exposure to IR, where evident 
modulation of genes associated with DNA repair, stress response, cell cycle and apoptosis 
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and the pivotal role played by p53 have been elucidated. However, few studies investigated 
the in vivo modulation of gene expression profiles after exposure to IR and its underlying 
mechanisms. Especially importance of studies with low dose and low dose-rate IR which 
people may encounter in social life should be emphasized. 

5.1 Modulation of gene expression in the kidneys and testes of mice after  
exposure to IR 
C57BL/6J mice were continuously irradiated with γ-rays for 485 days at the dose-rates in 
the range of 0.032 – 13 μGy/min. The lowest dose rates were only about 10 times higher 
than the normal background level. Gene expression profiles in the kidney and testis from 
irradiated and unirradiated mice were analyzed, and differentially expressed genes were 
identified after the standard procedure of quality control of the data. By hierarchical cluster 
analysis of differentially expressed genes (Figure 15), it was suggested that expression of the  
 

 
Fig. 15. Hierarchical cluster analysis of genes whose expression was modulated after 
irradiation with a statistical significance in the kidney. A: Expression levels of 621 of 
significantly modulated genes are indicated by color. Green, yellow, and red colors 
represent low, medium, and high expression, respectively. On the basis of the expression 
pattern, genes were classified into 16 clusters. B: Expression profiles of genes in each of the 
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with the gene clusters are shown. No Gene Ontology categories significantly similar to the 
clusters other than C1, C10 and C13 were found. (Reproduced with permission of the 
Japanese Radiation Research Society from Ref (Taki et al., 2009)) 
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genes involved in mitochondrial oxidative phosphorylation was elevated in the kidney after 
irradiation at the dose-rates of 0.65 μGy/min (the level of dose rate comparable to that in the 
spaceshuttle) and 13 μGy/min. A particular mitochondrial response may have occurred 
after low dose rate irradiation. It was reported that several cell cycle-related genes are up-
regulated in the kidney after acute whole-body irradiation with 10 Gy of γ-rays (Zhao et al., 
2006). However, we did not observe such gene modulation after irradiation at 13μGy/min 
We did not either extract clusters of significantly modulated genes that overlapped with the 
Gene Ontology category “cell cycle” (Figure 15C). These results suggested that modulation 
of the cell cycle-related genes in vivo following exposure to radiation may have a dose-rate 
threshold.  
It was also demonstrated that alteration of the gene expression profile in the testis was 
largely different from that in the kidney. Gene Ontology categories “DNA metabolism”, 
“response to DNA damage” and “DNA replication” were significantly overlapped to up-
regulated genes in the testis in a dose rate-dependent manner (Figure 16). These results 
provide fundamental insight into the organ-specific responses to IR. 
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Fig. 16. Hierarchical cluster analysis of genes whose expression was significantly modulated 
after irradiation in the testis. A: Expression levels of 2056 of significantly modulated genes 
are indicated by color. On the basis of the expression pattern, genes were classified into 16 
clusters. The cluster 12 contained no gene. B: Expression profiles of genes in each of the 16 
clusters are collectively shown. C: Gene Ontology categories significantly overlapped with 
the gene clusters C1, C2, C9 and C10 are shown. (Reproduced with permission of the 
Japanese Radiation Research Society from Ref (Taki et al., 2009)) 
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5.2 Transcription factors 
By use of microarray data, it is possible to pick up TFs whose recognition sequences are 
preferentially identified in the promoter of genes modulated by IR. These TFs are suggested  
 

E47   AP-4  Elk-1 NF-kappaB Evi-1 Evi-1 CDP   S8    HFH-1 Brn-2 HSF1  
(p65) (AGAY · ·) (NGAT · ·)

unchanged 0.538 0.032 0.591 0.430 0.505 0.280 0.086 0.935 0.624 0.656 0.742
down-regulated 0.595 0.119 0.571 0.643 0.595 0.119 0.000 0.976 0.571 0.500 0.738

na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000
P 0.556 0.059 0.585 0.496 0.533 0.230 0.059 0.948 0.607 0.607 0.741
Z 0.624 1.977 0.218 2.289 0.969 2.053 1.960 0.988 0.575 1.717 0.047

unchanged 0.538 0.032 0.591 0.430 0.505 0.280 0.086 0.935 0.624 0.656 0.742
up-regulated 0.346 0.077 0.346 0.692 0.308 0.192 0.000 0.808 0.308 0.423 0.538

na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000
P 0.496 0.042 0.538 0.487 0.462 0.261 0.067 0.908 0.555 0.605 0.697
Z 1.726 1.004 2.217 2.365 1.787 0.896 1.548 1.989 2.866 2.147 1.997

down-regulated 0.595 0.119 0.571 0.643 0.595 0.119 0.000 0.976 0.571 0.500 0.738
up-regulated 0.346 0.077 0.346 0.692 0.308 0.192 0.000 0.808 0.308 0.423 0.538

na 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000
nb 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000
P 0.500 0.103 0.485 0.662 0.485 0.147 0.000 0.912 0.471 0.471 0.662
Z 1.996 0.556 1.806 0.419 2.306 0.829 #DIV/0! 2.381 2.117 0.618 1.691

COUP-T GR    AP-1  GR    HNF-1 SREBP-1 AhR/Ar Egr-3 Egr-2 Olf-1 
(NNNN · ·) (GGTAT · ·)

unchanged 0.280 0.086 0.946 0.075 0.032 0.301 0.129 0.065 0.108 0.011
down-regulated 0.119 0.333 0.857 0.214 0.119 0.190 0.143 0.167 0.119 0.000

na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000
P 0.230 0.163 0.919 0.119 0.059 0.267 0.133 0.096 0.111 0.007
Z 2.053 3.602 1.752 2.313 1.977 1.345 0.219 1.863 0.197 0.675

unchanged 0.280 0.086 0.946 0.075 0.032 0.301 0.129 0.065 0.108 0.011
up-regulated 0.192 0.269 0.769 0.077 0.038 0.500 0.346 0.192 0.115 0.115

na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000
P 0.261 0.126 0.908 0.076 0.034 0.345 0.176 0.092 0.109 0.034
Z 0.896 2.488 2.755 0.028 0.155 1.887 2.567 1.989 0.114 2.617

down-regulated 0.119 0.333 0.857 0.214 0.119 0.190 0.143 0.167 0.119 0.000
up-regulated 0.192 0.269 0.769 0.077 0.038 0.500 0.346 0.192 0.115 0.115

na 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000
nb 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000
P 0.147 0.309 0.824 0.162 0.088 0.309 0.221 0.176 0.118 0.044
Z 0.829 0.556 0.924 1.495 1.139 2.685 1.965 0.270 0.046 2.252

p=0.01: Z=2.576
p=0.05: Z=1.960  

 

e Evi-1 recognition sequence, NGATANGANWAGATA
g GR recognition sequence, NNNNNNCNNTNTGTNCTNN
h GR recognition sequence, GGTACAANNTGTYCTK

d Z is the random variable defined by Z=|Proxx-Proyy|/sqrt(Po•(1-Po)•(1/Noxx+1/Noyy)), where xx and yy is replaced either by "unaff.", "down" or "up". If Z>1.960 then p<0.05, and if Z>2.576 then p<0.01.

c Po is the population proportion defined by Po=(Noxx•Proxx+Noyy•Proyy)/(Noxx+Noyy), where xx and yy is replaced either by "unaff.", "down" or "up".

b "No unaff.", "No down" and "No up" are the number of genes contained in the unaffected, down-regulated and up-regulated gene groups, respectively.

a "Pro unaff.", "Pro down" and "Pro up" are the proportion of genes containing recognition sequence for the TF.

e Evi-1 recognition sequence, AGAYAAGATAA

 
Table 1. Statistical analysis of difference in the proportion of genes containing recognition 
sequences for TFs between unchanged, up-regulated and down-regulated gene groups. 
Boxes of yellow and red indicate that the difference in populationproportion is significant 
with p < 0.05 and p < 0.01, respectively. (Reproduced with permission of the Japanese 
Radiation Research Society from Ref (Vares et al., 2011)) 
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genes involved in mitochondrial oxidative phosphorylation was elevated in the kidney after 
irradiation at the dose-rates of 0.65 μGy/min (the level of dose rate comparable to that in the 
spaceshuttle) and 13 μGy/min. A particular mitochondrial response may have occurred 
after low dose rate irradiation. It was reported that several cell cycle-related genes are up-
regulated in the kidney after acute whole-body irradiation with 10 Gy of γ-rays (Zhao et al., 
2006). However, we did not observe such gene modulation after irradiation at 13μGy/min 
We did not either extract clusters of significantly modulated genes that overlapped with the 
Gene Ontology category “cell cycle” (Figure 15C). These results suggested that modulation 
of the cell cycle-related genes in vivo following exposure to radiation may have a dose-rate 
threshold.  
It was also demonstrated that alteration of the gene expression profile in the testis was 
largely different from that in the kidney. Gene Ontology categories “DNA metabolism”, 
“response to DNA damage” and “DNA replication” were significantly overlapped to up-
regulated genes in the testis in a dose rate-dependent manner (Figure 16). These results 
provide fundamental insight into the organ-specific responses to IR. 
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Fig. 16. Hierarchical cluster analysis of genes whose expression was significantly modulated 
after irradiation in the testis. A: Expression levels of 2056 of significantly modulated genes 
are indicated by color. On the basis of the expression pattern, genes were classified into 16 
clusters. The cluster 12 contained no gene. B: Expression profiles of genes in each of the 16 
clusters are collectively shown. C: Gene Ontology categories significantly overlapped with 
the gene clusters C1, C2, C9 and C10 are shown. (Reproduced with permission of the 
Japanese Radiation Research Society from Ref (Taki et al., 2009)) 
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5.2 Transcription factors 
By use of microarray data, it is possible to pick up TFs whose recognition sequences are 
preferentially identified in the promoter of genes modulated by IR. These TFs are suggested  
 

E47   AP-4  Elk-1 NF-kappaB Evi-1 Evi-1 CDP   S8    HFH-1 Brn-2 HSF1  
(p65) (AGAY · ·) (NGAT · ·)
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na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000 42.000
P 0.556 0.059 0.585 0.496 0.533 0.230 0.059 0.948 0.607 0.607 0.741
Z 0.624 1.977 0.218 2.289 0.969 2.053 1.960 0.988 0.575 1.717 0.047

unchanged 0.538 0.032 0.591 0.430 0.505 0.280 0.086 0.935 0.624 0.656 0.742
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na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
nb 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000 26.000
P 0.496 0.042 0.538 0.487 0.462 0.261 0.067 0.908 0.555 0.605 0.697
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P 0.500 0.103 0.485 0.662 0.485 0.147 0.000 0.912 0.471 0.471 0.662
Z 1.996 0.556 1.806 0.419 2.306 0.829 #DIV/0! 2.381 2.117 0.618 1.691

COUP-T GR    AP-1  GR    HNF-1 SREBP-1 AhR/Ar Egr-3 Egr-2 Olf-1 
(NNNN · ·) (GGTAT · ·)

unchanged 0.280 0.086 0.946 0.075 0.032 0.301 0.129 0.065 0.108 0.011
down-regulated 0.119 0.333 0.857 0.214 0.119 0.190 0.143 0.167 0.119 0.000

na 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000 93.000
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Z 0.896 2.488 2.755 0.028 0.155 1.887 2.567 1.989 0.114 2.617

down-regulated 0.119 0.333 0.857 0.214 0.119 0.190 0.143 0.167 0.119 0.000
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p=0.01: Z=2.576
p=0.05: Z=1.960  

 

e Evi-1 recognition sequence, NGATANGANWAGATA
g GR recognition sequence, NNNNNNCNNTNTGTNCTNN
h GR recognition sequence, GGTACAANNTGTYCTK

d Z is the random variable defined by Z=|Proxx-Proyy|/sqrt(Po•(1-Po)•(1/Noxx+1/Noyy)), where xx and yy is replaced either by "unaff.", "down" or "up". If Z>1.960 then p<0.05, and if Z>2.576 then p<0.01.

c Po is the population proportion defined by Po=(Noxx•Proxx+Noyy•Proyy)/(Noxx+Noyy), where xx and yy is replaced either by "unaff.", "down" or "up".

b "No unaff.", "No down" and "No up" are the number of genes contained in the unaffected, down-regulated and up-regulated gene groups, respectively.

a "Pro unaff.", "Pro down" and "Pro up" are the proportion of genes containing recognition sequence for the TF.

e Evi-1 recognition sequence, AGAYAAGATAA

 
Table 1. Statistical analysis of difference in the proportion of genes containing recognition 
sequences for TFs between unchanged, up-regulated and down-regulated gene groups. 
Boxes of yellow and red indicate that the difference in populationproportion is significant 
with p < 0.05 and p < 0.01, respectively. (Reproduced with permission of the Japanese 
Radiation Research Society from Ref (Vares et al., 2011)) 
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to be functionally involved in gene modulations. Then, nucleotide sequences in the 
neighboring region of the up-regulated, down-regulated, and unaffected genes were 
retrieved from the Entrez Gene database, and recognition sequences for TFs were searched 
on the database using the TFSEARCH. As a result, 21 potential TF-binding sites with 
significantly different incidence between the three gene groups (up-regulated, down-
regulated and unaffected gene groups) could be identified (Table 1).  
The binding sites for sterol regulatory element-binding protein 1 (SREBP-1), aryl 
hydrocarbon receptor (AhR/Ar) and olfactory 1 (Olf-1) were suggested to be involved in 
up-regulation, while the binding sites for glucocorticoid receptor (GR) and hepatocyte 
nuclear factor 1 (HNF-1) were suggested to be involved in down-regulation of the genes. In 
addition, the binding sites for activating enhancer-binding protein 4 (AP-4), nuclear factor-
kappaB (NFκB), and early growth response 3 (Egr-3) were correlated with modulation of 
gene expression regardless of the direction of modulation. Among them, GR and/or SREBP-
1 are interesting TFs in association with the recent findings of a trend of elevated body 
weight in irradiated mice. GR is known to be associated to the metabolic syndrome. 
Similarly, SREBP-1 is also involved in metabolic process by mediating the final regulatory 
step in LDL metabolism. Alteration of TF activity of GR and/or SREBP-1 as well as the 
related signaling pathways after exposure to IR may be the underlying mechanisms for this 
metabolic process.  

6. Conclusion 
Studies of modulated gene expression after exposure to IR have historically played an 
important role in elucidating the molecular mechanisms underlying cellular IR response. 
Especially finding of transcriptional network derived from p53 made a deep impact on 
understanding of biological defence system as well as development of radiation hazards 
such as radiation carcinogenesis. Recent technologies enable us simultaneously monitor 
modulation of gene expression across essentially the entire genome. It was revealed that so 
many TFs are involved in gene regulation in vivo that gene expression is finely modulated 
depending on tissues. However no single consistent picture of IR response has not been 
obtained because variety of experimental models, experimental conditions and data 
analyses have been employed. As a future perspective in this research area, carefully 
worked out methods for data analysis, data mining and construction of signalling network 
are strongly need. In addition, protein researches, especially a comprehensive analysis of 
protein expression, modification, sub-cellular localization is required, because these data 
cannot be obtained from the researches on transcriptional regulation. 
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1. Introduction 
Ionising irradiation is a major issue in our society. Although public attention mainly focuses 
on it when industrial disasters or medical accidents occur, or in military contexts, it is also a 
permanent natural phenomenon and a powerful tool for diagnosis and therapy, notably in 
oncology. Understanding the action mechanisms and consequences of these radiations in 
living organisms is a major aim for public health and environmental conservation. 
Conceptions have begun to change over the past three decades. Previously, the central 
theory focused on the irradiated cells themselves, postulating that the biological effects are 
direct consequences of DNA damage when repair processes fail. More recently, however, 
there has been accumulating evidence that important biological consequences arise in cells 
with no direct radiation exposure (Kennedy et al., 1980; Nagasawa & Little, 1992; review in 
Wright, 2010). On the one hand, progeny cells over many generations present radiation-
induced genomic instability, increasing mutation rates and chromosomal abnormality 
implicating reactive oxygen species. On the other hand, both neighbouring and remote cells 
are subject to a radiation-induced bystander effect, induced by signals from directly exposed 
cells via a variety of communication pathways. Both cell response phenomena point to an 
implication of epigenetic mechanisms, such DNA methylation, chromatin remodelling or 
small RNA regulation (Aypar et al., 2011). 
MicroRNA was discovered nearly 20 years ago (Lee et al., 1993; Wightman et al., 1993). The 
growing family of small RNAs, including small interfering RNA (siRNA), piwi-interacting 
RNA (piRNA), repeat-associated-siRNA (rasiRNA) and heterochromatic small RNA 
(hcRNA), forms the most abundant class of endogenous RNA in metazoans, but has also 
been characterised in plants, unicellular algae (Zhao et al., 2007), DNA viruses (Pfeffer et al., 
2004) and, controversially, in retroviruses (Klase et al., 2007). MicroRNAs are involved in 
numerous cellular processes such as development, viral infection, apoptosis and stress 
response, by regulating protein-coding gene expression at post-transcriptional and 
translational levels (review in Bushati & Cohen, 2007). They are also differentially expressed 
between tumour cells and normal counterparts in both benign proliferation and cancer (Lu 
et al., 2005). Due to this accumulating evidence, it is worthwhile studying microRNA 
response to ionising radiation, and this was started few years ago. This chapter will review 
microRNA studies relating to ionising radiation and discuss the perspectives in this field. 
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et al., 2005). Due to this accumulating evidence, it is worthwhile studying microRNA 
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microRNA studies relating to ionising radiation and discuss the perspectives in this field. 
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Before reviewing miRNA function in radiation response, we will begin with an account of 
the biogenesis of microRNAs, their mode of action in association with Argonaute protein, 
their function and the methods currently used to study them. 

2. General information on microRNA: Biosynthesis, function and methods of 
investigation 
2.1 MicroRNA biogenesis and microRNA ribonucleoprotein (miRNP) assembly  
MicroRNA biogenesis is the cellular process producing active 22-nt long microRNA from 
large transcripts coded by the cell genome (review in Bartel, 2004; cf. fig. 1). Given differing 
microRNA profiles according to tissue and cell type and in response to environmental 
change, microRNA biogenesis can be seen to be a regulated process. Moreover, the bad 
correlation between the primary transcript synthesis rate, called pri-miR, and the mature 
microRNA reveals significant posttranscriptional regulation (Thomson et al., 2006).  
 

 
Fig. 1. MicroRNA biogenesis pathway 

2.1.1 Pri-miR transcription and edition 
Although a few microRNAs are transcribed by non-coding (nc) RNA associated with RNA 
polymerase III (Borchert et al., 2006), almost all are transcribed by RNA polymerase II (Lee 
et al., 2004). This primary transcript displays at least one stem-loop hairpin structure, 
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presenting mismatches or wobbles, which is well conserved in all animal species. Like 
messenger RNA (mRNA) genes, pri-miR is capped and polyadenylated (Bracht et al., 2004; 
Cai et al., 2004). MicroRNAs are clustered on the genome and many are transcribed in 
polycistron RNA. One of the most frequently studied is the miR-17-92 cluster, which 
encompasses 6 stem-loops and plays an important role in non-solid and solid cancer (He et 
al., 2005; review in Mendell, 2008). Although few data are available about their transcription 
regulation and promoters, some microRNA are known to respond to conventional 
transcription factors, such as p53 (Raver-Shapira et al., 2007; Corney et al., 2007; Xiao et al., 
2011) or MYC (O’Donnell et al., 2005), and are subject to chromatin remodelling (review in 
Sato et al., 2011).  
The sequence transcribed in the pri-miR does not always correspond to the mature 
microRNA because of adenosine-to-inosine editing by the dsRNA adenosine desaminase 
ADAR1 or ADAR2 (review in Nishikura, 2010). Both enzymes catalyse adenine hydrolytic 
desamination in hypoxanthine (Bass & Weintraub, 1988) which pairs cytosine, creating a 
non-Watson-Crick pairing I:U. This wobble affects the secondary structure of pri-miR, with 
consequences for microRNA maturation and action. Depending on the site of edition on pri-
miR, different consequences are possible, for instance impairment of microRNA maturation 
(Yang et al., 2006; Kawahara et al., 2007b) or modification of the complete target mRNA list 
(Kawahara et al., 2007a). 
ADAR1 and ADAR2 tend to edit distinct sites and are subjected to regulation since ADAR2 
inhibits ADAR1 activity (Kawahara et al., 2007a) and inflammation can increase ADAR1-
isoform p150 expression (Yang et al., 2003). Moreover, ADAR1 can occur on pre-miR, in 
nucleus or cytoplasm. This regulated ADAR-drive edition may explain edition tissue-
specificity: depending on the organ, only a few or all microRNA precursors will be 
desaminated at various sites (Kawahara et al., 2007a; Kawahara et al., 2007b). Although a 
pioneering general survey of microRNA precursors found editing in 6% of the pri-miRs 
examined (Blow et al., 2006), in vitro studies showed half of pri-miRs to be editable (Yang et 
al., 2006). This implies that inflammation may impact microRNA biogenesis and mRNA 
targeting. 
Canonical maturation of animal pri-miR is then a sequential two-step process that take place 
in the nucleus and cytoplasm, performed by two bacterial homologue type-III RNase 
enzymes in partnership with other proteins, with a strong intermediate check-point, 
respectively producing a microRNA precursor (pre-miR) and the mature microRNA. 

2.1.2 DROSHA – Dependent and independent pathways to pre-miR 
Most microRNA genes are located in intronic regions of protein-coding genes or in non-
coding regions of the genome (Rodriguez et al., 2004; Baskerville & Bartel, 2005). Based on 
pre-miR end characteristics, the endonuclease DROSHA has been identified as a pri-miR 
trimming enzyme: it identifies the pri-miR hairpin shape and produces what is called 
microRNA precursor (pre-miR), approximately 70 nucleotides in length (Lee et al., 2003). 
DROSHA acts in association with many proteins, leading to the formation of microprocessor 
complexes, including in particular DiGeorge syndrome critical region gene 8 (DGCR8), the 
homologue of Drosophila melanogaster pasha protein (Han et al., 2004; Gregory et al., 2004). 
The DROSHA-DGCR8 multimeric complex displays the most active in vitro pri-miR 
maturation activity. DGCR8 is therefore thought to be a molecular anchor (Han et al., 2006), 
positioning DROSHA at 10 bp from the hairpin base for trimming. In an alternative, 
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Before reviewing miRNA function in radiation response, we will begin with an account of 
the biogenesis of microRNAs, their mode of action in association with Argonaute protein, 
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correlation between the primary transcript synthesis rate, called pri-miR, and the mature 
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Fig. 1. MicroRNA biogenesis pathway 
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DROSHA-independent process, pre-miRs are generated during mRNA maturation by the 
formation of a short stem-loop intron, called a mirtron, then linearised by RNA lariat 
debranching enzyme (DBR1) (Okamura et al., 2007; Ruby et al., 2007). The resulting pre-miR 
structure is similar to that released by DROSHA. Recent studies have discussed coupling 
between microprocessor and spliceosome, trimming pre-miR into a larger intron before 
splicing and enhancing intron degradation (Morlando et al., 2008; Kataoka et al., 2009). In 
addition, other complex partners appear to be crucial for microRNA subset expression. 
DROSHA associates with DEAD-box helicase p68 (DDX5) and p70 (DDX17), which are 
involved in processing one subclass of pri-miR (Fukuda et al., 2007). Pri-miR maturation can 
also be influenced by various nuclear factors in response to stimuli, such as pri-miR-21 
enhancement proceeding by R-SMAD in response to TGF-β and BMP in vascular smooth 
muscle cells (Davis et al., 2008) or pri-let-7 family excision inhibition by LIN28 in stem cells 
and tumours (Viswanathan et al., 2008). P53 also associates with DROSHA and helicase p68, 
enhancing maturation of growth-suppressive microRNA (Suzuki et al., 2009). For half of the 
microRNA family, DROSHA also cuts a microRNA-offset RNA (moRNA or moR) created 
from sequences immediately adjacent to pre-miR (Shi et al., 2009). These are systematically 
generated with RNA of early evolutionary origin (Langenberger et al., 2009), massively 
enriched in the nucleus (Taft et al., 2010), and sometimes more expressed than hairpin-
sharing microRNA (Umbach et al., 2010); their function remains unknown. 

2.1.3 Nuclear export checkpoint 
Like smaller shuttling RNA (Izaurralde et al., 1997), pre-miR is actively exported by 
nucleocytoplasmic transport in a RAN-GTP dependent manner (Yi et al., 2003). The 
karyopherin family protein exportin-5 (XPO5) cargoes pre-miR sequence-independently 
(Bohnsack et al., 2004; Lund et al., 2004) and controls the quality of pre-miR: at one end, 
pre-miR needs at least a 18-nt double-stranded stem for effective nuclear export (Zeng & 
Cullen, 2004); and at the other end, the 5’ protruding end and 3’ long end inhibit shuttle 
(Lund et al., 2004; Zeng & Cullen, 2004). The terminal loop structure and the distance to 
the hairpin base are the only parts unchecked. Moreover, exportin-5 binding protects pre-
miR against degradation (Zeng & Cullen, 2004; Lee et al., 2011). Pre-miR can be subject to 
edition by ADAR, before exportation by its two isoforms and then by p150 (Kawahara et 
al., 2007b). 

2.1.4 Cytoplasmic generation and loading of microRNA duplex 
In the cytoplasm, a class III RNAse III enzyme, DICER1, recognises pre-miR and cuts both 
strands of the imperfect duplex at about two helical turns (~22 nucleotides) from the base of 
the hairpin, creating a short RNA duplex with 3’ 2-nucleotide overhang ends (Hutvágner et 
al., 2001; MacRae et al., 2006). This cleavage, less reliable than with DROSHA, creates a 3’ 
polymorphism for 5’-strand-generated microRNA. DICER1 associates several proteins, like 
TRBP (Chendrimada et al., 2005), which contribute to his function. The imperfect duplex 
associates ATP-dependently (Kawamata et al., 2009; Yoda et al., 2010) with Argonaute 
protein to form an immature complex called microRNA ribonucleoprotein precursor (pre-
miRNP) or RNA-induced silencing complex precursor (pre-RISC or pre-miRISC, with 
reference to mRNA cleavage siRNA). Central mismatch at position 10-11 (Tomari et al., 
2007) and Hsc70/Hsp90 chaperone machinery (Iki et al., 2010; Iwasaki et al., 2010) 
contribute to duplex loading.  
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2.1.5 Strand selection and miRNP assembly 
There are thermodynamic differences in base-pairing stability on either side of the duplex, 
and the strand with the greater 5’ stability will be preferentially sorted in the effecter 
complex, called miRNP or RISC. Mismatches in the seed region (nt 2-8) and 3’ mid region 
(nt 12-15) favour strand separation (Kawamata et al., 2009). Loading is highly sensitive to 
the presence of phosphate at the 5’ end, which completely prevents loading if lacking. The 
loaded strand is called the "guide" strand, and the other, "passenger", strand is discarded. 
However, the loaded strand is not always the same. Evolutionary pressure on both strand 
seed regions and their complementary sequences on target mRNA reveals that microRNA 
originally from opposite strands can regulate different target genes in a coordinated fashion 
(Okamura et al., 2008). In a former nomenclature, when there is a predominant loaded 
strand in terms of relative abundance, the mature sequence is named according to the miR 
form (e.g., miR-17 or let-7b) whereas the opposite arm, if loaded, is called star microRNA 
and named according to the miR* form (e.g., miR-17* or let-7b*) (Ambros et al., 2003a). 
However, miR/miR* nomenclature is phased out in favour of the -5p/-3p nomenclature, the 
suffixes 5p and 3p referring to the 5’ and 3’ sides of pre-miR, respectively (e.g., miR-28-5p or 
miR-28-3p). Argonaute proteins associate with several factors in the RISC, such as GW182-
family proteins TNRC6 (Landthaler et al., 2008) or PABPC1 (Huntzinger et al., 2010). TNRC6 
lead miRNP localisation to cytoplasmic P-bodies (Liu et al., 2005). 

2.2 MicroRNA function  
MicroRNAs are fundamental posttranscriptional regulators of gene expression (reviewed in 
Fabian et al., 2010). Although some studies reported that, in particular situations, 
microRNAs can activate protein translation (Vasudevan et al., 2007; Ørom et al., 2008; 
Henke et al., 2008) or can be reimported into the nucleus (Hwang et al., 2006), cytoplasm 
microRNA-mediated gene repression, by mRNA decay or translation repression, is the 
general mechanism of action. How one of these two mechanisms or both is brought into 
play, however, is not well understood. In addition, they have been described as reducing 
stochastic gene expression noise (Cui et al., 2007) and as possible modifiers of gene 
regulation paradigms, acting in cis and trans to regulate of MRE-containing RNA (Salmena 
et al., 2011). 

2.2.1 Mechanistic aspects of microRNA repression 
In animals, microRNA-mediated gene repression involves two mechanisms: translation 
inhibition of target mRNA and decay of mRNA after deadenylation. Although the initial 
dichotomy between animals and plants highlighted translation inhibition by imperfect 
matching in the former and mRNA decay by perfect matching in the latter, it is now clear 
that animal microRNAs mainly act on mRNA stability (Bagga et al., 2005; Guo et al., 2010) 
whereas plants exhibit translation inhibition mechanisms without notable effect on mRNA 
stability (Brodersen et al., 2008). 
Recent debate has focused on three possible mechanisms of target mRNA translational 
inhibition: inhibition of translation initiation by disturbing mRNA circularisation or 
ribosome assembly, or ribosome drop-off during translation elongation. MicroRNA-
mediated mRNA degradation is also still in debate. 
Several studies revealed that mRNA that lack a functional m7Gppp or present a non-
functional ApppG cap structure or whose translation is cap-independent are less sensitive to 
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polymorphism for 5’-strand-generated microRNA. DICER1 associates several proteins, like 
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microRNA-mediated translational repression (Humphreys et al., 2005), possibly because 
miRNP can interfere with the cap recognition process at the initiation step (Pillai et al., 
2005).  
Another mechanism inhibiting initiation of translation may be inhibition of ribosome 80S 
assembly. Wang et al. (2008) mentioned 40S subunit enrichment in mRNP subjected to 
microRNA-mediated repression in rabbit reticulocyte lysates. Chendrimada et al. (2007) 
found eIF6, a 60S subunit inhibitor (Ceci et al., 2003), coimmunoprecipated with miRNP 
components and MOV10, the homologue of the D. melanogaster translational repressor 
Armitage. However, some contradictory data (Ding et al., 2008; Eulalio et al., 2008) highlight 
the importance to further investigate this mechanism of inhibition. 
Mechanism of microRNA-mediated decay is a two-step process implicating poly(A) 
deadenylation and decapping and is dependent to GW182 family proteins. At the first step, 
GW182 interacts with PABP and interferes with mRNA “close conformation” loop by 
competition with eIF4G (Fabian et al., 2009). GW182 also recruits CCR4-NOT1 complex, 
including CAF1 exonuclease, to poly(A) removal (Behm-Ansmant et al., 2006). At the second 
step, GW182 recruits DCP1-DCP2 complex to induce decapping (Rehwinkel et al., 2005).  
These various inhibition mechanisms are not mutually incompatible, and protein synthesis 
inhibition may be the first step or be reinforced by target mRNA decay (Fabian et al., 2009). 
However, nothing is known about how ionising radiation affects the process. 

2.2.2 MicroRNA target recognition 
MicroRNA has emerged as a protein synthesis regulator via translation repression and 
mRNA decay. In animals, microRNAs bind by base-pairing mainly to the 3’ untranslated 
region (3’UTR) of their target gene (Lee et al., 1993) on sites called microRNA-responsive 
element (MRE) (cf. fig. 2). The 5’UTR and coding region may also present MREs, but which 
are less efficient than in the 3’UTR (Gu et al., 2009). Except for particular MREs with good 
evolutionary conservation presenting almost perfect base-pairing on the entire microRNA, 
such as miR-196a and HOXB8 mRNA (Yekta et al., 2004), the canonical MREs constitute a 
sequence of perfect Watson-Crick matches between target mRNA 3’UTR and the microRNA 
5’ proximal region (positions 2 to 7). Pairing for the rest of the microRNA is less stringent 
and more variable. This six-nucleotides sequence, called the seed region, is the strongest 
requirement for gene repression and rules microRNA annotation and sequence family 
composition. Accumulating evidence, however, has complicated this notion, as 
microRNA:mRNA interactions tolerate mismatch or GU wobble in the seed region (Didiano 
& Hobert, 2008), which can be helped by a 3’ compensatory site (Friedman et al., 2009). 3’ or 
centred regions of microRNA also play a role in the concert orchestrating mRNA regulation 
(Shin et al., 2010). Moreover, its position on 3’UTR can affect MRE activity: the functional 
target site is located away from the centre of long UTR and at least 15 nt from the stop codon 
(Grimson et al., 2007). 
3’UTR sequence and structure also influence microRNA activity such as proximity to AU-
rich elements (ARE) and presence of coexpressed microRNA-MRE. Secondary structure can 
hide MREs, depending on dsRNA binding protein (Kedde et al., 2010). Obviously, the 
presence of multiple MREs for the same microRNA strengthens its action. Many mRNA 
binding proteins (mRBP) have been shown to be involved in microRNA action: 
tristetrapolin (TTP) (Jing et al., 2005), APOBEC3G (Huang et al., 2007), DND1 (Kedde et al., 
2007), PUF-family proteins (Nolde et al., 2007; Galgano et al., 2008) and HuR. The role of 

 
The Role of MicroRNAs in the Cellular Response to Ionizing Radiations 

 

155 

 
Fig. 2. Examples of microRNA-responsive elements (MRE). Seed region on microRNA and 
corresponding sequence on mRNA are highlighted in red. 

mRNA binding protein could be ambivalent for microRNA activity, as in the case of HuR-
related microRNA-mediated mRNA targeting: on the one hand, Bhattacharyya et al. (2006) 
showed that, in case of stress in Huh7 hepatoma cells, HuR competes with ARE-binding 
protein, originally directed at miR-122-mediated CAT1 mRNA repression, to address CAT1 
messenger to the polysome; on the other hand, Kim et al. (2009) demonstrated that HuR 
binds MYC mRNA near a let-7-responsive element, enabling HuR-dependent let-7-mediated 
MYC mRNA decay and translation inhibition, probably by inducing secondary structural 
modifications of mRNA uncovering a let-7 MRE. This cell-type specific mRNA binding 
proteome highlights an important regulatory action mode of microRNA. 

2.2.3 MicroRNA in the “competitive endogenous RNA” network  
MicroRNA target regulation involves other parameters than microRNA:MRE interactions. It 
is now clear that the microRNA:target mRNA ratio is crucial for microRNA action: 
modulation of microRNA with weak expression has little impact on target mRNA; 
conversely, regulation of highly expressed microRNA has a more pronounced effect on the 
target (Arvey et al., 2010). Thus Seitz hypothesised that microRNA can be titrated by 
pseudo-target mRNAs, moving them away from their “true” target genes (Seitz, 2009). 
Another study identified pseudo-genes, the mRNA levels of which sponge microRNA 
targeting the corresponding gene, due to strong similarities between both 3’UTRs. This has 
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Fig. 2. Examples of microRNA-responsive elements (MRE). Seed region on microRNA and 
corresponding sequence on mRNA are highlighted in red. 
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been proved for PTEN (Poliseno et al., 2010b; 2011), VCAN (Lee et al., 2009; 2010) and CD44 
(Jeyapalan et al., 2010). This transregulation of mRNA and long non-coding RNA  (lncRNA) 
via microRNA and MREs acting as morphemes, constitutes a promising hypothesis for 
future investigations (Salmena et al., 2011). 

2.3 Methods for global microRNA analysis 
MicroRNAs form an exponentially growing class of biomolecules. Hundreds are discovered 
each year, from a growing number of species. Since alterations in microRNA expression 
levels were identified in development and in cancer and constitute powerful tumour 
biomarkers and potential targets, scientists were initially interested in high throughput 
microRNA profiling. Thanks to the small length of microRNA (~22 nt) and the high 
homology between members of a given family, nucleic acid engineering has improved, 
creating highly specific modified nucleic acids (Kloosterman et al., 2006). Several techniques 
have been developed: bead-based flow cytometry (Lu et al., 2005), microRNA serial analysis 
of gene expression (miRAGE) (Cummins et al., 2006) oligonucleotide hybridisation-based 
microarrays (Liu et al., 2004), RT-qPCR for mature (Chen et al., 2005) or precursor 
microRNA (Schmittgen et al., 2004) and high-throughput sequencing (Ambros et al., 2003b).  

3. Regulation of microRNA function and biogenesis during stress response 
3.1 Argonaute posttranslational regulation 
Argonaute family proteins have been identified in all species presenting small RNA-
mediated processes and are well conserved. They are phylogenetically classified into three 
families. The first comprises piwi proteins, named after the Drosophila melanogaster protein 
"P-element induced wimpy testis", or piwi. These animal germline-specific proteins bind 
piRNA and are essential to spermatogenesis and transposon control (Aravin et al., 2006; 
Brennecke et al., 2007). The second family consists of Caenorhabditis elegans secondary 
Argonaute (SAGO) proteins such as Sago-1 or Sago-2. That bind the 5’-triphosphate end of 
secondary siRNA to amplify the RNA interference signal in a retrocontrol loop fashion 
(Yigit et al., 2006). The third family, which is the largest and most universal, encompasses 
the Argonautes, named after and resembling the founding member AGO1 expressed in 
Arabidopsis thaliana (Bohmert et al., 1998; reviewed in Ender & Meister, 2010); this family 
form the universal core component of miRNP. The human genome encodes 4 Argonautes, 
called eukaryotic translation initiation factor 2C (eIF2C) subunits 1 to 4. EIF2C1, -3 and -4 
are closely clustered on chromosome 1 whereas EIF2C2 is located on chromosome 8. Only 
EIF2C2-coded protein (known as eIF2C2, AGO2 or hAgo2 in the literature) has an 
experimentally determined cleavage activity (Liu et al., 2004). Argonaute proteins are 
overall bilobal ~90 kDa and share three characteristic domains. The first lobe incorporates 
the N-terminal Piwi-Argonaute-Zwille (PAZ) domain, binding the 3’-hydroxyl end of 
microRNA in a hydrophobic cleft (Yan et al., 2003; Lingel et al., 2004a; Ma et al., 2004). The 
second lobe contains the MID domain, binding the 5’-phosphate end of microRNA in a basic 
uridin- and adenine-specific pocket (Frank et al., 2010) and the C-terminal PIWI domain, an 
RNase H module which acts as an RNA double-strand-specific endonuclease that cleaves 
microRNA-targeted mRNA. 
Like many other proteins, Argonaute proteins are substrates to posttranslational 
modifications. EIF2C2 is phosphorylable on several serine, tyrosine and threonine residues 
(Rüdel et al., 2011), in particular via a p38MAPK-MAPKAPK2 axis, that leads to its proper P-
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body localisation. Other phosphorylations impair microRNA association and suppress RISC 
activity (Rüdel et al., 2011). Argonaute proteins are also proline-hydroxylated, that is 
important for protein stability and effective RNA interference (Qi et al., 2008). It would be 
interesting to evaluate the impact of ionising radiation on such posttranslational 
modifications and on microRNA activity modulation. 

3.2 DNA damage regulates microRNA transcription and maturation 
DNA damage can regulate microRNA expression at the transcriptional level. MiR-34 family 
is p53-dependently induced by DNA damage. P53 binds to specific responding elements in 
the promoter of miR-34a and miR-34c gene and activates transcription of pri-miR-34a and 
pri-miR-34b/c (Chang et al., 2007; Corney et al., 2007; Raver-Shapira et al., 2007). MiR-34 
family members directly repress the expression of several targets such as cyclin E2, BCL2, 
CDK4 and CDK6, involved in the regulation of the cell cycle, apoptosis and DNA repair. 
Ectopic expression of miR-34a induces apoptosis or cell cycle arrest, whereas inactivation of 
endogenous miR-34a inhibits p53-dependent apoptosis after DNA damage.  
In addition to the miR-34 family, p53 regulates the transcription of several microRNA 
including miR-107 (Yamakuchi et al., 2010), miR-145 (Sachdeva et al., 2009) and the two 
homologous microRNA miR-192/215 (Braun et al., 2008). Ectopic expression of miR-
192/215 induces cell cycle arrest. Their protein targets include transcripts that regulate G1/S 
and G2/M checkpoints. Altogether, these findings suggest that the DNA damage response 
(DDR) is able to activate a p53-dependent expression of specific microRNA that in turn play 
a key role in the cellular response to genotoxic stress. 
Additional mechanisms by which DNA damage modulates microRNA processing and 
maturation have been recently described. It was reported that, in cells responding to DNA 
damage, p53 activated DROSHA–mediated processing of microRNA such as miR-16, miR-
143 and miR-145, known to have a growth-suppressive function (Suzuki et al., 2009). More 
precisely, p53 interacts with the DROSHA/DGCR8 processing complex through an 
association with RNA helicase p68. DNA mutations in the p53 gene, frequently observed in 
tumours, can lead to decreased microRNA processing. Moreover, members of the p53 
family (p53, p63, p73) could function as regulators of microRNA processing by direct 
transcriptional regulation of components of the microRNA processing complex (DROSHA-
DGCR8, DICER-TRBP2, Argonaute proteins) (Boominathan. 2010). 

4. MicroRNA and ionising radiation: The state of the art 
MicroRNA is a new field of biological investigation. Studies of microRNA and ionising 
radiation in particular began less than five years ago and the number of articles published in 
the field is growing exponentially. Different strategies have been used in these studies: 
several teams tried to identify microRNA targeting proteins involved in signalling DNA 
double-strand breaks; others looked for miRNA biomarkers of radiation exposure or 
radiosensitivity. We will review the main results from these studies below. 

4.1 MicroRNA and the DNA damage response: An overview 
DNA double-strand breaks (DSB) caused by gamma-radiation activate a signal transduction 
process that leads to cell cycle arrest, followed by either apoptosis or DNA repair. 
Numerous proteins are involved in these pathways at different levels. Some are sensors or 
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mediators of DSB signalling: this is the case of H2AX, which is phosphorylated by ATM to 
further recruit partners such as BRCA1 and 53BP1 and form a scaffold around the DNA 
break site. The DNA damage signal is then transduced by ATM/ATR kinase to downstream 
pathways such as cell cycle, DNA repair or apoptosis (see figure 3). MicroRNA are involved 
in DDR regulation by targeting most of the proteins involved at each step of the DDR. 
We will below briefly describe the core DDR pathway protein components and review the 
microRNA that can regulate DDR by targeting them. 
 

 
Fig. 3. MicroRNA involvement in the DSB response pathway. 

4.1.1 Sensors/mediators of DSB signaling 
The MRN complex composed of MRE11-RAD50-NBS1 proteins acts as a DSB sensor and 
recruits ATM. ATM-dependent phosphorylation of histone variant H2AX seems to be the 
initial signal for DDR protein accumulation. MDC1 binds to both the MRN complex and P-
H2AX to further recruit ubiquitin ligase RNF8 and form a scaffold for accumulation of 
RNF168, BRCA1 and 53BP1 around the DSB site (cf. fig. 3).  
MiR-24 has been identified as a regulator of H2AX: miR-24-mediated suppression of H2AX 
increases radiosensitivity in terminally differentiated hematopoietic cells (Lal et al., 2009). 
Another microRNA targeting H2AX has been recently identified (Wang et al., 2011): in a 
human osteosarcoma cell line, miR-138 reduced histone H2AX expression. Overexpression 
of miR-138 inhibited homologous recombination and enhanced cellular sensitivity to several 
DNA-damaging agents.  
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MiR-182 down-regulates BRCA1 expression. Antagonising miR-182 enhances BRCA1 
protein levels and protects them from ionising radiation-induced cell death, while 
overexpressing miR-182 reduces BRCA1 protein level, impairs homologous recombination-
mediated repair, and render cells hypersensitive to ionising radiation (Moskwa et al., 2011). 

4.1.2 Transducers: ATM/ATR 
ATM and ATR serine/threonine kinases transduce DNA damage signals to downstream 
proteins. ATM responds in particular to DSB, and ATR to single-strand break (SSB). ATM 
and ATR have global effects on many aspects of cell and organism function: a vast network 
of over 700 ATM/ATR targets that function in numerous signalling pathways has been 
revealed by a genomic approach (Matsuoka et al., 2007).  
ATM expression is also under the control of microRNA: miR-421 and miR-101 are reported 
to suppress ATM expression by targeting the 3’ UTR of ATM transcripts (Hu et al., 2010; 
Yan et al., 2010). Targeting ATM through miR-101 sensitises tumours to radiation (Yan et al., 
2010). On the other hand, ATM has recently been described as a regulator of microRNA 
biogenesis in DDR: ATM directly binds and phosphorylates KRSP (KH-type splicing 
regulatory protein), enhancing interaction between KRSP and pri-miR and increasing 
microRNA processing (Liu & Liu, 2011; Zhang et al., 2011).  

4.1.3 Effectors: p53 as a core regulator 
DDR effectors include DNA repair, cell cycle checkpoints (G1/S, intra-S and G2/M) and 
apoptosis. Several proteins are specifically involved in these mechanisms; p53 transcription 
factor notably regulates all pathways. P53 is involved in the control of DNA repair through 
direct regulation of p48 (Hwang et al., 1999; Kastan & Bartek 2004). After DNA damage, the 
G1/S checkpoint is essentially controlled by the ATM/CHK2-p53/MDM2 pathway. 
ATM/CHK2 is activated by DSB to phosphorylate and stabilise p53, which in turn induces 
p21 expression. P21 silences the G1/S-promoting cyclin E-A/CDK2 complex through cyclin-
dependent kinase inhibition, inducing G1 arrest. P53 is also involved in the G2/M 
checkpoint, but here it is the cyclinB/CDK1 complex which is silenced by p21, leading to 
late G2 arrest (Kastan & Bartek 2004). P53 also plays a central role in DSB-induced apoptosis 
through transcriptional activation of pro-apoptotic factors, such as Puma, BAX, Fax and 
NOXA (Haupt et al., 2003).  
Recent studies have demonstrated that microRNAs interact with p53 and its networks at 
multiple levels. MiR-504 and miR-125b were both identified as direct regulators of p53 
expression: ectopic expression of miR-504 reduces p53 expression and impairs p53 function, 
especially p53-mediated apoptosis and G1/S cell cycle arrest in response to stress (Hu et al., 
2010). MiR-125b, a brain-enriched microRNA, also acts as a negative regulator of p53. 
Knocking down miR-125b leads to massive apoptosis in human cells during stress response 
(Le et al., 2009). In addition, p53 can be indirectly regulated by microRNA targeting its 
upstream regulators. MiR-34a targets SIRT1, a negative regulator of p53 and then exerts a 
positive regulatory effect on p53 to activate apoptosis (Yamakuchi et al., 2008). MiR-122 
(Yamakuchi et al., 2008), miR-29 (Park al., 2009) and miR-605 (Xiao et al., 2011) play a similar 
role through direct or indirect regulation of MDM2, another p53 inhibitor.  

4.2 Using microRNA as a biomarker of radiation exposure and radiosensitivity  
MicroRNA profiles correlate more accurately than protein-coding gene transcriptome in 
cancer classification, especially for tumours that are poorly differentiated or of embryonic or 
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unknown origin (Lu et al., 2005). Moreover, some microRNAs have also been identified as 
ubiquitous evolutionarily conserved stress players, such as miR-210 in hypoxia 
(Kulshreshtha et al., 2007; review in Chan & Loscalzo, 2010). As ionising radiation induces 
DNA-damage related and oxidative stress, it appears interesting to evaluate microRNA's 
potential as a biomarker. The goal is to use miRNA as a biomarker of radiation exposure or 
predictor of cell radiosensitivity. The pioneering work in this field investigated the response 
of TK6 human B-lymphoblastoid cell line to ionising radiation (Marsit et al., 2006). Noticing 
that TK6 cells exhibited greatly altered gene expression 4 hours and 6 days after 2.5 Gy 
gamma irradiation (Amundson et al., 2005), the authors reproduced the experimental 
conditions and analysed microRNA expression profile on oligonucleotide microarrays. They 
compared this response with 6-day folate deprivation, known to alter genomic methylation 
and impact cell viability (Stempak et al., 2005), and with 6-day sodium arsenite treatment, 
all three forms of stress being known to be carcinogenic in humans, although the link 
between the alterations and incidence of cancer remains to be clarified. The authors showed 
that gamma radiation did not usually alter microRNA expression, in contrast to a general 
increase after folate deprivation or sodium arsenite treatment. After 4 hours, only a dozen 
microRNAs, and after 6 days only a few, exhibited a non-significant >2-fold increase. In 
contrast, there was significant microRNA alteration after folate deprivation, confirmed in 
vivo in patients with low folate intake, making miR-222 a biomarker of low folate intake. In 
their model, the authors inclined towards both posttranslational and transcriptional 
response to radiation. Additional studies investigated potential biomarkers of ionising 
radiation exposure. Maes et al. (2008) crossed microRNA, mRNA and proteomic profiling, 
to analyse in vitro foreskin fibroblast response to low (0.1 Gy) and high dose (2 Gy) X-rays. 
SAM analysis was performed. Only a few microRNAs responded to radiation, showing 
weak modulation (≤2.6-fold change), confirmed by individual assays. By crossing 
microRNA profiles with transcriptome and proteome data, they identified potential target 
genes. Chaudhry et al. (2009) analysed 20 microRNAs by individual RT-qPCR. They 
explored two lymphoblast cells: TK6 B cell line and Jurkat acute lymphocytic leukaemia 
(ALL) T cell line, irradiated by 2 Gy gamma rays, and analysed their response 4, 8, 12 and 
24h after irradiation. There was a 2- to 10-fold increase for a few miRNAs, with time- and 
cell line-dependent response. Only miR-142-5p, -3p and miR-145 were usually modulated 
between cell lines, but with different patterns. Small nuclear RNA RNU6-2 was used to 
normalise the qPCR data. Templin et al. (2011a) studied microRNA response in mouse 
blood 6h and 24h after 0.5, 1.5 and 6 Gy low-LET gamma irradiation and 0.1 and 0.5 Gy 
high-LET 56Fe irradiation. Overall, they found 31 microRNAs differentially expressed; three-
quarters, however, were specific to one condition and thus time-, dose- and radiation type-
dependent: the results showed little overlap. Investigating blood microRNA response 4 
hours after 1.25 Gy total-body X-ray irradiation in a cohort of 8 patients in leukaemia or 
lymphoma remission ahead of stem transplantation, Templin et al. (2011b) used RT-qPCR to 
identify 45 up-regulated microRNA, including 27 that were found in all patients. Their data 
selection, however, did not include a quantification cycle cut-off, which is essential. 
By testing various cell lines, doses, radiation types and times after irradiation, numerous 
microRNA responding to ionising radiation were identified reviewed by Dickey et al. 
(2011). It seems that microRNA respond with modest modulation to ionising radiation, in a 
cell type-, dose- and time-dependent manner. Altogether, these data may indicate that 
microRNA are unsuitable as useful biomarkers of radiation exposure.  
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Another possible approach is to use microRNA as indicators of radiation sensitivity. It is 
well known that a given type of tumour can show varying radiosensitivity. Developing 
radiosensitivity prediction tools is important for effective tumour management. Lee et al. 
(2011) investigated the radiosensitivity of five cancer cell lines. Analysing the 3’UTR of 
EGFR, a membrane receptor frequently activated in cancer, they identified several miR-7-
responsive elements. By modulating the miR-7 expression level by ectopic overexpression or 
by antisense inhibition, they were able to decrease or increase cell survival respectively.  

4.3 MicroRNA and radiation–induced bystander effect 
Another precursor study focused on the in vivo effect of radiation-induced genomic 
instability by the bystander effect (Koturbash et al., 2007). The authors irradiated rat skull 
hippocampus, protecting the rest of the body with a lead shield, and assessed the bystander 
effect in spleen at 7 months. They found global spleen cell genome demethylation, 
increasing transposable retro-element expression. Only one microRNA, miR-194, was 
significantly overexpressed, and even there the increase was less than 2-fold. There was an 
increase in miR-194 24 hours after irradiation, which was also less than 2-fold, in both spleen 
and plasma, suggesting a possible mechanism of plasma transportation.  

5. Discussion 
5.1 Towards a universal “radiomiR”? 
There are a growing number of studies of microRNA response to ionising radiation. Results 
indicate that microRNA response depends mainly on cell system, LET, dose and time course 
after irradiation. Moreover, except in blood plasma, microRNA expression changes are too 
weak to be useful as exposure biomarkers. Despite some plasma blood microRNAs with a 
strong radiation response (Templin et al., 2011a), it has not been possible to identify a 
microRNA regulated independently of dose and time-course parameters. Unlike cancer or 
other diseases (Elmén et al., 2008) where microRNAs are powerful biomarkers (Brase et al., 
2010; Heneghan et al., 2010) and potential therapeutic tools (Hausseker & Kay, 2010), there 
are no microRNAs that can serve as ubiquitous ionising radiation markers or 
radiosensitivity predictors: the universal “radiomiR” does not exist to date.  

5.2 Critical review of microRNA expression studies 
MicroRNA studies of ionising radiation have used large-scale analysis, mostly by RT-qPCR, 
compiling data on hundreds of microRNAs. Analysis of published results raises some 
questions. Firstly, a variety normalisation methods have been used, some of which are 
questionable. One or two small nuclear RNAs are used as reference gene, without 
justification by rigorous calculation (Vandesompele et al., 2002). Inconsistent choices of RT-
qPCR normalisation in large-scale or individual assays can induce systematic bias in results 
and false interpretation. Secondly, the absence of a cut-off threshold in RT-qPCR analysis 
can lead to wide variation in estimations of microRNA abundance. The most common error 
in analysis of RT-qPCR results is the absence of a quantification cycle (Cq) threshold beyond 
which there is no repeatability. For example, for TaqMan Low Density Arrays, we and 
others (Gougelet et al., 2011) calculate a cycle threshold at Cq=32: above this limit, 
microRNA and control snRNA Cq repeatability is poor, whatever the cell type, radiation 
condition or time course, setting a technical limit to microRNA detection.  
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lymphoma remission ahead of stem transplantation, Templin et al. (2011b) used RT-qPCR to 
identify 45 up-regulated microRNA, including 27 that were found in all patients. Their data 
selection, however, did not include a quantification cycle cut-off, which is essential. 
By testing various cell lines, doses, radiation types and times after irradiation, numerous 
microRNA responding to ionising radiation were identified reviewed by Dickey et al. 
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When studies identify microRNAs responding to radiation, little is done to identify the 
target gene and response mechanisms. In most studies, microRNA expression is inversely 
correlated with bioinformatically predicted target-mRNA or protein expression profile, 
without further validation by conventional methods, which are hard to implement because 
of weak post-radiation microRNA regulation. This may explain why gene ontology analysis 
of the identified regulated genes  finds very divergent time- and dose-dependent 
microRNA-associated mechanisms (Maes et al., 2008). 
Concerning the radiation-induced bystander effect, studies reported no overall change in 
microRNA profile. Only miR-194 was identified as up-regulated after ionising irradiation, 
with a less than two-fold increase whether a few hours or several months after exposure, in 
both blood and spleen, suggesting a possible mechanism of plasma transportation 
(Koturbash et al., 2007). By bioinformatic target analysis, the authors correlated DNA 
methyltranferase and methyl-binding protein down-regulation with the increase in miR-194 
found in their results, but without further evaluation. To date, no miR-194 target has been 
experimentally confirmed in any organism. However, another study, analyzing sex-specific 
response, was not so clear about miR-194 up-regulation (Koturbash et al., 2008): the authors 
observed miR-34a up-regulation and presented this as a good response to ionising radiation, 
because of miR-34a's role downstream of p53. However, this role is not clear (Zenz et al., 
2009) and if it has even been proved that p53 is up-regulated in this system (Koturbash et al., 
2008) it can also have another role such as induction of senescence (Christoffersen et al., 
2010) depending on temporally induced isoforms. Moreover, the spleen is a heterogeneous 
organ, including immune cells in the pulps, muscle and mesothelial cells of the capsule, and 
endothelial cells contouring spleen vessels. Whole-organ analysis averages individual cell-
type responses, thus possibly masking microRNA regulation. 

5.3 Future challenges 
Technical tools for microRNA study are now powerful and cheap enough to allow elegant 
work on ionising radiation response. Scientists must now converge on analytical methods to 
produce reliable results. Radiation-induced genomic instability causes long-term effects, 
notably implicated in cancer development. One hypothesis suggests that ionising radiation 
induces potentially unstable chromosome regions (Suzuki, 1997) prone to delayed DNA 
breakage. As a majority of microRNA loci are on or near fragile chromosome sites (Calin et 
al., 2004), subject to deletion or rearrangement in cancer, and constitute powerful diagnostic, 
metastatic and prognostic markers (review in Koturbash et al., 2011), long-term surveys of 
irradiated cells will be crucial to understanding the steps of ionising radiation-mediated 
carcinogenesis. It now appears clear that crossing only microRNA expression profiling and 
mRNA and protein profiling restricts knowledge to a competitive-endogenous RNA 
hypothesis (Salmena et al., 2011). Absence of data on pseudo-genes and long non-coding 
RNA, sometimes some of the most regulated RNA between conditions (Panzitt et al., 2007), 
biases analysis of microRNA regulatory networks. Integration of all long and short RNA 
and protein profiling will need to bridge a major gap, using the most recent techniques of 
sequencing, to achieve a true characterisation of cell situation. 

6. Conclusion 
Little is known about the microRNA response to ionising radiation. It is now clear that 
“radiomiR” (i.e., a clear ubiquitous radiation biomarker and radiosensitivity predictor) does 
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not exist. However, future studies, by increasing evidence about microRNA response to 
radiation, may specify cell-, dose-, time-, sex- and radiation type-related response profiles. 
Not only microRNA expression but also all aspects of the microRNA and mRNA-binding 
proteome pathways must be investigated to understand the epigenetic contributions to 
ionising radiation effects. 
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1. Introduction 
Ionizing radiation is a major source of double-strand DNA breaks, the most detrimental 
form of DNA damage that, if left unrepaired, leads to genomic instability and cancer. 
Eukaryotic cells have evolved a DNA damage response (DDR), an intricate network that can 
be rapidly activated to response to such challenge. Mutations in genes that encode DDR 
proteins are associated with many genetic diseases, suggesting the importance of DDR in 
maintaining genomic integrity (1-5). 
DDR is a sophisticated signal transduction network comprised of proteins that are capable 
of sensing DNA damage, amplifying the signals and executing various cellular functions 
that have direct impact on cell fate. Of great importance for the understanding of DDR are 
series of studies that aim to identify proteome-wide substrates of checkpoint kinase 
ATM/ATR. These unbiased screens greatly expanded the DDR landscape and revealed the 
involvement of a broad spectrum of pathways that were not previously known (6, 7). One of 
the most intriguing observations made in these studies is the over-representation of proteins 
involved in ubiquitin proteasome system (UPS) pathways.  
Ubiquitin (Ub) is a 76 amino acid protein that can be post-translationally covalently attached 
to the lysine residues of target proteins(8). Ubiquitin can influence the function of its target 
proteins by altering their enzymatic activity, abundance or localization (9-14). In this 
chapter, we will focus mainly on the role of ubiquitination in DDR signaling and cell cycle 
regulation. Following a brief introduction to principles of ubiquitination and ubiquitin-like 
modification, we will present an overview of enzymes and substrates that have been 
identified over the last two decades of intensive research. Finally, we will introduce recent 
advances in application of affinity purification and mass spectrometric-based identification 
of ubiquitinated proteins. 

2. Principle of protein modification by ubiquitin and ubiquitin-like 
modification 
2.1 Conjugation of Ub and UBLs through the three enzyme cascade 
Ubiquitin is a highly conserved small protein that is expressed in all the eukaryotic cells and 
across different organisms. Ubiquitin was initially purified by Gideon Goldstein and co-
workers from bovine thymus (15). The discovery of ubiquitin function in protein 
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1. Introduction 
Ionizing radiation is a major source of double-strand DNA breaks, the most detrimental 
form of DNA damage that, if left unrepaired, leads to genomic instability and cancer. 
Eukaryotic cells have evolved a DNA damage response (DDR), an intricate network that can 
be rapidly activated to response to such challenge. Mutations in genes that encode DDR 
proteins are associated with many genetic diseases, suggesting the importance of DDR in 
maintaining genomic integrity (1-5). 
DDR is a sophisticated signal transduction network comprised of proteins that are capable 
of sensing DNA damage, amplifying the signals and executing various cellular functions 
that have direct impact on cell fate. Of great importance for the understanding of DDR are 
series of studies that aim to identify proteome-wide substrates of checkpoint kinase 
ATM/ATR. These unbiased screens greatly expanded the DDR landscape and revealed the 
involvement of a broad spectrum of pathways that were not previously known (6, 7). One of 
the most intriguing observations made in these studies is the over-representation of proteins 
involved in ubiquitin proteasome system (UPS) pathways.  
Ubiquitin (Ub) is a 76 amino acid protein that can be post-translationally covalently attached 
to the lysine residues of target proteins(8). Ubiquitin can influence the function of its target 
proteins by altering their enzymatic activity, abundance or localization (9-14). In this 
chapter, we will focus mainly on the role of ubiquitination in DDR signaling and cell cycle 
regulation. Following a brief introduction to principles of ubiquitination and ubiquitin-like 
modification, we will present an overview of enzymes and substrates that have been 
identified over the last two decades of intensive research. Finally, we will introduce recent 
advances in application of affinity purification and mass spectrometric-based identification 
of ubiquitinated proteins. 

2. Principle of protein modification by ubiquitin and ubiquitin-like 
modification 
2.1 Conjugation of Ub and UBLs through the three enzyme cascade 
Ubiquitin is a highly conserved small protein that is expressed in all the eukaryotic cells and 
across different organisms. Ubiquitin was initially purified by Gideon Goldstein and co-
workers from bovine thymus (15). The discovery of ubiquitin function in protein 
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degradation was later made by Irvin Rose, Avram Hershko and his student Aaron 
Cieshanover when they were studying the ATP-dependent degradation of the tyrosine 
aminotransferase enzyme. Rose, Hershko and Ciechanover were awarded the 2004 Nobel 
Prize in Chemistry for their discovery (16-19).  
Protein ubiquitination is an ATP-dependent reversible post-translational modification 
(PTM) that results in the formation of an isopeptide bond between carboxyl terminal of 
glycine (Gly) on ubiquitin and the epsilon amine of the lysine or, less commonly, the amino 
terminus or cysteine of the target protein (8, 13, 17, 20-23). Ubiquitination is carried out by a 
set of three enzymes: ubiquitin-activating enzymes (E1), ubiquitin-conjugating (E2) and 
ubiquitin ligase (E3) (8, 18, 22). Initially, ubiquitin is ‘activated’ (see below) in a two-step 
reaction by ubiquitin activating enzyme E1. The ubiquitin molecules are then transferred 
from E1 to the active site cysteine of an ubiquitin-conjugating enzyme E2 via a trans (thio) 
esterification reaction. Finally, an isopeptide bond between a lysine of the target protein and 
the C-terminal glycine of ubiquitin is established with the help of an ubiquitin ligase (E3), 
which recognizes and binds the target substrate and E2, thereby catalyzing the ubiquitin 
transfer from E2 to target protein (Figure 1A) (8, 12-14, 21). Human genome encodes two E1 
activating enzymes, approximately 50 E2s and over 700 E3 ligases (24, 25).  
 

Ub

ATP

AMP+PPi

E2

E1

UbC

O

S

Ring 
E3

E2

Target

HECT
E3

Target

UbC

O

UbC

O
S

Ub
Target

DUB

Target

ATP AMP+PPi

Ub+

UbC

O
S

Target

UbUbUb
Target

Target

Ub

Ub
Ub

Ub
Target

Ub
Target

Ub
Ub
Ub
UbUb

Target

Ub

Polyubiquitination

Monoubiquitination
Multi-ubiquitination

Polyubiquitination
with mix-linkage

Polyubiquitination
with linear-chain

Ub

A B

 
Fig. 1. An Overview of the Ubiquitination cascade and patterns. A) Schematic representation 
of the ubiquitination cascade as it is mediated by the E1, E2 and E3 enzymes and removed 
by DUB. B) Schematic representation of diferent ubiquination patterns. 

The E1 activity represents an essential step during ubiquitin and ubiquitin-like protein (Ubl) 
conjugation, and the general mechanism of the E1-catalyzed reaction is well established (17, 
24-27). In the first step of ubiquitin activation, the E1 enzyme catalyzes the adenylation of 
the Ub or Ubl C-terminus in an ATP-dependent process. In the second step, E1 forms a 
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thioester between a conserved catalytic cysteine and the Ub or Ubl (17, 18). It has been long 
believed that a single E1 (Ube1) is responsible for activation and conjugation of all Ubls 
including ubiquitin, Nedd8 and SUMO. Recently, a divergent E1 in vertebrates and sea 
urchin, Uba6, was discovered. Human Uba6 charges a previously uncharacterized E2 (Use1) 
and specifically activates ubiquitin, but not other UBLs, in vitro and in vivo (28, 29).  
Members of the ubiquitin-conjugating enzymes (E2s) family have highly conserved 
ubiquitin-conjugating catalytic (UBC) domain that provides a binding platform for E1, E3 
and activated Ub/Ubl. Although E2s were initially thought to only be “ubiquitin carriers”, 
recent studies revealed that E2s play an active role in determining ubiquitin chain length 
and linkage specificity(30). For instance, UBE2T specifically catalyzes the 
monoubiquitination of FANCD2, but not polyubiquitin chain formation due to lack of of 
extension activity(30, 31). UBE2N (Ubc13) mediates elongation of K63- specific 
polyubiquitin chains, yet it cannot initiate the ubiquitination (30, 32-34). UBE2C (UbcH10) is 
involved in the formation of K11-linked polyubiquitins, while UBE2K, UBE2R1 and UBE2G2 
build the K48-linked ubiquitin chain (30).  
In contrast to the E2s, whose catalytic sites are well conserved among its members, E3 
ligases are structurally diverse and can be classified into two broad groups on the basis of 
their ubiquitin transfer mechanisms: HECT-type and adaptor-type. HECT-type E3 ligases 
are characterized by the HECT (Homologous to E6-associated protein C-Terminus) domain, 
which can form thioester bond with ubiquitin via an evolutionally conserved cysteine 
residue and play a direct catalytic role in final transfer of ubiquitin to a substrate (35-37).  
On the other hand, adapter-type E3 ligases, including RING (Really Interesting New Gene) , 
U-box (modified RING motif without the full complement of Zn+2 – binding residues) 
domain containing E3 ligases, never form a covalent bond with ubiquitin (38). Rather, they 
function as scaffold proteins that facilitate the transfer of ubiquitin by recruiting ubiquitin 
conjugated E2 and substrate proteins into close proximity. The RING domain is a cysteine-
rich sequence motif that is coordinated with two zinc atoms in “cross-brace” manner. 
Although U-box domain has very similar structure to RING domain, , the major difference 
between them is that U-box E3 ligase uses hydrogen bonds instead of zinc atoms (38).  
Most the RING/U-box domain containing E3 ligases such as BRCA1, MDM2, RNF8 are 
multi-domain proteins with the exception of the Cullin–RING Ligases (CRL). Multi-domain 
E3 ligases are capable of catalyzing the reaction by themselves, albeit with relatively low 
efficiencies. The ligase activity is greatly enhanced by binding to a partner E3, e.g. BRCA1 
with BARD1 and MDM2 with MDM4 (39, 40). On the other hand, the CRL are multi-
components ubiquitin ligases and are arranged into elongated structure by a cullin scaffold 
protein and a catalytic RING subunit, RBX1 or RBX2 . Human genome encodes at least 
seven different cullin proteins: CUL1, CUL2, CUL3, CUL4A, CUL4B, CUL5 and CUL7 and 
two ‘cullin homology domain’ containing proteins: Parkin-like cytoplasmic protein (PARC) 
and subunit of the APC/C complex (APC2) (41-44). N-terminal domain of cullin binds 
substrate receptor, which holds an F box, SOCS box, VHL box or BTB box domain, directly 
or indirectly through adaptor proteins, such as SKP1 in SCF. C-terminal domain of cullin 
interacts with RBX RING domain, which brings to E2 ubiquitin conjugate enzyme into 
complex and promotes ubiquitin transfer (41, 42).  

2.2 Different ubiquitination patterns have distinct functions 
Attachment of single ubiquitin molecule on target protein (monoubiquitination) is sufficient 
to regulate various cellular processes such as endocytosis, DNA repair and replication, 
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degradation was later made by Irvin Rose, Avram Hershko and his student Aaron 
Cieshanover when they were studying the ATP-dependent degradation of the tyrosine 
aminotransferase enzyme. Rose, Hershko and Ciechanover were awarded the 2004 Nobel 
Prize in Chemistry for their discovery (16-19).  
Protein ubiquitination is an ATP-dependent reversible post-translational modification 
(PTM) that results in the formation of an isopeptide bond between carboxyl terminal of 
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terminus or cysteine of the target protein (8, 13, 17, 20-23). Ubiquitination is carried out by a 
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reaction by ubiquitin activating enzyme E1. The ubiquitin molecules are then transferred 
from E1 to the active site cysteine of an ubiquitin-conjugating enzyme E2 via a trans (thio) 
esterification reaction. Finally, an isopeptide bond between a lysine of the target protein and 
the C-terminal glycine of ubiquitin is established with the help of an ubiquitin ligase (E3), 
which recognizes and binds the target substrate and E2, thereby catalyzing the ubiquitin 
transfer from E2 to target protein (Figure 1A) (8, 12-14, 21). Human genome encodes two E1 
activating enzymes, approximately 50 E2s and over 700 E3 ligases (24, 25).  
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the Ub or Ubl C-terminus in an ATP-dependent process. In the second step, E1 forms a 

 
Protein Ubiquitination in IR-Induced DNA Damage Response 

 

177 

thioester between a conserved catalytic cysteine and the Ub or Ubl (17, 18). It has been long 
believed that a single E1 (Ube1) is responsible for activation and conjugation of all Ubls 
including ubiquitin, Nedd8 and SUMO. Recently, a divergent E1 in vertebrates and sea 
urchin, Uba6, was discovered. Human Uba6 charges a previously uncharacterized E2 (Use1) 
and specifically activates ubiquitin, but not other UBLs, in vitro and in vivo (28, 29).  
Members of the ubiquitin-conjugating enzymes (E2s) family have highly conserved 
ubiquitin-conjugating catalytic (UBC) domain that provides a binding platform for E1, E3 
and activated Ub/Ubl. Although E2s were initially thought to only be “ubiquitin carriers”, 
recent studies revealed that E2s play an active role in determining ubiquitin chain length 
and linkage specificity(30). For instance, UBE2T specifically catalyzes the 
monoubiquitination of FANCD2, but not polyubiquitin chain formation due to lack of of 
extension activity(30, 31). UBE2N (Ubc13) mediates elongation of K63- specific 
polyubiquitin chains, yet it cannot initiate the ubiquitination (30, 32-34). UBE2C (UbcH10) is 
involved in the formation of K11-linked polyubiquitins, while UBE2K, UBE2R1 and UBE2G2 
build the K48-linked ubiquitin chain (30).  
In contrast to the E2s, whose catalytic sites are well conserved among its members, E3 
ligases are structurally diverse and can be classified into two broad groups on the basis of 
their ubiquitin transfer mechanisms: HECT-type and adaptor-type. HECT-type E3 ligases 
are characterized by the HECT (Homologous to E6-associated protein C-Terminus) domain, 
which can form thioester bond with ubiquitin via an evolutionally conserved cysteine 
residue and play a direct catalytic role in final transfer of ubiquitin to a substrate (35-37).  
On the other hand, adapter-type E3 ligases, including RING (Really Interesting New Gene) , 
U-box (modified RING motif without the full complement of Zn+2 – binding residues) 
domain containing E3 ligases, never form a covalent bond with ubiquitin (38). Rather, they 
function as scaffold proteins that facilitate the transfer of ubiquitin by recruiting ubiquitin 
conjugated E2 and substrate proteins into close proximity. The RING domain is a cysteine-
rich sequence motif that is coordinated with two zinc atoms in “cross-brace” manner. 
Although U-box domain has very similar structure to RING domain, , the major difference 
between them is that U-box E3 ligase uses hydrogen bonds instead of zinc atoms (38).  
Most the RING/U-box domain containing E3 ligases such as BRCA1, MDM2, RNF8 are 
multi-domain proteins with the exception of the Cullin–RING Ligases (CRL). Multi-domain 
E3 ligases are capable of catalyzing the reaction by themselves, albeit with relatively low 
efficiencies. The ligase activity is greatly enhanced by binding to a partner E3, e.g. BRCA1 
with BARD1 and MDM2 with MDM4 (39, 40). On the other hand, the CRL are multi-
components ubiquitin ligases and are arranged into elongated structure by a cullin scaffold 
protein and a catalytic RING subunit, RBX1 or RBX2 . Human genome encodes at least 
seven different cullin proteins: CUL1, CUL2, CUL3, CUL4A, CUL4B, CUL5 and CUL7 and 
two ‘cullin homology domain’ containing proteins: Parkin-like cytoplasmic protein (PARC) 
and subunit of the APC/C complex (APC2) (41-44). N-terminal domain of cullin binds 
substrate receptor, which holds an F box, SOCS box, VHL box or BTB box domain, directly 
or indirectly through adaptor proteins, such as SKP1 in SCF. C-terminal domain of cullin 
interacts with RBX RING domain, which brings to E2 ubiquitin conjugate enzyme into 
complex and promotes ubiquitin transfer (41, 42).  

2.2 Different ubiquitination patterns have distinct functions 
Attachment of single ubiquitin molecule on target protein (monoubiquitination) is sufficient 
to regulate various cellular processes such as endocytosis, DNA repair and replication, 
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histone function, and transcription (45-48). Moreover, targeted proteins can be 
monoubiquitinated on several lysine residues, resulting in multi-ubiquitination (49-51). 
Alternatively, the targeted protein can be modified with a chain of ubiquitin molecules 
(polyubiquitination) (Figure 1B). Since ubiquitin protein has seven lysine (K) residues (K6, 
K11, K27, K29, K33, K48 and K63) within its sequence, ubiquitin itself can be a target for 
ubiquitination. Since either lysine residue in ubiquitin can partake in chain formation, the 
reactions can produce structurally and functionally distinct polyubiquitin chains(49-52). 
K48-linked polyubiquitin chain with at least four ubiquitin molecules is well characterized 
as a signal for degradation by the proteasome (53-55). K63-linked polyubiquitin chains play 
crucial roles in DNA repair, protein trafficking and inflammation, and K6-linked chains are 
involved in DNA repair (47, 52, 56-60). The anaphase-promoting complex (APC/C) 
catalyzed K11 polyubiquitin chain also acts as efficient proteosomal targeting signal in vitro 
and in vivo (61-63). Another layer of complexity is introduced when several different lysines 
in the ubiquitin are conjugated and form mix-linkage or forked chains (52). There is also 
evidence for the linear polyubiquitin chain in which the C-terminal glycine of ubiquitin is 
bound to the α-amino group of the N-terminal methionine of another ubiquitin (64). 
Detailed characterization of these diverse ubiquitination patterns still awaits and will 
further extend our understanding of the functions of ubiquitin in the cell. 

2.3 Principles of protein SUMOylation 
Following the discovery of ubiquitin function, several structurally similar ubiquitin-like 
proteins (Ubls) have been identified as protein modifiers. Although Ubls do not share high 
sequence similarity, they all possess essentially the same three dimensional structure, and 
appear to be attached to substrates via similar sequential enzymatic cascade (65). Small 
Ubiquitin related MOdifier (SUMO)-protein is the best studied Ubl and functions as a 
critical regulator of many cellular processes, including nuclear transport, transcription, 
degradation, DNA repair and cell cycle control (66-72). SUMO conjugation to substrates 
occurs through a sequential enzymatic cascade involving a SUMO-specific E1 activating 
enzyme (SAE1/SAE2 heterodimer), an E2 conjugating enzyme (UBC9) and E3 ligases such 
as MMS21, PIAS1-4, RanBP2 or TOPORS (70, 73, 74). Similar to ubiquitin, the C-terminal 
glycine residue of SUMO is conjugated to lysine side chain of the target protein via an 
isopeptide bond, frequently, on the consensus sequence ψKxE (where ψ corresponds to a 
large hydrophobic amino acid, and x is any amino acid) (70, 75, 76). In mammals, three 
expressed forms of SUMO proteins have been well characterized: SUMO1, -2 and -3. 
SUMO2 and -3 have 95% homology with each other, so they are considered functionally 
equivalent and often referred to as SUMO2/3(70, 75, 76). Although SUMO2/3 is only 50% 
identical in sequence to SUMO1, all SUMO proteins share a common tertiary structure 
known as the ubiquitin superfold (70, 71, 75). Consistent with sequence divergences, 
SUMO1 and SUMO2/3 have distinct substrates specificity and also differ in their ability to 
form SUMO chains. SUMO2/3 possesses SUMO consensus sequence at their N-terminus 
and has the ability to form poly-SUMO chains, wheras SUMO1 lacks this consensus motif 
and is able to terminate the chain on SUMO2/3 polymers (70, 71, 74-76).  

2.4 Reversing the ubiquitination and ubiquitin like modifications 
Ubiquitination can be reversed by deubiquitination enzymes (DUBs). DUBs play four major 
roles in ubiquitin metabolism. First, DUBs engage in activation and processing of the 
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ubiquitin precursor into mature ubiquitin monomers, probably co-translationally. Second, 
DUBs recycle the ubiquitin that was accidentally removed during the ubiquitination 
process. Third, DUBs restore monoubiquitin molecules from the unanchored polyubiquitin 
chains that is synthesized or released during the ubiquitination process. Finally, DUBs act as 
antagonist to E3 ligases by reversing the ubiquitination or ubiquitin-like modification of 
target proteins (77, 78).  
Human genome encodes approximately 100 deubiquitinases and they can be divided into 
five major families: ubiquitin C-terminal hydrolases (UCHs), ubiquitin-specific proteses 
(USP), ovarian tumour proteases (OTUs), Ataxin-3/Josephins and JAB1/MPN/MOV34 
metalloenzymes (JAMM/MPN+). The UCH, USP, OTU and Ataxin-3/Josephin families 
belong to Cys proteases, whereas the JAMM/MPN+ family members are zinc 
metalloproteases (79).  
Protein SUMOylation is also a highly dynamic reversible process. The de-conjugation 
enzymes, also known as SUMO-specific proteases (SENP), cleave the isopeptide bond 
between SUMO and the target protein and are also responsible for processing of SUMO 
precursors into mature forms (80). In mammalian cell, SENP family contains six proteins 
(SENP1, SENP2, SENP3, SENP5, SENP6 and SENP7) (81). SENPs can be classified into three 
subgroups according to their functions. SENP1 and -2 can cleave both SUMO1 and 
SUMO2/3 from substrates and are involved in cellular maturation of the SUMO proteins. 
SENP3 and -5 remove the monomeric SUMO2/3 from substrates and SENP6 and -7 perform 
the editing and deconjugating of poly-SUMO-2/3 chains (82, 83).  

3. An overview of DNA damage response signaling and modifications by 
ubiquitin and ubiquitin-like molecules 
Exposure to endogenous and exogenous genotoxic stress triggers signaling pathways that 
allow the cell to slow down cell cycle progression and repair the damaged DNA. The 
framework of DDR can be defined in three categories: 1) sensors that continuously scan 
chromatin to detect the damage sites; 2) mediators or transducers that spread the signal, and 
3) effectors that receive the signal and coordinate the response (84). Of crucial importance is 
the activation of the central checkpoint kinase Ataxia Telangiectasia Mutated (ATM) and 
ATM and Rad3-related kinase ( ATR ) that results in the phosphorylation of large number of 
substrates that execute diverse functions (6, 7). This is by far the most extensively studied 
pathway of the DDR. 
Accumulating evidence suggest that phosphorylation is intimately coupled with other post-
translational modifications including those by ubiquitination and ubiquitin-like molecules. 
Consistent with this hypothesis, proteins involved in ubiquitin proteasome systems are 
over-represented among the ATM/ATR substrates identified from proteomics screen (6, 7). 
Importantly, functional studies demonstrate that several E3 ligases acts at various stages of 
DNA damage response, including chromosome structure remodeling, signal amplification 
and repair, and their deregulation is associated with genetic diseases (1, 25, 85-87). In next 
section, we will describe the role of E3 ligases in DNA damage response pathway. 

4. Modification by non-degradable Ubls in DNA damage signaling 
The initial response to DSB is the sensing of DNA damage by multifunctional protein 
complexes that are able to bind directly to DNA. They include the MRE11/RAD50/NBS1  
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process. Third, DUBs restore monoubiquitin molecules from the unanchored polyubiquitin 
chains that is synthesized or released during the ubiquitination process. Finally, DUBs act as 
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allow the cell to slow down cell cycle progression and repair the damaged DNA. The 
framework of DDR can be defined in three categories: 1) sensors that continuously scan 
chromatin to detect the damage sites; 2) mediators or transducers that spread the signal, and 
3) effectors that receive the signal and coordinate the response (84). Of crucial importance is 
the activation of the central checkpoint kinase Ataxia Telangiectasia Mutated (ATM) and 
ATM and Rad3-related kinase ( ATR ) that results in the phosphorylation of large number of 
substrates that execute diverse functions (6, 7). This is by far the most extensively studied 
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over-represented among the ATM/ATR substrates identified from proteomics screen (6, 7). 
Importantly, functional studies demonstrate that several E3 ligases acts at various stages of 
DNA damage response, including chromosome structure remodeling, signal amplification 
and repair, and their deregulation is associated with genetic diseases (1, 25, 85-87). In next 
section, we will describe the role of E3 ligases in DNA damage response pathway. 
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(M/R/N) complex, the Ku70/80/DNA-PKcs and perhaps ATM kinase itself (88, 89). 
Binding of M/R/N and Ku70/80 complexes onto DNA leads to the recruitment and 
activation of the Ser/Thr kinases ATM and DNA dependent kinase catalytic subunit (DNA-
PKcs), respectively. Both kinases belong to Phosphatidylinositol -3-Kinase-like-Kinses 
(PIKK) family of serine–threonine kinases with sequence similarity to Phosphatidylinositol-
3 Kinases (PI3Ks) and phoshorylate the histone variant H2AX on Ser139 residue (H2AX) 
(90, 91). This phoshorylation marks the DNA damage sites and facilitates the recruitment of 
Mediator of DNA damage Checkpoint (MDC1). This initiates amplification of DDR signal 
by promoting the accumulation P53 Binding Protein 1(53BP1), RING Finger Protein 8 
(RNF8), RING Finger Protein 168 (RNF168), RAP80 and Breast cancer susceptibility gene 1 
(BRCA1) at damage sites (92-97). MDC1 and -H2AX dependent localization of RNF8 and 
RNF168 E3 ligases and ubiquitination of H2AX are responsible for organizing the 
recruitment of BRCA1, 53BP1 and other DDR complexes and higher-order chromatin 
remodeling to facilitate local exposure of constitutive chromatin marks which leads to 
amplification of signal (Figure 2) (58, 59, 96, 98).  

4.1 E3 ligases that are involved in the histone ubiquitination in the initial DNA damage 
signaling  
RNF8 and RNF168 are substrates of checkpoint kinases that are recruited to sites of DNA 
damage 
Following MDC1 phosphrorylation, RNF8 appears to be the first of the several E3s recruited 
to sites of DNA damage. RNF8 recognizes phosphorylated TQXF motifs on MDC1 through 
its FHA domain and cooperates with UBC13 to initiate the transfer of ubiquitins to histones 
(58, 94, 96, 98). Since UBC13 catalyzes the elongation of K63- specific polyubiquitin chain, 
RNF8/UBC13 mediated ubiquitination does not involve protein degradation (58, 94, 96, 98, 
99). Importantly, accumulation of RNF8 on DNA damage sites is required for the 
recruitment of checkpoint mediators 53BP1 and BRCA1, suggesting that RNF8 lies upstream 
of these proteins. Recent studies also show that RNF8/UBC13-mediated ubiquitination 
contributes the recruitment of BRCA1 and 53BP1 to damage site, but it is not sufficient for 
persistent assembly of these factors (58, 96, 100, 101). Another RING type ubiquitin ligase, 
RNF168, recognizes RNF8/UBC13-mediated H2A and -H2AX ubiquitination by its Motif 
Interacting with Ubiquitin (MIU) domains to amplify and spread the regulatory K63-
polyubiquitination on H2A and -H2AX (1, 59). In turn, RNF168-dependent ubiquitylation 
promotes the retention of BRCA1 and 53BP1 at DSB sites (59).  
The importance of RNF8-mediated pathway in DNA damage response was demonstrated 
by the observation that biallelic mutations in RNF168 are associated with radiosensitivity, 
immunodeficiency, dysmorphic features, and learning difficulties (RIDDLE) syndrome (1), a 
disorder associated with defective DSB repair that shares some clinical features with other 
genome instability syndromes such as ataxia-telangiectasia (102). Cells derived from a 
RIDDLE patient are defective in DNA damage-induced ubiquitylation and exhibit impaired 
localization of 53BP1 and BRCA1 to DSBs, while MDC1 and NBS1, similarly to RNF8 and 
RNF168 depleted cells, remain unaffected (1, 59, 102).  
HERC2 facilitates K63-polyubiquitination by stabilizing RNF8-UBC13 interaction  
Recently, another ubiquitin ligase, HERC2 was shown to be involved in non-proteolytic 
histone polyubiquitination at DNA lesions (103). HERC2 interacts with the FHA domain of 
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signaling  
RNF8 and RNF168 are substrates of checkpoint kinases that are recruited to sites of DNA 
damage 
Following MDC1 phosphrorylation, RNF8 appears to be the first of the several E3s recruited 
to sites of DNA damage. RNF8 recognizes phosphorylated TQXF motifs on MDC1 through 
its FHA domain and cooperates with UBC13 to initiate the transfer of ubiquitins to histones 
(58, 94, 96, 98). Since UBC13 catalyzes the elongation of K63- specific polyubiquitin chain, 
RNF8/UBC13 mediated ubiquitination does not involve protein degradation (58, 94, 96, 98, 
99). Importantly, accumulation of RNF8 on DNA damage sites is required for the 
recruitment of checkpoint mediators 53BP1 and BRCA1, suggesting that RNF8 lies upstream 
of these proteins. Recent studies also show that RNF8/UBC13-mediated ubiquitination 
contributes the recruitment of BRCA1 and 53BP1 to damage site, but it is not sufficient for 
persistent assembly of these factors (58, 96, 100, 101). Another RING type ubiquitin ligase, 
RNF168, recognizes RNF8/UBC13-mediated H2A and -H2AX ubiquitination by its Motif 
Interacting with Ubiquitin (MIU) domains to amplify and spread the regulatory K63-
polyubiquitination on H2A and -H2AX (1, 59). In turn, RNF168-dependent ubiquitylation 
promotes the retention of BRCA1 and 53BP1 at DSB sites (59).  
The importance of RNF8-mediated pathway in DNA damage response was demonstrated 
by the observation that biallelic mutations in RNF168 are associated with radiosensitivity, 
immunodeficiency, dysmorphic features, and learning difficulties (RIDDLE) syndrome (1), a 
disorder associated with defective DSB repair that shares some clinical features with other 
genome instability syndromes such as ataxia-telangiectasia (102). Cells derived from a 
RIDDLE patient are defective in DNA damage-induced ubiquitylation and exhibit impaired 
localization of 53BP1 and BRCA1 to DSBs, while MDC1 and NBS1, similarly to RNF8 and 
RNF168 depleted cells, remain unaffected (1, 59, 102).  
HERC2 facilitates K63-polyubiquitination by stabilizing RNF8-UBC13 interaction  
Recently, another ubiquitin ligase, HERC2 was shown to be involved in non-proteolytic 
histone polyubiquitination at DNA lesions (103). HERC2 interacts with the FHA domain of 



 
Current Topics in Ionizing Radiation Research 

 

182 

RNF8 in phosphorylation-dependent manner. DNA damage-dependent phosphorylation  
of HERC2 on T4827 by PIKKs provides the docking site for FHA domain of RNF8 and 
allows the formation of a ternary MDC1-RNF8-HERC2 complex at DNA lesions (103).  
The exact function of HERC2 at DNA lesions is not entirely understood but it is suggested 
that HERC2 mediates and stabilizes the RNF8–UBC13 interaction and stimulates  
the K63-polyubiquitination. Another study showed that HERC2 promotes BRCA1 
polyubiquitination thereby targeting BRCA1 for proteasome degradation (104). These 
findings are consistent with the overexpression of HERC2 in breast epithelial and carcinoma 
cells, implicating its role in breast cancer carcinogenesis. 

BMI/RING1 E3 ligase contributes to H2AX ubiquitination in a RNF8-independent 
manner 
The polycomb repressive complex 1, which contains BMI1, RING1, and RING2, functions as 
an E3-ubuiquitin ligase. BMI1 and RING2 are recruited to sites of DSB where they 
contribute to the ubiquitination of γ-H2AX (105). In the absence of BMI1, ubiquitination-
dependent recruitment of several proteins, including 53BP1, BRCA1, and RAP80, are 
impaired (105, 106). In contrast to RNF8, recruitment of BMI1 does not require H2AX, but 
depends on the FHA and BRCT domains of NBS1. Loss of BMI1 sensitizes cells to ionizing 
radiation to the same extent as loss of RNF8, and simultaneous depletion of both proteins 
revealed an additive increase in radiation sensitivity. Thus, it appears that RNF8 and BMI 
represent two distinct recruitment pathways for 53BP1 and BRCA1.  

RNF20 and RNF40 regulate H2B mono-ubiquitination and homologous recombination 
Recently, monoubiquitination of histone 2B (H2B), which is associated with transcription 
elongation, is shown to be a part of DDR in an ATM-dependent manner and required for 
timely damage repair (107-109). Heterodimeric RING-finger proteins RNF20 and RNF40, 
which are orthologs of the budding yeast protein Bre1 together with the ubiquitin-
conjugating enzyme Rad6, catalyze H2B monoubiquitylation on lysine120 in the 
mammalian cells and on lysine 123 in yeast (110). Importantly, RNF20 and RNF40 physically 
interact with ATM and NBS1 (a member of the MRN complex) and are phosphorylated by 
ATM, which is essential for their recruitments to DNA damage site(108, 111). Either 
depletion of RNF20 /RNF40 or the mutation of H2B monoubiquitination sites lead to a 
significant decrease in RPA, RAD51 and BRCA1 localization on DSBs and interfere with 
Homologous Recombinational Repair (HRR) in human cells. Since the defect in HR causes 
the genomic instability by accelerating cancer-promoting mutations, dysfunctional 
RNF20/RNF40 increase the susceptibility to cancer (112).  

4.2 E3s that are recruited to DSBs by ubiquitinated histones 
Recruitment of BRCA1-A complex to DNA damage sites by RNF8/RNF168-mediated 
histone ubiquitination  
The mechanism by which RNF8/RNF168 mediated-ubiquitination facilitates the 
recruitment of DDR factors is only partially resolved. RNF8/RNF168 can add K63-
polyubiquitin chains on H2A and -H2AX that, in turn, act as molecular landing pads for 
downstream DDR factors with ubiquitin binding domains. The BRCA1 /BARD1 complex is 
one of the E3 complexes that are recruited to DNA damage sites in -H2AX-ubiquitination 
dependent manner.  
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The product of tumor suppressor gene BRCA1 plays a critical role in maintenance of genomic 
integrity by regulating DNA damage-induced cell cycle checkpoint activation, repair, 
chromatin remodeling, as well as transcriptional regulation and apoptosis (5, 113). BRCA1 
protein contains two BRCT motifs at its C-terminus and RING domain at N-terminus (114). 
BRCT motif of BCRA1 functions as a phospho-protein binding domain and is required for its 
translocation and accumulation at DNA damage sites (115-117). RING domain of BRCA1 
interacts RING domain of BARD1 (BRCA1-Associated Ring Domain protein 1) as a 
heterodimer and operates as an E3 ubiquitin ligase (39, 118, 119). The BRCA1/BARD1 
complex can assemble with UBCH5C E2 ligase to promote the K6 ubiquitin chain in vitro (120). 
BRCA1/BARD1 heterodimer also forms at least four non-overlapping endogenous complexes 
with distinct functions. The “BRCA1-A” complex contains BRE/BRCC3/NBA1, FAM175A 
(Abraxas), FAM175B (Abraxas brother 1), and RAP80 (100, 121, 122). The RAP80 (Receptor 
Associated Protein 80 or UIMC1) is the component within BRCA1-A complex and is 
responsible for this recruitment of this complex onto the damage site by recognizing the K63 
polyubiquitin chain through its ubiquitin interacting motifs (UIM) (123, 124).  
Aside from RAP80 and BRCA1/BARD1, many components of the BRCA1-A complex 
possess structural domains implicating them in ubiquitination pathway. BRCC36 has a JAM 
domain characteristic of lysine 63-specific deubiquitinating enzymes, and Abraxas and BRE 
contain predicted Mpr-1/Pad1 N-terminal (MPN-) and ubiquitin E2 variant (UEV) domains 
respectively (122, 125-128). Possible targets of BRCC36 include RAP80 and di-ubiquitinated 
H2A/H2AX. BRCC36 DUB activity and localization are regulated via its interactions 
within the context of each protein complex. In the BRCA1-A complex, ABRA1 and BRE are 
essential for BRCC36 DUB activity and localization at DNA damage site (100, 122, 127, 128).  
Although the exact function of BRCC36 deubiqutination at DNA damage site is not known, 
it has been suggested that BRCC36 catalyzes the deubiquitination of chromatin-associated 
proteins that lead to the chromatin remodeling and amplification of damage signal. In 
addition, deubiqutination by BRCC36 may contribute to the switch-off mechanism after the 
damage is repaired, which is required to resume normal DNA replication and cell 
proliferation. It is also speculated that BRCC36-driven deubiquitination not only removes 
the K63 polyubiquitin chain, but it may also promote BRCA1- dependent K6 ubiquitination. 
Rad18 is another E3 ubiquitin ligase that accumulates at DSB sites in a manner 
dependent on RNF8  
Rad18 is well-known for its function in DNA damage bypass and post-replication repair in 
yeast and vertebrates, where it promotes monoubiquitination of proliferating cell nuclear 
antigen (PCNA) at stalled replication forks (129). It was shown recently that RAD18 also 
participates in the signaling and homologous repair of DSB (130). The UBZ-like zinc finger 
domain on RAD18 preferentially binds to K63-linked Ub chains in vitro, and is required for 
Rad18 IR-induced foci (IRIF) formation, suggesting that RAD18 may be recruited to DSB 
through binding of its zinc finger domain to ubiquitinated proteins. RAD18 functions as an 
adaptor to facilitate homologous recombination through direct interaction with the 
recombinase RAD51C, although this function does not require its E3 ligase activity(129-132). 
Thus, the substrates of RAD18 in this process remain unknown. 

4.3 SUMOylation system 
Recent studies showed that the SUMO-conjugating system is operating in parallel and in 
cooperation with the ubiquitin-conjugating system for the assembly of 53BP1 and BRCA1. 
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SUMO1, SUMO2/3 and SUMO E3 ligases PIAS1 and PIAS4, as well as the E2 UBC9 also 
accumulate at DSB sites. Moreover, both 53BP1 and BRCA1 are possible substrates for 
SUMOylation, and the E3 Ub ligase activity of BRCA1 may also be subjected to regulation 
by SUMOylation (73).  

5. Poly-ub-dependent protein degradation in cell cycle checkpoint control 
Damaged DNA can lead to fixation of potentially harmful mutations during cell division. To 
this end, cells evolved checkpoints that can stop the cell cycle or slow down its pace to allow 
damage to be repaired. Two E3 ligases, the SCF and APC/C complexes that regulate normal 
cell cycle progression, also control cell cycle arrest. Another well-studied DNA damage 
checkpoint protein that is subjected to regulation by polyubiquitination-dependent 
degradation is the tumor suppressor protein p53, which regulates a wide variety of cellular 
processes, including transcription, apoptosis and senescence. Under normal growth 
conditions, p53 is kept at low levels by multiple E3 ligases through rapid turn-over; in 
response to DNA damage, p53 is rapidly stabilized and its level is maintained. Over the 
years, an increasing number of E3s and DUBs have been shown to be involved in this 
response. In this section, we will introduce the E3 ligases and DUBs that regulate p53 and 
substrates that are subjected to SCF and APC/C-mediated degradation for cell cycle 
controls.  

5.1 The E3s and Dubs that keep the master tumor suppressor p53 under tight 
regulation  
Tumor suppressor protein p53, also known as “the guardian of the genome”, is a 
transcription factor that plays essential roles in multicellular organisms to regulate cell cycle 
progression, apoptosis, and senescence in response to DNA damage (133-135). Loss of 
function mutations in p53 are found in more than 50% of the tumors. In unstressed cell, p53 
protein level is kept low predominantly through the ubiquitin-mediated proteosomal 
degradation. Several E3 ligases and their associated factors are involved in p53 
ubiquitination and directly affect p53 levels, sub-cellular localization, and activity (136, 137). 
In addition, deubiquitination enzymes such as Herpes virus-Associated Ubiquitin Specific 
Protease (HAUSP, also known as USP7), and other ubiquitin-like (UBL) proteins also have 
impact on p53 abundance and activity (136, 137).  
The identification of the human papilloma virus (HPV) E6-associated cellular protein E6AP 
was the first indication for the ubiquitination-dependent p53 regulation (138). Shortly after, 
RING type ubiquitin ligase Murine Double Minute 2 (MDM2) was characterized as the p53 
E3 ligase that regulates its stability by promoting the formation of polyubiquitin chains on 
p53 and targeting it for ubiquitin-dependent proteasomal degradation (139-141). The 
importance of MDM2 in p53 regulation is highlighted by the Mdm2 knock-out mice studies. 
The embryonic lethality of Mdm2-knockout mice, which is due to p53 induced apoptosis, is 
rescued by deletion of p53 (142, 143). 
The MDM2 analogous MDM4 or MDMX, has emerged as another key regulator of p53. 
Mdm4 was identified as a novel p53 interacting protein in mouse and as a negative regulator 
of p53 by inhibiting p53 transcription activity (144). Importantly, MDM4 can form a 
heterodimer with MDM2 through their RING domains (145, 146) and while MDM4 lacks 
intrinsic ubiquitin-ligase activity, it can stimulate MDM2–dependent p53 ubiquitination and 
degradation in vivo (40). MDM4 also stabilizes MDM2, presumably by reducing MDM2 
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homodimers and thereby restricting MDM2 autoubiquitination activity (146). Like Mdm2, 
Mdm4 deficiency in mice leads to early embryonic lethality due to cell arrest, and the 
phenotype is rescued by p53 loss and partially rescued by the loss of cyclin-dependent 
kinase inhibitor 1A (Cdk1a, the gene that encodes p21 which regulates proliferation) (147, 
148).  
The six key lysine residues (K370, K372, K373, K381, K382, and K386) located at the most C-
terminus of p53 are well-characterized ubiqutination sites for MDM2 in vitro (149). 
However, knock-in mice studies, where all the lysine residues are replaced with arginines 
(p53-6KR mutant) in vivo, have shown that p53 expression levels are similar to wild type 
p53, implying that while these lysines are critical to regulate p53 function, they are not 
sufficient for degradation and alternative lysine residues may be involved in p53 stability 
(150, 151). Recently, it was shown that p53 could be ubiqutinated in the DNA binding 
domain in vitro and deletion mutant of DNA binding domain stabilizes p53 by decreasing its 
ubiqutination (152).  
Many stress factors, such as DNA damage and oncogene activation, lead to p53 stabilization 
and increase in its transcriptional activity to regulate checkpoints especially the G1/S and 
apoptosis. In a widely accepted model, rapid p53 stabilization during early response to DNA 
damage occurs through phosphorylation of p53 at Ser15 and Ser20 and/or acetylation of p53 
at C-terminal lysine residues instead of ubiqutination by DNA damage responsive enzymes, 
such as ATM/ATR, DNA-PK, CHK1, CHK2 and p300. These post-translational modifications 
(PTMs) cause p53 to dissociate from its negative regulators MDM2 and MDM4 and enhance 
the p53 transcriptional activity (137, 153). ATM also stimulates the phosphorylation of MDM2 
and MDM4 at their C-terminus, which leads to their rapid degradation. ATM also activates 
another kinase c-Abl, to phosphorylate MDM2 at tyrosine 394 and MDM4 at tyrosine 99, 
which decrease their ability to inhibit p53 (154-157). Tumor suppressor ARF (known as 
p14ARF in humans and p19ARF in mouse) contributes to p53 stabilization by sequestering 
MDM2 and thus preventing MDM2 from physically interacting with p53 (158).  
Active form of p53 is also known to be a transcription factor for its own major negative 
regulator MDM2 and lead to the accumulation of MDM2 by creating a negative feedback 
loop(159, 160). On the other hand, MDM2 contributes to the positive feedback loop to p53 
stability by stimulating its and MDM4 ubiquitination for degradation (161, 162). Recent 
study also shows that another E3 ubiquitin ligase, RFWD3 (RING finger and WD repeat 
domain 3) positively regulates p53 stability as part of the late response to DNA damage. 
RFWD3, which is phosphorylated by ATM/ATR, is a potent E3 ligase for p53 that promotes 
its oligo-ubiquitination in vitro. RFWD3 forms a complex with MDM2 and p53, restricts 
MDM2 polyubiquitination activity in a way that p53 becomes resistant to 26S proteosomal 
degradation (163).  
MDM2 also mediates ubiquitin-like modifications such as SUMOylation and Neddylation of 
p53 (164, 165). PIAS family of E3 ligases mediates p53 sumoylation at lysine 386 (K386) in 
vitro and MDM2 can fulfill this in an ARF-dependent manner. MDM2/ARF mediated p53 
SUMOylation is associated with relocalization of p53 to subnuclear structures and modest 
increase in p53 transcriptional activity, the biological consequences of this phenomenon are 
not completely clear (72, 165, 166).  
Although MDM2 is a major ubiquitin ligase of p53, other ubiquitin ligases also play a role in 
p53 ubiqutination, as p53 protein is still degraded at certain levels in Mdm2 deficient mice. 
Several p53 ubiquitin ligases have been identified including ARFBP1, COP1, E4F1, Ubc13, 
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SUMO1, SUMO2/3 and SUMO E3 ligases PIAS1 and PIAS4, as well as the E2 UBC9 also 
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degradation in vivo (40). MDM4 also stabilizes MDM2, presumably by reducing MDM2 
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Pirh2, TOPORS and WWP1 (136, 137) (Figure 3). These ubiquitin ligases can be categorized 
into two groups according to their ability to built K48 linked-polyubiquitin chain and non-
proteasomal ubiquitin chain. The first group, which includes Pirh2, COP1, CARP1, CARP2 
and ARFBP1, regulates the p53 protein level through the proteasomal degradation with the 
exception of TOROS, whose function is unknown (166-171). The main function of the 
proteins in second group (WWP1, MSL2 and E2 enzyme Ubc13) is to regulate the p53 
localization (172-174).  
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Fig. 3. MDM2-dependent and independent p53 ubiquitinationation patterns and their 
distinct functions in p53 biology. 
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In addition, transcription factor E4F1 was shown to ubiquitinate p53 mainly through the 
K48-linkage (175). E4F1 is considered as an atypical E3 ligase because it does not contain a 
HECT or RING domain. However, it has SUMO E3 ligase RanBP2 catalytic domain 
homologous region (aa 30-80), which provides its E3 ligase activity (66, 175, 176). E4F1 can 
catalyze the formation of mono-, di-, and tri-ubiqutination on the lysine cluster K319–K321 
of p53 that are distinct from those targeted by MDM2 and these oligo-ubiquitin chains 
neither target p53 for degradation nor change the p53 nuclear/cytoplasmic ratio. E4F1-
dependent ubiquitination instead increases p53 localization to the chromatin fraction 
selectively in p21 and cyclin G promoter region and regulates transcription of p53 target 
genes that are required for cell cycle arrest, but not of those involved in apoptosis. 
Furthermore, E4F1 mediated K320 ubiquitination competes for acetylation of K320 by PCAF 
that induce apoptosis in response to DNA damage (175, 177). This suggests that E4F1 
dependent ubiquitination inhibits the PCAF-mediated acetylation of p53 and triggers an 
anti-apoptotic program in response DNA damage.  
Ubiquitination is dynamic and reversible process through ubiquitin ligases and 
deubiquitinases (DUBs). Like ubiquitin ligases, deubiquitination enzymes (DUBs) regulate 
the fate and function of ubiquitin-conjugated proteins and have been implicated in several 
important pathways including cell growth and differentiation, development, oncogenesis 
and transcriptional regulation. DUBs activity is especially critical and tightly regulated 
when ubiquitination is used as a signal for non-proteasomal process and play an important 
role in p53 stability and activity. The first DUB shown to regulate p53 stability was HAUSP 
(178). HAUSP was originally characterized as Herpes virus-associated cellular factor and 
shown to interact and deubiquitinate p53 in vitro and in vivo (178-180). HAUSP belongs to 
the Ub-specific processing protease (UBP) subfamily of DUBs and contains conserved core 
enzymatic domain with characteristic Cys and His motifs (181). Beyond the catalytic 
domain, HAUSP has N-terminal and C-terminal extensions with no significant similarity to 
other members of UBP family and these extensions are important for substrate recognition 
and subcellular localization. HAUSP interacts and modulates not only p53 but also MDM2 
and MDM4 protein level and function has greatly increased the complexity of its role within 
the p53-MDM2 pathway (182, 183). While overexpression of HAUSP results in the 
stabilization of p53 through de-ubiquitination and partial knockdown of HAUSP decreased 
p53 protein level, complete ablation of HAUSP led to an increase in p53 levels due to 
increase in MDM2 ubiquitination and proteasomal degradation (184). In the absence of 
stress, HAUSP is involved in stabilizing MDM2 and MDM4 by removing the ubiquitin 
molecules, however, MDM2 and MDM4 phosphorylated by ATM as a response to DNA 
damage and this phosphorylation inhibits MDM2 or MDM4 interaction with HAUSP and 
causes the MDM2 and MDM4 degradation in favor of p53 activation (185).  
Besides the regulation of protein stability, DUBs have been shown to regulate chromatin 
structure and to facilitate both gene activation and gene silencing. HAUSP also stimulates 
p53 DNA binding activity and involves in its transcription function (186).  
Another deubiquitinating enzyme USP2a was associated with MDM2 in vivo and shown to 
deubiquitinate MDM2, without reversing MDM2-mediated ubiquitination of p53. Ectopic 
expression of USP2a therefore leads to an increase in the levels of MDM2 and promotes p53 
degradation. Downregulation of USP2a protein level with siRNA results in destabilization 
of MDM2 and thus elevated p53 protein expression and upregulation of p53 target genes. 
MDM2 specific deubiquitin ligase USP2a contributes to repression of p53 activity in vivo 
(187). 
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5.2 Substrates of CRLs that regulate cell cycle arrest 
Many cellular factors that orchestrate cell cycle progression under normal conditions, 
including numerous UPS proteins, also play key roles in regulating damage-induced cell 
cycle arrest. Their functions in normal cell and in damage-induced cell mainly manage 
through synthesis-degradation and phosphorylation-dephosphorylation manner. Two well-
studied E3 ligase families, the SCF and APC/C complexes polyubiquitinate these cellular 
factors and target them for proteasome-mediated degradation. Both SCF and APC/C are 
CRL-type E3 ligases composed of a scaffold protein (Cullins and APC2), a RING domain 
containing protein that mediates its interaction with E2 (RBX1 and APC11), adaptor proteins 
and co-activators that determine substrate specificity (F-box proteins, CDC20 or CDH1) 
(188). Importantly, activation of these E3 ligases is closely coupled with the activation of 
checkpoint kinases, which phosphorylate their substrates and facilitate the recognition by 
the F-box proteins in the SCF complex.  
Chk1, a substrate of ATR/ATM, is an effector kinase that is part of both checkpoint 
initiation and termination 
CHK1 is essential for cell viability and is phosphorylated and activated by ATR/ATM in 
response to replication block and DNA damage. Activation of CHK1 leads to the 
phosphorylation of a plethora of substrates including Cdc25A, Claspin, Kap1, which are 
critical for the activation of intra-S and G2/M checkpoint (189). CHK1 phosphorylation also 
promotes its own degradation mediated by the SCF E3 ligase cullin 4A/DDB1 or cullin 1 
CUL1/Fbx6 (190). Therefore, CHK1 activity is fine-tuned by a negative feed-back loop to 
ensure timely termination of checkpoint signal and resuming cell cycle progression. In 
addition, the adaptor protein Claspin that facilitates ATR-mediated Chk1 phosphorylation, 
also contributes to down-regulation of Chk1 activity through its own proteolysis (191) (see 
below). 
CDC25A is phosphorylated and degraded to prevent G1-S transition 
Cdc25A is a phosphatase that is an essential regulator for CDK (Cyclin Dependent Kinase) 
activity during cell cycle progression (189). By removing the inhibitory phosphorylation of 
CDKs, Cdc25A drives cell cycle from G1 to S, and elevated Cdc25 levels resulting from their 
stabilization and persistence during cell cycle periods have significant oncogenic potential. 
In unperturbed cells, Cdc25A protein is maintained at modest levels during S and early G2 
by the action of the ubiquitin ligase SCFTrCP, whose recognition of Cdc25A depends upon 
phosphorylation by a number of kinases (192, 193). At the end of mitosis and through G1, 
Cdc25A is eliminated via the APC/CCdh1 ubiquitin ligase. DNA damage induction of Chk1 
activity increases the priming phosphorylation of Cdc25A, leading to greater SCFTrCP-
induced degradation (194). Moreover, Cdc25A can also be stabilized by the ubiquitin 
hydrolase Dub3, which removes the polyubiquitin modifications that mark Cdc25A for 
proteasomal degradation (195). Importantly, Dub3 was able to transform NIH-3T3 cells and 
cooperated with H-Ras to promote growth and its overexpression is responsible for an 
abnormally high level of Cdc25A in a subset of human breast cancers (195). 
CDT1 and Cdc6 are degraded upon DNA replication block to prevent replication 
CDT1 is an essential protein required for licensing of replication origin in G1 and is 
degraded in S-phase to prevent re-replication and following DNA damage to prevent late 
origin firing (196, 197). In unperturbed cells, phosphorylation of CDT1 by cyclin-dependent 
kinase promotes its binding to and ubiquitination by SCF-Skp2 E3 ubiquitin ligase (198-202). 
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However, this pathway is not essential for the degradation of CDT1. It contains a second 
degradation signal at its N-terminus that is active after DNA damage, and is dependent on 
the loading of PCNA. Its ubiquitination and degradation requires CDT2 and DDB1, which 
are components of a CUL4 ubiquitin ligase (200, 203).  
DNA damage-dependent ubiquitination of CDC6 has been attributed to two ubiquitin 
ligases, depending on the cell type and source of DNA damage. In p53-proficient cells 
treated with ionizing radiation, CDC6 is down-regulated through ubiquitination by the 
CDH1-associated form of the anaphase promoting complex, APC/C (204). In response to 
other forms of DNA damage, CDC6 is ubiquitinated by the HUWE1 enzyme irrespective of 
the p53 status of the cells (205). 
Claspin is phosphorylated by CHK1 and PLK1, which mediate its degradation by 
SCFTrCP and is involved in G2/M checkpoint-recovery from replication block 
Claspin is an adaptor protein that facilitates ATR-mediated phosphorylation and activation 
of CHK1 in response to replication arrest and replication stress during normal cell cycle 
progression as a result of replication stress (191, 206). Claspin level is regulated throughout 
the cell cycle by ubiquitin mediated proteolysis. Two E3 ubiquitin ligases, the SKP1-CUL1- 
βTrCP and APC/CDH1 contribute to Claspin degradation (207, 208). Claspin is 
phosphorylated in a canonical DSGxSDSGFxS degron sequence, which is typical of 
SCFTrCP substrates. Phosphorylation of Claspin is mediated by PLK1 and is essential for 
binding to TrCP (191, 209). Thus, degradation of Claspin is essential for entering mitosis 
during normal growth and termination of checkpoint signaling to allow resumption of cell 
cycle. Claspin is also destabilized by the anaphase-promoting complex (APC) and thus 
remains unstable in G1. Whether APC/C-CDH1 also regulates Claspin stability after DNA 
damage is not clear. 
Ubiquitination of Claspin is counteracted by 2 ubiquitin hydrolases. USP7 interacts with 
Claspin in vivo and is required to maintain steady-state levels of Claspin (208). Consistent 
with its role in stabilizing Claspin, USP7 also controls the recovery from replication arrest, 
presumably through regulating CHK1 phosphorylation. However, USP7 has no effect on 
APC/C-CDH1-mediated Claspin turn-over. USP28, a major DUB for maintaining 53BP1 
protein level, has also been implicated in stabilization of several checkpoint proteins 
including that of Claspin (210). 

6. Identification of new ubiquitinated proteins involved in DNA damage 
response 
The key to a better understanding of how ubiquitination regulates biological processes is the 
identification of ubiquitinated substrates. An analogy can be drawn from recent systematic 
screens that identify multiple proteins that are phosphorylated by checkpoint kinase 
ATM/ATR. Taking advantage of a unique affinity of these kinases towards SQ motifs and 
the technical advancements in mass spectrometry, thousands of phosphorylated proteins 
were affinity purified with antibodies that recognize various pSQ motifs through “cross-
reactivity” and identified by mass spectrometry (6, 7). Information derived from these 
studies tremendously expanded the landscape of DNA damage response pathways and 
provided valuable clues for follow-up functional characterization of these pathways. 
Unfortunately, such approach cannot be effectively applied to ubiquitination studies, as 
there is little information on any consensus motif that directs E3 ligases to their targets. Even 
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However, this pathway is not essential for the degradation of CDT1. It contains a second 
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6. Identification of new ubiquitinated proteins involved in DNA damage 
response 
The key to a better understanding of how ubiquitination regulates biological processes is the 
identification of ubiquitinated substrates. An analogy can be drawn from recent systematic 
screens that identify multiple proteins that are phosphorylated by checkpoint kinase 
ATM/ATR. Taking advantage of a unique affinity of these kinases towards SQ motifs and 
the technical advancements in mass spectrometry, thousands of phosphorylated proteins 
were affinity purified with antibodies that recognize various pSQ motifs through “cross-
reactivity” and identified by mass spectrometry (6, 7). Information derived from these 
studies tremendously expanded the landscape of DNA damage response pathways and 
provided valuable clues for follow-up functional characterization of these pathways. 
Unfortunately, such approach cannot be effectively applied to ubiquitination studies, as 
there is little information on any consensus motif that directs E3 ligases to their targets. Even 
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less is known about how E3 activity is regulated after exposure to DNA damaging agents. 
Nevertheless, it is expected that improved sensitivity of mass spectrometry and new 
bioinformatics tools will allow for quantitative analysis of the ubiquitination events that 
correlate with changes that take place after DNA damage. In this section, we summarize 
recent proteome-wide approaches for affinity purification and mass spectrometry 
identification of ubiquitinated proteins. 

6.1 Affinity-based purification coupled with Mass spectrometric analysis  
Affinity purification of ubiquitinated proteins 
The first and essential step in the identification of ubiquitinated substrates on a proteome-
wide scale is enrichment by affinity purification; as the abundance of ubiquitinated species 
is generally low. Currently, there are at least three different strategies for large-scale 
ubiquitination profiling (Figure 4B-4D); Epitope Tagged Ubiquitin (Ub) expression systems 
(Figure 4B), Tandem Ubiquitin-Binding Domain (UBD) affinity purification (Figure 4C), 
Linkage-Specific Poly-Ubiqutin Antibody purification (Figure 4D), and Ubiquitination 
Signature Remnant Antibody purification (211).  
Epitope tagged Ub strategy was initially applied to profile yeast ubiquitome by using an 
engineered yeast strain, which expresses epitope-tagged ubiquitin at endogenous level in 
ubiqutin null background. (212). Totally 110 ubiquitination sites were identified by using a 
LCQ mass spectrometer (212). A similar approach was adapted in the mammalian system, 
in which a tandem His-biotin-tagged Ub was stably expressed in HeLa cells for efficient 
substrate isolation. In this experiment, ~ 50 ubiquitination sites were identified with a LTQ-
Orbitrap mass spectrometer (213). Recently, the identification of ~750 lysine ubiquitination 
sites from two human cell lines that stably express HA-Ub was reported, which stands, by 
far, as the largest collection of ubiquitination sites (202).  
Major advantages of epitope tagged Ub strategy are to purify the substrates under protein 
denaturing conditions and to eliminate contaminant non-substrate proteins. However, it 
remains uncertain to which extent tagging Ub over-expression may interfere with normal 
cellular functions (214, 215). Substitution the endogenous Ub lysine mutants would allow to 
investigate linkage-specific substrates, but the presence of four Ub loci in the mammalian 
genome is discouraging to establish ubiquitin null cell lines and to analyze the substrates in 
that background. Recently, engineered cell line that stably expresses an exogenous K63R 
mutant Ub with a tetracycline-inducible RNAi that eliminates endogenous Ubiquitin 
expression was generated (216). This method may partially solve this problem and facilitates 
the profiling of linkage specific ubiquitination substrates in mammalian cells.  
High-affinity Ub antibodies, once successfully generated, are powerful tools for 
ubiquitination profiling of endogenous substrates. Previous attempts to generate high 
affinity Ub antibody from mice and rabbits were unsuccessful due to sequence conservation 
among species. Recently, several linkage-specific monoclonal antibodies have been selected 
from phage display libraries and have been shown to be useful for immunoprecipitation 
and western blot (217, 218). Whether or not these antibodies can efficiently profile linkage-
specific substrates remains unclear.  
The Gly-Gly remnant antibody was generated against the Gly-Gly signature peptides that 
generated after trypsin digestion of ubiquitinated proteins (198, 201). Since it recognizes 
specifically the modified peptides, it is more efficient for ubiquitination site profiling than  
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Fig. 4. A schematic presentation of ubiquitinated substrate purification strategies. A) Overall 
immunoprescipitation and purification procedure for ubiquitinated substrates. The affinity 
purification methods based on B) epitope-tagged ubiquitin, C) tandem ubiquitin-binding 
domain (UBD), D) linkage-specific poly-ubiquitin antibody or E) ubiquitination signature 
remnant antibody. 

other methods that isolate the entire substrates. Using this reagent, hundreds of 
ubiquitination sites have been identified in human cells (198, 201, 202). Importantly, certain 
Ub-like modifications such as ISG15 or NEDD8 are also conjugated to their substrates 
through C-terminal Gly-Gly, as a result, the Gly-Gly remnant antibody does not distinguish 
ubiquitination from those modifications. It is necessary to couple with other purification 
method in order to obtain a homogenous population of ubiquitinated species for peptide IP 
(211) . 
Ub binding domains (UBDs) are small structural entities that have affinity for Ub and can be 
used as natural affinity reagents to isolate endogenous poly-Ub proteins. Over 20 different 
UBDs have been discovered (219-222). The existence of a variety of UBDs implies their 
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Fig. 4. A schematic presentation of ubiquitinated substrate purification strategies. A) Overall 
immunoprescipitation and purification procedure for ubiquitinated substrates. The affinity 
purification methods based on B) epitope-tagged ubiquitin, C) tandem ubiquitin-binding 
domain (UBD), D) linkage-specific poly-ubiquitin antibody or E) ubiquitination signature 
remnant antibody. 

other methods that isolate the entire substrates. Using this reagent, hundreds of 
ubiquitination sites have been identified in human cells (198, 201, 202). Importantly, certain 
Ub-like modifications such as ISG15 or NEDD8 are also conjugated to their substrates 
through C-terminal Gly-Gly, as a result, the Gly-Gly remnant antibody does not distinguish 
ubiquitination from those modifications. It is necessary to couple with other purification 
method in order to obtain a homogenous population of ubiquitinated species for peptide IP 
(211) . 
Ub binding domains (UBDs) are small structural entities that have affinity for Ub and can be 
used as natural affinity reagents to isolate endogenous poly-Ub proteins. Over 20 different 
UBDs have been discovered (219-222). The existence of a variety of UBDs implies their 
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functional diversities in the UPS signaling network. Although all UBDs bind Ub, the binding 
affinity varies greatly with the Kd value in the range of several hundred mM to the a few 
M (219). The inherent low affinity of a natural UBD is generally not sufficient for large-
scale purification of substrates. The development of engineered tandem UBD with 
appreciable affinity in the range of antibody makes it an attractive reagent for substrate 
purification. We have applied such strategy by engineering a GST fusion with four tandem 
UBA domains of ubiquilin 1 (GST-qUBA), which allowed us to detect close to 300 lysine 
ubiquitination sites from human cells that were not treated with proteasome inhibitors (223). 
A complication for this approach is that purification has to be performed under non-
denaturing conditions; thus, “contaminant proteins” (especially true for UBD proteins that 
bind poly-Ub chains) are inevitably co-purified and sequenced by MS. These co-purified 
proteins may not only be misidentified as Ub substrates, but also masks the low abundant 
true substrates. Moreover, UBDs are more favorable for poly-Ub chains than mono-Ub and 
this approach could be biased towards polyubiquitininated substrates. Whether UBDs have 
preference towards specific type of poly-Ub or even the length of the chain remains unclear. 
A better understanding of UBD and Ub interaction require systematic investigation of more 
varieties of UBDs and may facilitate the design of poly-Ub linkage-specific reagents with 
higher affinity and selectivity (211, 223).  
Precautions to be taken in affinity purifications 
One of the major challenges for large-scale substrate purification is to distinguish the true 
ubiquitinated substrate from contaminant proteins. There are mainly three types of protein 
contaminants for Ub affinity purification: 1) non-specific binders to the solid matrix (e.g., 
agarose beads) for affinity reagents, 2) precipitated proteins that are accumulated during 
incubation, and 3) specific binders to poly-ubiquitinated proteins and/or Ub itself (223). 
Although it is very difficult to completely eliminate them all, the amount of contaminants 
can be significantly reduced by 1) carefully removing the insoluble precipitations after high-
speed centrifugation, 2) shortening the affinity incubation time, 3) increasing protein 
solubility with stronger detergent such as 0.1% SDS, and 4) washing the beads with higher 
concentration of salt (223, 224).  
The second challenge during purification is to preserve the ubiquitination by restricting the 
DUB activity. The use of DUB inhibitors of both Cys alkylation (such as iodoacetamide, 
choloroacetamide, or N-ethylmaleimide) and zinc chelating chemical (1, 10-σ-
phenanthroline) can alleviate the loss of poly-Ub and preserve the intact modified substrates 
(126). In addition, avoiding freezing-thawing cycles by using freshly prepared cell lysate can 
help to preserve ubiquitinated sites.  

Identification by mass spectrometry  
The ubiquitinated species, once enriched and purified, can be analyzed by mass 
spectrometry (MS). While the ubiquitinated peptides purified from Gly-Gly antibody can be 
directly sequenced, ubiquitinated proteins are first subjected to digestion by proteases, such 
as trypsin, which cuts at carboxyl-terminus of lysine and arginine. The affinity purified 
proteins can either be first separated on SDS-PAGE and in-gel digested for peptides to be 
extracted, or directly digested on affinity matrix and extracted. Although on-beads digestion 
is fast, convenient, and suffers less sample loss, the SDS-PAGE separation provides a 
number of advantages. SDS-PAGE not only adds another purification step that eliminates 
the interference from abundant proteins that potentially mask the signals of less abundant 
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proteins, it also provides molecular size information for poly-ubiquitinted proteins that 
would migrate at higher molecular weight than their unmodified forms.  
Ubiquitination can be identified by mass spectrometry with the detection of a mass shift of 
114.043 Da- the ubiquitination signature that is derived from the di-glycine remnant of Ub 
after trypsin cleavage. Ubiquitination peptides (as well as sites) are identified by searching 
protein sequence database to match a tryptic peptide sequence with the addition of the 
ubiquitination signature mass on the particular amino acid, typically on Lys residues (211, 
223). 
The choice between peptide IP and protein IP has important implications. While peptide IP 
using Gly-Gly remnant antibody allows direct identification of Ub peptides and 
ubiquitination sites, these peptides may escape mass spectrometry detection if their sizes fall 
out of the mass range or they cannot be efficiently ionized. On the other hand, affinity-
purified proteins that generate multiple peptides can be more readily detected, but cannot 
be distinguished from non-ubiquitinated proteins through association with ubiquitinated 
species. In this case, molecular weight information provided by SDS-PAGE can be used as a 
determinant. 

6.2 Global Protein Stabilty (GPS) profiling of SCF Ub ligase substrates  
Genetic screens are powerful tools for high throughput identification of biological targets 
through functional readouts. A strategy that combines global protein stability (GPS) 
profiling and genetic perturbation of E3 activity has been established to screen for substrates 
of the Skp1-cullin-F-box (SCF) ubiquitin ligase in mammalian cells (225, 226). In this 
approach, an HEK 293T reporter cell library expressing EGFP fused to ~8000 human open 
reading frames are established. In these cells, Discosoma sp. Red fluorescent protein (DsRed) 
and GFP fusion proteins are expressed under the control of the same promoter, serving as 
an internal control for protein expression. Thus, the GFP/DsRed ratio measured by FACS 
reflects the stability of the GFP-fusion protein, and the SCF targets can be detected in cells 
that show increased ratios in response to SCF inactivation. Since prolonged inhibition of SCF 
has the potential to alter cell cycle distribution, SCF is transiently reduced by lentiviral 
delivered dominant-negative Cul1. Among the >350 potential substrates identified, most 
known SCF targets are recovered and many previously unknown substrates involved in cell 
cycle, apoptosis, and signaling pathways are discovered (225). Although limited only to E3 
ligases that regulate substrate stability, this approach has the potential for global discovery 
of any E3-substrate regulatory networks. 

7. Concluding remarks 
Protein modification by Ub and Ub-like molecules has emerged as a major regulatory 
mechanism for DNA damage signaling and repair. Accumulating evidence from last 
decade’s research suggest that alteration of chromatin structure is a key step in the initiation 
and amplification of damage signals, as ubquitination of histones, such as H2A and H2AX, 
are substrates of several E3 ligases involved in DDR. Alternatively, it may also indicate that, 
while histones are previously known targets, other substrates remain unidentified due to 
technical difficulties. Likewise, two major E3 ligases (SCF and APC/C) appear to dominate 
the control of stability of most of proteins involved the cell cycle arrest. It is anticipated that 
technical advancement and availability of new affinity reagents will enable genome-wide, 
systematic characterization of UPS proteins in DDR. 
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1. Introduction 
Radiation-induced adaptive response (AR) is the phenomenon of priming low-dose 
radiation-induced resistance to subsequent challenging radiation at higher doses. As 
investigations on the conditions essential for AR induction and the underlying mechanisms 
provide important scientific basis for radiation risk estimates and offer significant insight 
into the novel biological defense mechanisms regarding protection against radiation, study 
on AR is of great concern for both public health and academic research (United Nations 
Scientific Committee on the Effects of Atomic Radiation, 1994). Since the editio princeps of the 
AR concept introduced into radiation biology (Olivieri et al., 1984), this phenomenon has 
been demonstrated both in vitro and in vivo (Takahashi & Ohnishi, 2009; Mitchel, 2006; Vares 
et al., 2006). Though studies on the radiation-induced radioresistance in rodents in vivo 
could be retrospected to the later 1940s (Dacquisto, 1959), the first full-dress investigation on 
AR in mice started about 50 years later by Yonezawa and colleagues (Yonezawa et al., 1990). 
In a series of comprehensive studies, a variety of experimental condition combinations of 
the priming and challenging doses, the interval between the irradiations, and the mouse 
strain were testified and verified (Yonezawa, 2006), laying a cornerstone of in vivo model for 
AR in mice – successful establishment of the mouse models for AR induction by acute low 
liner energy transfer (LET) X-irradiations at the whole body level using survival from bone 
marrow death as the main endpoint, which is the so-called “Yonezawa Effect” in Japan 
(Takahashi & Ohnishi, 2009). The mouse models for AR induction (Yonezawa, 1996) were 
with great reliability and reproducibility in different laboratories (Nose et al., 2001; Otsuka 
et al., 2008;). The induced AR could be generally divided into two phenotypes according to 
the attitude of the priming dose and the interval between the priming and challenging 
irradiation, involving different mechanisms: AR induced 2 weeks after a priming irradiation 
at a dose from 0.3 to 0.5 Gy was due to radioresistance occurred in blood forming tissues 
which was a Trp53 dependent event (Otsuka et al., 2008; Horie et al., 2002), and interaction 
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between blood forming tissue and the central nervous system was thought to contribute to 
AR induced 2 months after a priming dose at 0.05 or 0.1 Gy (Yonezawa, 2000; Misonoh & 
Yonezawa, 1997). 
AR, as one of the most important phenomena in radiation biology, has been studied for 
nearly three decades, however, almost all the investigations at the whole body level were 
performed using low LET X- or gamma-irradiations for both priming and challenging doses. 
With a significant increase in human activities dealing with space missions outside the 
earth’s magnetic field, health-related concerns on exposures to space radiations become a 
hot topic to be addressed as the space radiation environment consists of energetic protons 
and heavy ions in galactic cosmic rays and solar particle events. Some important qualitative 
differences were found between the biological effects produced by the high LET particulate 
irradiations in space and the low LET photon exposures commonly encountered on earth 
(Horie et al., 2002). The accelerator-based experimental studies are important to quantify the 
health risks (Nelson, 2003) and of interest in the use of particle radiotherapy as well as for 
the exploration of mechanisms especially underlying high LET radiation effects. The present 
study is a part of the work in a series of investigations aiming to verify the possible existence 
of low LET irradiation-induced AR against the detrimental effects from the challenging 
irradiations with high LET heavy-ion irradiations in mammalians at a whole body level and 
explore its underlying mechanisms. 

2. Materials and methods 
2.1 Animals 
C57BL/6J Jms strain female mice aged 5 weeks old purchased from SLC, Inc. (Japan), were 
maintained in a conventional animal facility under a 12 h light-12 h dark photoperiod (lights 
on from 8:00 a.m. to 8:00 p.m.). Animals housed in autoclaved cages with sterilized wood 
chips, were allowed free access to standard laboratory chow (MB-1, Funabashi Farm Co., 
Japan) and acidified water ad libitum. Animals were acclimatized to the laboratory conditions 
for 1 week before use. To avoid possible effects from the developmental condition of the 
animals, any mouse of 6 weeks old with a significantly higher or lower body weight (more or 
less than the mean + 2 SD) was omitted from this study. Based on the preliminary experiment, 
in which at least 20 mice were used in each experimental group, in the present study at least 30 
mice were used in each experimental group and the experiment was repeated twice. All 
experimental protocols involving mice were reviewed and approved (Experimental Animal 
Research Plan No. 07-2023) by The Institutional Animal Care and Use Committee of the 
National Institute of Radiological Sciences (NIRS), and were performed in strict accordance 
with the NIRS Guidelines for the Care and Use of Laboratory Animals. 

2.2 Irradiation 
X-rays were generated with an X-ray machine (Pantak-320S, Shimadzu, Japan) operated at 
200 kVp and 20 mA, using a 0.50 mm Al + 0.50 mm Cu filter. An exposure rate meter (AE-
1321M, Applied Engineering Inc, Japan) was used for the dosimetry. The dose rates for 
delivering the priming and challenging irradiations were about 0.3 Gy/min and 0.7 
Gy/min, respectively. For high LET heavy-ion irradiations, the monoenergetic ion beams of 
neon particles were generated and accelerated by a synchrotron, the Heavy Ion Medical 
Accelerator in Chiba (HIMAC) at NIRS, Japan. The beam energy was 400 MeV/nucleon, 
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corresponding to an average LET of 30 keV/micrometer. A challenging dose of 5.5 Gy was 
delivered at a rate about 1.5 Gy/min. The mice held in acryl containers were exposed to 
whole-body irradiation at room temperature. 

2.3 The mouse model for induction of adaptive response 
One set of the conditions essential for AR induction in the mouse model established by 
Yonezawa et al (Yonezawa et al., 1996) was adopted, verified and confirmed under the 
experimental conditions in our research facilities, and finally applied to the present study. In 
brief, the efficient priming dose of X-rays was 0.5 Gy. The timing for delivery of the priming 
dose and challenging dose were on postnatal ages of 6 and 8 weeks of the mice, respectively. 
The challenging dose of X-rays at 7.5 Gy was used based on the documented work and our 
previous report (Monobe et al., 2004; Mouthon et al., 1999; Monobe et al., 2003; Wang et al., 
2010). The challenging dose of neon-ion irradiations at 5.5 Gy was determined by 
preliminary trials with the reference from the reported work and our previous study 
(Monobe et al., 2004; Monobe et al., 2003; Tomizawa et al., 2000; Wang et al., 2010). 

2.4 Biological endpoints 
The 30-day survival study: The number of deaths that occurred within the 30-day period 
after delivery of the challenging dose was recorded. Successful induction of AR was defined 
as the phenomenon that the priming dose induced significantly the suppression of the 
mortality caused by the challenging dose. The peripheral blood hemogram: The survivors of 
the 30-day survival study were anesthetized by CO2 inhalation. The peripheral blood was 
collected from femoral artery and then the animals were killed by cervical dislocation. The 
differential blood cell count was done using a blood cell differential automatic analyzer 
(SYSMEX K4500, Sysmex Corporation, Japan). The data for each experimental group were 
from at least 6 mice. Micronucleus test: The bone marrow micronucleus test was carried out 
according to Schmid (Schmid, 2010) with minor modifications (Chaubey et al., 1993). Bone 
marrow smears prepared from both femurs were processed for the enumeration of 
micronucleated polychromatic erythrocytes (MNPCE) and micronucleated normochromatic 
erythrocytes (MNNCE). The slides were coded to avoid any observer bias. The micronuclei 
were scored using a light microscope at a magnification of 1000×. At least 5000 cells per 
mouse were counted and the data per experimental point were from at least 5 mice. 

2.5 Statistical analysis 
Statistical evaluation of the data was done using the c2 test and Student’s t-test when 
appropriate. Statistical significance was assigned to P < 0.05. 

3. Results 
3.1 Verification of the adaptive response model using low LET X-rays in delivery of 
both the priming and the challenging irradiations 
As in our previous study (Wang et al., 2010), the reproducibility of the model for induction 
of AR in this system was verified and confirmed again by using X-rays as both the priming 
dose and the challenging dose. The priming dose at 0.5 Gy adopted from Yonezawa et al’s 
work (Yonezawa et al., 1996) and a challenging dose at 7.5 Gy which resulted in about 80% 
mortality in C57BL/6J Jms female mice when whole body exposed to X-rays at 8 weeks old, 
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between blood forming tissue and the central nervous system was thought to contribute to 
AR induced 2 months after a priming dose at 0.05 or 0.1 Gy (Yonezawa, 2000; Misonoh & 
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earth’s magnetic field, health-related concerns on exposures to space radiations become a 
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the exploration of mechanisms especially underlying high LET radiation effects. The present 
study is a part of the work in a series of investigations aiming to verify the possible existence 
of low LET irradiation-induced AR against the detrimental effects from the challenging 
irradiations with high LET heavy-ion irradiations in mammalians at a whole body level and 
explore its underlying mechanisms. 

2. Materials and methods 
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maintained in a conventional animal facility under a 12 h light-12 h dark photoperiod (lights 
on from 8:00 a.m. to 8:00 p.m.). Animals housed in autoclaved cages with sterilized wood 
chips, were allowed free access to standard laboratory chow (MB-1, Funabashi Farm Co., 
Japan) and acidified water ad libitum. Animals were acclimatized to the laboratory conditions 
for 1 week before use. To avoid possible effects from the developmental condition of the 
animals, any mouse of 6 weeks old with a significantly higher or lower body weight (more or 
less than the mean + 2 SD) was omitted from this study. Based on the preliminary experiment, 
in which at least 20 mice were used in each experimental group, in the present study at least 30 
mice were used in each experimental group and the experiment was repeated twice. All 
experimental protocols involving mice were reviewed and approved (Experimental Animal 
Research Plan No. 07-2023) by The Institutional Animal Care and Use Committee of the 
National Institute of Radiological Sciences (NIRS), and were performed in strict accordance 
with the NIRS Guidelines for the Care and Use of Laboratory Animals. 

2.2 Irradiation 
X-rays were generated with an X-ray machine (Pantak-320S, Shimadzu, Japan) operated at 
200 kVp and 20 mA, using a 0.50 mm Al + 0.50 mm Cu filter. An exposure rate meter (AE-
1321M, Applied Engineering Inc, Japan) was used for the dosimetry. The dose rates for 
delivering the priming and challenging irradiations were about 0.3 Gy/min and 0.7 
Gy/min, respectively. For high LET heavy-ion irradiations, the monoenergetic ion beams of 
neon particles were generated and accelerated by a synchrotron, the Heavy Ion Medical 
Accelerator in Chiba (HIMAC) at NIRS, Japan. The beam energy was 400 MeV/nucleon, 
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corresponding to an average LET of 30 keV/micrometer. A challenging dose of 5.5 Gy was 
delivered at a rate about 1.5 Gy/min. The mice held in acryl containers were exposed to 
whole-body irradiation at room temperature. 

2.3 The mouse model for induction of adaptive response 
One set of the conditions essential for AR induction in the mouse model established by 
Yonezawa et al (Yonezawa et al., 1996) was adopted, verified and confirmed under the 
experimental conditions in our research facilities, and finally applied to the present study. In 
brief, the efficient priming dose of X-rays was 0.5 Gy. The timing for delivery of the priming 
dose and challenging dose were on postnatal ages of 6 and 8 weeks of the mice, respectively. 
The challenging dose of X-rays at 7.5 Gy was used based on the documented work and our 
previous report (Monobe et al., 2004; Mouthon et al., 1999; Monobe et al., 2003; Wang et al., 
2010). The challenging dose of neon-ion irradiations at 5.5 Gy was determined by 
preliminary trials with the reference from the reported work and our previous study 
(Monobe et al., 2004; Monobe et al., 2003; Tomizawa et al., 2000; Wang et al., 2010). 

2.4 Biological endpoints 
The 30-day survival study: The number of deaths that occurred within the 30-day period 
after delivery of the challenging dose was recorded. Successful induction of AR was defined 
as the phenomenon that the priming dose induced significantly the suppression of the 
mortality caused by the challenging dose. The peripheral blood hemogram: The survivors of 
the 30-day survival study were anesthetized by CO2 inhalation. The peripheral blood was 
collected from femoral artery and then the animals were killed by cervical dislocation. The 
differential blood cell count was done using a blood cell differential automatic analyzer 
(SYSMEX K4500, Sysmex Corporation, Japan). The data for each experimental group were 
from at least 6 mice. Micronucleus test: The bone marrow micronucleus test was carried out 
according to Schmid (Schmid, 2010) with minor modifications (Chaubey et al., 1993). Bone 
marrow smears prepared from both femurs were processed for the enumeration of 
micronucleated polychromatic erythrocytes (MNPCE) and micronucleated normochromatic 
erythrocytes (MNNCE). The slides were coded to avoid any observer bias. The micronuclei 
were scored using a light microscope at a magnification of 1000×. At least 5000 cells per 
mouse were counted and the data per experimental point were from at least 5 mice. 

2.5 Statistical analysis 
Statistical evaluation of the data was done using the c2 test and Student’s t-test when 
appropriate. Statistical significance was assigned to P < 0.05. 

3. Results 
3.1 Verification of the adaptive response model using low LET X-rays in delivery of 
both the priming and the challenging irradiations 
As in our previous study (Wang et al., 2010), the reproducibility of the model for induction 
of AR in this system was verified and confirmed again by using X-rays as both the priming 
dose and the challenging dose. The priming dose at 0.5 Gy adopted from Yonezawa et al’s 
work (Yonezawa et al., 1996) and a challenging dose at 7.5 Gy which resulted in about 80% 
mortality in C57BL/6J Jms female mice when whole body exposed to X-rays at 8 weeks old, 
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were delivered to the animals on postnatal ages of 6 and 8 weeks, respectively. Results (Fig. 
1, drawn from a representative trial) showed that the priming dose significantly improved 
the survival from 16.7% to 80.0% in the 30-day survival study after the challenging dose, 
indicating clearly the successful induction of AR under the conditions in our experimental 
facilities. Serving also as a positive control, the verification work was performed in parallel 
to the following investigations with heavy neon-ion irradiations. 
 

0

20

40

60

80

100

0 5 10 15 20 25 30

Control
7.5Gy X-rays
0.5Gy X-rays +7.5Gy X-rays

Su
rv

iv
al

 (%
)

Time after Challenging Irradiations (d)

**

 
Fig. 1. Thirty-day survival study for the effect from priming low dose of X-rays (0.5 Gy) on 
the high challenging dose from X-rays (7.5 Gy) in young adult female mice. 

The mouse death was recorded after the challenging dose. The solid, broken and dotted 
lines stand for the “Control” group receiving neither the priming nor the challenging 
irradiations, the “7.5Gy X-rays” group receiving only the challenging irradiations, and the 
“0.5Gy X-rays + 7.5Gy X-rays” group receiving both the priming and the challenging 
irradiations. Two asterisks indicate statistically significant differences at P < 0.01 between 
the two groups compared. This experiment was performed to serve as a positive control, 
demonstrating that Yonezawa et al’s mouse model for induction of AR was successfully 
reproduced under the conditions in our experimental facilities. 

3.2 Effects of the priming dose from low LET X-rays on the killing effect of the 
challenging dose from high LET heavy neon-ion irradiations 
The 30-day survival study was applied to investigate the effects of the priming dose at 0.50 
Gy from low LET X-rays on the challenging dose from high LET heavy-ion irradiations with 
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neon beams in young adult female mice. A representative survival graph obtained using 
neon ion irradiations as the challenging irradiations at a dose of 5.5 Gy was shown in Figure 
2. The priming dose markedly increased the survival rate from 26.1% to 56.7%. These data 
indicated that a priming dose at 0.50 Gy from low LET X-rays could induce radioresistance 
against the killing effects from subsequent challenging irradiations with heavy neon-ion 
beams. 
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Fig. 2. Thirty-day survival study for the effects from priming low dose of X-rays (0.5 Gy) on 
the high challenging dose from 5.5 Gy neon-ion irradiations in young adult female mice. 

The solid, broken and dotted lines stand for the “Control” group receiving neither the 
priming nor the challenging irradiations, the “5.5 Gy Neon” experimental group receiving 
only the challenging irradiations, and the “0.5Gy X-rays + 5.5Gy Neon” experimental group 
receiving both the priming and the challenging irradiations. Two asterisks indicate 
statistically significant differences at P < 0.01 between the two groups compared. 

3.3 Effects of the priming dose from low LET X-rays on the detrimental effect induced 
by the challenging dose from low LET X-rays or high LET heavy neon-ion irradiations 
in the hematopoietic system in the survivors 
As bone marrow failure was the main cause for the animal death, the residual damage in the 
hematopoietic system was also studied in the peripheral blood hemogram and the bone 
marrow cells in the survivors on the following day when the 30-day survival study was 
finished. Results showed that the priming dose significantly relieved the depression of 
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were delivered to the animals on postnatal ages of 6 and 8 weeks, respectively. Results (Fig. 
1, drawn from a representative trial) showed that the priming dose significantly improved 
the survival from 16.7% to 80.0% in the 30-day survival study after the challenging dose, 
indicating clearly the successful induction of AR under the conditions in our experimental 
facilities. Serving also as a positive control, the verification work was performed in parallel 
to the following investigations with heavy neon-ion irradiations. 
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Fig. 1. Thirty-day survival study for the effect from priming low dose of X-rays (0.5 Gy) on 
the high challenging dose from X-rays (7.5 Gy) in young adult female mice. 

The mouse death was recorded after the challenging dose. The solid, broken and dotted 
lines stand for the “Control” group receiving neither the priming nor the challenging 
irradiations, the “7.5Gy X-rays” group receiving only the challenging irradiations, and the 
“0.5Gy X-rays + 7.5Gy X-rays” group receiving both the priming and the challenging 
irradiations. Two asterisks indicate statistically significant differences at P < 0.01 between 
the two groups compared. This experiment was performed to serve as a positive control, 
demonstrating that Yonezawa et al’s mouse model for induction of AR was successfully 
reproduced under the conditions in our experimental facilities. 

3.2 Effects of the priming dose from low LET X-rays on the killing effect of the 
challenging dose from high LET heavy neon-ion irradiations 
The 30-day survival study was applied to investigate the effects of the priming dose at 0.50 
Gy from low LET X-rays on the challenging dose from high LET heavy-ion irradiations with 

X-Ray-Induced Radioresistance Against High-LET  
Radiations from Accelerated Neon-Ion Beams in Mice 

 

203 

neon beams in young adult female mice. A representative survival graph obtained using 
neon ion irradiations as the challenging irradiations at a dose of 5.5 Gy was shown in Figure 
2. The priming dose markedly increased the survival rate from 26.1% to 56.7%. These data 
indicated that a priming dose at 0.50 Gy from low LET X-rays could induce radioresistance 
against the killing effects from subsequent challenging irradiations with heavy neon-ion 
beams. 
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Fig. 2. Thirty-day survival study for the effects from priming low dose of X-rays (0.5 Gy) on 
the high challenging dose from 5.5 Gy neon-ion irradiations in young adult female mice. 

The solid, broken and dotted lines stand for the “Control” group receiving neither the 
priming nor the challenging irradiations, the “5.5 Gy Neon” experimental group receiving 
only the challenging irradiations, and the “0.5Gy X-rays + 5.5Gy Neon” experimental group 
receiving both the priming and the challenging irradiations. Two asterisks indicate 
statistically significant differences at P < 0.01 between the two groups compared. 

3.3 Effects of the priming dose from low LET X-rays on the detrimental effect induced 
by the challenging dose from low LET X-rays or high LET heavy neon-ion irradiations 
in the hematopoietic system in the survivors 
As bone marrow failure was the main cause for the animal death, the residual damage in the 
hematopoietic system was also studied in the peripheral blood hemogram and the bone 
marrow cells in the survivors on the following day when the 30-day survival study was 
finished. Results showed that the priming dose significantly relieved the depression of 
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peripheral blood platelet counts (Fig. 3). For other blood hemogram indexes, the mean value 
of leukocyte count in “0.5Gy X-rays + 7.5Gy X-rays” group was slightly higher than that of 
the “7.5Gy X-rays” group, and no significant effect on improvement of erythrocyte count 
and leukocyte count was observed (data not shown). 
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Fig. 3. Peripheral blood hemogram measurement in the survivors on the following day after 
the 30-day survival study. 

Peripheral blood hemogram study in the survivors on the following day when the 30-day 
survival study was finished for the residual damage in young adult female mice receiving a 
high challenging dose from X-rays (7.5 Gy) or neon-ion irradiations (5.5 Gy) with or without 
a priming low dose of X-rays (0.5 Gy). The peripheral blood was collected from femoral 
artery of the survivors in the 30-day survival study. Two asterisks indicate statistically 
significant differences at P < 0.01 between the two groups compared. 
Micronucleus test study showed that the priming dose markedly improved the ratio of 
polychromatic erythrocytes (PCEs) to the sum of PCEs and normochromatic erythrocytes 
(NCEs) (data not shown). The priming dose significantly reduced the occurrences of both 
micronucleated polychromatic erythrocytes (MNPCEs) (Fig. 4A) in PCEs and 
micronucleated normochromatic erythrocytes (MNNCEs) in NCEs (Fig. 4B). These data 
indicated that a priming dose at 0.50 Gy from low LET X-rays could induce radioresistance 
against the detrimental effects from subsequent challenging irradiations with X-rays or 
neon-ion beams in the hematopoietic system. 
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Fig. 4. Micronucleus test in the survivors on the following day after the 30-day survival study. 
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and leukocyte count was observed (data not shown). 
 

0 20 40 60 80 100

E
xp

er
im

en
ta

l G
ro

up

Blood Platelet Count (  x 104/microliter)

**

**

Control

0.5Gy X-rays + 5.5Gy Neon

0.5Gy X-rays + 7.5Gy X-rays

5.5Gy Neon

7.5Gy X-rays

 
Fig. 3. Peripheral blood hemogram measurement in the survivors on the following day after 
the 30-day survival study. 

Peripheral blood hemogram study in the survivors on the following day when the 30-day 
survival study was finished for the residual damage in young adult female mice receiving a 
high challenging dose from X-rays (7.5 Gy) or neon-ion irradiations (5.5 Gy) with or without 
a priming low dose of X-rays (0.5 Gy). The peripheral blood was collected from femoral 
artery of the survivors in the 30-day survival study. Two asterisks indicate statistically 
significant differences at P < 0.01 between the two groups compared. 
Micronucleus test study showed that the priming dose markedly improved the ratio of 
polychromatic erythrocytes (PCEs) to the sum of PCEs and normochromatic erythrocytes 
(NCEs) (data not shown). The priming dose significantly reduced the occurrences of both 
micronucleated polychromatic erythrocytes (MNPCEs) (Fig. 4A) in PCEs and 
micronucleated normochromatic erythrocytes (MNNCEs) in NCEs (Fig. 4B). These data 
indicated that a priming dose at 0.50 Gy from low LET X-rays could induce radioresistance 
against the detrimental effects from subsequent challenging irradiations with X-rays or 
neon-ion beams in the hematopoietic system. 
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Fig. 4. Micronucleus test in the survivors on the following day after the 30-day survival study. 
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Micronucleus test study in the survivors on the following day when the 30-day survival 
study was finished for the residual damage in young adult female mice receiving a high 
challenging dose from X-rays (7.5 Gy) or neon-ion irradiations (5.5 Gy) with or without a 
priming low dose of X-rays (0.5 Gy). The “Control” group receiving neither the priming nor 
the challenging irradiations, the “7.5Gy X-rays” group receiving only the challenging 
irradiations, and the “0.5Gy X-rays + 7.5Gy X-rays” group receiving both the priming and 
the challenging irradiations from X-rays. The “5.5Gy Neon” group receiving only the 
challenging dose of 5.5 Gy from neon-ion irradiations, and the “0.5Gy X-rays + 5.5Gy Neon” 
group receiving both the priming of 0.5Gy from X-rays and the challenging dose of 5.5 Gy 
from neon-ion irradiations. Bone marrow smears were prepared from both femurs of the 
survivors in the 30-day survival study and processed for the enumeration of micronucleated 
polychromatic erythrocytes (MNPCE) and micronucleated normochromatic erythrocytes 
(MNNCE). Two asterisks indicate statistically significant differences at P < 0.01 between the 
two groups compared. 

3.4 Effects of the priming dose from low LET X-rays on the reduced body weight gain 
induced by the challenging dose from low LET X-rays or high LET heavy carbon-ion 
irradiations in the survivors 
The body weight was also scored in survivors in the 30-day survival study. For most of the 
time points measured, the body weight of either of the irradiated groups was markedly 
lower than that of the “Control” group after challenging irradiations. Results showed that 
the priming dose (0.50 Gy of X-rays) significantly suppressed the reduction in the body 
weight gain two weeks and three weeks, or at three weeks after the challenging dose of 7.5 
Gy X-rays or 5.5 Gy of neon-ion irradiations (Fig. 5, Fig. 6). As the death cases were always 
with a low body weight and the significantly decreased reduction in the body weight was 
observed in the middle course of the 30-day survival study, the statistical significance was 
thought not to be of a markedly biological meaning. Of note, the body weight in animals 
that survived by AR was always significantly lower than the control group at the time from 
two weeks after the challenging irradiation to the end of the study, indicating the priming 
dose could rescue the animals from death but it could not completely prevent the damage 
from the challenging dose to the animals. In addition to the endpoints of the hematopoietic 
system, body weight is also a sensitive indicator. 
The mouse body weight was recorded after the challenging dose. The solid, broken and 
dotted lines stand for the “Control” group receiving neither the priming nor the challenging 
irradiations, the “7.5Gy X-rays” group receiving only the challenging irradiations, and the 
“0.5Gy X-rays + 7.5Gy X-rays” group receiving both the priming and the challenging 
irradiations. One and two asterisks indicate statistically significant differences at P < 0.05 
and P < 0.01 respectively between the “7.5Gy X-rays” group and the “0.5Gy X-rays + 7.5Gy 
X-rays” group. 
The mouse body weight was recorded after the challenging dose. The solid, broken and 
dotted lines stand for the “Control” group receiving neither the priming nor the challenging 
irradiations, the “5.5Gy Neon” group receiving only the challenging irradiations, and the 
“0.5Gy X-rays + 5.5Gy Neon” group receiving both the priming and the challenging 
irradiations. One asterisk indicates statistically significant differences at P < 0.05 between 
the “5.5Gy Neon” group and the “0.5Gy X-rays + 5.5Gy Neon” group. 
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Fig. 5. Body weight study for the effects from priming low dose of X-rays (0.5Gy) on the 
high challenging dose from X-rays (7.5 Gy) in young adult female mice. 
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Fig. 6. Body weight study for the effects from priming low dose of X-rays (0.5Gy) on the 
high challenging dose from neon-ion irradiations (5.5 Gy) in young adult female mice. 
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Micronucleus test study in the survivors on the following day when the 30-day survival 
study was finished for the residual damage in young adult female mice receiving a high 
challenging dose from X-rays (7.5 Gy) or neon-ion irradiations (5.5 Gy) with or without a 
priming low dose of X-rays (0.5 Gy). The “Control” group receiving neither the priming nor 
the challenging irradiations, the “7.5Gy X-rays” group receiving only the challenging 
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Fig. 5. Body weight study for the effects from priming low dose of X-rays (0.5Gy) on the 
high challenging dose from X-rays (7.5 Gy) in young adult female mice. 
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Fig. 6. Body weight study for the effects from priming low dose of X-rays (0.5Gy) on the 
high challenging dose from neon-ion irradiations (5.5 Gy) in young adult female mice. 
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4. Discussions 
Low doses of low LET irradiations induce protective effects through possible mechanisms 
such as enhancement of antioxidative capacities, increase in cellular DNA double-strand 
break repair capacity leading to reduction of initial DNA damage in AR in mice in vivo 
(Otsuka et al., 2006), and reduction of cell death, chromosomal aberrations, mutations, and 
malignant transformation in vitro. These induced responses have been tightly conserved 
throughout evolution, suggesting that they are basic responses critical to life (Mitchel, 2006). 
Induction of AR may provide protection of the space mission crews and travelers 
(Mortazavi et al., 2003), the occupational radiation workers, and the normal tissues and 
organs of patients receiving heavy-ion radiotherapy. Considering the unavoidable exposure 
to high LET irradiations during varied human activities, it is crucial and of an on-the-spot 
inspection to study the possibility of triggering an AR against high LET irradiations in 
suitable biological models. In our series of investigations using AR model in mice, induction 
of AR was attempted using X-rays as priming irradiation in combination with challenging 
irradiations from four kinds of accelerated heavy ions of carbon, neon, silicon and iron with 
the LET values of about 15, 30, 55, and 200 keV/micrometer respectively. Results showed 
that a priming low dose of X-rays at 0.5 Gy significantly reduced the mortality from the high 
challenging dose of carbon, neon or silicon particles, but not iron particles. In addition, the 
priming low-dose of X-rays also markedly reduced some of the other detrimental effects in 
the survivors. In the present mouse model for AR induction, the mechanisms responsible for 
rescue of bone marrow death are mainly of priming irradiation-induced radioresistance to 
the challenging irradiation-induced Trp-53 derived-apoptosis in hematopoietic stem cells 
(Horie et al., 2002; Okazaki et al., 2007). Recovery of blood platelet counts after exposure is 
one of the most important factors for restoration of bone marrow death (Takeda et al., 1981). 
Results on blood platelet counts obtained in the present study are consistent with this 
conclusion. 
The recovery ratio of the potentially lethal damage depended on the quality of radiations 
(Suzuki et al., 2000a) and cellular radiosensitivity correlated with the frequency of residual 
chromatin breaks (Suzuki et al., 2000b). Compared to X-rays, carbon ions induced higher 
rate of residual chromatin breaks per cell per Gy (Suzuki et al., 1998). Though high LET 
heavy-ion irradiations generally induces qualitatively different DNA damage such as 
clustered DNA damage than that of low LET irradiations, for certain cases, such as the 
results obtained on carbon, neon and silicon ion irradiations in our studies, the X-ray-
induced biological defense mechanisms may be as effective countermeasures, being 
sufficient enough against the damages caused by challenging dose from these high LET 
irradiations. In fact, in vitro study showed that low doses of low LET X-irradiations were 
effective in reducing chromosomal aberrations induced by high LET irradiations from radon 
exposure (Wolff et al., 1991). Mechanism studies using cultured human fibroblasts reported 
that gene expression profiles following gamma-radiation and decays of high-LET-like 125I 
shared the majority of genes in common, which indicated the involvement of similar 
pathways in signal transduction after radiation exposures of different modalities (Sokolov et 
al., 2006a) and DNA DSB may not be the major factor modulating changes in gene 
expression following irradiation (Sokolov et al., 2006b). These findings suggest that it may 
share at least to a large extent the same mechanisms against the damages caused by the high 
dose of challenging irradiations from low LET X-rays or from high LET carbon, neon and 
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silicon ions. On the other hand, AR was not observable against, even at a small dose 
(LD5/30), the high LET challenging irradiations from iron ions (Wang et al., 2010). This 
indicates that the biological defense mechanisms induced by priming low LET X-rays are 
not, at least not sufficiently enough, capable of dealing with the damage caused by iron-ion 
irradiations, which seems probably qualitatively different from those induced by carbon, 
neon, or silicon ion irradiations. There is no a clear conclusion on if the killing effect from 
heavy ion irradiations at the whole body level is an event depending on either the LET 
values of the radiation or the ion species, or both. While in vitro studies suggested, for the 
same kind of ion species, heavy ion-induced cell killing effect is of LET dependency (Aoki et 
al., 2000). Study on the RBE values of carbon ion irradiations relative to X-rays for 
reproductive cell death showed LET dependent cell killing effects with the RBE values 
ranging from 1.06 to 1.33 for 13 keV/micrometer and from 2.00 to 3.01 for approximate 77 
keV/micrometer irradiation (Suzuki et al., 2000c). For the different ion species, it was also 
reported that the cell killing effects varied with differences in the energy deposition track 
structures of the different ion sources, being of LET and ion species dependence: RBE for 
carbon ions increased steeply up to around 98 keV/micrometer (4.07), while the neon, 
silicon and iron ions showed maximum peaks around 180 keV/micrometer (3.03 to 3.39) 
(Tsuruoka et al., 2005). The mutation induction investigations also suggest that different ion 
species may cause qualitative and quantitative difference even if the LET values are similar 
(Suzuki et al., 2009; Tsuruoka et al., 2004; Suzuki et al., 2003). It should be noticed that in the 
cell culture system, though the enhanced clustering of ionization and DNA damage lowered 
the energy efficiency for producing damage resulting in low RBE values when the LET 
values of heavy ions exceeded 100 keV/micrometer (Mehnati et al., 2005), the fate for most 
of the cells hit by the heavy ions is death due to the unrepairable complexity of DNA 
damage. The biological sequences in vivo after iron-ion irradiations in our previous study 
should be the case thus AR could be not induced. 
Depending on improvement in irradiation facilities, it will be possible to verify if this event 
depending on either LET or ion species or both when generation of heavy ion irradiations of 
the same ion species at different LET values and generation of different ion species at the 
same LET value are possible. To understand what extent low dose irradiations could be 
beneficially functional in humans, a better understanding of AR and other non-targeted 
effects other non-targeted effects is needed (Tapio & Jacob, 2007). Radiation quality 
dependent biological effects must be studied in the context of the mixed high- and low-LET 
radiations that are found in the space environment. In a recent study, a statistically 
significant increase in the yield of chromosomal aberrations in lymphocytes from 
cosmonauts at their first flight long-term space missions was observed. However, for 
cosmonauts involved in two or more space flights, the yield of aberrations at the end of the 
last mission was generally in the range of background frequencies measured before the first 
mission (Durante et al., 2003). This study suggests possible existence of AR induced by 
space irradiations in vivo. Further investigations on AR induction by low dose high LET 
heavy-ion irradiation and by mixed high- and low-LET radiations are needed. In addition to 
AR study, radiation effects from high LET irradiations in mammalians on such as 
development, behavior, mutation and carcinogenesis, are also of great interest to be studied 
on ground with heavy ions of different energy with suitable accelerators using well-
designed animal experiments over extended periods of time (Curtis et al., 2004). 
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Taken together, in this series of studies, though the essential conditions vary on LET values 
and ion species, successful induction of AR is demonstrated for the first time using low LET 
X-rays as the priming dose and high LET heavy-ion irradiations as the challenging dose in 
vivo in the mouse model (Table 1.). The findings suggest that the efficacy of the biological 
defense mechanisms induced by priming dose of low LET X-rays depends on the quality 
(either the LET value or the ion particle species of the challenging irradiations, or both) of 
the challenging irradiations. 
 

Priming Dose Challenging Dose Adaptive Response 

X-Rays Carbon ○ 

X-Rays Neon ○ 

X-Rays Silicon ○ 

X-Rays Iron × 

Table 1. Induction of adaptive response by low LET X-rays again high LET heavy-ion 
irradiations. 
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1. Introduction 
Radiation toxins induce high toxicity reactions after exposure 
Acute Radiation Disease (ARD) or Acute Radiation Syndromes (ARS) are defined as the 
collective toxic clinical states observed from the acute pathological processes in various 
doses of irradiated mammals; to include: systemic inflammatory response syndrome (SIRS), 
toxic multiple organ injury (TMOI), toxic multiple organ dysfunction syndromes (TMODS), 
and finally, toxic multiple organ failure (TMOF). [2, 10, 18, 21 ] Moderate and high doses of 
radiation induces necrosis of radiosensitive cells with the subsequent formation of radiation 
toxins and their induced acute inflammatory processes. Radiation necrosis is the most 
substantial and most severe form of radiation induced injury, and when widespread, has 
grave therapeutic implications [1, 3, 53]. Low doses of radiation exposure induces apoptosis 
(controlled, programmed death of radiosensitive cells) without significant levels of specific 
radiation-induced toxin formation and with only low levels of inflammatory response [17, 
50, 62]. 
Studying the trigger mechanism for radiation-induced lymphocyte death, N.I. Sorokina 
used the results of numerous experiments to show that ionizing radiation induces changes 
in the antigen phenotype of immature thymocytes in mice. This has the same type of effect 
as chemical differentiation inductors and thymotropin, which indirectly attests to the 
specific modifying effect of ionizing radiation [97, 98]. 
B.D. Zhivotovskiy described radiation-induced apoptosis and demonstrated a quantitative 
association between the pyknotic changes in the cell nuclei of thymocytes and production of 
postradiation chromatin decay products. The enzyme responsible for the decomposition of 
chromatin in irradiated cells is Ca/Mg-dependent endonuclease. Areas of endonuclease 
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attack are distributed randomly and are not associated with the level of repetition of 
nucleotide sequences of DNA or the transcriptional activity of chromatin. This supports the 
conclusion that the radiation death of lymphoid cells and the general biological 
phenomenon of programmed cell death are identical in nature [95, 96]. Apoptosis, 
interphase cell death of irradiated lymphocytes, is considered one example of the biological 
phenomenon known as “programmed cell death”. Interphase cell death occurs as the result 
of “switching on” a specific genetic program, the triggering of which evokes induction of 
specific genes that switch on the “cell-death program”. [1] Apoptosis may occur as the result 
of many signals, among which include: various types of lympholytic agents, different 
chemical agents, and physical factors which include ionizing radiation [15,50]. 
But relatively high doses of radiation could induce other forms of programmed cell death, 
apoptosis and/or necrosis. Necrosis especially, initiates inflammation and formation of 
specific Radiation Toxins (RTs) [62, 64, 65, 66, 89, 90, 91]. Specific Radiation Toxins are 
playing an important role as the trigger mechanism for inflammation, cell lysis, and damage 
to vital cellular structures such as mitochondria, DNA, ion channels and cell membranes [89, 
90, 91, 92, 93, 94]. The mechanism and action of Radiation Toxins could be compared to 
actions of different microbial toxins, snake and scorpion venoms, enteric bacterial toxins, 
natural and plant-borne toxins [6, 86, 87, 88]. At high doses of radiation, specific Radiation 
Toxins play an important role in the development of pathological processes, especially 
injury to the central nervous system [ 89, 90, 91]. Radiation induces changes in concentration 
of many chemical mediators which possess significant influence on the Central Neural 
System – acethylcholine, cholinesterase, adrenergic amines, glutamate, γ-Aminobutyric acid, 
aspartic acid and interact with receptors and ions channels.[4, 30]. Many natural toxins like 
scorpion venom induce a prolongation of action potentials caused by selective inhibition of 
sodium current inactivation and specifically affect voltage-gated sodium channels in 
excitable tissues.[ 6, 29, 36, 44, 49, 60, 82, 83, 84, 85 ]. “Excitotoxicity” is an important 
pathological mechanism which damages the central nervous system [27,105]. After high 
doses of radiation, some specific receptors such as the NMDA receptor and AMP receptor 
are over activated. “Excitotoxins” such as NMDA and kainic acid, which bind to these 
receptors, as well as pathologically high levels of glutamate, can cause excitotoxicity, by 
allowing high levels of calcium ions to enter the cell. Ca++ influx into cells activates a 
number of enzymes, including phospholipases, endonucleases, and proteases such as 
calpain. These enzymes go on to damage cell structures e.g. components of the cytoskeleton, 
membranes, and DNA. Excitotoxicity may be involved in stroke, traumatic brain injury and 
neurodegenerative diseases of the central nervous system (CNS) such as multiple sclerosis, 
Alzheimer's disease, amyotrophic lateral sclerosis (ALS), fibromyalgia, Parkinson's disease, 
and Huntington's disease.[27, 105]. It therefore seems logical that exicitotoxicity possibly 
plays a prominent role in CNS injury. 
We also postulate that specific Radiation Neurotoxins damage cerebral blood vessels and 
can induce activation of specific neurotransmitters which may produce exitotoxicity and 
its consequences [100, 103, 104]. The general toxicity of different types of ionizing 
radiation is associated mainly with a formation of Specific Radiation Toxins - a group of 
Radiation Toxins (RT) – Specific Radiation Determinants (SRD). [100, 103, 104]. Radiation 
toxins concentrate initially in intercellular fluid then disperse into blood and lymph and 
thereby induce development of systemic injury of hematologic and lymphatic systems. 
The toxicity of RT SRD subsequently distributes to the cerebrovascular, cardiovascular, 
and gastrointestinal systems, depending on the magnitude o the exposure. The injury to 
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cellular components of radiosensitive and pluripotent hematopoietic and other stem cells 
are induced by processes that are specific for different form of ARS. [100, 103, 104 ]. 
Radiation Toxins: The specific Radiation Toxins (group SRD) are composed from 
glycoproteins with high enzymatic activity including high proteolytic, lipidolytic, 
carbohydratelytic properties. RT are formed and accumulated in mammalian cells and 
migrate into blood and lymphatic circulation in the first hours after irradiation. Radiation 
Toxins, for the most part, are glycoproteins, pro-enzymes which are activated after 
relatively high doses of irradiation, i.e. after some radiation threshold for activation is 
exceeded. This group of glycoproteins has been isolated from cells of irradiated 
mammalian organisms, and possess the ability to induce inflammatory reactions, 
apoptosis, and necrosis similar to reactions mediated by radiation itself. The molecular 
weight of RT (SRD-group) range from 200-250 kDa. The SRD molecules have been isolated 
from blood, lymph and cells of irradiated animals but lymph has the highest 
concentrations measured. Irradiated animals develop the different forms of Acute 
Radiation Syndromes such as Cerebrovascular ARS, Cardiovascular ARS, Gastrointestinal 
ARS, depending on the level of radiation they were exposed to.  
 
Acute 
Radiation 
Syndromes 

Type of 
Radiation 
Toxins 

Grade ARS 
Mild 

Grade ARS 
Moderate 

Grade ARS 
Severe 

Grade  
ARS 
Extremely 
Severe 

Cerebral  
form of ARS 

cerebro-
vascular 
R.T.  

SRD-1.1 SRD-1.2 SRD-1.3 SRD-1.4 

Cardio-
vascular  
form of ARS 

cardio-
vascular  
R.T. 

SRD-2.1 
 

SRD-2.2 SRD-2.3 
 

SRD-2.4 

Gastro-
intestinal  
form of  
ARS 

gastro-
intestinal 
R.T. 

SRD-3.1 SRD-3.2 SRD-3.3 SRD-3.4 

Hematological 
form of  
ARS 

hemato-
poietic  
R.T. 

SRD-4.1 SRD-4.2 SRD-4.3 SRD-4.4 
 

Table 1. Classification of radiation toxins (SRD group): Radiation Toxins are composed of 
toxic substances isolated from lymph of irradiated animals with different forms of Acute 
Radiation Syndromes.  

RT Properties- In our experiments RT were isolated from central lymphatics of irradiated 
animals with different form of ARS and each of the RT possess differences in their 
radiomimetic properties. Cerebrovascular RT, and to a lesser extent, cardiovascular RT and 
gastrointestinal RT are neurotoxins. Hematopoetic RT – are strong hematotoxins. 
Hematopoetic RT can destroy red blood cells and initiate hemolysis, disrupt the blood 
clotting system and cause multi-organ degeneration and tissues damages. Hematopoietic RT 
possess important activity against pluripotent stem cells and blood marrow.  
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aspartic acid and interact with receptors and ions channels.[4, 30]. Many natural toxins like 
scorpion venom induce a prolongation of action potentials caused by selective inhibition of 
sodium current inactivation and specifically affect voltage-gated sodium channels in 
excitable tissues.[ 6, 29, 36, 44, 49, 60, 82, 83, 84, 85 ]. “Excitotoxicity” is an important 
pathological mechanism which damages the central nervous system [27,105]. After high 
doses of radiation, some specific receptors such as the NMDA receptor and AMP receptor 
are over activated. “Excitotoxins” such as NMDA and kainic acid, which bind to these 
receptors, as well as pathologically high levels of glutamate, can cause excitotoxicity, by 
allowing high levels of calcium ions to enter the cell. Ca++ influx into cells activates a 
number of enzymes, including phospholipases, endonucleases, and proteases such as 
calpain. These enzymes go on to damage cell structures e.g. components of the cytoskeleton, 
membranes, and DNA. Excitotoxicity may be involved in stroke, traumatic brain injury and 
neurodegenerative diseases of the central nervous system (CNS) such as multiple sclerosis, 
Alzheimer's disease, amyotrophic lateral sclerosis (ALS), fibromyalgia, Parkinson's disease, 
and Huntington's disease.[27, 105]. It therefore seems logical that exicitotoxicity possibly 
plays a prominent role in CNS injury. 
We also postulate that specific Radiation Neurotoxins damage cerebral blood vessels and 
can induce activation of specific neurotransmitters which may produce exitotoxicity and 
its consequences [100, 103, 104]. The general toxicity of different types of ionizing 
radiation is associated mainly with a formation of Specific Radiation Toxins - a group of 
Radiation Toxins (RT) – Specific Radiation Determinants (SRD). [100, 103, 104]. Radiation 
toxins concentrate initially in intercellular fluid then disperse into blood and lymph and 
thereby induce development of systemic injury of hematologic and lymphatic systems. 
The toxicity of RT SRD subsequently distributes to the cerebrovascular, cardiovascular, 
and gastrointestinal systems, depending on the magnitude o the exposure. The injury to 
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cellular components of radiosensitive and pluripotent hematopoietic and other stem cells 
are induced by processes that are specific for different form of ARS. [100, 103, 104 ]. 
Radiation Toxins: The specific Radiation Toxins (group SRD) are composed from 
glycoproteins with high enzymatic activity including high proteolytic, lipidolytic, 
carbohydratelytic properties. RT are formed and accumulated in mammalian cells and 
migrate into blood and lymphatic circulation in the first hours after irradiation. Radiation 
Toxins, for the most part, are glycoproteins, pro-enzymes which are activated after 
relatively high doses of irradiation, i.e. after some radiation threshold for activation is 
exceeded. This group of glycoproteins has been isolated from cells of irradiated 
mammalian organisms, and possess the ability to induce inflammatory reactions, 
apoptosis, and necrosis similar to reactions mediated by radiation itself. The molecular 
weight of RT (SRD-group) range from 200-250 kDa. The SRD molecules have been isolated 
from blood, lymph and cells of irradiated animals but lymph has the highest 
concentrations measured. Irradiated animals develop the different forms of Acute 
Radiation Syndromes such as Cerebrovascular ARS, Cardiovascular ARS, Gastrointestinal 
ARS, depending on the level of radiation they were exposed to.  
 
Acute 
Radiation 
Syndromes 

Type of 
Radiation 
Toxins 

Grade ARS 
Mild 

Grade ARS 
Moderate 

Grade ARS 
Severe 

Grade  
ARS 
Extremely 
Severe 

Cerebral  
form of ARS 

cerebro-
vascular 
R.T.  

SRD-1.1 SRD-1.2 SRD-1.3 SRD-1.4 

Cardio-
vascular  
form of ARS 

cardio-
vascular  
R.T. 

SRD-2.1 
 

SRD-2.2 SRD-2.3 
 

SRD-2.4 

Gastro-
intestinal  
form of  
ARS 

gastro-
intestinal 
R.T. 

SRD-3.1 SRD-3.2 SRD-3.3 SRD-3.4 

Hematological 
form of  
ARS 

hemato-
poietic  
R.T. 

SRD-4.1 SRD-4.2 SRD-4.3 SRD-4.4 
 

Table 1. Classification of radiation toxins (SRD group): Radiation Toxins are composed of 
toxic substances isolated from lymph of irradiated animals with different forms of Acute 
Radiation Syndromes.  

RT Properties- In our experiments RT were isolated from central lymphatics of irradiated 
animals with different form of ARS and each of the RT possess differences in their 
radiomimetic properties. Cerebrovascular RT, and to a lesser extent, cardiovascular RT and 
gastrointestinal RT are neurotoxins. Hematopoetic RT – are strong hematotoxins. 
Hematopoetic RT can destroy red blood cells and initiate hemolysis, disrupt the blood 
clotting system and cause multi-organ degeneration and tissues damages. Hematopoietic RT 
possess important activity against pluripotent stem cells and blood marrow.  
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Component  
(%) 

Toxic 
substance 
SRD-1 

Toxic 
substance 
SRD –2 

Toxic 
substance 
SRD-3  

Toxic 
substance 
SRD-4. 

Protein 44.9 ± 0.05 48.2 ± 0.03  
 

50.1± 0.09  
 

56.2 ± 0.12  

Lipid 40.1± 0.04  
 

39.6 ± 0.05  
 

38.2± 0.04  
 

30.1± 0.09  
 

Carbohydrate 13.4 ± 0.09  11.3 ± 0.07  
 

10.2 ± 0,03  10.1 ± 0,07  
 

Mineral residue 
 

1.6 ± 0.07  0.9 ± 0.02  1.3 ± 0.04  3.4± 0.17  

Table 2. Biochemical composition of the toxic substances comprising Radiation Toxins. 
(SRD- Specific Radiation Determinants) 

2. Material and methods 
These studies were conducted at several different research institutions and laboratories 
listed as follows: Biotechnology Centre of Russian Academy of Science (North Osetia), 
Kazan All-Union Scientific Research Veterinary, Institute Belarussian Scientific and Research 
Institute for Radiobiology in Gomel, the St. Petersburg Veterinary Institute, the Advanced 
Medical Technology and Systems Inc., Ottawa-Richmond Hill, Ontario, Canada. The studies 
were approved by the Animal Care and Use Committee for ethical animal research 
equivalent, at each institution. A largest volume of purified Radiation Toxin was prepared 
from larger mammalian irradiated animals. Subsequently the RT were characterized 
chemically and biologically. The experimental design of later studies compared relative 
toxicity, potential for development of acute radiation syndromes, and potential lethality 
after intravenous or intramuscular injections of SRD containing Radiation Toxins. More 
recent studies focused on the immunogenicity of small doses of SRDs and the potential to 
use these agents as vaccine countermeasures against radiation injury. 

2.1 Experimental animals 
These experiments have employed a wide variety of experimental and agricultural animals 
which include : Black motley cattle, 2.5-3.0 years of age, live weight of 300-350 kg (n=134); 
Ukrainian pigs, 0.5-1.0 years of age, live weight 35-90 kg (n=142); “prekos” sheep, 3-12 
months old, live weight 18-23 kg (n=156); mixed breed (mongrel) dogs, 2-4 years of age, live 
weight 6.0-6,5 kg (n=162), Chinchilla rabbits, 11-12 months old, live weight 3.5-3.7 (n=180), 
Latvian draft horses, 3-8 years of age, live weight 350-550 kg (n=32), Balb mice, 2-3 months 
old, live weight 20-22 g (n=2636), Wistar rats, 3-4 months old, live weight 180-220 g 
(n=4002).  
In all animals, the pre-experiment blood profiles, body temperature, central venous and 
lymphatic pressure did not exceed the limits of normal variability, (which had been 
previously measured for five species of mammals. Throughout the entire period of each 
experiment, ranging from 1 day to 2 years, the control and experimental animals were 
maintained under identical conditions of feeding, housing, and care, corresponding to 
livestock maintenance requirements and standards. 
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2.2 Electromagnetic radiation exposure 
The animals were irradiated in RUM-17, Puma, and Panorama devices. The dose rate varied 
from 30Gy to 100Gy 

2.3 Experimental design 
Four independent experiments were performed with administration (IV or IM) of Radiation 
Toxins (SRD RT) to healthy, radiation naive animals that induced development of clinical 
symptoms of the Acute Radiation Syndromes. The administration of injection of the toxin 
was administered into veins (IV), into a muscle (IM), into the abdomen (IP) or into the  
skin (SC).  
Experiment N1. Administration of Cerebrovascular form of Radiation Toxins to radiation 
naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up to 30 mg/kg 
initiates development of specific toxic reactions with symptoms mimicking the cerebral form 
of ARS. Injection of Cerebrovascular Radiation Toxins (SRD-1) in excess of 3 mg/kg doses to 
rats, rabbits, sheep resulted in lethality.  
Experiment N2. Administration of radiation toxins of Cardiovascular Radiation Toxins 
(SRD-2) to radiation naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 
mg/kg up to 30 mg/kg produced specific toxic reactions with symptoms mimicking the 
Cardiovascular form of ARS.  
Experiment N3. Administration of Gastrointestinal Radiation Toxins (SRD-3) group 
to radiation naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up 
to 30 mg/kg produced development of specific toxic reactions with symptoms mimicking 
the GI form of ARS.  
Experiment N4. Administration of Haemotopoietic Radiation Toxins (SRD-4) to radiation 
naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up to 30 
mg/kg produced specific toxic reactions with symptoms of the hematological form of 
ARS.  

2.4 Radiation toxins description and isolation 
The methods of immune depletion, affine immuno-lympho-plasmasorption, as well as 
direct extraction were used to refine and purify the specific Radiation Toxins from the 
central lymph of animals with Cerebrovascular, Cardiovascular , Gastrointestinal and 
Haemotopoietic forms of Radiation Toxins.[104, 110] 
Specific Radiation Determinants (SRD)- a group of Radiation Toxins isolated from lymph 
of irradiated mammals, had been divided to four important groups: 1.Cerebrovascular 
neurotoxic RT (SRD-1); 2.Cardiovascular RT(SRD-2); 3.Gastrointestinal RT (SRD-3); 
4.Hematopoetic RT (SRD-4). The radiomimetic properties of Radiation Toxins 
preparations were evaluated on the basis of their capacity to induce radiobiological effects 
in radiation-naive animals after they were administered parenterally. Specific 
Cerebrovascular, Cardiovascular, Gastrointestinal and Hematopoietic Toxins (isolated 
from the lymph of animals irradiated at doses inducing Cerebral, Cardiovascular, 
Gastrointestinal and Haemotopoietic clinical forms of ARS) were dissolved in an isotonic 
solution of NaCl. The doses of preparations of Radiation Toxins which were administered 
was based on computation of the amount of SRD per unit volume of central lymph and 
absorbed dose of radiation. Radiation toxins of SRD group possess highly toxic properties 
and induce neuro-vascular and hematotoxic reactions in short time after administration. 
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Component  
(%) 

Toxic 
substance 
SRD-1 

Toxic 
substance 
SRD –2 

Toxic 
substance 
SRD-3  

Toxic 
substance 
SRD-4. 

Protein 44.9 ± 0.05 48.2 ± 0.03  
 

50.1± 0.09  
 

56.2 ± 0.12  

Lipid 40.1± 0.04  
 

39.6 ± 0.05  
 

38.2± 0.04  
 

30.1± 0.09  
 

Carbohydrate 13.4 ± 0.09  11.3 ± 0.07  
 

10.2 ± 0,03  10.1 ± 0,07  
 

Mineral residue 
 

1.6 ± 0.07  0.9 ± 0.02  1.3 ± 0.04  3.4± 0.17  

Table 2. Biochemical composition of the toxic substances comprising Radiation Toxins. 
(SRD- Specific Radiation Determinants) 

2. Material and methods 
These studies were conducted at several different research institutions and laboratories 
listed as follows: Biotechnology Centre of Russian Academy of Science (North Osetia), 
Kazan All-Union Scientific Research Veterinary, Institute Belarussian Scientific and Research 
Institute for Radiobiology in Gomel, the St. Petersburg Veterinary Institute, the Advanced 
Medical Technology and Systems Inc., Ottawa-Richmond Hill, Ontario, Canada. The studies 
were approved by the Animal Care and Use Committee for ethical animal research 
equivalent, at each institution. A largest volume of purified Radiation Toxin was prepared 
from larger mammalian irradiated animals. Subsequently the RT were characterized 
chemically and biologically. The experimental design of later studies compared relative 
toxicity, potential for development of acute radiation syndromes, and potential lethality 
after intravenous or intramuscular injections of SRD containing Radiation Toxins. More 
recent studies focused on the immunogenicity of small doses of SRDs and the potential to 
use these agents as vaccine countermeasures against radiation injury. 

2.1 Experimental animals 
These experiments have employed a wide variety of experimental and agricultural animals 
which include : Black motley cattle, 2.5-3.0 years of age, live weight of 300-350 kg (n=134); 
Ukrainian pigs, 0.5-1.0 years of age, live weight 35-90 kg (n=142); “prekos” sheep, 3-12 
months old, live weight 18-23 kg (n=156); mixed breed (mongrel) dogs, 2-4 years of age, live 
weight 6.0-6,5 kg (n=162), Chinchilla rabbits, 11-12 months old, live weight 3.5-3.7 (n=180), 
Latvian draft horses, 3-8 years of age, live weight 350-550 kg (n=32), Balb mice, 2-3 months 
old, live weight 20-22 g (n=2636), Wistar rats, 3-4 months old, live weight 180-220 g 
(n=4002).  
In all animals, the pre-experiment blood profiles, body temperature, central venous and 
lymphatic pressure did not exceed the limits of normal variability, (which had been 
previously measured for five species of mammals. Throughout the entire period of each 
experiment, ranging from 1 day to 2 years, the control and experimental animals were 
maintained under identical conditions of feeding, housing, and care, corresponding to 
livestock maintenance requirements and standards. 
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2.2 Electromagnetic radiation exposure 
The animals were irradiated in RUM-17, Puma, and Panorama devices. The dose rate varied 
from 30Gy to 100Gy 

2.3 Experimental design 
Four independent experiments were performed with administration (IV or IM) of Radiation 
Toxins (SRD RT) to healthy, radiation naive animals that induced development of clinical 
symptoms of the Acute Radiation Syndromes. The administration of injection of the toxin 
was administered into veins (IV), into a muscle (IM), into the abdomen (IP) or into the  
skin (SC).  
Experiment N1. Administration of Cerebrovascular form of Radiation Toxins to radiation 
naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up to 30 mg/kg 
initiates development of specific toxic reactions with symptoms mimicking the cerebral form 
of ARS. Injection of Cerebrovascular Radiation Toxins (SRD-1) in excess of 3 mg/kg doses to 
rats, rabbits, sheep resulted in lethality.  
Experiment N2. Administration of radiation toxins of Cardiovascular Radiation Toxins 
(SRD-2) to radiation naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 
mg/kg up to 30 mg/kg produced specific toxic reactions with symptoms mimicking the 
Cardiovascular form of ARS.  
Experiment N3. Administration of Gastrointestinal Radiation Toxins (SRD-3) group 
to radiation naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up 
to 30 mg/kg produced development of specific toxic reactions with symptoms mimicking 
the GI form of ARS.  
Experiment N4. Administration of Haemotopoietic Radiation Toxins (SRD-4) to radiation 
naive animals in doses 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg up to 30 
mg/kg produced specific toxic reactions with symptoms of the hematological form of 
ARS.  

2.4 Radiation toxins description and isolation 
The methods of immune depletion, affine immuno-lympho-plasmasorption, as well as 
direct extraction were used to refine and purify the specific Radiation Toxins from the 
central lymph of animals with Cerebrovascular, Cardiovascular , Gastrointestinal and 
Haemotopoietic forms of Radiation Toxins.[104, 110] 
Specific Radiation Determinants (SRD)- a group of Radiation Toxins isolated from lymph 
of irradiated mammals, had been divided to four important groups: 1.Cerebrovascular 
neurotoxic RT (SRD-1); 2.Cardiovascular RT(SRD-2); 3.Gastrointestinal RT (SRD-3); 
4.Hematopoetic RT (SRD-4). The radiomimetic properties of Radiation Toxins 
preparations were evaluated on the basis of their capacity to induce radiobiological effects 
in radiation-naive animals after they were administered parenterally. Specific 
Cerebrovascular, Cardiovascular, Gastrointestinal and Hematopoietic Toxins (isolated 
from the lymph of animals irradiated at doses inducing Cerebral, Cardiovascular, 
Gastrointestinal and Haemotopoietic clinical forms of ARS) were dissolved in an isotonic 
solution of NaCl. The doses of preparations of Radiation Toxins which were administered 
was based on computation of the amount of SRD per unit volume of central lymph and 
absorbed dose of radiation. Radiation toxins of SRD group possess highly toxic properties 
and induce neuro-vascular and hematotoxic reactions in short time after administration. 
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Neurotoxins of SRD-1 group isolated from L.S. (lymphatic system) of irradiated animals 
with Cerebrovascular ARS after intra-muscular or intra-venous single injection in doses 5 
mg/kg, 10 mg/kg, 15 mg / kg, 30 mg/kg activate acute neuro-vascular reactions with 
signs of injury of central and peripheral nervous system and damage of vascular walls of 
central nervous system. 
Neurotoxins of SRD-2 group isolated from L.S. of irradiated animals with cardio-vascular 
form of ARS after intra-muscular or intra-venous single injection in doses 5 mg/kg, 10 
mg/kg, 15 mg/kg, 30 mg/kg activate acute cardio-vascular and neuro-vascular reactions 
with signs of injury of central and peripheral vascular system . Neurotoxins of SRD-3 group 
isolated from L.S. of irradiated animals with gastro-intestinal form of ARS after intra-
muscular or intra-venous single injection in doses 5 mg/kg, 10 mg/kg, 15 mg/kg and 30 
mg/kg induce acute gastrointestinal syndrome with signs of injury of vascular system of 
gastro-intestinal system and injury of epithelium of intestinal walls. Hematotoxin of SRD-4 
isolated from L.S. of irradiated animals with Hematopoetic form of ARS after single dose 
injection with doses 5 mg/kg, 10 mg/kg, 15 mg/kg, 30 mg/kg activate hematotoxic 
reactions with activation red blood cells and white blood cell lysis and activation of 
apoptosis of hematopoietic cells progenitors. 

3. Results  
SRD-1 Radiation Toxins induced injury of Central Nervous System and development of 
Acute Cerebrovascular form of Radiation Syndrome 

The Cerebrovascular form of Radiation Toxins SRD-1) were administered to radiation 
naive animals in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 
10 mg/kg, 15 mg/kg and 30 mg/kg. The injection of Cerebrovascular Radiation Toxins 
(SRD-1) to rats, rabbits, sheep produced bioeffects similar to the cerebrovascular form of 
ARS. (see Table 3) After parenteral administration, the animals experienced a short period 
of extreme agitation, followed by a deep coma, with alterations in breathing patterns and 
subsequently cardiovascular collapse. The results of autopsy of their bodies 
demonstrated cerebral hemorrhagic strokes, cerebrospinal fluid with blood (reddish 
color), hemorrhagic lesions in brain tissue. Internal organs were filled with blood. 
Multiple petechiae were observed on serous membranes. Depending on doses of 
cerebrovascular Radiation Neurotoxins, death was registered in 15 min or up to 5 hours 
after injection.  
Case #1: The species studied in the experiment- 4 month old lambs. Radiation neurotoxin 
(SRD-1) in single dose of 5 mg/kg of weight was administered intramuscularly to radiation-
naïve sheep. The injected animals were dead within 20 minutes after injection, with a 
profound clinical picture of cerebrovascular ARS, Within 5 minutes there was central 
nervous excitation and nervousness, and within 15 minutes there were signs of coma, 
followed by death. Post-mortem histopathology revealed: Brain- red discoloration of 
cerobrospinal fluid (CSF) with inflammatory meninges; multiple petechiae and hemorrhage 
on meninges surfaces. Grey matter of the brain – hemorrhages. Liver- dark-red coloration, 
with multiple petechiae and hemorrhages. Kidneys- multiple petechiae and hemorrhages. 
Clinical Diagnosis: Acute Cerebrovascuar Shock / Acute Cerebrovascular form of ARS 
induced by single injection of radiation neurotoxin  
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Radiation 
Toxins 

Symptoms Toxic doses  
5mg/kg 

Toxic doses 
10mg/kg 

Toxic doses 
15mg/kg 

Toxic doses 
30 mg/kg  

Cerebrovascular 
Neurotoxin 
SRD-1.  

Cerebral edema, 
hemorrhagic 
stroke  

Death in one 
–three hours  

Death in one 
hour 

Death in 
15-30 min 

Death in 15 
min 

Cardiovascular 
SRD-2.  

Cardiac 
insufficiency, 
hemorrhagic 
stroke. 

 
Death in 
three days 

 
Death in 14 
hours 

 
Death in 7 
hours 

 
Death in 2 
hours 
 

Gastro-Intestinal 
SRD-3. 
 

Vomiting, 
diarrhea, 
hematochezia 
and melana. 

Death in 10-
15 days 

Death in 5-7 
days 
 
 

Death in 2-
3 days  

Death in 24 
hours 
 
 
 

Hematopoietic 
SRD-4 

Peripheral 
edema, 
ecchymosis, 
anemia, 
granulocytopeni
c fevers. 

Death in 2-4 
weeks. 

Death in 
next 10 days. 

Death in 
next 7-10 
days. 

Death in 
next 4-5 
days. 

Mixture of 
lower doses of 
toxins SRD 
1+2+3+4 
 

Cerebral edema, 
vomiting, 
hemorrhage, 
cardiac 
insufficiency. 

Death in 4-5 
hours 

Death in 1-3 
hours 

Death in 
one hour 

Death in 
one hour 

Table 3. Radiation Toxins: Toxic properties of Radiation Toxins (SRD Group 1-4 ) after single 
injection and different forms of Acute Radiation Syndromes induced by each.  

SRD-2 Radiation Toxins induced injury of the Cardiovascular System and development 
of symptoms mimicking the Acute Cardiovascular Radiation Syndrome 
The Cardiovascular form of Radiation Toxins were administered to radiation naive animals 
in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 mg/kg, 15 
mg/kg and 30 mg/kg. The injection of Cardiovascular (SRD-2) RT in toxic doses to 
rats, rabbits, sheep produced symptoms similar to the cardiovascular form of ARS. (see 
Table 3) In this experiment, the following symptoms were observed: a delayed, shorter 
duration and less extreme period of agitation than with SRD-1 RTs, followed by tachycardia, 
cardiac arrhythmias, tachypnea. Postmortem histopathological analysis revealed 
inflammatory changes in the cardiac muscle tissue.  
Case #2: Species in experiment- 4 months old lamb. Radiation neurotoxin (SRD-2) in single 
dose 5 mg/kg of weight was administered intravenously. 14 hours after injection all the 
injected lambs were dead after with a clinical picture of cardiovascular shock: agitation, 
fever, agitation, tachycardia, arrhythmias, hypotension, hyperventilation, followed by 
lethargy, signs of coma and death. Post-mortal histopathology showed: Heart- damaged 
microvasculature, cardiac vasoconstriction , ischemic myocardium, contraction band 
necrosis, multiple cardiac hemorrhages. Kidneys: multiple petechies of haemorrhages, acute 
tubular necrosis and renal failure.  
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Neurotoxins of SRD-1 group isolated from L.S. (lymphatic system) of irradiated animals 
with Cerebrovascular ARS after intra-muscular or intra-venous single injection in doses 5 
mg/kg, 10 mg/kg, 15 mg / kg, 30 mg/kg activate acute neuro-vascular reactions with 
signs of injury of central and peripheral nervous system and damage of vascular walls of 
central nervous system. 
Neurotoxins of SRD-2 group isolated from L.S. of irradiated animals with cardio-vascular 
form of ARS after intra-muscular or intra-venous single injection in doses 5 mg/kg, 10 
mg/kg, 15 mg/kg, 30 mg/kg activate acute cardio-vascular and neuro-vascular reactions 
with signs of injury of central and peripheral vascular system . Neurotoxins of SRD-3 group 
isolated from L.S. of irradiated animals with gastro-intestinal form of ARS after intra-
muscular or intra-venous single injection in doses 5 mg/kg, 10 mg/kg, 15 mg/kg and 30 
mg/kg induce acute gastrointestinal syndrome with signs of injury of vascular system of 
gastro-intestinal system and injury of epithelium of intestinal walls. Hematotoxin of SRD-4 
isolated from L.S. of irradiated animals with Hematopoetic form of ARS after single dose 
injection with doses 5 mg/kg, 10 mg/kg, 15 mg/kg, 30 mg/kg activate hematotoxic 
reactions with activation red blood cells and white blood cell lysis and activation of 
apoptosis of hematopoietic cells progenitors. 

3. Results  
SRD-1 Radiation Toxins induced injury of Central Nervous System and development of 
Acute Cerebrovascular form of Radiation Syndrome 

The Cerebrovascular form of Radiation Toxins SRD-1) were administered to radiation 
naive animals in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 
10 mg/kg, 15 mg/kg and 30 mg/kg. The injection of Cerebrovascular Radiation Toxins 
(SRD-1) to rats, rabbits, sheep produced bioeffects similar to the cerebrovascular form of 
ARS. (see Table 3) After parenteral administration, the animals experienced a short period 
of extreme agitation, followed by a deep coma, with alterations in breathing patterns and 
subsequently cardiovascular collapse. The results of autopsy of their bodies 
demonstrated cerebral hemorrhagic strokes, cerebrospinal fluid with blood (reddish 
color), hemorrhagic lesions in brain tissue. Internal organs were filled with blood. 
Multiple petechiae were observed on serous membranes. Depending on doses of 
cerebrovascular Radiation Neurotoxins, death was registered in 15 min or up to 5 hours 
after injection.  
Case #1: The species studied in the experiment- 4 month old lambs. Radiation neurotoxin 
(SRD-1) in single dose of 5 mg/kg of weight was administered intramuscularly to radiation-
naïve sheep. The injected animals were dead within 20 minutes after injection, with a 
profound clinical picture of cerebrovascular ARS, Within 5 minutes there was central 
nervous excitation and nervousness, and within 15 minutes there were signs of coma, 
followed by death. Post-mortem histopathology revealed: Brain- red discoloration of 
cerobrospinal fluid (CSF) with inflammatory meninges; multiple petechiae and hemorrhage 
on meninges surfaces. Grey matter of the brain – hemorrhages. Liver- dark-red coloration, 
with multiple petechiae and hemorrhages. Kidneys- multiple petechiae and hemorrhages. 
Clinical Diagnosis: Acute Cerebrovascuar Shock / Acute Cerebrovascular form of ARS 
induced by single injection of radiation neurotoxin  
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Radiation 
Toxins 

Symptoms Toxic doses  
5mg/kg 

Toxic doses 
10mg/kg 

Toxic doses 
15mg/kg 

Toxic doses 
30 mg/kg  

Cerebrovascular 
Neurotoxin 
SRD-1.  

Cerebral edema, 
hemorrhagic 
stroke  

Death in one 
–three hours  

Death in one 
hour 

Death in 
15-30 min 

Death in 15 
min 

Cardiovascular 
SRD-2.  

Cardiac 
insufficiency, 
hemorrhagic 
stroke. 

 
Death in 
three days 

 
Death in 14 
hours 

 
Death in 7 
hours 

 
Death in 2 
hours 
 

Gastro-Intestinal 
SRD-3. 
 

Vomiting, 
diarrhea, 
hematochezia 
and melana. 

Death in 10-
15 days 

Death in 5-7 
days 
 
 

Death in 2-
3 days  

Death in 24 
hours 
 
 
 

Hematopoietic 
SRD-4 

Peripheral 
edema, 
ecchymosis, 
anemia, 
granulocytopeni
c fevers. 

Death in 2-4 
weeks. 

Death in 
next 10 days. 

Death in 
next 7-10 
days. 

Death in 
next 4-5 
days. 

Mixture of 
lower doses of 
toxins SRD 
1+2+3+4 
 

Cerebral edema, 
vomiting, 
hemorrhage, 
cardiac 
insufficiency. 

Death in 4-5 
hours 

Death in 1-3 
hours 

Death in 
one hour 

Death in 
one hour 

Table 3. Radiation Toxins: Toxic properties of Radiation Toxins (SRD Group 1-4 ) after single 
injection and different forms of Acute Radiation Syndromes induced by each.  

SRD-2 Radiation Toxins induced injury of the Cardiovascular System and development 
of symptoms mimicking the Acute Cardiovascular Radiation Syndrome 
The Cardiovascular form of Radiation Toxins were administered to radiation naive animals 
in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 mg/kg, 15 
mg/kg and 30 mg/kg. The injection of Cardiovascular (SRD-2) RT in toxic doses to 
rats, rabbits, sheep produced symptoms similar to the cardiovascular form of ARS. (see 
Table 3) In this experiment, the following symptoms were observed: a delayed, shorter 
duration and less extreme period of agitation than with SRD-1 RTs, followed by tachycardia, 
cardiac arrhythmias, tachypnea. Postmortem histopathological analysis revealed 
inflammatory changes in the cardiac muscle tissue.  
Case #2: Species in experiment- 4 months old lamb. Radiation neurotoxin (SRD-2) in single 
dose 5 mg/kg of weight was administered intravenously. 14 hours after injection all the 
injected lambs were dead after with a clinical picture of cardiovascular shock: agitation, 
fever, agitation, tachycardia, arrhythmias, hypotension, hyperventilation, followed by 
lethargy, signs of coma and death. Post-mortal histopathology showed: Heart- damaged 
microvasculature, cardiac vasoconstriction , ischemic myocardium, contraction band 
necrosis, multiple cardiac hemorrhages. Kidneys: multiple petechies of haemorrhages, acute 
tubular necrosis and renal failure.  
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SRD-3 Radiation Toxins induced injury of the Gastrointestinal System and development 
of symptoms mimicking the Acute Gastrointestinal Radiation Syndrome 
Administration of Gastrointestinal Radiation Toxins (SRD-3) were administered to radiation 
naive animals in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 
mg/kg, 15 mg/kg and 30 mg/kg. Injection of SRD-3 in toxic doses to experimental animals 
produced different grades of the Gastrointestinal form of ARS. (see Table 3) Case #3: 
Experimental species: one year old sheep. After a single dose injection of 15 mg/kg of the 
SRD-3 Gastrointestinal radiation toxins (isolated from central lymph of animals with the 
gastrointestinal form of ARS) intravenously, the animals elicit the following: Clinical signs- 
decrease in appetite and increased peristalsis within hours after injection, followed by 
severe diarrhea, hematochezia, dehydration, and later followed by collapse over several 
days. Death occurred 5-10 days after toxin administration. Histopathology revealed- local 
vasoconstriction, damaged microvasculature, large vessel vasodilatation and hyperemia of 
the small bowel and colon. Hypertension was manifested approximately two hours after 
intravenous injection. Ultimately hypotension developed after days of vomiting, diarrhea 
and dehydration.  
SRD-4 Radiation Toxins induced development of Acute Hematopoietic Acute Radiation 
Syndrome 
The Hemotopoietic Radiation Toxins (SRD-4) were administered to radiation naive animals in 
doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 mg/kg, 15 mg/kg 
and 30 mg/kg. Injection of SRD-4 to experimental animals resulted in erythrocytopenia, 
lymphocytopenia, leukocytopenia, and thrombocytopenia within days to weeks after injection. 
(see Table 3) The development of clinical features of the Acute Hemotopoietic Syndrome 
depended on the dose of SRD-4 Hematopoietic Radiation Toxins injected to radiation naïve 
animals. Autopsy of those animals that died showed acute or chronic hematotoxic reactions. 
The clinical signs were: short-term agitation within 2 hours after administration accompanied 
by a short-term leukocytosis which gave way to a progressive, profound leukopenia, mainly 
attributable to a decrease in the absolute number of lymphocytes, the minimal levels of which 
were measured between days 7 and 15 after injection. Total WBC was 1.2-1.6 1000/μl to 0.4-0.5 
thousand/μl in sheep and 1.8-2.5 thousand/μl to 0.5-0.7 thousand/μl in cattle. The recovery of 
absolute and relative levels of leukocytes and lymphocytes was observed in some animals 
between days 30 and 60. Blood counts exhibited thrombocytopenia accompanied by 
progressive erythrocytopenia, which developed into profound anemia. An extensive blood 
analysis of the peripheral blood of the cattle showed that the processes induced by the SRD-4 
injection and the processes occurring after irradiation were nearly identical. Analysis of the 
clinical reaction to SRD-4 administration, which was assessed on the basis of body 
temperature, and heart and respiration rate, established that all experimental animals showed 
reactions of the same type for all the tested doses and that sheep and horses were more 
sensitive to the administered preparation. Thus, in sheep, which received SRD-4 at the 
maximum dose tested, the body temperature increased by 1.5-2 ° C, reaching 41.2° 1 or 2 days 
before death. This core body temperature increase was accompanied by severe tachycardia 
and tachypnea, which were measured at 105-106/min. and 70-80/ minute, respectively. When 
SRD-4 was administered in the intermediate and maximum dose levels, both sheep and cattle 
showed changes of the same type but of lesser degree depending on the dose. The majority of 
experimental animals recovered between days 30-60 after injection of the preparation. Post-
mortem examination of the animals that died showed changes characteristic of acute radiation 
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sickness, accompanied by marked hemorrhage. Death often will occur secondary to 
overwhelming bacterial or fungal sepsis. Some sheep showed areas of skin epilation on the 
back and abdomen.  
Case# 4. Species- sheep. Hematoxin, SDR-4, isolated from irradiated mammals with the 
Hematopoietic form of ARS, was injected via single dose to non-irradiated mammals. The 
SRD-4 RT induced significant changes in white blood cells (WBC) and red cells profile 
(RBC). Hematoxin injected to non-irradiated sheep in doses 5 mg/kg, 10 mg/kg, 30 mg/kg 
activated a complex reaction which included general inflammation, vascular endothelial cell 
injury, apoptosis and necrosis of blood progenitor/ stem cells. The levels of sheep 
erythrocytes, leukocytes, lymphocytes, thrombocytes significantly increased in first hours 
and day after single injection of radiation hematotoxin and could be a result of general 
inflammation reactions and stimulation of immune system. However the levels of 
erythrocytes, leukocytes, lymphocytes, thrombocytes significantly decreased after 72 hours 
after hematoxin administration and the minimal level of erythrocytes, leukocytes, 
lymphocytes were measured after 168- 360 hours following a single dose injection of the 
radiation-induced hematoxin. (see Tables 4- 7) Characteristics of the peripheral blood of 
large horn cattle after a single injection of Hematopoetic Radiation Toxin (SRD-4) were 
measured and levels of erythrocytes, leukocytes, lymphocytes significantly increased in first 
hours after a single dose injection of radiation hematotoxin and decreased after 72, 168, and 
360 hours after administration. (see Tables 8- 11) 
 

 
 
Fig. 1. Dose-dependent changes in sheep peripheral blood erythrocytes after a single 
injection of Hematopoietic Radiation Toxin (SRD-4). 
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SRD-3 Radiation Toxins induced injury of the Gastrointestinal System and development 
of symptoms mimicking the Acute Gastrointestinal Radiation Syndrome 
Administration of Gastrointestinal Radiation Toxins (SRD-3) were administered to radiation 
naive animals in doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 
mg/kg, 15 mg/kg and 30 mg/kg. Injection of SRD-3 in toxic doses to experimental animals 
produced different grades of the Gastrointestinal form of ARS. (see Table 3) Case #3: 
Experimental species: one year old sheep. After a single dose injection of 15 mg/kg of the 
SRD-3 Gastrointestinal radiation toxins (isolated from central lymph of animals with the 
gastrointestinal form of ARS) intravenously, the animals elicit the following: Clinical signs- 
decrease in appetite and increased peristalsis within hours after injection, followed by 
severe diarrhea, hematochezia, dehydration, and later followed by collapse over several 
days. Death occurred 5-10 days after toxin administration. Histopathology revealed- local 
vasoconstriction, damaged microvasculature, large vessel vasodilatation and hyperemia of 
the small bowel and colon. Hypertension was manifested approximately two hours after 
intravenous injection. Ultimately hypotension developed after days of vomiting, diarrhea 
and dehydration.  
SRD-4 Radiation Toxins induced development of Acute Hematopoietic Acute Radiation 
Syndrome 
The Hemotopoietic Radiation Toxins (SRD-4) were administered to radiation naive animals in 
doses of 0.1 mg/kg; 0,5 mg/kg; 1 mg/kg; 2 mg/kg; 3 mg/kg, 5 mg/kg, 10 mg/kg, 15 mg/kg 
and 30 mg/kg. Injection of SRD-4 to experimental animals resulted in erythrocytopenia, 
lymphocytopenia, leukocytopenia, and thrombocytopenia within days to weeks after injection. 
(see Table 3) The development of clinical features of the Acute Hemotopoietic Syndrome 
depended on the dose of SRD-4 Hematopoietic Radiation Toxins injected to radiation naïve 
animals. Autopsy of those animals that died showed acute or chronic hematotoxic reactions. 
The clinical signs were: short-term agitation within 2 hours after administration accompanied 
by a short-term leukocytosis which gave way to a progressive, profound leukopenia, mainly 
attributable to a decrease in the absolute number of lymphocytes, the minimal levels of which 
were measured between days 7 and 15 after injection. Total WBC was 1.2-1.6 1000/μl to 0.4-0.5 
thousand/μl in sheep and 1.8-2.5 thousand/μl to 0.5-0.7 thousand/μl in cattle. The recovery of 
absolute and relative levels of leukocytes and lymphocytes was observed in some animals 
between days 30 and 60. Blood counts exhibited thrombocytopenia accompanied by 
progressive erythrocytopenia, which developed into profound anemia. An extensive blood 
analysis of the peripheral blood of the cattle showed that the processes induced by the SRD-4 
injection and the processes occurring after irradiation were nearly identical. Analysis of the 
clinical reaction to SRD-4 administration, which was assessed on the basis of body 
temperature, and heart and respiration rate, established that all experimental animals showed 
reactions of the same type for all the tested doses and that sheep and horses were more 
sensitive to the administered preparation. Thus, in sheep, which received SRD-4 at the 
maximum dose tested, the body temperature increased by 1.5-2 ° C, reaching 41.2° 1 or 2 days 
before death. This core body temperature increase was accompanied by severe tachycardia 
and tachypnea, which were measured at 105-106/min. and 70-80/ minute, respectively. When 
SRD-4 was administered in the intermediate and maximum dose levels, both sheep and cattle 
showed changes of the same type but of lesser degree depending on the dose. The majority of 
experimental animals recovered between days 30-60 after injection of the preparation. Post-
mortem examination of the animals that died showed changes characteristic of acute radiation 
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sickness, accompanied by marked hemorrhage. Death often will occur secondary to 
overwhelming bacterial or fungal sepsis. Some sheep showed areas of skin epilation on the 
back and abdomen.  
Case# 4. Species- sheep. Hematoxin, SDR-4, isolated from irradiated mammals with the 
Hematopoietic form of ARS, was injected via single dose to non-irradiated mammals. The 
SRD-4 RT induced significant changes in white blood cells (WBC) and red cells profile 
(RBC). Hematoxin injected to non-irradiated sheep in doses 5 mg/kg, 10 mg/kg, 30 mg/kg 
activated a complex reaction which included general inflammation, vascular endothelial cell 
injury, apoptosis and necrosis of blood progenitor/ stem cells. The levels of sheep 
erythrocytes, leukocytes, lymphocytes, thrombocytes significantly increased in first hours 
and day after single injection of radiation hematotoxin and could be a result of general 
inflammation reactions and stimulation of immune system. However the levels of 
erythrocytes, leukocytes, lymphocytes, thrombocytes significantly decreased after 72 hours 
after hematoxin administration and the minimal level of erythrocytes, leukocytes, 
lymphocytes were measured after 168- 360 hours following a single dose injection of the 
radiation-induced hematoxin. (see Tables 4- 7) Characteristics of the peripheral blood of 
large horn cattle after a single injection of Hematopoetic Radiation Toxin (SRD-4) were 
measured and levels of erythrocytes, leukocytes, lymphocytes significantly increased in first 
hours after a single dose injection of radiation hematotoxin and decreased after 72, 168, and 
360 hours after administration. (see Tables 8- 11) 
 

 
 
Fig. 1. Dose-dependent changes in sheep peripheral blood erythrocytes after a single 
injection of Hematopoietic Radiation Toxin (SRD-4). 
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Fig. 2. Dose-dependent changes sheep peripheral blood leukocytes after a single injection of 
Hematopoietic Radiation Toxin (SRD-4). 

 

 
Fig. 3. Dose-dependent dynamics of sheep Lymphocytes after single IV administration of 
Hematotoxin (SRD-4).  
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Fig. 4. Dose-dependent dynamics of sheep thrombocytes (platelets) after single IV 
administration of Hematotoxin (SRD-4).  

 

 
Fig. 5. Dose-dependent characteristics of large horn cattle peripheral blood erythrocytes 
after single injection of Hematopoetic Radiation Toxin (SRD-4).  
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Fig. 3. Dose-dependent dynamics of sheep Lymphocytes after single IV administration of 
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Fig. 5. Dose-dependent characteristics of large horn cattle peripheral blood erythrocytes 
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Fig. 6. Dose-dependent changes in cattle peripheral blood leukocytes after a single injection 
of Hematopoietic Radiation Toxin (SRD-4). 

 

 
Fig. 7. Dose-dependent dynamics of cattle Lymphocytes after single IV administration of 
Hematotoxin (SRD-4). 
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Fig. 8. Dose-dependent dynamics of cattle thrombocytes (platelets) after single IV 
administration of Hematotoxin (SRD-4). 
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in Tables 4-7 for sheep and 8-11 for cattle. Thrombocytopenia, lymphocytopenia, 
granulocytopenia , ecchymosis, hemorrhage and coagulopathy were important clinical signs 
of the mimicked hematopoietic acute radiation syndrome.  
Other clinical indicators of the Radiation Toxins (RT) included cutaneous system 
involvement: including: cutaneous edemas, blustering, desquamation, hair loss, ulcer and 
necrosis.  
Severe Acute Radiation Exposure sydromes will induce Toxic Multiple Organ Failure 
(TMOF) and Toxic Multiple Organ Involvement (TMOI) – e.g. pneumonitis, renal failure, 
renal hypo-perfusion, acute tubular necrosis, hepatic failure, etc. as an acute consequences 
of radiation toxemia. Similarly, bacterial toxemia induced by bacterial superantigens and 
radiation-induced toxemia are very similar in their clinical manifestation and similar in their 
pathophysiological actions. In a related matter, the molecular structure of radiation antigens 
(toxins) and bacterial superantigens, as well as different snake venom toxins have 
similarities. 
Thus, if a researcher administers specific Radiation Toxins of one of the SRD groups to 
radiation naive animals, toxicity will be observed along a dose response curve, from doses 
as small as 0.1 mg/kg or 0.5 mg/kg up to the highest tested dose of 30 mg/kg. The observed 
toxicity will mimic the ARS syndrome specific to the exposure of the animals from which 
the SRDs were acquired. Thus the exogenously administered SRD initiates development of 
specific toxic reactions with symptoms of a specific ARS, hence the name-specific radiation 
determinant (SRD 1-4). The SRD-group molecules possess both toxic and antigenic 
properties. The molecular Koch’s postulates, which are commonly applied to bacterial toxin 
pathogenecity, could also be applied to the biological effect produced by Radiation Toxins, 
and those postulates would mostly be satisfied to list RT as the causative agents [101, 106].  

4.1 Comparative analysis of bacterial toxins vs radiation toxins (see table 12) 
We compared lethal toxicity and clinicopathological features and characteristics for 
Radiation Toxins and Bacterial Toxins. Pathogenic bacteria which colonize the intestine, can 
invade intestinal epithelial cells and lymphatics, and/or produce one or more toxins that are 
important etiologies of diarrheal disease [32, 42, 48, 57, 86, 87, 88]. Bacteria produce toxins 
and the mechanisms of action of bacterial toxins can be classified into three important 
groups (see Table 12) : 1. Toxins with intrinsic enzymatic activity – cytotoxic bacterial toxins. 
2. Toxins that binds to receptors that stimulate the actions of second messengers – cytotonic 
bacterial toxins (e.g. botulinum or cholera toxins) . 3. Toxins that damage eukaryotic cell 
membranes – membranotoxic bacterial toxins. [32, 42, 48, 57, 86,]. We postulate that 
radiation toxins possess high enzymatic activity, damage cell membranes, and also activate 
cell receptors. We postulate that radiation toxin mechanisms of action depend on the toxin 
type and dose of radiation toxins. We postulate that Radiation Toxins could initiate two 
different types of cell death – programmed (apoptosis) or necrosis. [90,91]. 
Escherichia Coli is an Enteric Gram-negative rods and their pathogenic strains contained the 
wide group of toxins with different properties. Escherichia Coli contain endotoxin - 
lipopolysaccharide, which is antigenic and virulence factor. [12, 48]. Escherichia Coli contains 
three groups of antigens – O, H and K. The O antigens – cell wall antigens - found in 
polysaccharide portion of LPS. The H antigens are associated with flagella and the K antigens 
are associated with the fimbriae or capsule. [12,48,78,79,87,88 ]. Enteroaggregative E.Coli –
EAEC, produce three important toxins. EAEC heat stable enterotoxin is a 4.1-kDa protein. The 
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other EAEC heat -liable enterotoxin with molecular weight 120 kDa. The third EAEC 
enterotoxin is a heat liabile,108 kDa protein with the ability to induce a severe acute intestinal 
inflammation. [12,78,79,87]. Enterohemorrhagic Escherechia coli, EHEC contains a Shigella-like 
toxin. The Shiga toxin family contains Shiga-like toxin 1 (SLT-1) and Shiga-like toxin 2 (SLT-2). 
EHEC strains produce SLT -2 or combination SLT 1 and SLT 2 [12 ]. Shiga toxin is a cytotoxic 
for endothelial and epithelial cells including human colonic and ileal epithelial cells, and B-
lymphocytes [12]. Enteropathogenic Echerechia coli induce an important and distinctive 
histopathologic lesion in the intestine with destruction of microvilli – the classic 
histopathologic lesion - AE lesion [12 ]. There are two proteins responsible for development 
AE lesion – a 94-kDa protein and protein encoded by the eaeB gene. [12,78,79].  
 

Toxins Mechanism of Action Symptoms 
1. Enterotoxigenic E. Coli 
(ETEC). 

1. ETEC -  
Three toxins: EA- ST,  
EA- HL, EA-HL 

ETEC toxins induce hyper-
secretion by intestinal mucosa 
cells, watery diarrhea 

2. Enteropathogenic E. Coli 
(EPEC). 

2. EPEC -  
Shiga-like toxins. 

EPEC toxins causing 
destruction of microvilli and 
development focal lesions. 

3. Enterohemorrhagic E. Coli 
(EHEC). 

3. EHEC –  
verotoxin or Shiga-  
like toxin.  
 

EHEC induce severe form of 
hemorrhagic colitis, acute 
renal failure or hemolytic 
uremic syndrome. 

4. Enteroinvasive E. Coli 
(EIEC). 

 EIEC induce dysentery  
like syndrome 

5. Enteroadherent E. Coli 
(EAEC). 

 EAEC cause traveler’diarrhea 

Table 4. Bacterial Toxins and their mechanisms of action. 

Enterotoxigenic Escherechia coli produce heat—stable (ST) and heat-labile enterotoxins (LT). 
STa is a cysteine-rich, 18-amino-acid peptide. ST is produced as a precursor that is cleaved 
by signal peptidase and translocated to the periplasm where is added three intra-molecular 
disulfide bonds crucial for toxin activity. A second proteolytic agent occurs extracellularly 
and produce biologically active and toxic ST [12,81,]. STa acts by binding to a protein 
intestinal epithelial receptor localized in brush border membrane. [12,78].  
E.coli heat-stable enterotoxin b is a 71-amino-acid precursor protein secreted extracellularly 
and proteolytically processed to a toxic form as a 48-amino-acid protein [12, 79]. E. coli heat-
labile enterotoxin I is closely related to CT, including its structure and enzymatic activity. 
[12]. Other Escherechia coli Toxins include Cytolethal distending toxin and Cytotoxic 
necrotizing factors [12, 78,79 ].  
Staphylococcus aureus produces serologically distinct protein exotoxins named A, B, C1, C3, 
D, E. All of these exotoxins are small proteins (24-30 kDa) with important biological 
activities. All seven toxins stimulate local receptors in upper intestinal tracts [12, 86]. 
Staphylococcal enterotoxins are likely playing an important role in cytokine production and 
are most potent T-cell receptor activators and inducers of lymphocyte proliferation. This 
class of toxins could be classified as “superantigens”, as well as the toxins produced by 
Streptococcus spp. and Clostridium perfringens. Superantigens presented directly to the T- 
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in Tables 4-7 for sheep and 8-11 for cattle. Thrombocytopenia, lymphocytopenia, 
granulocytopenia , ecchymosis, hemorrhage and coagulopathy were important clinical signs 
of the mimicked hematopoietic acute radiation syndrome.  
Other clinical indicators of the Radiation Toxins (RT) included cutaneous system 
involvement: including: cutaneous edemas, blustering, desquamation, hair loss, ulcer and 
necrosis.  
Severe Acute Radiation Exposure sydromes will induce Toxic Multiple Organ Failure 
(TMOF) and Toxic Multiple Organ Involvement (TMOI) – e.g. pneumonitis, renal failure, 
renal hypo-perfusion, acute tubular necrosis, hepatic failure, etc. as an acute consequences 
of radiation toxemia. Similarly, bacterial toxemia induced by bacterial superantigens and 
radiation-induced toxemia are very similar in their clinical manifestation and similar in their 
pathophysiological actions. In a related matter, the molecular structure of radiation antigens 
(toxins) and bacterial superantigens, as well as different snake venom toxins have 
similarities. 
Thus, if a researcher administers specific Radiation Toxins of one of the SRD groups to 
radiation naive animals, toxicity will be observed along a dose response curve, from doses 
as small as 0.1 mg/kg or 0.5 mg/kg up to the highest tested dose of 30 mg/kg. The observed 
toxicity will mimic the ARS syndrome specific to the exposure of the animals from which 
the SRDs were acquired. Thus the exogenously administered SRD initiates development of 
specific toxic reactions with symptoms of a specific ARS, hence the name-specific radiation 
determinant (SRD 1-4). The SRD-group molecules possess both toxic and antigenic 
properties. The molecular Koch’s postulates, which are commonly applied to bacterial toxin 
pathogenecity, could also be applied to the biological effect produced by Radiation Toxins, 
and those postulates would mostly be satisfied to list RT as the causative agents [101, 106].  

4.1 Comparative analysis of bacterial toxins vs radiation toxins (see table 12) 
We compared lethal toxicity and clinicopathological features and characteristics for 
Radiation Toxins and Bacterial Toxins. Pathogenic bacteria which colonize the intestine, can 
invade intestinal epithelial cells and lymphatics, and/or produce one or more toxins that are 
important etiologies of diarrheal disease [32, 42, 48, 57, 86, 87, 88]. Bacteria produce toxins 
and the mechanisms of action of bacterial toxins can be classified into three important 
groups (see Table 12) : 1. Toxins with intrinsic enzymatic activity – cytotoxic bacterial toxins. 
2. Toxins that binds to receptors that stimulate the actions of second messengers – cytotonic 
bacterial toxins (e.g. botulinum or cholera toxins) . 3. Toxins that damage eukaryotic cell 
membranes – membranotoxic bacterial toxins. [32, 42, 48, 57, 86,]. We postulate that 
radiation toxins possess high enzymatic activity, damage cell membranes, and also activate 
cell receptors. We postulate that radiation toxin mechanisms of action depend on the toxin 
type and dose of radiation toxins. We postulate that Radiation Toxins could initiate two 
different types of cell death – programmed (apoptosis) or necrosis. [90,91]. 
Escherichia Coli is an Enteric Gram-negative rods and their pathogenic strains contained the 
wide group of toxins with different properties. Escherichia Coli contain endotoxin - 
lipopolysaccharide, which is antigenic and virulence factor. [12, 48]. Escherichia Coli contains 
three groups of antigens – O, H and K. The O antigens – cell wall antigens - found in 
polysaccharide portion of LPS. The H antigens are associated with flagella and the K antigens 
are associated with the fimbriae or capsule. [12,48,78,79,87,88 ]. Enteroaggregative E.Coli –
EAEC, produce three important toxins. EAEC heat stable enterotoxin is a 4.1-kDa protein. The 
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other EAEC heat -liable enterotoxin with molecular weight 120 kDa. The third EAEC 
enterotoxin is a heat liabile,108 kDa protein with the ability to induce a severe acute intestinal 
inflammation. [12,78,79,87]. Enterohemorrhagic Escherechia coli, EHEC contains a Shigella-like 
toxin. The Shiga toxin family contains Shiga-like toxin 1 (SLT-1) and Shiga-like toxin 2 (SLT-2). 
EHEC strains produce SLT -2 or combination SLT 1 and SLT 2 [12 ]. Shiga toxin is a cytotoxic 
for endothelial and epithelial cells including human colonic and ileal epithelial cells, and B-
lymphocytes [12]. Enteropathogenic Echerechia coli induce an important and distinctive 
histopathologic lesion in the intestine with destruction of microvilli – the classic 
histopathologic lesion - AE lesion [12 ]. There are two proteins responsible for development 
AE lesion – a 94-kDa protein and protein encoded by the eaeB gene. [12,78,79].  
 

Toxins Mechanism of Action Symptoms 
1. Enterotoxigenic E. Coli 
(ETEC). 

1. ETEC -  
Three toxins: EA- ST,  
EA- HL, EA-HL 

ETEC toxins induce hyper-
secretion by intestinal mucosa 
cells, watery diarrhea 

2. Enteropathogenic E. Coli 
(EPEC). 

2. EPEC -  
Shiga-like toxins. 

EPEC toxins causing 
destruction of microvilli and 
development focal lesions. 

3. Enterohemorrhagic E. Coli 
(EHEC). 

3. EHEC –  
verotoxin or Shiga-  
like toxin.  
 

EHEC induce severe form of 
hemorrhagic colitis, acute 
renal failure or hemolytic 
uremic syndrome. 

4. Enteroinvasive E. Coli 
(EIEC). 

 EIEC induce dysentery  
like syndrome 

5. Enteroadherent E. Coli 
(EAEC). 

 EAEC cause traveler’diarrhea 

Table 4. Bacterial Toxins and their mechanisms of action. 

Enterotoxigenic Escherechia coli produce heat—stable (ST) and heat-labile enterotoxins (LT). 
STa is a cysteine-rich, 18-amino-acid peptide. ST is produced as a precursor that is cleaved 
by signal peptidase and translocated to the periplasm where is added three intra-molecular 
disulfide bonds crucial for toxin activity. A second proteolytic agent occurs extracellularly 
and produce biologically active and toxic ST [12,81,]. STa acts by binding to a protein 
intestinal epithelial receptor localized in brush border membrane. [12,78].  
E.coli heat-stable enterotoxin b is a 71-amino-acid precursor protein secreted extracellularly 
and proteolytically processed to a toxic form as a 48-amino-acid protein [12, 79]. E. coli heat-
labile enterotoxin I is closely related to CT, including its structure and enzymatic activity. 
[12]. Other Escherechia coli Toxins include Cytolethal distending toxin and Cytotoxic 
necrotizing factors [12, 78,79 ].  
Staphylococcus aureus produces serologically distinct protein exotoxins named A, B, C1, C3, 
D, E. All of these exotoxins are small proteins (24-30 kDa) with important biological 
activities. All seven toxins stimulate local receptors in upper intestinal tracts [12, 86]. 
Staphylococcal enterotoxins are likely playing an important role in cytokine production and 
are most potent T-cell receptor activators and inducers of lymphocyte proliferation. This 
class of toxins could be classified as “superantigens”, as well as the toxins produced by 
Streptococcus spp. and Clostridium perfringens. Superantigens presented directly to the T- 
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Clinical symptoms induced by Bacterial 
Superantigene 

Clinical symptoms induced by radiation 
toxins (SRD group) and by irradiation. 

Central Nervous System involvement  
Peripheral nervous system  
Confusion, Irritability, Lethargy 

CNS involvement: Cerebro-Vascular Acute 
Radiation Syndrome. Radiation Induced 
Neurotoxin. Neurological and Cognitive 
Deficit, Vomiting. Severe form of brain 
microcirculation disorder. Clinical futures of 
hemorrhagic stroke. 

Cardio-Vascular System involvement 
Systolic Blood Pressure :< 90 mmHg 
Tachycardia >100 beats/min, 
Hypotension, Hyperventilation, Loss of 
Sympathetic responsiveness . 

Cardio-Vascular System involvement: 
Cardio-vascular Radiotoxin-induced Acute 
Radiation Syndrome.- Tachycardia, 
Bradicardia, Arrythmias, Hypertension 
followed by severe hypotension  
(Systolic Blood Pressure:< 80 mmHg), 
hyperventilation.  

Gastro-Intestinal System Involvement 
Vomiting, diarrhea, hematochezia and 
stool mucous (depending on which 
enteric toxin). 

Gastro-intestinal System Involvement: 
Gastro-Intestinal Acute Radiation Disease. 
Radiotoxin. Vomiting, diarrhea. Melena and 
hematochezia. Abdominal pain- moderate to 
severe.  

Bacterial Superantigen hematotoxicity 
Thrombocytopenia, Platelet count < 
100,000/mm3.- Thrombocytopenia., 
leukopenia, pancytopenia. Disseminated 
Intravascular Coagulation (DIC) 
Syndrome. 

Hematopoietic Toxicity:  
Acute Radiation Hematopoetic Syndrome. 
Hematopoietic Radiation Toxin- 
Thrombocytopenia, Lymphocytopenia, 
Granulocytopenia. Pancytopenia. 

Cutaneous involvement: diffuse 
maculopapular, petechial or ecchymotic 
rash, intense erythroderma, 
desquamation (e.g. meningococcemia or 
toxic shock syndrome). 

Cutaneous System Involvement: 
Possibleaction of any type of Radiation 
Toxins. Swelling, edema, blustering, 
desquamation, hair loss, ulceration  
and skin necrosis 

Multiple Organ Failure and Multiple 
Organ Involvement. 

Multiple Organ Failure and Multiple Organ 
Involvement. 

Renal failure, Renal hypo-perfusion; 
Oliguria, Acute tubular necrosis  

Renal failure, renal hypo-perfusion,  
Acute tubular necrosis. 

Hepatic failure and inflammation Hepatic failure 
Pulmonary System:  
Hyperventilation with 
Respiratory alkalosis, pulmonary 
hypertension and edema,  
hypoxemia, ARDS 

Pulmonary System:  
Hyperventilation.  
Radiation induced pneumonitis and 
subsequent pneumonia, ARDS. 

Table 5. Comparative analysis of clinical symptoms induced by radiation and/or Radiation 
Toxins – (SRD group 1-4)- induced ARS and those produced by Toxic Shock Syndrome 
induced by Bacterial Superantigene.  
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cell receptors by cells containing major histocompatability complex class II molecules, 
without processing by antigen-presenting cells [32,48,86]. Superantigens (SAgs) are a class of 
antigens which cause non-specific activation of T-cells resulting in polyclonal T cell 
activation and massive cytokine release. The large number of activated T-cells secrete large 
amounts of cytokines (the most important of which is TNF-alpha). [32,86]. SAg stimulation 
of antigen presenting cells and T-cells elicits a response that is mainly inflammatory, 
focused on the action of TH-1 T-helper cells. Some of the major products are IL-1, IL-2, IL-6, 
TNF-α, gamma interferon (IFN-γ), macrophage inflammatory protein 1α (MIP-1α), MIP-1β, 
and also monocyte chemoattractant protein 1(MCP-1). Clinical symptoms / signs induced 
by bacterial Superantigenes include central and peripheral nervous system involvement 
(confusion, lethargy, vomiting, anorexia), involvement of the cardiovascular system with 
development of hypotenison, tachycardia and loss of sympathetic responsiveness. Bacterial 
Superantigenes activate toxic processes within the gastrointestinal system including acute 
vomiting and diarrhea. The important signs and clinical picture of bacterial superantigen 
hematotoxicity with development thrombocytopenia, leukopenia, lyphocytopenia and 
development of coagulopathy. Bacterial Superantigenes could activate injury of cutaneus 
system and diffuse rash, erythrodermia, desquamation. [32,86] Radiation Toxins of SRD 
groups 1-4 can activate similar pathological processes, clinical picture and clinical signs as 
the bacterial superantigent toxicity and the three entities: 1) Acute Radiation Syndromes, 2) 
SRD RT- induced acute syndromes and Bacterial Toxin- induced sepstic reaction and 
toxicity can be compared. (see Table 5)  

4.2 Comparative analysis of toxins produced by venom toxins and radiation toxins 
(see table 6) 
Neurotoxic proteins can be isolated from various snake venoms. These proteins can 
potentially be a mix of neurotoxins ,which attack the nervous system; hemototoxins, which 
attack the circulatory system; plus cytotoxins, bungarotoxins and many other toxins that 
affect the body in different ways [6,29,49,60,61,82,83,84,85]. Almost all snake venom contains 
hyaluronidase, an enzyme that ensures rapid diffusion of the venom into the body of the 
bite-victim [82,84]. Viper venoms from the Elapidae, Hydrophiidae, Atractaspididae, 
Viperidae and Colubridae families contain at least 25 separate classes of biologically active 
compounds, including enzymes and non-enzymatic molecules. Venom- neurotoxins activate 
different reactions with nerve synapse – presynaptic and postsynaptic action; and induce 
anticholinesterase-induced flaccid paralysis. Myotoxins from Venom could induce systemic 
skeletal muscle damage. Hemototoxins induce the development of severe microcirculatory 
injury, damage to vascular membranes, thrombosis or bleeding. [6, 82, 84].  

4.3 Radiation induced apoptosis and necrosis 
Radiation induced Apoptosis and Necrosis as response of eukaryotic cells to influence of 
different types of radiation remain contraversion. Radiation induced cell death by triggering 
apoptosis pathways was described in many articles and supported by many scientists [11, 
15, 17, 39, 51, 52, 53, 54, 55, 56; 57, 58, 59, 62, 63, 74, 75, 76, 78]. However some scientists and 
some institutions described processes developing in irradiated eukaryotic cells as necrosis 
[24;34;38] and some scientists describing a variety of complex mechanism and mentioned 
that radiation-induced cell death could developing under different mechanisms of 
pathogenesis which include and apoptosis and necrosis. [1, 34, 38, 43, 77] Activation of 
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Clinical symptoms induced by Bacterial 
Superantigene 

Clinical symptoms induced by radiation 
toxins (SRD group) and by irradiation. 

Central Nervous System involvement  
Peripheral nervous system  
Confusion, Irritability, Lethargy 

CNS involvement: Cerebro-Vascular Acute 
Radiation Syndrome. Radiation Induced 
Neurotoxin. Neurological and Cognitive 
Deficit, Vomiting. Severe form of brain 
microcirculation disorder. Clinical futures of 
hemorrhagic stroke. 

Cardio-Vascular System involvement 
Systolic Blood Pressure :< 90 mmHg 
Tachycardia >100 beats/min, 
Hypotension, Hyperventilation, Loss of 
Sympathetic responsiveness . 

Cardio-Vascular System involvement: 
Cardio-vascular Radiotoxin-induced Acute 
Radiation Syndrome.- Tachycardia, 
Bradicardia, Arrythmias, Hypertension 
followed by severe hypotension  
(Systolic Blood Pressure:< 80 mmHg), 
hyperventilation.  

Gastro-Intestinal System Involvement 
Vomiting, diarrhea, hematochezia and 
stool mucous (depending on which 
enteric toxin). 

Gastro-intestinal System Involvement: 
Gastro-Intestinal Acute Radiation Disease. 
Radiotoxin. Vomiting, diarrhea. Melena and 
hematochezia. Abdominal pain- moderate to 
severe.  

Bacterial Superantigen hematotoxicity 
Thrombocytopenia, Platelet count < 
100,000/mm3.- Thrombocytopenia., 
leukopenia, pancytopenia. Disseminated 
Intravascular Coagulation (DIC) 
Syndrome. 

Hematopoietic Toxicity:  
Acute Radiation Hematopoetic Syndrome. 
Hematopoietic Radiation Toxin- 
Thrombocytopenia, Lymphocytopenia, 
Granulocytopenia. Pancytopenia. 

Cutaneous involvement: diffuse 
maculopapular, petechial or ecchymotic 
rash, intense erythroderma, 
desquamation (e.g. meningococcemia or 
toxic shock syndrome). 

Cutaneous System Involvement: 
Possibleaction of any type of Radiation 
Toxins. Swelling, edema, blustering, 
desquamation, hair loss, ulceration  
and skin necrosis 

Multiple Organ Failure and Multiple 
Organ Involvement. 

Multiple Organ Failure and Multiple Organ 
Involvement. 

Renal failure, Renal hypo-perfusion; 
Oliguria, Acute tubular necrosis  

Renal failure, renal hypo-perfusion,  
Acute tubular necrosis. 

Hepatic failure and inflammation Hepatic failure 
Pulmonary System:  
Hyperventilation with 
Respiratory alkalosis, pulmonary 
hypertension and edema,  
hypoxemia, ARDS 

Pulmonary System:  
Hyperventilation.  
Radiation induced pneumonitis and 
subsequent pneumonia, ARDS. 

Table 5. Comparative analysis of clinical symptoms induced by radiation and/or Radiation 
Toxins – (SRD group 1-4)- induced ARS and those produced by Toxic Shock Syndrome 
induced by Bacterial Superantigene.  
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cell receptors by cells containing major histocompatability complex class II molecules, 
without processing by antigen-presenting cells [32,48,86]. Superantigens (SAgs) are a class of 
antigens which cause non-specific activation of T-cells resulting in polyclonal T cell 
activation and massive cytokine release. The large number of activated T-cells secrete large 
amounts of cytokines (the most important of which is TNF-alpha). [32,86]. SAg stimulation 
of antigen presenting cells and T-cells elicits a response that is mainly inflammatory, 
focused on the action of TH-1 T-helper cells. Some of the major products are IL-1, IL-2, IL-6, 
TNF-α, gamma interferon (IFN-γ), macrophage inflammatory protein 1α (MIP-1α), MIP-1β, 
and also monocyte chemoattractant protein 1(MCP-1). Clinical symptoms / signs induced 
by bacterial Superantigenes include central and peripheral nervous system involvement 
(confusion, lethargy, vomiting, anorexia), involvement of the cardiovascular system with 
development of hypotenison, tachycardia and loss of sympathetic responsiveness. Bacterial 
Superantigenes activate toxic processes within the gastrointestinal system including acute 
vomiting and diarrhea. The important signs and clinical picture of bacterial superantigen 
hematotoxicity with development thrombocytopenia, leukopenia, lyphocytopenia and 
development of coagulopathy. Bacterial Superantigenes could activate injury of cutaneus 
system and diffuse rash, erythrodermia, desquamation. [32,86] Radiation Toxins of SRD 
groups 1-4 can activate similar pathological processes, clinical picture and clinical signs as 
the bacterial superantigent toxicity and the three entities: 1) Acute Radiation Syndromes, 2) 
SRD RT- induced acute syndromes and Bacterial Toxin- induced sepstic reaction and 
toxicity can be compared. (see Table 5)  

4.2 Comparative analysis of toxins produced by venom toxins and radiation toxins 
(see table 6) 
Neurotoxic proteins can be isolated from various snake venoms. These proteins can 
potentially be a mix of neurotoxins ,which attack the nervous system; hemototoxins, which 
attack the circulatory system; plus cytotoxins, bungarotoxins and many other toxins that 
affect the body in different ways [6,29,49,60,61,82,83,84,85]. Almost all snake venom contains 
hyaluronidase, an enzyme that ensures rapid diffusion of the venom into the body of the 
bite-victim [82,84]. Viper venoms from the Elapidae, Hydrophiidae, Atractaspididae, 
Viperidae and Colubridae families contain at least 25 separate classes of biologically active 
compounds, including enzymes and non-enzymatic molecules. Venom- neurotoxins activate 
different reactions with nerve synapse – presynaptic and postsynaptic action; and induce 
anticholinesterase-induced flaccid paralysis. Myotoxins from Venom could induce systemic 
skeletal muscle damage. Hemototoxins induce the development of severe microcirculatory 
injury, damage to vascular membranes, thrombosis or bleeding. [6, 82, 84].  

4.3 Radiation induced apoptosis and necrosis 
Radiation induced Apoptosis and Necrosis as response of eukaryotic cells to influence of 
different types of radiation remain contraversion. Radiation induced cell death by triggering 
apoptosis pathways was described in many articles and supported by many scientists [11, 
15, 17, 39, 51, 52, 53, 54, 55, 56; 57, 58, 59, 62, 63, 74, 75, 76, 78]. However some scientists and 
some institutions described processes developing in irradiated eukaryotic cells as necrosis 
[24;34;38] and some scientists describing a variety of complex mechanism and mentioned 
that radiation-induced cell death could developing under different mechanisms of 
pathogenesis which include and apoptosis and necrosis. [1, 34, 38, 43, 77] Activation of 
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Venom Toxins Mechanism of Action Symptoms 
Polypeptide toxins. Autonomic, 

Neurotoxic, 
Cardiotoxic,  
Myotoxic 

Induce two forms of 
programmed cell death: cell 
apoptosis or cell necrosis. 
Presynaptic or postsynaptic 
actions. Induce excitation of 
some neurons.  
Neurotoxicity, Haemototoxity. 

Phospholipase toxins. Presynaptic neurotoxic, 
myolytic, procoagulant, 
cardiotoxic, necrotic. 

Induce cerebrovascular toxicity, 
cardiovascular toxicity.  

Enzyme toxins: 
Transferases, 
Oxydoreductases, 
Hydrolases, Carbon-
nitrogen lyases, 
Metalloproteinases. 

Disorder of 
haemostasis,  
necrotic,  
haemolytic. 

Blood vessel injury, blood cell 
lysis, brain tissue damage, heart 
muscle damage, liver damage, 
kidney damage. Neurotoxicity. 
Haemototoxicity. Skin damage. 
Hair follicule damage.  

The Group of Toxins: 
Lectins, Nerve growth 
factors, Phospholipase 
inhibitors, Complement 
inhibitors, Proteinase 
inhibitors. 

Cardiotoxic, 
Neurotoxic. 

Anticoagulant proteins.  
Platelet aggregation inducers. 
Platelet aggregation inhibitors. 

Table 6. Venom toxins and mechanisms of action – biochemical and clinical classification. 

cysteine proteases, cleavage of PARP - poly (ADP-ribosyl) ation of nuclear proteins causes 
the inner mitochondrial membrane to become permeable for ions and other small molecules 
during both types of cell death- apoptosis and necrosis. Many mechanisms of cell necrosis 
and apoptosis are identical – for example, degradation of the Nuclear matrix is a Common 
Element during Radiation-Induced Apoptosis and Necrosis [1,3,11,16,24,34,38,43,53,59,78].  
Data from different sources described that the differences between apoptosis and necrosis 
are much less numerous than previously studies suggested. [1,78]. Joseph Dynlacht and his 
research group of scientists studied the outcome of human promyelocytic leukemia (HL60) 
cells irradiated with 10 or 50 Gy of X-rays and determined the mode of leukemic cell death. 
Different doses of X-rays induced different modes of cell death – cells irradiated with 10 Gy 
died by necrosis; cells irradiated with 50Gy died predominantly by apoptosis. [16].  
The Cell Death Nomenclature Committee recommends the use of the appropriate diagnosis: 
apoptotic necrosis. [34]. Comparison and description of a cell’s Necrosis and Apoptosis were 
provided by a group of scientists from different institutions and research groups [16,34]. 
Apoptosis is described as a normally active, programmed process of cell death devoid of 
inflammation and toxins. [16,34]. Necrosis possesses the characteristics of accidental or 
externally-induced cell death from the influence of different environmental factors and 
triggering development of inflammation and elaborating of toxins, release of pro-
inflammatory active and toxic cellular contents into the intracellular and extracellular fluids 
and into the lymphatic systems and blood circulation [39,55,56,62]. Caspases are important 
molecular mechanisms and central components of the apoptosis process [39, 50, 51, 52, 54, 
58, 62, 74, 75, 77, 78].  
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Apoptosis Necrosis 
Inflammation never present.  Inflammation always present. 
Toxic substances never present.  Toxic substances always present. 
Morphologically cells shrinks, become 
denser, condensation occur, original name 
– shrinkage necrosis. Mitochondria’s 
structure and functions are not affected. 

Morphologically cells swelling, lysis.  
Mitochondria’s structure and functions are 
affected. 

Karyorhexis – pyknotic nuclear fragments. 
DNA broken into segments. 
 

Karyolysis, Pyknosis, Karyorhesis. Nuclear 
swelling, Chromatin granular, Chromatin 
flocculation, Types of radiation induced 
damage of DNA: Breaks of the strand, 
alteration to bases, destruction of sugar, 
cross-links and formation of dimmers 

Caspase activation always present. Caspase depended initiation of developing 
of necrosis possible. Caspase-8 initiation 
possible with apoptosis and necrosis.  

Genetic control initiate apoptosis No genetic control, environmentally-
induced 

The Budding phenomenon. 
Cell membrane not affected  

The Blebbing phenomenon, increased 
membrane’s permeability. Cell membrane 
affected by external and internal factors. 

Table 7. Apoptosis and Necrosis: Comparison of Morphological and Biochemical features.   

However, apoptosis is the principal mechanisms by which cells are physiologically 
eliminated. During apoptotic death, cellular dissociation by caspases of cell compartments 
occur and cell compartments and molecules are packaged into apoptotic bodies to avoid 
immune activation. [24,34,78]. Necrosis was considered in past times as passive, 
uncontrolled and unorganized mechanism of cell death. At the present time necrosis is 
considered as an alternative form of programmed cell death whose activation induces 
important biological consequences including immune reactions and induced inflammation. 
[43, 51, 52, 67, 74, 75, 77]. 

4.4 Inflammation induced by radiation 
Radiation induces an important and aggressive inflammatory response in the irradiated 
tissues. [19, 20, 28, 30, 64, 65]. Acute Radiation Disease (ARD) or Acute Radiation 
Syndromes (ARS) were defined as a toxic, poisonous exposure with development of the 
acute pathological processes in irradiated animals: systemic inflammatory response 
syndrome (SIRS), toxic multiple organ injury (TMOI), toxic multiple organ dysfunction 
syndromes (TMOD), toxic multiple organ failure (TMOF) [2, 5, 18, 19, 21, 89, 90, 91]. 
Radiation-induced lung injury, radiation pneumonitis (RP), is a potentially fatal side-effect 
of thoracic radiation therapy [3, 4, 11, 15]. Radiation-induced thyroiditis: can occur after the 
use of radiation treatment and can result in lifelong hypothyroidism [18]. Irradiation of the 
liver with doses of 2,450-2,920 rads caused liver injury in 14 patients of 65 patients treated 
with radiation therapy [3, 28]. The clinical picture of radiation-induced hepatitis includes 
hepatomegaly, ascites, pleural effusion and alteration in liver function. Radiation injury of 
the central nervous system (CNS) has devastating and fatal clinical consequences and 
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Venom Toxins Mechanism of Action Symptoms 
Polypeptide toxins. Autonomic, 

Neurotoxic, 
Cardiotoxic,  
Myotoxic 

Induce two forms of 
programmed cell death: cell 
apoptosis or cell necrosis. 
Presynaptic or postsynaptic 
actions. Induce excitation of 
some neurons.  
Neurotoxicity, Haemototoxity. 

Phospholipase toxins. Presynaptic neurotoxic, 
myolytic, procoagulant, 
cardiotoxic, necrotic. 

Induce cerebrovascular toxicity, 
cardiovascular toxicity.  

Enzyme toxins: 
Transferases, 
Oxydoreductases, 
Hydrolases, Carbon-
nitrogen lyases, 
Metalloproteinases. 

Disorder of 
haemostasis,  
necrotic,  
haemolytic. 

Blood vessel injury, blood cell 
lysis, brain tissue damage, heart 
muscle damage, liver damage, 
kidney damage. Neurotoxicity. 
Haemototoxicity. Skin damage. 
Hair follicule damage.  

The Group of Toxins: 
Lectins, Nerve growth 
factors, Phospholipase 
inhibitors, Complement 
inhibitors, Proteinase 
inhibitors. 

Cardiotoxic, 
Neurotoxic. 

Anticoagulant proteins.  
Platelet aggregation inducers. 
Platelet aggregation inhibitors. 

Table 6. Venom toxins and mechanisms of action – biochemical and clinical classification. 

cysteine proteases, cleavage of PARP - poly (ADP-ribosyl) ation of nuclear proteins causes 
the inner mitochondrial membrane to become permeable for ions and other small molecules 
during both types of cell death- apoptosis and necrosis. Many mechanisms of cell necrosis 
and apoptosis are identical – for example, degradation of the Nuclear matrix is a Common 
Element during Radiation-Induced Apoptosis and Necrosis [1,3,11,16,24,34,38,43,53,59,78].  
Data from different sources described that the differences between apoptosis and necrosis 
are much less numerous than previously studies suggested. [1,78]. Joseph Dynlacht and his 
research group of scientists studied the outcome of human promyelocytic leukemia (HL60) 
cells irradiated with 10 or 50 Gy of X-rays and determined the mode of leukemic cell death. 
Different doses of X-rays induced different modes of cell death – cells irradiated with 10 Gy 
died by necrosis; cells irradiated with 50Gy died predominantly by apoptosis. [16].  
The Cell Death Nomenclature Committee recommends the use of the appropriate diagnosis: 
apoptotic necrosis. [34]. Comparison and description of a cell’s Necrosis and Apoptosis were 
provided by a group of scientists from different institutions and research groups [16,34]. 
Apoptosis is described as a normally active, programmed process of cell death devoid of 
inflammation and toxins. [16,34]. Necrosis possesses the characteristics of accidental or 
externally-induced cell death from the influence of different environmental factors and 
triggering development of inflammation and elaborating of toxins, release of pro-
inflammatory active and toxic cellular contents into the intracellular and extracellular fluids 
and into the lymphatic systems and blood circulation [39,55,56,62]. Caspases are important 
molecular mechanisms and central components of the apoptosis process [39, 50, 51, 52, 54, 
58, 62, 74, 75, 77, 78].  
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Inflammation never present.  Inflammation always present. 
Toxic substances never present.  Toxic substances always present. 
Morphologically cells shrinks, become 
denser, condensation occur, original name 
– shrinkage necrosis. Mitochondria’s 
structure and functions are not affected. 

Morphologically cells swelling, lysis.  
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affected. 

Karyorhexis – pyknotic nuclear fragments. 
DNA broken into segments. 
 

Karyolysis, Pyknosis, Karyorhesis. Nuclear 
swelling, Chromatin granular, Chromatin 
flocculation, Types of radiation induced 
damage of DNA: Breaks of the strand, 
alteration to bases, destruction of sugar, 
cross-links and formation of dimmers 

Caspase activation always present. Caspase depended initiation of developing 
of necrosis possible. Caspase-8 initiation 
possible with apoptosis and necrosis.  

Genetic control initiate apoptosis No genetic control, environmentally-
induced 

The Budding phenomenon. 
Cell membrane not affected  

The Blebbing phenomenon, increased 
membrane’s permeability. Cell membrane 
affected by external and internal factors. 

Table 7. Apoptosis and Necrosis: Comparison of Morphological and Biochemical features.   

However, apoptosis is the principal mechanisms by which cells are physiologically 
eliminated. During apoptotic death, cellular dissociation by caspases of cell compartments 
occur and cell compartments and molecules are packaged into apoptotic bodies to avoid 
immune activation. [24,34,78]. Necrosis was considered in past times as passive, 
uncontrolled and unorganized mechanism of cell death. At the present time necrosis is 
considered as an alternative form of programmed cell death whose activation induces 
important biological consequences including immune reactions and induced inflammation. 
[43, 51, 52, 67, 74, 75, 77]. 

4.4 Inflammation induced by radiation 
Radiation induces an important and aggressive inflammatory response in the irradiated 
tissues. [19, 20, 28, 30, 64, 65]. Acute Radiation Disease (ARD) or Acute Radiation 
Syndromes (ARS) were defined as a toxic, poisonous exposure with development of the 
acute pathological processes in irradiated animals: systemic inflammatory response 
syndrome (SIRS), toxic multiple organ injury (TMOI), toxic multiple organ dysfunction 
syndromes (TMOD), toxic multiple organ failure (TMOF) [2, 5, 18, 19, 21, 89, 90, 91]. 
Radiation-induced lung injury, radiation pneumonitis (RP), is a potentially fatal side-effect 
of thoracic radiation therapy [3, 4, 11, 15]. Radiation-induced thyroiditis: can occur after the 
use of radiation treatment and can result in lifelong hypothyroidism [18]. Irradiation of the 
liver with doses of 2,450-2,920 rads caused liver injury in 14 patients of 65 patients treated 
with radiation therapy [3, 28]. The clinical picture of radiation-induced hepatitis includes 
hepatomegaly, ascites, pleural effusion and alteration in liver function. Radiation injury of 
the central nervous system (CNS) has devastating and fatal clinical consequences and 
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severely limits the dose that can be delivered in the radiotherapy of brain, head and neck, 
pulmonary and other tumors [19, 28, 30, 64, 65]. Hematopoetic system toxicity is a major 
limiting factor in the use of aggressive, combined modality therapy (chemotherapy + 
radiotherapy) in the treatment of malignant disease [14, 22, 40].  
Permanent anemia and pancytopenia can be caused by the reduced capability for cellular 
proliferation due to the stem cells injury produced by radiation. [14, 69, 70, 72, 76]. Radiation 
induces an inflammatory response in the irradiated organs characterized by leukocyte 
infiltration and vascular permeability changes and vascular injury [90, 99]. Vascular injury is 
a key determinant of acute and chronic organ intoxication and dysfunction associated with 
irradiation of the different systems, including the gastrointestinal tract [9, 19, 20, 22,]. 
Radiotherapy is used in the treatment of pediatric brain tumors and is often associated with 
inflammation and behavior changing following irradiation-induced inflammation and 
injury in the developing brain [19, 20]. The consequences of irradiation microglial loss can 
be secondary to injury from pronounced inflammation [19, 20]. A prominent inflammatory 
response occurs following both ischemic and hemorrhagic forms of microcirculation 
disorders [19, 20].  

4.5 Roles of radiation toxins in developing of cellular structure radiation-induced 
injury 
Radiation Toxins contained a group of biologically-active compounds which induce 
complicated but specific mechanisms of action with tissues and cellular damage. Radiation 
Toxins include a group of glycoproteins with high enzymatic activity against proteins, 
lipids, carbohydrates. Radiation Toxins contain a group of peptides with selective affinity to 
number of receptors and specific interactions with receptors of mammalian organisms. 
Toxins isolated from the irradiated mammals inhibit or activate a group of an ion channels, 
acetylcholine receptors, nicotinic receptors, membranes, coagulant/anticoagulant pathways. 
Our experiments involved injections to radiation-naïve animals of toxic doses of Radiation 
Toxins (SDR- group) which damaged endothelial cells of blood and lymphatic vessels, and 
injury to blood microcirculation in the brain, lungs, gastrointestinal tract, cardiovascular 
system. Administration (IV or IM) of the Haemotopoietic Radiation Toxins to radiation-
naïve animals induced development of anemia with reduction of hemoglobin concentration, 
reduction of red blood cell count and reduction of white cell blood count. Hemotopoietic 
Radiation Toxins induced the development of hemolytic anaemia with accelerated 
destruction of mature red cells outside the bone marrow and destruction of pluripotent stem 
cells inside of the bone marrow. Radiation-induced hemolytic anemia occurred with 
intravascular and extravascular hemolysis. As a result of stem cell injury erythropenia, 
leukopenia, thropmbocytopenia developed within days after irradiation. However, the 
acute hemolytic extravascular and intravascular anemia with lysis of erythrocytes, 
developed after high doses of radiation.  

4.6 Development of radiation countermeasures 
There are many sources of oxidative stress in the lives of workers, whether they work in 
nuclear power facilities, on the front lines of international conflicts, or in the reaches of outer 
space. The exposure dose can vary substantially, but at minimum will accelerate the aging 
of their organ systems, and at worse could result in acute exposure syndromes that may be 
fatal. A common thread of the oxidative stress exposures is ROS-binding to critical cellular 
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organelles and molecules, which can result in cellular dysfunction, mutation of nucleic 
acids, or even apoptotic cell death [107]. Currently there are no proven countermeasures for 
these exposures, aside from a clinical agent, Amifostine, (Etyhol™), which is used to reduce 
mucositis and other side effects from radiation therapy dose in cancer patients. 
The cytotoxic effects of different types of radiation may be the single most 
important clinicopathologic process by which oxidative damage is induced from reactive 
oxygen species and radiation toxicity induced by radiation toxins. Radiation toxins (SRDs) 
with high enzymatic activity and their ability to degraded a wide variety of extracellular 
proteins, lipids, carbohydrates and DNA molecules, induce damage of important 
intracellular compartments such as mitochondria, ion channels, DNA, as well as activating 
degradation of peptide bonds in important polypeptides in tissues and vascular 
endothelium. Yet the exact mechanism by which radiation toxins stimulate development of 
the ARS is poorly understood. 
Countermeasures against radiation toxicity can be developed both in oral formulas [109] 
and parenteral agents, e.g. Manganese SuperOxide Dismutase (MnSOD)-liposomes [108, 
109] which can reduce radiation exposure-induced biological effects. The oral formulas 
consist of a combination of antioxidants and chemopreventive, anti-progression agents, 
which can reduce the likelihood of mild toxicity in acute low dose radiation exposures and 
tumor induction in chronic low dose exposures. The combination of oral formulas with 
higher dose reactive oxygen species scavengers, like Mn-SOD can improve survival in 
animals exposed to acute high dose total body irradiation [109]. In addition to these 
measures, active immunization by low, non-toxic doses of radiation toxins, (SRDs) can also 
be employed to reduce radiation toxicity. [104, 110] To be effective, SRD immunization must 
occur no less than 30 days before irradiation, and can be effective up to three years or more. 
Active immunization by radiation toxins can significantly improve the survival rate (up to 
60%) versus placebo-controlled irradiated animals. Our studies attempt to show the 
potential ability of specific antibodies to neutralize radiation toxins and thus substantially 
reduce the effects on radiation-induced neuro-, vascular, gastrointestinal, and hematopoietic 
toxicity. [104, 110] Antiradiation antibodies prevent the radiation-induced cytolysis of 
selected groups of cells that are sensitive to radiation. Anti-radiation antibodies derived 
from different phases of the Acute Radiation Syndrome can compete with and thus prevent 
cytolysis mediated by cytotoxic lymphocytes. The therapeutic benefit of neutralization of 
SRD radiation toxins could make hemopoetic stem cell transplantation more effective. 
Antiradiation vaccine and IgG antibodies have shown activity in animals against several 
different types of radiation include gamma, heavy ions, and neutron irradiation.[104, 110] 
Preliminary and pilot studies in vitro, in animal models and recently in humans, are 
showing some promise for both efficacy and safety/tolerability. [108-110] With current 
unpredictability in the operation of nuclear power facilities, potential radio-biologic terrorist 
weapons, and human operations in extreme environments, it is important to develop 
countermeasures to radiation toxicity in order to protect the potentially exposed. The first 
step in developing these countermeasures is to fully understanding the mechanism of 
toxicity, as is attempted to be summarized in this chapter. 
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severely limits the dose that can be delivered in the radiotherapy of brain, head and neck, 
pulmonary and other tumors [19, 28, 30, 64, 65]. Hematopoetic system toxicity is a major 
limiting factor in the use of aggressive, combined modality therapy (chemotherapy + 
radiotherapy) in the treatment of malignant disease [14, 22, 40].  
Permanent anemia and pancytopenia can be caused by the reduced capability for cellular 
proliferation due to the stem cells injury produced by radiation. [14, 69, 70, 72, 76]. Radiation 
induces an inflammatory response in the irradiated organs characterized by leukocyte 
infiltration and vascular permeability changes and vascular injury [90, 99]. Vascular injury is 
a key determinant of acute and chronic organ intoxication and dysfunction associated with 
irradiation of the different systems, including the gastrointestinal tract [9, 19, 20, 22,]. 
Radiotherapy is used in the treatment of pediatric brain tumors and is often associated with 
inflammation and behavior changing following irradiation-induced inflammation and 
injury in the developing brain [19, 20]. The consequences of irradiation microglial loss can 
be secondary to injury from pronounced inflammation [19, 20]. A prominent inflammatory 
response occurs following both ischemic and hemorrhagic forms of microcirculation 
disorders [19, 20].  

4.5 Roles of radiation toxins in developing of cellular structure radiation-induced 
injury 
Radiation Toxins contained a group of biologically-active compounds which induce 
complicated but specific mechanisms of action with tissues and cellular damage. Radiation 
Toxins include a group of glycoproteins with high enzymatic activity against proteins, 
lipids, carbohydrates. Radiation Toxins contain a group of peptides with selective affinity to 
number of receptors and specific interactions with receptors of mammalian organisms. 
Toxins isolated from the irradiated mammals inhibit or activate a group of an ion channels, 
acetylcholine receptors, nicotinic receptors, membranes, coagulant/anticoagulant pathways. 
Our experiments involved injections to radiation-naïve animals of toxic doses of Radiation 
Toxins (SDR- group) which damaged endothelial cells of blood and lymphatic vessels, and 
injury to blood microcirculation in the brain, lungs, gastrointestinal tract, cardiovascular 
system. Administration (IV or IM) of the Haemotopoietic Radiation Toxins to radiation-
naïve animals induced development of anemia with reduction of hemoglobin concentration, 
reduction of red blood cell count and reduction of white cell blood count. Hemotopoietic 
Radiation Toxins induced the development of hemolytic anaemia with accelerated 
destruction of mature red cells outside the bone marrow and destruction of pluripotent stem 
cells inside of the bone marrow. Radiation-induced hemolytic anemia occurred with 
intravascular and extravascular hemolysis. As a result of stem cell injury erythropenia, 
leukopenia, thropmbocytopenia developed within days after irradiation. However, the 
acute hemolytic extravascular and intravascular anemia with lysis of erythrocytes, 
developed after high doses of radiation.  

4.6 Development of radiation countermeasures 
There are many sources of oxidative stress in the lives of workers, whether they work in 
nuclear power facilities, on the front lines of international conflicts, or in the reaches of outer 
space. The exposure dose can vary substantially, but at minimum will accelerate the aging 
of their organ systems, and at worse could result in acute exposure syndromes that may be 
fatal. A common thread of the oxidative stress exposures is ROS-binding to critical cellular 
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organelles and molecules, which can result in cellular dysfunction, mutation of nucleic 
acids, or even apoptotic cell death [107]. Currently there are no proven countermeasures for 
these exposures, aside from a clinical agent, Amifostine, (Etyhol™), which is used to reduce 
mucositis and other side effects from radiation therapy dose in cancer patients. 
The cytotoxic effects of different types of radiation may be the single most 
important clinicopathologic process by which oxidative damage is induced from reactive 
oxygen species and radiation toxicity induced by radiation toxins. Radiation toxins (SRDs) 
with high enzymatic activity and their ability to degraded a wide variety of extracellular 
proteins, lipids, carbohydrates and DNA molecules, induce damage of important 
intracellular compartments such as mitochondria, ion channels, DNA, as well as activating 
degradation of peptide bonds in important polypeptides in tissues and vascular 
endothelium. Yet the exact mechanism by which radiation toxins stimulate development of 
the ARS is poorly understood. 
Countermeasures against radiation toxicity can be developed both in oral formulas [109] 
and parenteral agents, e.g. Manganese SuperOxide Dismutase (MnSOD)-liposomes [108, 
109] which can reduce radiation exposure-induced biological effects. The oral formulas 
consist of a combination of antioxidants and chemopreventive, anti-progression agents, 
which can reduce the likelihood of mild toxicity in acute low dose radiation exposures and 
tumor induction in chronic low dose exposures. The combination of oral formulas with 
higher dose reactive oxygen species scavengers, like Mn-SOD can improve survival in 
animals exposed to acute high dose total body irradiation [109]. In addition to these 
measures, active immunization by low, non-toxic doses of radiation toxins, (SRDs) can also 
be employed to reduce radiation toxicity. [104, 110] To be effective, SRD immunization must 
occur no less than 30 days before irradiation, and can be effective up to three years or more. 
Active immunization by radiation toxins can significantly improve the survival rate (up to 
60%) versus placebo-controlled irradiated animals. Our studies attempt to show the 
potential ability of specific antibodies to neutralize radiation toxins and thus substantially 
reduce the effects on radiation-induced neuro-, vascular, gastrointestinal, and hematopoietic 
toxicity. [104, 110] Antiradiation antibodies prevent the radiation-induced cytolysis of 
selected groups of cells that are sensitive to radiation. Anti-radiation antibodies derived 
from different phases of the Acute Radiation Syndrome can compete with and thus prevent 
cytolysis mediated by cytotoxic lymphocytes. The therapeutic benefit of neutralization of 
SRD radiation toxins could make hemopoetic stem cell transplantation more effective. 
Antiradiation vaccine and IgG antibodies have shown activity in animals against several 
different types of radiation include gamma, heavy ions, and neutron irradiation.[104, 110] 
Preliminary and pilot studies in vitro, in animal models and recently in humans, are 
showing some promise for both efficacy and safety/tolerability. [108-110] With current 
unpredictability in the operation of nuclear power facilities, potential radio-biologic terrorist 
weapons, and human operations in extreme environments, it is important to develop 
countermeasures to radiation toxicity in order to protect the potentially exposed. The first 
step in developing these countermeasures is to fully understanding the mechanism of 
toxicity, as is attempted to be summarized in this chapter. 
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1. Introduction 
Cells are dynamical systems characterized by a high degree of complexity due to an intricate 
network of subcellular processes that sustain their correct performance. This network is 
formed by a series of subnetworks with modular functioning, and among them is the 
subnetwork of biochemical processes that produces cell death or apoptosis. In this chapter 
we deal with the dynamical behavior of the apoptotic pathway activated by ionizing 
radiation (IR). In the special case of the apoptotic process, mathematical modeling is 
required for understanding its nonlinear complex behavior. Although previous attempts to 
model apoptosis were often limited to small systems, or based on qualitative data only, 
recent models are based on experimental data that give support to the theoretical results.  
In this form, mathematical models have shown that the interactions between the nuclear 
molecular components of the intrinsic apoptotic pathway drive the system into a persistent 
limit cycle in the respective phase space after the application of high doses of ionizing 
radiation. Experimental data confirm the existence of this limit cycle, showing that this 
dynamical feature of the system relies on the existence of a p53-Mdm2 negative feedback 
loop, which is induced by a switch-like activation of the ATM kinase.  
At the cytoplasm, the molecular dynamics that leads to the activation of the caspases sets up 
a saddle point bifurcation in the caspase 3-Bax degradation rate diagram. In this region of 
bistability, the saddle point bifurcation can drive the system either to a stable point with a 
high concentration of caspase 3 (cell death) or to a stable point with a low concentration of 
caspase 3 (cell survival). Out of this region, the system dynamics is settled on by the 
existence of a single stable fix point, which determines cell surviving independently of the 
concentration of caspase 3, i.e., there exits a threshold mechanism that regulates apoptosis 
and it is based on bistability, ultrasensitivity and irreversibility. 
Thus, the main goal of this chapter is to review and analyze the recent knowledge about these 
nonlinear dynamical aspects of IR-induced apoptosis, in order to understand how this 
complex subnetwork of molecular interactions integrates the information coded in the signals 
that control the cell survival, and executes the corresponding action to determine the correct 
death-life decision. The modeling of such decisions has a significant impact on the field of 
radiation biology and in the therapeutic aspects of inducing apoptosis in cancer cells by IR.  

2. Cell cycle and apoptosis 

In recent decades cancer research has gained great importance worldwide, not only for 
being one of the most important chronic diseases of mankind, but also by the great 
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complexity of cellular process that it entails. A deeper insight into the causes of cancer 
progression, involves further research on the cell cycle because the malignant 
transformation starts as a deregulation of this cycle. In cancer, serious errors can be 
observed in DNA replication and repair simultaneously with an uncontrolled cell growth. 
Cancer cells lack the ability to respond to internal or external stimuli that induces death 
(Malumbres and Barbacid, 2009). It has seen that between 50 and 70% of all cancer types are 
related to the absence of the transcriptional factor p53 (Vousden, 2006), which serves to 
activate the cellular repairing response to DNA damage.  

2.1 Regulation of the cell cycle progression 
The cell cycle has four phases. During the first phase (G1) the cell acquires the necessary 
nutrients for replication of the genetic material. If external signals are received, or the cell is 
ready to continue, then Cdc25 is activated (Budirahardja and Gönczy, 2009). Cdc25 activates 
Cdk4-cyclin-D and Cdk6-cyclin-D heterodimers (Malumbres, 2009). These heterodimers 
phosphorylate the Retinoblastoma protein (pRb) inducing the release of the E2F group of 
transcription factors (Abukhdeir and Park, 2009). These factors are necessary to transcript 
genes that commit the cell to pass from G1 to S phase (Abukhdeir and Park, 2009) and to 
activate the first checkpoint, where is evaluated the genetic material integrity (Abukhdeir 
and Park, 2009). This test is performed by some specialized proteins such as ATM kinase 
(Ataxia-Telangiectasia Mutated), as well as some DNA binding proteins like the MRN 
complex (Pommier and Weinstein, 2006). If these proteins detect DNA damage, they induce 
cell cycle arrest through effector molecules such as Chk2, and p21Waf1/cip1 (Abukhdeir 
and Park, 2009). If the damage is severe, apoptosis is activated through the p53 pathway. If 
not damage in the DNA is detected; the cell induces degradation of cyclin D, activating the 
Cdk2-cyclin-E heterodimer, which is necessary to start the S phase (Malumbres and 
Barbacid, 2009).  
The checkpoint commanded by ATM remains active during the S phase, in order to ensure 
the integrity of cell genome (Budirahardja and Gönczy, 2009). At the end of the S phase, the 
Cdk2-cycline-A homodimer is activated to conclude the S phase, and the cell enters into G2 
phase (Malumbres and Barbacid, 2009). After the cell has entered G2 phase, the activation of 
Cdk1-cyclin-B and Cdk1-cyclin-A heterodimers, in response to a mitogenic stimuli, starts M 
phase (Mitosis) (Pommier and Weinstein, 2006). It is noteworthy that the DNA damage 
sensors commanded by ATM are both active during transition from G2 to M and during the 
M phase (Calonge and O’Connell, 2008). After cytokinesis, cell can either enter to G1 phase 
or go out of cell cycle and remain in G0 state indefinitely (Calonge and O’Connell, 2008).  

2.2 p53 network in stress-free conditions  
The p53 transcription factor essentially serves to regulate the expression of genes 
responsible for the cell cycle arrest, repair of DNA damage, senescence and apoptosis in the 
intrinsic pathway (Lacroix et al., 2006). It is known that expression of the gene encoding p53 
is dependent of the p50 subunit of NF-kB transcription factor, and of other transcription 
factors like C/EPEβ-2, Ets-1, Pitx1, p73 and p53 itself (Baillat et al., 2006; Wang et al., 2006; 
Boggs and Reisman, 2007; Wu and Lozano, 1994). In stress-free human fibroblasts, p53 
interacts with the anti apoptotic BCL-XL protein in the cytoplasm, and forms a heterodimer 
(Dogu & Díaz, 2009), and the remaining fraction of p53 is marked in the carboxyl-terminus 
with a nuclear import signal (NLS1), and is subsequently transported to the nucleus, where 
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it will interact with the ubiquitin ligase Mdm2 (Hdm2 in humans). Mdm2 binds to p53, 
forming a complex that eventually will be degraded in the proteosome (Jänicke et al., 2008). 
It is noteworthy that at the basal level the Mdm2 gene promoter is activated by transcription 
factors other than p53, which have not yet been identified (Phelps et al., 2003). It is known 
that the Mdm2 gene has two promoters (P1 and P2) that can lead to at least two isoforms of 
Mdm2 (Candeias et al., 2008). The p90Mdm2 isoform is responsible of the inhibition of p53, 
and the p76Mdm2 isoform is a p53 activator (Perry, 2004) and promotes the translation of 
p53 mRNA (Candeias et al., 2008). Under basal conditions p76Mdm2 expression is greater 
than p90Mdm2 (Phelps et al., 2004), and this fact could explain the origin of the basal levels 
of p53 throughout the cell cycle (Figure 1a). However, under cellular stress conditions, p53 
induces the expression of p90Mdm2 in detriment of the p76Mdm2 isoform (Perry, 2004).  
 

 

Fig. 1. (a) p53 network at basal conditions. p53 and other transcription factors, some of 
them no yet identified and marked as X, activates p53 gene. Part of the novel p53 
synthesized interacts with BCL-XL, forming heterodimers that will remain in the cytoplasm. 
The other part of p53 molecules is marked with an importation signal, enters the nucleus, 
and interacts with p90Mdm2 (represented by “Mdm2”) forming a complex that degraded in 
the proteosome. “Y” represents a transcription factor set that activates p90Mdm2 in absence 
of genotoxic stress, and the empty set symbol represents protein degradation. (b) ATM 
activation network in response to DNA damage. DNA damage causes a nuclear topology 
change that induces the self-phosphorylation of ATM homodimers (represented by 
ATM/ATM), allowing its separation into active monomers (represented by ATM-on). The 
ATM activation is full after that TIP60 acetylates it. In the other side, if MRN complex 
(forming by Mre11, Rad50 and Nds1) detects broken DNA, it will be activated (represented 
by MRN-on) and then it will bind to broken DNA, in order to stop the damage propagation. 
After ATM activation, it will phosphorylate various substrates including Nbs1, and this 
permits ATM union to MRN-broken DNA complex, in order to start the DNA damage 
repair signaling pathway, through activation of effector proteins like H2AX. 

2.3 Cellular response to genotoxic stress, and its different scenarios 
The cell is able to respond to genotoxic stress produced by various endogenous and 
exogenous agents like ionizing radiation (IR), viral infection, heat, growth factor 
depravation and chemical DNA-damaging agents, among others (Plati et al., 2011). 
However, the mechanism and magnitude of the response will differ depending on both the 



 
Current Topics in Ionizing Radiation Research 

 

244 

complexity of cellular process that it entails. A deeper insight into the causes of cancer 
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The cell is able to respond to genotoxic stress produced by various endogenous and 
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depravation and chemical DNA-damaging agents, among others (Plati et al., 2011). 
However, the mechanism and magnitude of the response will differ depending on both the 
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intensity and nature of the aggression. In particular, if the cell undergoes genotoxic stress 
there are three possible scenarios, and multiple combinations of them. The first scenario is 
when the cell suffers minor levels of DNA damage and can repair it successfully. The second 
scenario is when the cell suffers a medium damage in its DNA, and the cell has to “decide” 
between life and death. In this scenario it is possible that the cell die for not being able to 
fully repair the damage after a finite period of time, or live for being able to repair it. The 
third scenario is when the cell suffers severe damage, and initiates the apoptotic death. For a 
cell can be able of executing one of these three different responses, DNA damage intensity 
must be first detected, and then, the cell must “make the choice” of the appropriate scenario.  

2.4 Detection of DNA damage 
In genotoxic stress conditions, in response to DNA damage, the change in the nuclear 
topology, together with histone acetyl transferase Tip60, and the MRN complex (consisting 
of Mre11, Rad50, and Nbs1), induces the activation of ATM kinase (Sun et al., 2005; Vissers 
et al., 2008; Tanaka et al., 2007) (Figure 1b). After its activation, ATM phosphorylates histone 
H2AX and other proteins with a BRCT domain (such as Nbs1, 53BP1, and MDC1) for their 
activation (Vissers et al., 2008; Pommier and Weinstein, 2006). These proteins will bind to 
the broken DNA to stop the spread of damage (Vissers et al., 2008). Similarly, ATM activates 
Chk2 kinase, partially responsible for promoting cell cycle arrest, because it induces 
phosphorylation of Cdc25A and Cdc25C (Yoda et al., 2008; Pommier and Weinstein, 2006). 
Chk2 also promotes the activity of the transcription factor E2F-1 (Yoda et al., 2008), which, in 
turn, regulates Chk2 and ASPP protein expression (Bergamaschi et al., 2004).  
 

 
Fig. 2. (a) Module of ATM effector functions. When ATM is anchored to MRN-broken DNA 
complex, ATM phosphorylates Chk2 inactive monomers, to promote its binding into active 
homodimers. After that, free active ATM with Chk2 active homodimers will phosphorylate Rb 
protein to release E2F1. This transcription factor controls the pro-apoptotic protein synthesis, 
such as ASPP proteins. Free active ATM can bind to NEMO to induce NF-kB release in the 
cytoplasm. It is important because NF-kB is responsible to regulate the expression of proteins 
required to cell survival, like BCL-XL. In figure the stepped line represents the induction of 
protein transcription. (b) The p53 activation by ATM and Chk2. After the activation of ATM 
and Chk2, ATM inhibits Mdm2. Together with Chk2, ATM phosphorylates p53 in order to 
stabilize it. Phosphorylated p53 can bind either to MUC1 to promote the transcription of genes 
related with the cell cycle arrest and DNA damage repair, or can bind to ASPP proteins to 
promote the transcription of genes related with apoptosis. 
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In the nucleus, ATM interacts with NEMO forming a complex, which is ubiquitinated 
(Figure 2a), and transported to the cytoplasm where it induces the release of the 
transcription factor NF-kB (Schmid and Birbach, 2008). After that, NF-kB enters the nucleus 
and promotes the expression of various genes, including BCL-XL (Méndez et al., 2006; Chen 
et al., 2000). Simultaneously, ATM phosphorylates p53 nuclear stockpile, and, as a result, 
Mdm2 becomes less effective to recognize p53, delaying its degradation. Also, ATM 
phosphorylates Mdm2, inducing its autoubiquitination and degradation in the proteosome, 
and allowing an increase of p53 nuclear concentration over time (Dogu and Díaz, 2009). 
After ATM phosphorylation, Chk2 phosphorylates p53 in order to stabilize its structure 
(Pommier and Weinstein, 2006). At the end of this initial chain of phosphorylation, p53 can 
interact either with ASPP1 and ASPP2 proteins or with MUC1 (Pietsch et al., 2008). The 
MUC1 transmembrane glycoprotein is cleveaged in response to a genotoxic stimuli and the 
cytoplasmic segment is targeted to the nucleus, allowing its union with phosphorylated p53 
and the induction of cell arrest (Pietsch et al., 2008). On the other hand, in response to severe 
DNA damage (Figure 2b), p53 will bind mainly with ASPP proteins. The concentration of 
the ASPP proteins increases gradually due to the activity of E2F-1 (Pietsch et al., 2008; 
Braithwaite, 2006), enhancing the pro-apoptotic function of p53. In this form, depending on 
the intensity of the stimulus, p53 can be oriented to transcribe pro-apoptotic genes or anti-
apoptotic genes, depending on the accessory proteins to which it is attached.  

2.4.1 Irreversible DNA damage, death by apoptosis 
When DNA damage signal is either too strong (Figure 3a), or persistent, and if the cell has 
no energy to repair damage, p53 binds to ASPP proteins, and interacts with the histone 
acetyltransferase p300/CBP to form a complex (Patel et al., 2008). After that, p300/CBP 
acetylates p53 on lysine 373, allowing the selective recognization of the promoter sites of 
pro-apoptotic genes like PUMA, BAX and BAK by p53 (Pietsch et al., 2008). It is noteworthy 
that the formation of the p53-p300 complex is reversible, and p300 is separated from the 
complex by the removal of the acetyl group of p53 (Pediconi et al., 2009). The enzyme 
responsible for this step is the SIRT1 deacetylase (Tanno et al., 2006; Pediconi et al., 2009). 
SIRT1 is an enzyme that uses NAD+ as cofactor from cellular metabolism. However, in this 
scenario of severe DNA damage, the effect of SIRT1 is negligible, but will be important in 
the third scenario discussed below.  

2.4.2 Soft DNA damage, cell cycle arrest and successful repair of damage 
When the DNA damage signal is weak (Figure 3b), MUC1 nuclear concentration increases, 
and the union between p53 and nuclear MUC1 is enhaced. After that, the complex p53-
MUC1 interacts with PCAF (p300/CBP associated factor) to form a new complex (Pietsch et 
al., 2008). PCAF acetylates p53 on lysine 320, allowing it to specifically recognize the 
promoters of genes related with the cell cycle arrest like p21WAF1/cip1, and DNA damage 
repair (Pietsch et al., 2008). Similarly, SIRT1 opposes PCAF-dependent phosphorylation of 
p53, blocking its transcriptional activity when the cell does not have energy to express 
proteins (Yamamori et al., 2009; Pediconi et al., 2009; Ikenoue et al., 2008). However, SIRT1 is 
not the only control point of p53. As discussed above, ATM, along with NEMO, activates 
NF-kB in its alternative pathway. This interaction is important, because NF-kB promotes the 
expression of anti-apoptotic genes like BCL-XL. NF-kB also competes with p53 for the 
cofactors: acetyltransferases p300, CBP and PCAF; which are required for the binding of p53 
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intensity and nature of the aggression. In particular, if the cell undergoes genotoxic stress 
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third scenario is when the cell suffers severe damage, and initiates the apoptotic death. For a 
cell can be able of executing one of these three different responses, DNA damage intensity 
must be first detected, and then, the cell must “make the choice” of the appropriate scenario.  

2.4 Detection of DNA damage 
In genotoxic stress conditions, in response to DNA damage, the change in the nuclear 
topology, together with histone acetyl transferase Tip60, and the MRN complex (consisting 
of Mre11, Rad50, and Nbs1), induces the activation of ATM kinase (Sun et al., 2005; Vissers 
et al., 2008; Tanaka et al., 2007) (Figure 1b). After its activation, ATM phosphorylates histone 
H2AX and other proteins with a BRCT domain (such as Nbs1, 53BP1, and MDC1) for their 
activation (Vissers et al., 2008; Pommier and Weinstein, 2006). These proteins will bind to 
the broken DNA to stop the spread of damage (Vissers et al., 2008). Similarly, ATM activates 
Chk2 kinase, partially responsible for promoting cell cycle arrest, because it induces 
phosphorylation of Cdc25A and Cdc25C (Yoda et al., 2008; Pommier and Weinstein, 2006). 
Chk2 also promotes the activity of the transcription factor E2F-1 (Yoda et al., 2008), which, in 
turn, regulates Chk2 and ASPP protein expression (Bergamaschi et al., 2004).  
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to DNA (Jänicke et al., 2008). The effect of this interaction leads to the indirect repression of 
the transcriptional activity of p53, given the fact that the concentration of the cofactors 
remains constant (Schmid and Birbach, 2008; Youle and Strasser, 2008).  
 

 
Fig. 3. (a) The onset of apoptosis in its intrinsic pathway. In response to severe DNA 
damage, p53 will bind to ASPP1 and ASPP2 (all of these are represented by ASPP). After 
that, p53-ASPP complex will interact with p300/CBP, and p300 acetylates p53-ASPP 
complex (represented by p53-ap). This allows p53-ap recognize the promoter side of 
apoptotic genes, like PUMA and BAX. The p53-ap transcriptional activity increases PUMA 
levels in the cytoplasm sufficiently to induce the release of p53 from p53/BCL-XL 
complexes. Free cytoplasmic p53 releases BAX in the cytoplasm starting C cytochrome-
dependent apoptosis. (b) Activation of cell cycle arrest and DNA damage repair pathways. 
In response to medium intensity DNA damage, p53 will bind to MUC1. The p53-MUC1 
complex interacts with PCAF (represented by p53-cl) to allow the expression of genes 
related with cell cycle arrest like p21, as well as the expression of genes related with DNA 
repair (in the figure are represented by “Z”). Another remarkable function of p53-cl is 
inducing the Wip1 and Mdm2 expression. Wip1 is a phosphatase that down-regulates the 
p53 network. 

Among the p53-target genes that are activated in this pathway are WIP1 phosphatase and 
Mdm2 in its p90 isoform. The Wip1 function is to dephosphorylate Chk2, ATM, activated 
p53 and Mdm2 (Figure 4). This leads to inactivation of all of these proteins except Mdm2, 
which is activated (Braithwaite, 2006; Candeias et al., 2008; Kobet et al., 2000; Lahav et al., 
2004; Jänicke et al., 2008; Bernards, 2004). The dephosphorylated form of Mdm2, activated 
WIP1, and new synthesized Mdm2, inhibit p53 reducing its nuclear concentration (Hu et al., 
2007). Because the WIP1 function, the signal generated by ATM and Chk2 will blink while 
DNA damage is not repaired, since ATM activator proteins remain linked to broken DNA 
(Jänicke et al., 2008; Lu et al., 2008). When DNA damage is repaired nuclear topology is 
restored, and ATM activating proteins trigger stop signal. In this case, Wip1 definitely 
inactivates ATM, and effector molecules like Chk2. This encourages Mdm2 (p90 isoform) to 
efficiently suppress p53 activity (Figure 4). These interactions allow the cell to return to its 
basal state, and the levels of p90, Mdm2 and Wip1 also return to their basal value (Bernards, 
2004).  
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Fig. 4. Mdm2 and Wip1 down-regulation of p53 network. The main targets of Wip1 are 
ATM, Chk2 and Mdm2 phosphorylated. This results in a silencing of the ATM signal, and 
the Mdm2 activation. Mdm2 inhibits p53, in order to return its levels to normality, and 
restored the network equilibrium. In figure red lines represent the interactions that blocks 
Wip1.    

2.4.3 Medium DNA damage, among life and death 
The third stage is undoubtedly the most complicated of all, as it not only depends on the 
energy state of the cell, but also depends on the cell cycle phase in which the cell is. For 
example, if the cell is in S phase the cytoplasmic concentration of ASPP is higher than in 
other stages (Bermagaschi et al., 2004), and therefore this could lead more easily to apoptosis 
rather than cell cycle arrest. In this scenario, any type of delay suffered by the p53-
dependent transcription process of the genes that control the DNA repair machinery and 
cell cycle arrest is of vital importance. These delays could be due to the effect of SIRT1 on 
p53, or to the competitive inhibition of p53 by other transcription factors, or to the action of 
the histone-acetyl transferases. If the transcription process of genes related to the DNA 
repair is slower than the normal, the cell will have fewer possibilities to survive. The 
intermittent signal of ATM produces a rise in the ASPP concentration, so it will be a 
question of time for the cell to enter in apoptosis. This could explain why after a long period 
of time if the cell is not repaired, it dies (Zhang et al., 2009; Yoda et al., 2001; Robinson et al., 
2008; Shreeram et al., 2006; Wang et al., 2007; Bergamaschi et al., 2004; Braithwaite, 2006; 
Green and Kroemer, 2009; Toledo and Wahl, 2006; Liu et al., 2005; Haupt et al,, 2006; Strano 
et al., 2006; Zhang et al., 2008). 
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3. Nonlinear cell dynamics 
Cells are complex networks of physicochemical processes that support their highly 
organized structure and function. Thus, each cellular process sustained by a cell involves 
different levels of cellular organization. Each level of organization can be represented as a 
cell subsystem (subnetwork) that function in a modular mode (Thieffry and Romero, 1999; 
Del Vecchio, Ninfa and Sotang, 2008). In this form, cells can be modeled as formed by a set 
of subsystems like the regulatory genetic network, the network of synthesis and distribution 
of proteins, the network of signaling pathways, and the metabolic network, among others.  
The information flow through the set of cellular subsystems that controls the cell response to 
environmental signals occurs according to the canonical schema of Figure 5. Tumor-
inducing DNA or RNA viruses, and other agents like ionizing radiation (IR), can drastically 
modify this flow of information.  
 

 
Fig. 5. Flow of information between cell subsystems. Changes in environmental conditions 
are sensed by cell signaling networks, which code and transmit this information to the 
nucleus. Coded information is decoded by the transcription machinery that, in response to 
this information, activates and inactivates a set of specific genes, giving raise to a specific 
distribution of effector proteins. These proteins are responsible for the cell specific response 
to the environmental conditions. Some of these proteins can be used to regulate gene 
expression, acting as specific transcription factors that conform complex regulatory loops 
inside the nucleus. Proteins can also be secreted to modify the cell environment. Tumor-
inducing viral RNA and DNA can modify this flow of information by acting directly on the 
cell genome, drastically modifying the population of effector proteins and their function. 
Ionizing radiation (IR) can drastically interrupt this flow of information by producing severe 
damage to the cell DNA, and inducing apoptosis.  

An important remark from Figure 5 is that the flow of information through cellular 
subsystems is due to a continuous flow of matter and energy, according to the respective 
laws of conservation. Taking into account the flow of matter at each point of the cell, the 
respective mass balance equation is: 
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which means that the local rate of variation of the concentration of the substance k (denoted 
by kc ) at point x at time t is equal to the net rate of diffusion of k inside the cell volume V 
(denoted by  2 ,k kD c tx ) plus the rate of formation/degradation of k due to the local 
chemical reactions inside V. In equation (3.1), r represents the local rate of the chemical 
reaction r, which is a functional of the concentration of the reactive substances at point x at 
time t, and  rk is the stoichiometric coefficient of k in reaction r.  
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The reaction term of equation (1) can be rewritten as:  
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which is the well known form of the reaction-diffusion equation for the substance k. It 
indicates that the temporal variation of the concentration of k at point x at time t depends on 
the balance between the chemical processes in which this substance takes part, represented 
by the function fk, and its diffusion rate in the cellular medium. Function fk is generally a 
nonlinear function of the concentration of the reactive substances, and equation (3) usually 
has not an analytical solution. In a homogeneous medium the diffusive term in equation (3) 
is null, and fk completely defines the entire system dynamics in the s-dimensional phase 
space, which is defined by the set of concentration values of the s reactive substances. The 
systems dynamics is represented by a trajectory in this space, defined by the column vector 

      1 2( ) ... st c t c t c tc . In nonlinear systems this trajectory can have peculiar 
characteristics like high sensitivity to initial conditions, bifurcations and complex loops that 
represent a great variety of dynamical behaviors observed in biological systems like limit 
cycles, hysteresis, bistability, ultrasensitivity, among others. In not homogeneous medium 
the diffusive term of equation (3) produces a more complex dynamical behavior of the 
system, giving rise to phenomena like traveling waves, spirals and spatially located bursting 
of second messengers and proteins, among others.  
In the subsequent sections it is discussed in depth the nonlinear dynamics of homogenous 
chemical systems.  

3.1 Stability of nonlinear systems 
The first problem concerning the dynamics of nonlinear systems is the determination the 
steady points of the system in its phase space.  
A steady point is a column vector       1 2 ...o o o o

sc t c t c tc for which equation: 
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becomes cero. Once the set of steady points of the system is settled on, is necessary to 
determine their stability. Equation (4) subject to the initial condition    00c c defines a 
nonlinear dynamical system. 
The steady point oc  of a dynamical system is Liapunov stable if for each  > 0 exits a  > 0 
such that         whenever 0o otc c c c , i.e., any trajectory that initiates at a distance 
 of the steady point oc remains at a distance  of it for all positive time. 
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The steady point oc of a dynamical system is attracting if exists a   0  such that 
 


lim o

t
tc c  for any trajectory  ( )tc c whenever    0 oc c , i.e., any trajectory that 

initiates at a distance  of the steady point oc will converge to it eventually. In this case, the 
point oc is an attractor of the dynamical system in the phase space. A steady point oc , which 
is Liapunov stable and attracting, is asymptotically stable. 
A steady point oc , which is neither stable nor attracting, is unstable and is a repulsor in the 
phase space. 

3.2 Phase plane analysis 
In nonlinear systems the trajectories cannot be generally determined in an analytical form. 
However, it is possible to perform a qualitative analysis to find out the global behavior of 
the dynamical system in the corresponding phase space. As a vector can be assigned to each 
point of this space, according to equation (4), the vector field associated to the phase space 
can be drawn. By flowing this vector field, a phase point traces a solution c(t) of the 
dynamical system, corresponding to a trajectory winding trough the phase space.  
It is of importance to point out the fact that if the function f of equation (4) is continuous and 
all its partial derivates 
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 are also continuous in c for a given subset 

 nD , then for every 0 Dc the initial value problem of equation (4), has solution c(t) in 
some time interval (-t,t) around t = 0 and this solution is unique. A topological implication 
of this theorem is that two trajectories cannot intersect and, as consequence, chaos is ruled 
out of any 2-dimensional phase space but arises as a possible behavior of every s-
dimensional dynamical system with s > 2 (Strogatz, 1994).  
The phase space analysis of the dynamics of a nonlinear system takes into account the 
following aspects: 1) the number, position and stability of the steady points; 2) the 
arrangement of the trajectories near the steady points; and 3) the existence and stability of 
closed orbits.  
In section 3.1 was presented the form in which the steady points are determined and how 
they can be classified according to their stability. The arrangement of the trajectories around 
steady points is determined by linearization of the original nonlinear system, and analysis of 
the behavior of the eigenvalues of the Jacobian matrix of the linearized system around each 
steady point. For example, considering a 2-dimensional phase space and a steady point 
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which leads to the linearized dynamical system: 
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 1 2,c cJ represents the Jacobian matrix of the linearized dynamical system in equation 6. The 
eigenvalues  1 2,   of  1 2,c cJ can be calculated from the characteristic equation: 
   1 2, 0c cJ I . Depending on the nature of the eigenvalues, it is possible to know the 

arrangement of the trajectories near each steady point of the nonlinear system (Figure 6). 
This linearization process can be extended to perform the phase space analysis of higher 
dimensional nonlinear dynamical systems (Edelstein-Kesher, 2005).  
An important question that arises at this point is whether the behavior of the trajectories 
obtained from equation (7) accurately reflects the real behavior of the trajectories of the 
original nonlinear system. Andronov et al. (1973) show that this is the case. If the linearized 
system has a saddle, a node or a spiral at a given steady point, then the original nonlinear 
system really has also a saddle, a node or a spiral at that steady point. Furthermore, if a 
steady point is a stable saddle or node of the linearized dynamical system, then is also a 
stable saddle or node of the nonlinear system. In this case, the neglected nonlinear terms of 
equations (5) and (6) practically have not effect on the stability of these points when Re()  
0 for both eigenvalues. This kind of steady points is known as hyperbolic points, and they 
are not affected by the small nonlinear perturbations. The topological implication of this fact 
is that the vector field corresponding to a saddle or a node is not altered by small nonlinear 
perturbations and, as consequence, has structural stability (Strogatz, 1994).   
When the eigenvalues of the Jacobian matrix are pure imaginary  = i , the steady point is 
a center. The trajectories around this point are closed orbits that are stable. However, the 
neglected nonlinear terms in equations (5) and (6) can produce an imperfect closure of the 
orbit, giving rise to a spiral. In this form, the vector field corresponding to a center is altered 
by small nonlinear perturbations that transform the center into a spiral and, as consequence, 
has not structural stability (Strogatz, 1994). 
According to their stability, steady points of 2-dimensional dynamical systems can be 
classified into a: 1) Robust case, which includes repellers or sources, for which both 
eigenvalues have Re() > 0; attractors or sinks, for which both eigenvalues have Re() < 0 
and saddles, for which one eigenvalues has Re() > 0 and the other one has Re() < 0; 2) 
Marginal case, which includes centers for which both eigenvalues are pure imaginary, and 
non-isolated steady points for which one eigenvalue has Re() = 0 (Strogatz, 1994). 
However, the phase space of a nonlinear system can exhibit another kind of closed orbits 
called limit cycles, which cannot be observed in linear systems. A limit cycle is an isolated  
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Fig. 6. Classification of the steady points of a 2-dimensional linearized dynamical system. 
(a) There is a stable node or attractor in the phase space when both eigenvalues 1 and 2 are 
real and negative (when both eigenvalues are positive, the steady point is a unstable node or 
repulsor); (b) There is a saddle point in the phase space when both eigenvalues 1 and 2 are 
real, but one of them is positive and the other is negative. The stable manifold is spanned by 
the eigenvector associated to the negative eigenvalue. The unstable manifold is spanned by 
the eigenvector associated to the positive eigenvalue. (c) There is a stable spiral in the phase 
space when both eigenvalues 1 and 2 are complex conjugated with negative real part. (d) 
On the contrary, if both eigenvalues 1 and 2 are complex conjugated with positive real part 
the spiral is unstable. (e) When 1 and 2 are pure imaginary the steady point is a center 
surrounded by a series of stable closed orbits. All figures show the flow of the dynamical 
system in the phase space spanned by the basis conformed by the variables c1(t) and c2(t). 
The black point represents the steady point of the dynamical system, and the arrows mark 
out the direction of the flow of the vector field. 

trajectory for which neighbor trajectories can be only spirals that converge to it or diverge 
from it. If all the spirals converge into the limit cycle, this closed orbit is stable, otherwise is 
unstable. The existence of this kind of closed trajectories in the plane is settled down by the 
Poincaré-Bendixson theorem. According to this theorem, exits a trajectory C, which is either 
a closed orbit or a spiral that converges to a closed orbit as t   , confined inside a certain 
closed bounded region R of the plane. This theorem assumes 1) the existence of a vector 
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field ( )c f c that is continuously differentiable on an open set of the plane containing R and 
2) R does not contain any fixed point (Edelstein-Kesher, 2005). A consequence of this 
theorem is that in a 2-dimensional phase space any trajectory trapped into a closed bounded 
region R must converge to a limit cycle.  
However, in higher dimensional systems the Poincaré-Bendixon theorem does not longer 
apply and trajectories can be trapped into a closed region of the phase space without 
converge into a limit cycle or settle down to a fixed point, and they could be attracted by a 
complex geometric object called strange attractor, which is a fractal set on which the motion 
is aperiodic and sensitive to very small changes in initial conditions. This sensitivity makes 
the motion unpredictable as t increases, giving rise to a chaotic dynamics (Strogatz, 1994).  

3.3 Bifurcations 
The qualitative features of the vector field of a biochemical dynamical system are strongly 
dependent on the set of parameters of its corresponding set of differential equations. As the 
value of one of these parameters changes, the qualitative features of the vector field undergo 
local variations around the steady points. This parameter-dependent change in the local 
topological structure of a vector field is known as bifurcation. They generally occur in a one-
dimensional subspace, and the rest of the dimensions of the phase space are affected as 
consequence of the flow that can be attracted or repelled from this subspace (Strogatz, 1994; 
Edelstein-Kesher, 2005). Taking into consideration the imaginary plane, we can roughly 
classify bifurcations into two cases: 1) the eigenvalues of the Jacobian matrix are both real 
and bifurcations occur along the real axis as certain parameter  changes. This kind of 
bifurcation comprises the saddle-node bifurcation; the transcritical bifurcation, and the 
subcritical and supercritical pitchfork bifurcation. 2) The eigenvalues of the Jacobian matrix 
are complex conjugated. Bifurcations occur crossing the imaginary axis as certain parameter 
 changes. This kind of bifurcation comprises the supercritical and subcritical Hopf 
bifurcation. 
In the first case, a) the saddle-node bifurcation causes local variations in the vector field 
around two points: a saddle and a node, as a bifurcation parameter  changes. These points 
become closer as parameter  varies until they collide and annihilate each other. This type of 
bifurcation has interesting applications in some models of biological processes that imply 
the presence of chemical switches; b) a transcritical bifurcation occurs when two steady 
points interchange their stability as the bifurcation parameter  varies. c) The normal form 
of an ordinary differential equation (ODE) that exhibits a subcritical pitchfork bifurcation is 

3c c c  . When  <0 the steady point c = 0 is stable and there are two unstable points at 
c    . When  > 0 the only real steady point c = 0 becomes unstable. The normal form 
of an ODE that exhibits a supercritical pitchfork bifurcation is 3c c c  . When  < 0 the 
only real steady point c = 0 is stable. For  > 0 there is an unstable steady point at c = 0 and 
to stable steady points at c   .  
In the second case, the presence of a Hopf bifurcation leads the system to a limit cycle. As 
the bifurcation parameter  varies, when a certain critical value c is reached the 
supercritical Hopf bifurcation drives the transformation of a stable spiral into an unstable 
spiral that converges to a stable limit cycle (Figure 7). The case of a subcritical Hopf 
bifurcation is more complicated. A typical example is when an unstable limit cycle shrinks 
to cero amplitude as the bifurcation parameter  reaches its critical value c, at which the 
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is aperiodic and sensitive to very small changes in initial conditions. This sensitivity makes 
the motion unpredictable as t increases, giving rise to a chaotic dynamics (Strogatz, 1994).  
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The qualitative features of the vector field of a biochemical dynamical system are strongly 
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local variations around the steady points. This parameter-dependent change in the local 
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cycle engulfs the node rendering it unstable and making the system to jump to a distant 
attractor when  > c (Strogatz, 1994; Edelstein-Kesher, 2005). This new attractor could be a 
steady point, another limit cycle, infinity or a chaotic attractor (for higher dimensional 
systems).  

4. Dynamical aspects of apoptosis 
Ionizing radiation is a term applied to radiation that has energy enough to remove an 
electron from an atom or molecule. This ionization can produce free radicals chemically 
reactive. The effect of the ionizing radiation depends only on the energy of the particles 
(photons, electrons or  particles) that impacts a particular target. The effect of the ionizing 
radiation is measured in gray (Gy), which is the SI unit of absorbed dose, and is equivalent 
to the amount of radiation necessary to deposit one Joule of energy in one kilogram of 
matter. Ionizing radiation is used in the treatment of various types of cancer, under the 
assumption that the apoptotic network of cancer cells is disabled, making these cells more 
susceptible to the effects of single and double strand damage in their DNA (Qi et al., 2007).  

4.1 Oscillatory nuclear dynamics of p53 in response to ionizing radiation 
The response of a nonlinear dynamical system to an input is digital, when the output is 
conformed by a series of periodic discrete pulses or quanta, that have fixed form and size. 
The number of pulses increases with the strength of the input signal. The digital response 
corresponds to a limit cycle, which is generally driven by the onset of a supercritical Hopf 
bifurcation (Ma et al., 2005; see section 3.3 and Figure 7). In contrast, the response to a given 
input is analog when the strength of the output increases with the strength of the input 
signal (Lahav et al., 2004). Recent results show that the kind of radiation applied to a cell can 
produce different dynamical effects, either digital or analog, depending on the molecular 
subnetwork activated in response to the double strand brakes (DSB’s) produced (Batchelor 
et al., 2011).  
 

 
Fig. 7. Supercritical Hopf bifurcation. This kind of bifurcation transforms a stable spiral 
into an unstable spiral that converges to a stable limit cycle when the value of the 
bifurcation parameter  reaches some critical value c. The black points in the figure are 
different initial conditions of the dynamical system. The arrows mark out the direction of 
the flow of the vector field. The phase space is spanned by c1(t) and c2(t). 
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When -radiation or the radiomimetic drug neocarzinotastina (NCS) are applied to a cell, the 
output is digital. According to the results of Batchelor et al. (2008, 2011), the DSB’s produced 
by these agents induce the onset of a limit cycle of fixed duration, amplitude and period (~ 5 
h) in the p53-Mdm2 phase space. The number of pulses of both molecules increases as the 
damage increases. This series of pulses have the characteristic of an “all or none” response 
in single cells, which is trigged even by transient inputs (Batchelor et al., 2008).  
A previous model by Ma et al. (2005) predicts this kind of digital dynamics under two basic 
facts: 1) the number of DSB’s for a given doses is stochastic and follows a Poisson 
distribution with an average proportional to the radiation dose applied x and given by 35x, 
which is consistent with the observed 30-40 DSB’s per Gy. The repair dynamics is simulated 
with a Monte Carlo method; 2) the repairing of the DNA damage is a biphasic process, i.e., 
consists of a rapid and a slow phases of DSB fix, which are assumed to be produced by two 
different types of DSB’s. The simple DSB’s, which contain a break in each strand of DNA of 
a short segment of 10-20 bps in length, switches on the fast repairing process. The slow 
repairing process is trigged by complex DSB’s, which contains breaks in each strand of 
DNA, together with other kind of alterations like base damage, base deletions, etc., within 
the same short segment. The fast and slow processes are represented by different chemical 
kinetics (Stwart, 2001). 
 

 
Fig. 8. (a) Experiments with fluorescent p53 and Mdm2. Two pulses of p53-CFP (green) and 
Mdm2-YFP (red) are shown in this panel. Time (in min) after irradiation is show below 
images. In the figure, a phase difference of ~ 120 min between the p53 and Mdm2 maximum 
fluorescence is observed. (b) Levels of p53-CFP and Mdm2-YCP in the nucleus of the cell of 
panel (a). AU, arbitrary units. Figure reproduced from Lahav et al. (2004), with 
authorization of Dr. U. Alon. 
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Fig. 8. (a) Experiments with fluorescent p53 and Mdm2. Two pulses of p53-CFP (green) and 
Mdm2-YFP (red) are shown in this panel. Time (in min) after irradiation is show below 
images. In the figure, a phase difference of ~ 120 min between the p53 and Mdm2 maximum 
fluorescence is observed. (b) Levels of p53-CFP and Mdm2-YCP in the nucleus of the cell of 
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As mentioned above, the predicted dynamics from this model is a digital output, in which 
doses of the order of 5 Gy (~ 150 DSB’s) applied in an on – off form produces pulses of 
p53 and Mdm2 with a period of ~ 7 hr and a phase difference of ~ 115 min. These results 
are consistent with the experimental results of Lahav et al. (2004) that are showed in 
Figure 8. 
In order to study the behavior of the p53 and Mdm2 loop in individual MCF7 breast cancer 
cells, Lehav et al. (2004) fused p53 with the cyan fluorescent protein (CFP) under a zinc-
inducible promoter, and Mdm2 with a yellow florescent protein (YFP) under the human 
Mdm2 native promoter. p53-CFP was completely functional in induced the transcription of 
Mdm2 after zinc induction. The p53 and Mdm2 levels were recorded using time-lapse 
fluorescent microscopy of the cell line clone expressing both fluorescent proteins after -
irradiation at 20 minutes resolution during 16 hrs of growth (Figure 8). The results show 
that individual cells exhibit sustained oscillations in the p53-CFP and Mdm2-YFP nuclear 
levels in response to DSB’s (Figure 8), but that the number of pulses varies from cell to cell. 
The width of each pulse was of 350  160 min. The maximum of the first peak appeared 360 
 240 min after DSB, and the time between successive peaks stabilized at a 440  100 min. 
The time delay between the maximum levels of p53 and Mdm2 was ~ 100 min. However, 
some individual cells did not show pulses of p53 and Mdm2 after -irradiation.  
The coincidence between the outputs from the models of Batchelor et al. (2008, 2011) and Ma 
et al., (2005) with their own and Lehav et al. (2004) experimental results, indicates that -
irradiation produces DSB’s that induces the onset of a limit cycle through a supercritical 
Hopf bifurcation in the p53-Mdm2 phase plane (Batchelor, 2008), and that the molecular 
mechanisms that underlay this dynamical behavior possibly lies on the p53-Mdm2 negative 
feedback loop (Figures 1a). However, the only existence of this loop seems not to be enough 
to explain the sustained oscillations observed in individual cells (Lehav et al., 2004; Ma et al., 
2005; Batschelet et al., 2008 , 2011). 
According to the results from the model of Ma et al., (2005), the presence of DSB’s induces a 
switch-like behaviour of the ATM kinase, which dissociates from its inactive dimmer form 
into two activated monomers that phosphorylate p53 (Figures 2a). This switch is turned on 
by doses of -irradiation as low as 0.1 Gy ( 3 DSB’s) and saturates at 0.4 Gy ( 14 DSB’s). 
Furthermore, activated ATM monomers (represented by ATM*) close a positive feedback 
loop acting on the ATM inactive dimmer form to cleavage it and produce more activated 
monomers. The combination of these two feedback loops is able of producing the sustained 
oscillations observed in individual cells. 
However, experimental and theoretical analysis of the p53-Mdm2 loop by Batchelor et al. 
(2011) show that the sustained oscillations observed in individual cells can also be explained 
by the action of a triple negative feedback loop. ATM* activates p53, which closes the first 
negative feedback loop with Mdm2. However, p53 also activates the transcription of wip1 
that closes a negative feedback loop with p53. Although, p53 also closes a negative feedback 
loop with ATM* mediated by Wip1 (Figures 4). Experimental and in silico results (Batchelor 
et al., 2008, 2011) show that the suppression of the negative action of Wip1 on ATM* 
switches p53 dynamics from repetitive pulses into a single analog pulse.  
Probably, the positive ATM feedback loop together with a initial rapid degradation of 
Mdm2 (Batchelor et al., 2011) and the triple negative feedback loops mediated by p53, 
Mdm2 and Wip1 accounts for the onset and stability of the limit cycle that gives rise to the 
digital response to -irradiation observed in individual cells.  
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Digital response of the p53 machinery to DSB by -irradiation could be a timing mechanism 
that controls downstream events that determine if the DSB’s can be repaired or not (Figure 
3a), and, in consequence, if apoptosis should continue until cell death or not (Ma et al., 2005; 
Dogu and Díaz, 2009).  

4.2 Non-oscillatory nuclear dynamics of p53 in response to ionizing radiation 
The effect of UV is the cross link of consecutive pyrimidine bases producing the exposition 
of single strands of DNA (ss-DNA). In contrast to the effect of -irradiation, the treatment of 
cells with bursts of UV-radiation with different energy, ranging from 2 to 10 J/m2, 
produces, in each case, a single analog pulse whose amplitude and duration increases with 
the UV doses. (Batchelor et al., 2011). 
Beside the difference in the type of damage produced by  and UV irradiation to the DNA, 
digital and analog p53 dynamics are sustained by different feedback mechanisms. The 
presence of ss-DNA induces the activation of the ATR kinase, which phosphorylates Mdm2 
on Ser-407, a rapid reversible process, and inhibits its activity on p53. In contrast, DSB’s 
induces the activation of the ATM kinase, which phosphorylates Mdm2 on Ser-395, 
producing its rapid degradation and an initial sharp rise of p53 activity (Batchelor et al., 
2011). In consequence, the initial inhibitory effect of ATR* on the p53-Mdm2 loop is less 
intense than the initial effect of ATM*. Furthermore, the restoration of this loop after the 
post-translational modification of Mdm2 by ATR* probably occurs in a time scale of 
minutes. In contrast, the restoration of the p53-Mdm2 loop after the rapid degradation of 
Mdm2 produced by ATM*, probably occurs in a time lapse of hours due to the process of 
translation of mdm2. Additionally, as Wip1 has not a detectable inhibitory action on ATR*, 
p53 has not a negative retroactivity on ATR* mediated by Wip1. In this form, there are only 
two persistent feedback loops acting on p53 after UV-irradiation: the p53-Mdm2 and the 
p53-Wip1. (Batchelor et al., 2008, 2011).  
Additionally, in contrast to the switch-like activation of ATM in response to low doses of -
irradiation, the rate of activation of ATR must be considered UV-doses dependent in order 
to computationally reproduce the analog dynamics of p53 (Batchelor et al., 2011). In this 
form, the analog response of p53 to UV-irradiation seems to be due to three facts: 1) rapid 
reversible inactivation of Mdm2 by ATR*; 2) absence of negative retroactivity of p53 on 
ATR* mediated by Wip1 and 3) a non switch-like dynamics of activation of ATR. 

4.3 Heterogeneous oscillatory dynamics of p53 in cell populations 
Previous experiments by Lahav et al. (2004) show that a population of cells from the same 
clone MCF7, exhibit damped oscillations of p53 and Mdm2, when their dynamics is 
recorded by assays based on the determination of the average or the relative values of the 
amount of proteins over populations of cells, like the immunoblot technique. When not such 
averaging techniques are used (see section 4.1), records of the dynamics of p53 and Mdm2 
show sustained oscillations with wide heterogeneity in their amplitude, not only between 
isogenic cells, but also in individual cells (Figure 9). 
Geva-Zatorsky et al. (2006) repeated the experiment mentioned in section 4.1, but with 30 h 
of continuous recording. They found that only 60% of the cells exposed to 10 Gy of -
irradiation showed sustained oscillations of the p53-Mdm2 feedback loop. These oscillations 
have a relatively constant period of 5.5  1.5 h, a high coefficient of variation (~ 0.7) in their 
amplitude, and a relatively constant peak width. The p53-Mdm2 delay is also relatively 
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constant in these cells. In contrast, only 30% of the cells exposed to 5 Gy of -irradiation 
showed sustained pulses, indicating that the number of cells displaying oscillations 
increases with higher doses of  radiation. Initially, the onset of the oscillations in different 
cells was synchronized with the pulse of -radiation applied. However, synchrony was lost 
due to the different frequency response exhibited by individual cells. Some cells stopped 
their oscillatory dynamics or changed their frequency of oscillation. Additionally, after cell 
division, sister cells exhibited oscillations of p53 and Mdm2 that were initially synchronized. 
However, after a lapse of time of ~ 11 h this correlation decreased in 50%. 
 

 
Fig. 9. (a) p53-CFP (green) in clonal MCF7+pU265+pU293 cells after 5-Gy γ-irradiation. 
Time (in min) after irradiation is shown below images. (b) and (c) p53-CFP levels  
(total CFP fluorescence in nuclei) from cells 1 and 2 (indicated by arrows in (a)),  
showing the heterogeneity in the pulses generated after -irradiation. AU, arbitrary units. 
Figure reproduced from Lahav et al. (2004), with authorization of Dr. U. Alon. 

Geva-Zatorsky et al. (2006) work also reveals that after a treatment with 10Gy of -radiation, 
40% of the cells showed a non-oscillatory response, or did not respond at all . The non-
oscillatory response consisted of slow fluctuations of Mdm2-YFP and p53-CFP with only 
one, two or three peaks. Each fluctuation had duration of 8 – 12 h. Furthermore, a fraction of 
non-irradiated cells also show this kind of fluctuations.  
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4.4 Noisy oscillatory dynamics of p53 
From section 4.3, it is clear that a deterministic approach for understanding the dynamics of 
apoptosis is not enough to account for the heterogeneity observed in the p53-Mdm2 
oscillatory response of individual cells to IR. As we mentioned in section 3.3, the onset of a 
stable limit cycle in the p53-Mdm2 phase plane depends on the transition from a stable 
spiral to an unstable spiral (supercritical Hopf bifurcation), according to the Poincaré-
Bendixson and Hopf theorems. Once the limit cycle is settled down, all nearby trajectories 
are trapped by it. In this form, any small perturbation of this cycle will be damped and the 
system will return slowly to its original rhythm of oscillation with constant amplitude and 
frequency. This is not the kind of dynamical behavior experimentally determined in MCF7 
cells (Ma et al., 2205; Batchelor et al, 2011; Lahav et al., 2004; Geva-Zatorski et al., 2006). As 
consequence, deterministic models of the p53-Mdm2 oscillations can be considered only as 
approximate descriptions of reality if they take into account only the p53-Mdm2 negative 
feedback loop (Qi et al., 2007; Spencer and Sorger, 2011). As it was mentioned in section 4.1, 
better results are obtained from models that take into account the positive ATM feedback 
loop together with a initial rapid degradation of Mdm2 (Ma et al., 2005; Batchelor et al., 
2011; Jolma et al., 2010) and the triple negative feedback loops mediated by p53, Mdm2 and 
Wip1. From these models, it is clear that in the nuclear compartment the activation of the 
dynamical characteristics of the DNA repairing molecular machinery conveys a trajectory 
that sharply leads to an unstable fixed point in the ATM*-p53-Mdm2 phase space, from 
which a limit cycle parallel to the p53-Mdm2 plane emerges through a supercritical Hopf 
bifurcation. However, there is also the possibility of the existence of a subcritical Hopf 
bifurcation, which can then lead to cycles of different IR-dose dependent amplitude (Qi et 
al., 2007). Nevertheless, these models cannot account for the variability of the pulses of p53 
and Mdm2 observed in individual cells and in cell populations. 
Cell systems are subject to intrinsic and extrinsic noise sources that can affect both the rate of 
production and the rate of degradation of proteins (Elowitz et al., 2002; Kaufmann and van 
Oudenaarden, 2006). Noise is a source of variability, even in cells from the same cell line. 
The intrinsic cell noise can insert a low frequency fluctuating component in the rate of 
production (degradation) of proteins producing a continuous stochastic variation in the 
corresponding number of molecules (Diaz, 2011). Geva-Zatorski et al. (2006) point out that 
the probable source of variability in the response of cells to -radiation is the stochastic 
variation in the rate of protein production, which generates fluctuations in the amplitude of 
the pulses without affecting their period. On the contrary, if the protein degradation rate is 
affected by noise, pulses exhibit variable amplitude and period. In this form, fluctuations in 
the rate of the transcription and translation processes of key apoptotic proteins after DSB 
damage can be reflected in the variable amplitude of the p53 and Mdm2 pulses, without 
affecting their rhythm of generation.  
Furthermore, fluctuations can evoke the generation of spontaneous elevations in the basal 
concentrations of Mdm2, even in absence of -irradiation (Geva-Zatorski et al., 2006). Cancer 
cells have a unstable genetic system in which is possible that some control mechanism of 
apoptosis are modified or disabled in order to undergo cell death in response to cytotoxic 
stimuli. In consequence, any spontaneous fluctuations in the concentration of apoptotic 
nuclear proteins, like Mdm2, can be over amplified giving rise to the atypical dynamical 
features of cancer cells. For example, spontaneous increase in the concentration of Mdm2 
can suppress the activity of p53 by ubiquitination and posterior degradation in the 
proteosome (Figure 1a), and disable the apoptotic mechanism of MCF7 cells during time 
lapses up to ~ 20 h (Geva-Zatorski et al., 2006).  
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After MCF7 cells division, p53 and Mdm2 oscillations continued with the same phase but 
sister cells lose ~ 50% of correlation in their oscillatory dynamics after 11 h (Geva-Zatorski et 
al., 2006). These results point to two important facts: 1) apoptotic information can be 
transferred to daughter cells and 2) sister cells can inherit similar levels of relevant apoptotic 
molecules, but noise generates fluctuations in protein production and degradation. As 
consequence, synchrony is lost after a lapse of time (Spencer and Sorger, 2011). In this form, 
the initial apoptotic timing synchronization caused by the .irradiation can be transferred to 
daughter cells but this correlation falls as time from division increases, until sister cells are 
no more correlated than a randomly chosen pair of cells (Spencer and Sorger, 2011).  

4.5 Dynamics of cytoplasmic apoptotic proteins  
Bistability is a broad dynamical feature of nonlinear biochemical systems, in which an 
unstable steady point separates two stable nodes. The transition between nodes requires 
energy to overcome the high energetic barrier among them. Generally, once the transition 
from one steady point to the other occurs, return to the original state requires a different 
pathway with different energy requirements, forming a hysteresis loop. Molecular switches 
are the common examples of this type of dynamics (Strogatz, 1994). 
Bagci et al. (2006) work studied the role of Bax and Bcl2 synthesis and degradation rates in 
mitochondria-dependent apoptosis (Figure 3a), finding the existence of a saddle point 
bifurcation in the caspase 3-Bax degradation rate diagram. The Bax degradation rate of ~0.11 
s-1 determines the upper limit to this region of bistability. Inside this region, the saddle point 
bifurcation can drive the system either to a stable point with a high concentration of caspase 
3 (cell death) or to a stable point with a low concentration of caspase 3 (cell survival). Out of 
this region, the systems dynamics is settled on by the existence of a single stable fix point 
that determines cell surviving independently of the concentration of caspase 3. Cui et al. 
(2008) work points out that the activation of the “Bcl2 switch” upstream mitochondria 
induces apoptosis when the formation of the heterodimer Bak/Bax reaches a certain level. In 
this form, Bax level settles on the beginning of the apoptosis process (Bagci et al., 2006; Cui 
et al., 2008; Hua et al., 2005). An important conclusion from this work is that an abnormal 
state, like cancer, arises in cells when Bax degradation rate is above a threshold value, giving 
rise to a stable cell survival dynamics, i.e., cells do not die.  
Fussenegger, Bailey and Varner (2000) work used mass-conservation law and kinetic rate 
laws to establish a model of caspases 8 and 9 activation by the extrinsic and intrinsic 
apoptotic pathways respectively. According to this model, in the case of the intrinsic 
pathway the release of cytochrome c starts 10 min after a stress signal like IR. The 
executioner caspases are active at 40% of its maximum value 1 h after the initiation of the 
stress response and 70% of them are active 2 h after. A negative mutation in p53 decreases 
the fraction of both activated caspase 9 and executioner caspases. 
Dogu and Díaz (2009) model takes into account the role of proapoptotic proteins like p53 
and Puma in the response to stress signals like IR (Figure 3a). This model shows that the 
overall kinetic behaviour of the p53 apoptotic network under genotoxic stress is mainly due 
to a possible p53-induced release of Bax from its complex with Bcl2 even in absence of 
Puma- However, the release of Puma in the cytoplasm increases the rate of liberation of Bax 
from the Bcl2/Bax cytoplasmic complex. In this form, this model proposes that Bax 
cytoplasmic level controls apoptosis by its continuous release from the Bcl2/Bax complex 
after DNA damage. If DNA is repaired or the damage is reduced enough before Bax reaches 
a threshold value, cells may divide or may have a Bax control mechanism that avoids the 
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start of apoptosis. In this model PUMA plays the role of accelerator of the Bax level 
increasing process. The possible biological significance of this process may be to allow a lag 
between the starting of the DNA damage repair process and the onset of full apoptosis 
when the damage cannot be repaired in a pre-set moment of the cell cycle. After this time 
lag, Puma reaches a threshold concentration value that fires the complete and irreversible 
apoptotic process. From a dynamical point of view, this model states the stability and 
robustness of the network of interaction between p53 and the pro and anti-apoptotic 
proteins BclxL, Bcl2, Puma and Bax. The flow predicted by this model is formed by set of 
trajectories that converge into an attractor in the 4-dimensional phase space spanned by the 
concentration of the p53/Bcl-xL, PUMA/Bcl-xL, Bax/Bcl2 and p53/Bcl2 complexes. This 
flow is reasonably independent of the values of the rate constants of association and 
dissociation of these complexes, indicating its structural stability.  
In this form, the cytoplasmic component of the apoptotic subnetwork exhibits a dynamics 
driven by a saddle-node bifurcation, which settles down a control point that determine the 
cell fate according to the information flow from the nucleus. This dynamics seems to be 
started by a Bcl2 switch that initiates the accumulation of Bax in the cytoplasm, until it 
reaches a threshold value. It seems that, although the cytoplasmic accumulation of Bax 
initiates the liberation of cytochrome c from mitochondria in a time lapse as short as ~ 10 
min, the process is still reversible. However, once PUMA is present in the cytoplasm, the 
rate of liberation of Bax from the Bcl2/Bax complexes is sharply increased, and makes the 
apoptotic process completely irreversible due to the consequent increase of the levels of Bax 
over its threshold value. The high concentration of free Bax triggers the process of activation 
of caspase 3. 

5. Conclusions 
Apoptosis is a complex molecular process, which is capable of determine the cell fate 
according to the intensity of the DNA damage caused by IR (section 2.3). This network of 
molecular processes has a highly connected node, which is protein p53. Its key role in 
apoptosis is tightly regulated by a series of molecules like Wip1 and Mdm2, among others. 
DSB´s and ss-DNA can trigger the activation of either ATM or ATR (section 2.4). These 
kinases suppress the inhibitory activity of Mdm2 on p53, giving rise to a digital or to an 
analog response to IR, respectively (section 4.1 and 4.2).  
Cancer cells show abnormalities in their genetic network, which includes the regulatory 
loops of apoptosis. As a result, the cancer cell response to IR is heterogeneous probably due 
to three facts: 1) IR produces random damage to DNA (Ma et al., 2005; Qi et al., 2007); 2) 
intrinsic noise adds some amount of randomness to the processes of transcription and 
translation of key apoptotic proteins (Geva-Zatorsky et al., 2006; Díaz, 2011); 3) regulatory 
genetic loops may be randomly disabled in cancer cells. 
The effect of randomness is the generation of low frequency fluctuations in the levels of 
proteins like Mdm2. When these fluctuations coincide with the natural frequency of oscillation 
of the negative feedback loops that control p53 activation, the result is a series of pulses of 
different amplitude (Geva-Zatorsky et al., 2006). However, the rhythm of the oscillations 
remains relatively constant, suggesting that fluctuations principally affect the rate of synthesis 
of proteins. Models that include this randomness are successful in reproducing the 
heterogeneity of the pulses of p53 and Mdm2 in individual cells (Section 4.3).  
However, there are not data about the oscillatory dynamics of p53 in normal cells after 
perturbation with IR, neither in other lines of cancer cells. In this form, it is not known if the 
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laws to establish a model of caspases 8 and 9 activation by the extrinsic and intrinsic 
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pathway the release of cytochrome c starts 10 min after a stress signal like IR. The 
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overall kinetic behaviour of the p53 apoptotic network under genotoxic stress is mainly due 
to a possible p53-induced release of Bax from its complex with Bcl2 even in absence of 
Puma- However, the release of Puma in the cytoplasm increases the rate of liberation of Bax 
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start of apoptosis. In this model PUMA plays the role of accelerator of the Bax level 
increasing process. The possible biological significance of this process may be to allow a lag 
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when the damage cannot be repaired in a pre-set moment of the cell cycle. After this time 
lag, Puma reaches a threshold concentration value that fires the complete and irreversible 
apoptotic process. From a dynamical point of view, this model states the stability and 
robustness of the network of interaction between p53 and the pro and anti-apoptotic 
proteins BclxL, Bcl2, Puma and Bax. The flow predicted by this model is formed by set of 
trajectories that converge into an attractor in the 4-dimensional phase space spanned by the 
concentration of the p53/Bcl-xL, PUMA/Bcl-xL, Bax/Bcl2 and p53/Bcl2 complexes. This 
flow is reasonably independent of the values of the rate constants of association and 
dissociation of these complexes, indicating its structural stability.  
In this form, the cytoplasmic component of the apoptotic subnetwork exhibits a dynamics 
driven by a saddle-node bifurcation, which settles down a control point that determine the 
cell fate according to the information flow from the nucleus. This dynamics seems to be 
started by a Bcl2 switch that initiates the accumulation of Bax in the cytoplasm, until it 
reaches a threshold value. It seems that, although the cytoplasmic accumulation of Bax 
initiates the liberation of cytochrome c from mitochondria in a time lapse as short as ~ 10 
min, the process is still reversible. However, once PUMA is present in the cytoplasm, the 
rate of liberation of Bax from the Bcl2/Bax complexes is sharply increased, and makes the 
apoptotic process completely irreversible due to the consequent increase of the levels of Bax 
over its threshold value. The high concentration of free Bax triggers the process of activation 
of caspase 3. 
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Apoptosis is a complex molecular process, which is capable of determine the cell fate 
according to the intensity of the DNA damage caused by IR (section 2.3). This network of 
molecular processes has a highly connected node, which is protein p53. Its key role in 
apoptosis is tightly regulated by a series of molecules like Wip1 and Mdm2, among others. 
DSB´s and ss-DNA can trigger the activation of either ATM or ATR (section 2.4). These 
kinases suppress the inhibitory activity of Mdm2 on p53, giving rise to a digital or to an 
analog response to IR, respectively (section 4.1 and 4.2).  
Cancer cells show abnormalities in their genetic network, which includes the regulatory 
loops of apoptosis. As a result, the cancer cell response to IR is heterogeneous probably due 
to three facts: 1) IR produces random damage to DNA (Ma et al., 2005; Qi et al., 2007); 2) 
intrinsic noise adds some amount of randomness to the processes of transcription and 
translation of key apoptotic proteins (Geva-Zatorsky et al., 2006; Díaz, 2011); 3) regulatory 
genetic loops may be randomly disabled in cancer cells. 
The effect of randomness is the generation of low frequency fluctuations in the levels of 
proteins like Mdm2. When these fluctuations coincide with the natural frequency of oscillation 
of the negative feedback loops that control p53 activation, the result is a series of pulses of 
different amplitude (Geva-Zatorsky et al., 2006). However, the rhythm of the oscillations 
remains relatively constant, suggesting that fluctuations principally affect the rate of synthesis 
of proteins. Models that include this randomness are successful in reproducing the 
heterogeneity of the pulses of p53 and Mdm2 in individual cells (Section 4.3).  
However, there are not data about the oscillatory dynamics of p53 in normal cells after 
perturbation with IR, neither in other lines of cancer cells. In this form, it is not known if the 
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oscillatory dynamics found in MCF7 cells represents a generalizaed dynamical behaviour of 
all cells under treatment with IR, or if it is only a particular feature of this cell line. However, 
variability in response to other proapototic tratments seems to be an universal feature of 
cells (Spencer and Sorger, 2011). A direct and very important consequence of this variability 
is that the killing fraction, i.e., the fraction of died cells from an initial living cell population 
after treatment with a proapototic agent, is generally much lower than 100%. This fact points 
to the necessity of combining at least two different treatments to completely erradicate 
cancer cells. 
In order to gain a deeper insight into the mechanisms that generate this variability in cell 
response, is necessary to elaborate a more rigorousos quantitative approach to understand 
how key apoptotic processes are affected by stochasticity. Mathematical and computational 
models, combined with quantitative experimental research, are necessary tools to achieve 
this goal.  
As we stated in this chapter, determinist models of apoptosis seems to have a limited power 
to explain the real dynamics of cell death. However, they are still useful tools because they 
incorporate in their core of equations a series of kinetic terms that represent the contribution 
of the different biochemical process at different times. Furthermore, from these models some 
general principles about the dynamics of apoptosis are beginning to emerge: 1) digital and 
analog responses are generated by different mechanisms of activation and regulation of p53; 
2) digital response is generated by the nonlinear interaction of at least three negative 
feedback loops and an autocatalityc process, together with the rapid initial degradation of 
Mdm2 that generates a time delay in the restoration of its negative feedback loop with p53; 
3) this nonlinear interactions conveys the evolution of the dynamical system to an unstable 
fixed point in the ATM*-p53-Mdm2 phase space, from which a limit cycle parallel to the 
p53-Mdm2 plane emerges through a supercritical Hopf bifurcation; 4) this limit cycle 
assures the stability of the oscillations, generating pulses of constant peak width, frequency 
and average amplitude; 5) as consequence, deterministic models predicts the onset of a 
clock-like mechanisms that determines the timing of cell death; 6) this nuclear clock may be 
someway synchronized with the cytoplasmic events that lead to the activation of executory 
caspases; 7) cytoplasmic biochemical processes generated by the interaction of pro-apototic 
and anti-apoptotic molecules like p53, PUMA, Bcl2, Bak, Bax , among others, settle down a 
saddle-node bifurcation, which determines either cell death or cell survival, depending on 
the levels of free Bax; 8) with respect to the nuclear analog response, deterministic models 
suggest that is due to the activation of only two negative feedback loops and the rapid 
reversible modification of Mdm2 by ATR*. 
However, it is necessary to propose a broader deterministic model in order to understand: 1) 
how the nuclear Hopf bifurcation is linked to the cytoplasmic saddle-node bifurcation to 
determine the precise timing of cell death and 2) how the correct death-survival decision is 
taken according to the information processed in the nucleus.  
Stochasticity can be added to this model in order to know if the fluctuations of p53 in the 
nucleus also influence death decisions in the cytoplasm, or if they are damped by the 
cytoplasmic feedback loops, avoiding lose of the correct timing of apoptosis. Mislay of this 
timing can produce cell death at random lapses of time.  
Finally, the knowledge generated by stochastic models can be useful to improve the pro-
apoptotic treatments that are used now day. These treatments can target nodes that are not 
practically affected by noise, allowing the increase of the killing fraction. 
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1. Introduction 
Recent years, assessment of low-dose radiation risk have been of increasing importance in 
an area of public-health investigation because of an increase in many types of exposures, e.g. 
medical exposures, exposure of astronauts and the cosmic radiation exposure of aircraft 
crew, and for the radiation-protection viewpoints. 
We still have many outstanding questions on health effects of radiation. Generally, the most 
demanded question is “how much radiation (dose) produces how much effect?” this is the 
so-called dose-response relationship (Fig.1), especially at low dose region (BEIR VII phase 2, 
2006, UNSCEAR 2006 Report Vol. I, Annex A, 2006).  
In general, dose-response relationship at low dose region (almost below 100mSv) have no 
statistical significance, consequently linear extrapolation from high dose region is used for 
explanation. 
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Fig. 1. Dose-response relationship of radiation effects. In general, cancer incidence is used 
for the response of radiation dose. Dashed line shows linear extrapolation from high-dose 
region. 
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Fig. 1. Dose-response relationship of radiation effects. In general, cancer incidence is used 
for the response of radiation dose. Dashed line shows linear extrapolation from high-dose 
region. 
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At this point, we had better scientifically define the term “radiation effects”. Well, then what 
is the radiation effect?  
Generally speaking, biological radiation effects can be classified in two basic categories, 
deterministic effects and stochastic effects depending on radiation dose and exposure time, 
i.e., deterministic effects are consequences of acute high radiation dose.  Examples of 
deterministic effects include skin erythema (reddening), radiation induced cataract, hair 
loss, radiation sickness (nausea, vomiting and diarrhoea), sterility and depression of red 
blood cell formation. These effects are due to cell killing, that is to say, they will occur when 
the cell killing is large enough to cause functional damage of tissue or organ. Therefore, 
there is a threshold for deterministic effect. In other words, deterministic effects are 
associated with intermediate to high dose region and the dose-response relationship is fitted 
well with linear non-threshold (LNT) model which is derived from epidemiological data, 
e.g., data from A-bomb survivors (Brenner et al., 2003). 
On the contrary, stochastic effects are generally associated with long-term low dose 
exposures. As the name suggests, stochastic effects are described only by the probability. 
These phenomena (effects) are primarily many types of cancer. Here, we can now define the 
health effects of radiation at low dose region as carcinogenesis/tumorigenesis. 

2. Radiation health effect problem at a glance 
Historically, health effects of radiation exposure, especially by high-dose radiation, became 
apparent just after the diccovery of X-ray (BEIR VII phase 2, 2006). In 1895, Wilhelm Conrad 
Röentgen was investigating an electrical discharge generated from the various types of 
vacuum tube. During his experiments, he discovered a fluorescent effect on a small black 
cardboard screen covering vacuum tube and he thought that this fluorescent effect was a 
consequence of invisible emissions from his experimental equipment. He named these 
invisible emissions as X-rays, using the mathematical expression for unknown variable.  
After the Röentgen’s discovery of man-made radiation, Henri Becquerel discovered 
naturally occurring radiation emitted from uranium salts in 1896. He reported this discovery 
at 1896’s proceedings of the French Academy of Sciences under the title “Sur les radiations 
émises par phosphorescence“, [on the radiation emitted by phosphorescence], in english. 
Furthermore, Marie and Pierre Curie succeeded in purification and concentration of 
uranium ore, pitchblende, and they found polonium. Marie also introduced new term 
“radio-active“. Thus, both man-made and naturally occurring radiation were discovered 
within several years in the 1890’s.  
Because of the invisibility nature of radiation, unfortunately, many types of adverse health 
effects of radiation became apparent shortly after these early scientifical discoveries. 
Most of the reported health effects in this period are the acute effects such as redness of the 
skin (erythema), hair loss, decrease in the number of white blood cells, tumorigenesis, and 
so on. In fact, many of radiation related researchers or radiologists had slow-healing skin 
lesions in their hands or even died by radiation induced diseases. The most famous example 
is the case of Thomas Edison’s assistant, Clarence Dally. During Edison’s development of 
fluoroscopy which is a machine using X-rays to take radiographs, Edison demonstrated his 
machine by the contribution of his assistant Dally. Thus, Dally died by tumor which was 
associated with too much exposure. As a consequence, scientists began to know about the 
potential of radiation to damage human health.  
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Finally, in 1915, the British Röentgen Society made probably the first adoption of radiation 
protection recommendations. Therefore, many international or national organizations for 
radiation health effects were established to meet the growing interest in the subject.  At the 
early stage of radiation effects studies, the main purpose of study or recommendation was 
radiation protection for patients from diagnostic medical X-ray exposure and also for 
radiologists. However, stochastic effects of radiation exposure, particularly at low dose, also 
began to be recognized, during the first few decades of the twentieth century. In spite of the 
accumulation of knowledge concerning harmful indications of radiation to human body, 
biological mechanism for the effects of radiation on human body was still lacking the precise 
knowledge. 
Generally speaking, only epidemiological study is the tool to reveal the long-term stochastic 
effects of radiation. In fact, we need well-controlled, large number and long-term 
epidemiological studies to investigate late effects (stochastic effects) of radiation health 
effects, because the numbers of such stochastic effects are too small to determine statistical 
significance. Although, there have been a small number of epidemiological studies to satisfy 
these requirements, we can give examples of such well known studies, A-Bomb survivors of 
Hiroshima and Nagasaki (Preston, 1998, Brenner et al., 2003), 100 years of British 
radiologists study (Berrington et al., 2001), study of Chernobyl accident (UNSCEAR 2008 
Report Vol. II, Annex D, 2008) and international collaborative study of nuclear workers 
(Cardis et al., 2007, Thierry-Chef et al., 2007, Vrijheid et al., 2007). Adding to these 
epidemiological studies base on the “population” of considering subjects, more detailed 
study of biological radiation effects has started due to the birth of molecular biology, by 
discovery of DNA’s molecular structure by Watson and Crick (Watson and Crick, 1953). In 
other words, it was the discovery of molecular structure as a “target” of radiation. It is clear 
that the study of radiation health effects was changed qualitatively and also quantitatively 
since the birth of molecular biology. It has been believed that the first target of radiation 
health effects (carcinogenesis) is DNA. 
Currently, there are two major methods to investigate the radiation effects on humans, one 
is the epidemiology which aims to study population level radiation effects the other is the 
molecular biology which is intended to clarify the radiation effects at cellular or intracellular 
level. In general, it is known that carcinogenesis by low dose radiation will start from DNA 
damage by ionizing radiation. Then, these very small effects will appear on a cellular scale 
by accumulation of various intracellular biological responses with spending long time and 
finally grow to the tumor with clonal expansion of cancer cell. Fig. 2 is the known hierarchy 
of biological mechanisms of radiation effects. 
Thus, the biological radiation effects are considered as chain reaction phenomena with a 
very wide scale; DNA damage (space: 10-9m and time: 10-6sec) to the tumorigenesis (space: 
10-3 m and time: 105 sec). This is one of the reasons why study of low dose radiation health 
effects is difficult (Adams & Jameson, 1980). 
From the viewpoint of elucidation of dose-response relationship, we should connect small 
scale dynamics (e.g. DNA damage) with relatively quite large scale dynamics (e.g. 
tumorigenesis). As shown in Fig.2, we can see that many “subsystems” exist between DNA 
damage and tumorigenesis. One simple method to solve the problem is the integration of 
each subsystem’s dynamics. However, it is easy to plan but it is very difficult to implement.  
Because of the existence of intrinsic uncertainties originate from their own dynamics in each 
of the subsystems, integration or connection of subsystems will increase whole system’s 
uncertainty (Jackson, 1991). This is the unpredictable nature of nonlinear systems.  
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After the Röentgen’s discovery of man-made radiation, Henri Becquerel discovered 
naturally occurring radiation emitted from uranium salts in 1896. He reported this discovery 
at 1896’s proceedings of the French Academy of Sciences under the title “Sur les radiations 
émises par phosphorescence“, [on the radiation emitted by phosphorescence], in english. 
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Finally, in 1915, the British Röentgen Society made probably the first adoption of radiation 
protection recommendations. Therefore, many international or national organizations for 
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began to be recognized, during the first few decades of the twentieth century. In spite of the 
accumulation of knowledge concerning harmful indications of radiation to human body, 
biological mechanism for the effects of radiation on human body was still lacking the precise 
knowledge. 
Generally speaking, only epidemiological study is the tool to reveal the long-term stochastic 
effects of radiation. In fact, we need well-controlled, large number and long-term 
epidemiological studies to investigate late effects (stochastic effects) of radiation health 
effects, because the numbers of such stochastic effects are too small to determine statistical 
significance. Although, there have been a small number of epidemiological studies to satisfy 
these requirements, we can give examples of such well known studies, A-Bomb survivors of 
Hiroshima and Nagasaki (Preston, 1998, Brenner et al., 2003), 100 years of British 
radiologists study (Berrington et al., 2001), study of Chernobyl accident (UNSCEAR 2008 
Report Vol. II, Annex D, 2008) and international collaborative study of nuclear workers 
(Cardis et al., 2007, Thierry-Chef et al., 2007, Vrijheid et al., 2007). Adding to these 
epidemiological studies base on the “population” of considering subjects, more detailed 
study of biological radiation effects has started due to the birth of molecular biology, by 
discovery of DNA’s molecular structure by Watson and Crick (Watson and Crick, 1953). In 
other words, it was the discovery of molecular structure as a “target” of radiation. It is clear 
that the study of radiation health effects was changed qualitatively and also quantitatively 
since the birth of molecular biology. It has been believed that the first target of radiation 
health effects (carcinogenesis) is DNA. 
Currently, there are two major methods to investigate the radiation effects on humans, one 
is the epidemiology which aims to study population level radiation effects the other is the 
molecular biology which is intended to clarify the radiation effects at cellular or intracellular 
level. In general, it is known that carcinogenesis by low dose radiation will start from DNA 
damage by ionizing radiation. Then, these very small effects will appear on a cellular scale 
by accumulation of various intracellular biological responses with spending long time and 
finally grow to the tumor with clonal expansion of cancer cell. Fig. 2 is the known hierarchy 
of biological mechanisms of radiation effects. 
Thus, the biological radiation effects are considered as chain reaction phenomena with a 
very wide scale; DNA damage (space: 10-9m and time: 10-6sec) to the tumorigenesis (space: 
10-3 m and time: 105 sec). This is one of the reasons why study of low dose radiation health 
effects is difficult (Adams & Jameson, 1980). 
From the viewpoint of elucidation of dose-response relationship, we should connect small 
scale dynamics (e.g. DNA damage) with relatively quite large scale dynamics (e.g. 
tumorigenesis). As shown in Fig.2, we can see that many “subsystems” exist between DNA 
damage and tumorigenesis. One simple method to solve the problem is the integration of 
each subsystem’s dynamics. However, it is easy to plan but it is very difficult to implement.  
Because of the existence of intrinsic uncertainties originate from their own dynamics in each 
of the subsystems, integration or connection of subsystems will increase whole system’s 
uncertainty (Jackson, 1991). This is the unpredictable nature of nonlinear systems.  



 
Current Topics in Ionizing Radiation Research 

 

272 

10-15s 10-9s 10-6s        sec.        min.        hour        day        year

   cm

10-3m

10-6m
 (

10-9m
(nm)

10-10m
  (Å)

ionization

Radical
Reactions

Gene
MutationDNA

RepairDNA
Damage

Physical Stage Chemical Stage Biological Stage Epidemiological
Stage

Tumor

 
Fig. 2. Spatiotemporal order of radiation effects. Each event will progress to the tumor in a 
chain reaction as an arrow in the figure.  

There are no other problems like radiation health effects study that has much broader 
spatiotemporal scale, it has at least twenty-four orders of magnitude in time and about ten 
orders of magnitude in space. Therefore, this will be a very challenging problem in the field 
of natural science. 
Here, another practical difficulty of the problem is noted. In addition to the scaling 
complexity mentioned above, there is a statistical significance problem associated with 
sample sizes in low dose radiation health effects problem. For example, due to the 
inappreciable cancer incidence or infrequent cellular level effects at low dose radiation 
exposure, we need a large number of experimental data to detect mutations at low dose in a 
cell culture system, also huge number of data is needed to distinguish the net radiation 
effects from naturally occurring one in a epidemiological study, however it is practically 
difficult to get such a large number of data in both cases. To overcome these difficulties in 
the low-dose radiation effects’ problem, it is considered a good approach to study the 
process of carcinogenesis using mathematical model which is based on biological 
mechanism. Next, we will show some examples of mathematical model approaches. 

3. Modelling radiation effects – Dynamical system’s view 
As described in the previous section, radiation health effects study has much broader 
spatiotemporal scale. Here, let us begin our analysis by reducing this broad problem into 
more simple form. Practically, epidemiological problem concerning the population is going 
to be statistical problem if it turns out the precise incidence of carcinogenesis for each 
person. Then, what is the cancer incidence for each person? Tumor will be apparent only 
when it grows to a certain size however the incidence depends on the accuracy of diagnosis, 
it may define tumor growth at a certain size as one of the endpoints of this broad problem.  
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Generally speaking, tumorigenesis is thought to be a multistage process with gradual 
accumulation of mutations in a number of different genes (Fearon and Vogelstein, 1990). 
How many mutations are required to transform a single normal cell to a cancer cell? This 
question still has no answer (Sjöblom et al., 2006). Moreover, most of the combinations of 
mutations in tumors which taken from patients with same cancer type are almost different 
(Smith et al., 2002). However, biological pathway that transforms normal cell into cancer cell 
may not be a single pathway, there are well known three sequential state changes, i.e. 
initiation, promotion and progression (IPP) (Trosko, 1992). This is a so-called multistage 
carcinogenesis model. Moreover, it is a conceptual dynamics rather than an actual 
dynamics. The origin of these three processes is thought to be the result of the damage of the 
chromosomal DNA and failure of its repair. The initiation is defined basically as irreversible 
changes to target cell, followed by the gene mutations. The stage of promotion, neoplastic 
development, is believed to be the consequence of the damage of the specific gene 
expression, e.g., lipid metabolites, cytokines, so the neoplasm may get the enhancement of 
cellular growth potential, i.e., they lost the intracellular communication. The last stage 
progression is thoght to be a process that the cell acquires malignancy. Cleary, there are two 
different scale dynamics in this neoplastic process, one is intracellular change process via 
mutagenic changes and the other is extracellular change or cell group dynamics via cell-cell 
or cell-environment interactions. Here we may define, from the viewpoint of dynamical 
systems, “cancer cell” as the uncontrolled neoplastic cell which is developed by intracellular 
change and “tumor” as the aggregate of such neoplastic cells. In a clinical definition of 
cancer, there exists a concept “malignancy” which is based on invasion and metastasis; 
however, it would be a one of the aspects of the tumor growth process. Schematic 
explanation of tumorigenesis in association with IPP concept is shown in Fig. 3. 
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Fig. 3. Schematic explanation of tumorigenesis based on IPP concept.  
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This is a reduction from large spatiotemporal scale side, then, initial process is unwired for 
the purpose of modelling. How does radiation induce cancer? In other words, how does 
radiation induce mutagenic change in a cell? There are several possible pathways to the 
DNA damages from radiation. In general, radiation will ionize DNA by direct atomic 
collisions or by indirect manner, as described below. 
When an ionizing radiation passes through a water molecule, ionization of water will occur: 

 H2O  →  •H2O+ + e- ,  (1) 

then ionized water molecule reacts with another water molecule and produce an hydroxyl 
radical (•OH): 

 •H2O+ + H2O  →  H3O+ + •OH ,  (2) 
or •H2O+ breaks up: 

 •H2O+  →  H+ + •OH.  (3) 

Ejected electron is trapped by polarizing water molecules and will produce hydrated 
electron eaq- : 

 e-  +  nH2O  →  eaq- ,  (4) 

and eaq- will produce free radical •H according to: 

 eaq- + H2O →  OH- + •H  (5) 

or 

 eaq- + H+ →  •H.  (6) 

Thus free radicals •OH, •H, and eaq- are produced by ionizing water molecules. These free 
radicals are thought to induce DNA damage indirectly; this is so called indirect action. Over 
the past decades, numerous studies have been made on the initial process of DNA damage 
using Monte Carlo track structure method (Nikjoo et al, 2006).  
Currently, radiation induced DNA damages are roughly classified into four types, 1) base 
damage, 2) base release, 3) strand break, and 4) crosslink. Sometimes damage of the DNA is 
lethal to a cell so various repair mechanisms exist depending on the types of damage. For 
example, the necessary yields of DNA damage to kill 63% of irradiated cells are known, e.g., 
1000 for the single strand break (ssb), 40 for the double strand break (dsb), and 150 for the 
crosslinks, where the number of lesions per cell per D37, and D37 is dose of 37% survival 
(BEIR V, 1990). Scientific explanation about the rate of DNA repair needs further 
investigation. It depends on various factors, including cell type, age of the cell, extracellular 
environment and also the type of DNA damage. Generally, it is thought that these DNA 
damages are completely repaired, but sometimes there will be unrepaired DNA damages or 
incorrectly repaired DNA damages, and these prognoses of DNA damage will determine the 
cell fate. On a cell which has a large amount of DNA damage accumulation, senescence or 
apoptosis may occur. On the other hand, misrepaired DNA damage is so-called mutation. It 
is believed that the accumulation of mutations will induce neoplastic transformation. 
Schematic explanation of initial process of radiation effects which is concerned with DNA 
damage and mutation is shown in Fig. 4. As described above, detailed dynamics from DNA 
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damage to mutation still lacking scientific explanation, it is difficult to make mathematical 
models; it seems to be dominated by some probability. 
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Fig. 4. Simplified schematic explanation of initial process of radiation effects, from DNA 
damage to mutation. 

If tumor growth is set as an endpoint for the radiation health effects study, it is good to 
consider DNA damage, mutagenesis, carcinogenesis and tumorigenesis as the midpoints of 
the problem. Moreover, it is appropriate to divide roughly the dynamics into intracellular 
phenomena and extracellular or cell group phenomena because of the dynamics is thought 
to be dominated by stochastic in intracellular scale or deterministic over cellular scale. 
Hereafter, mathematical model of cellular scale are introduced. 

4. Mathematical model 
In fact, there are not so many mathematical models to investigate radiation induced cancer, 
but there are many types of mathematical models to study common cancer. Detailed 
mechanism of carcinogenesis is still not well defined concerning carcinogenesis which is 
induced not only by radiation but also by other carcinogens. Actually, there are not so many 
radiation specific effects on cancer; there are no diagnosis methods of radiation specific 
cancer. One of the radiation specific effects is its penetration to whole human body, or it will 
only appear as a specific type or character of DNA damages, not in cellular level. 
Here, some examples of mathematical model of carcinogenesis are introduced even though 
most of them are not radiation-specific. However there are many mathematical models of 
carcinogenesis than radiation specific models, it may be helpful in modelling radiation 
carcinogenesis. 

4.1 Modeling carcinogenesis/tumorigenesis in general 
There are several types of mathematical models of tumor growth or carcinogenesis, e.g. 
simple temporal population based dynamics, models based on diffusion or reaction-
diffusion type dynamics, individual cell based models, multi-scale models, and so on 
(Araujo and McElwain, 2004). These models may be classified into three categories, 
depending on the mathematical expression of the cell, 1) population based (no spatial 
structure), 2) spatial model which consider tumor as a one continuous density, 3) individual 
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damage to mutation still lacking scientific explanation, it is difficult to make mathematical 
models; it seems to be dominated by some probability. 
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Fig. 4. Simplified schematic explanation of initial process of radiation effects, from DNA 
damage to mutation. 
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the problem. Moreover, it is appropriate to divide roughly the dynamics into intracellular 
phenomena and extracellular or cell group phenomena because of the dynamics is thought 
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simple temporal population based dynamics, models based on diffusion or reaction-
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(Araujo and McElwain, 2004). These models may be classified into three categories, 
depending on the mathematical expression of the cell, 1) population based (no spatial 
structure), 2) spatial model which consider tumor as a one continuous density, 3) individual 
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or single-cell based models. Adding to this classification, dynamical systems could be 
classified in two or more categories depending on its status: whether the variable (space, 
time) is continuous or discrete, whether the process is stochastic or deterministic. For 
example, reaction-diffusion model which is constructed by partial differential equations is 
deterministic and continuous, models of Cellular Automata (CA) with some rule are 
discrete and deterministic. Choice of the variable type and the process in constructing 
mathematical model is very important and it is dependent on the problem to solve. These 
are classification based on mathematics of the model. Likewise, the endpoint setting is very 
important for modelling process, because of the endpoint setting will affect the 
mathematical modelling strategies, i.e., top-down or bottom-up approaches. For the 
instance, if the cancer growth or age of cancer incidence is the endpoint to solve then 
reproducible model construction is the purpose of mathematical modelling. Therefore, 
constructed models often do not reflect specific biological mechanisms, or rather the model 
seems to be descriptive. On the contrary, the specific intracellular metabolic network is 
modeled to see some emergent behavior of considering system, or rather the model seems to 
be mechanistic. The former is also called top-down approach, the latter bottom-up 
approach. 
Hereafter, some of these models will be introduced shortly. One of the classical models in 
this subject is Hill’s diffusion based model (Hill, 1928). Hill’s idea is that the diffusion of 
dissolved oxygen through tissues is an important factor by metabolic process. He did not 
apply his model to tumor growth explicitly, however his idea affect the later mathematical 
models of solid tumor growth.  
Gatenby and Gawlinski (Gatenby and Gawlinski, 1996) made a simple Reaction-Diffusion 
based model with continuum cell population for the cancer invasion. They made a 
hypothesis which based on experimental evidences, that tumor-induced alteration of 
microenvironmental pH is the important key-role for mechanism of cancer invasion. They 
use simple reaction-diffusion equations with three field variables, N1(x,t), the density of 
normal tissue, N2(x,t), the density of neoplastic tissue, and L(x,t), the excess concentration of 
H+ ions, where x is for 1-D spatial coordinate and t is for time. It should be noted that this 
model include neither dynamics of early tumor formation, i.e. intracellular genetic changes, 
nor large-scale morphological features of tumor. That is to say, they modeled only 
microscopic scale population dynamics at the tumor-host interface. These dynamics can be 
written as following equations. 
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The first part in Eq. (1) is growth term of normal tissue based on competitive Lotka-Volterra 
type equation with competition strength parameter α12, where r1 is growth rate of normal 
tissue, K1 the carrying capacity, and the second term d1LN1 is death rate of normal tissue 
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proportional to L, and the last part shows cellular diffusion with N2 dependent diffusion 
coefficient DN1[N2]. Similarly, the first part in equation of neoplastic tissue growth (2) is 
growth term of neoplastic tissue with Lotka-Volterra competition parameter α21, and second 
term is also cellular diffusion with N1 dependent diffusion coefficient DN2[N1] where r2 is 
growth rate, K2 the carrying capacity. Finally, equation (3) shows dynamics of excess H+ ion. 
Production rate of excess H+ ions is assumed to proportional to the neoplastic cell density N2 
and also diffuse chemically. The first and second part in equation (3) show excess H+ ion 
production with rate r3 and reabsorption term with rate d3, and the last part is diffusion with 
coefficient D3. With this model, they can predict a pH gradient extending from tumor-host 
interface, and benign to malignant transition which consistent with experimental data. 
 

(a)

(b)

(c)

 
Fig. 5. The linear process. Redrawn from figure 1b of Novak et al. (2003). 

Next, as an example of stochastic model, the linear process is introduced (Novak, Michor 
and Iwasa, 2003). The linear process represents stem cells and differentiated cells with rule 
based cell division process. The model also has spatial structure, so-called compartment. It is 
very simple model. As shown in Fig. 5, N cells (9 in Fig. 5) are placed in a linear array and at 
each time step, one cell is chosen for reproduction proportional to its “fitness”. Then, the cell 
is replaced by two daughter cells and all cells beyond considering site are shifted one unit. 
The cell over the last edge falls off, it’s a representation of apoptosis. Repeating this rule and 
time goes on. The term fitness is one of the key concepts of this model and it is derived from 
reproductive rate of cell. One of the purposes of this model is to obtain fixation probability, 
it is a concept of evolutional dynamics, i.e. the probability that one considering cell will take 
over the whole tissue. Despite the model has a spatial structure, the linear process could be 
categorized as a kind of population dynamics.  
It is apparent that sufficient vacant space adjacent to neoplastic cells is needed for its growth. 
Thus the invasion is very important in case of insufficient vacant space for neoplastic cells as in 
specific organ cancer. Malignancy of neoplastic cell arises by acquirement of invasion and 
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or single-cell based models. Adding to this classification, dynamical systems could be 
classified in two or more categories depending on its status: whether the variable (space, 
time) is continuous or discrete, whether the process is stochastic or deterministic. For 
example, reaction-diffusion model which is constructed by partial differential equations is 
deterministic and continuous, models of Cellular Automata (CA) with some rule are 
discrete and deterministic. Choice of the variable type and the process in constructing 
mathematical model is very important and it is dependent on the problem to solve. These 
are classification based on mathematics of the model. Likewise, the endpoint setting is very 
important for modelling process, because of the endpoint setting will affect the 
mathematical modelling strategies, i.e., top-down or bottom-up approaches. For the 
instance, if the cancer growth or age of cancer incidence is the endpoint to solve then 
reproducible model construction is the purpose of mathematical modelling. Therefore, 
constructed models often do not reflect specific biological mechanisms, or rather the model 
seems to be descriptive. On the contrary, the specific intracellular metabolic network is 
modeled to see some emergent behavior of considering system, or rather the model seems to 
be mechanistic. The former is also called top-down approach, the latter bottom-up 
approach. 
Hereafter, some of these models will be introduced shortly. One of the classical models in 
this subject is Hill’s diffusion based model (Hill, 1928). Hill’s idea is that the diffusion of 
dissolved oxygen through tissues is an important factor by metabolic process. He did not 
apply his model to tumor growth explicitly, however his idea affect the later mathematical 
models of solid tumor growth.  
Gatenby and Gawlinski (Gatenby and Gawlinski, 1996) made a simple Reaction-Diffusion 
based model with continuum cell population for the cancer invasion. They made a 
hypothesis which based on experimental evidences, that tumor-induced alteration of 
microenvironmental pH is the important key-role for mechanism of cancer invasion. They 
use simple reaction-diffusion equations with three field variables, N1(x,t), the density of 
normal tissue, N2(x,t), the density of neoplastic tissue, and L(x,t), the excess concentration of 
H+ ions, where x is for 1-D spatial coordinate and t is for time. It should be noted that this 
model include neither dynamics of early tumor formation, i.e. intracellular genetic changes, 
nor large-scale morphological features of tumor. That is to say, they modeled only 
microscopic scale population dynamics at the tumor-host interface. These dynamics can be 
written as following equations. 

   1
1 1 2

1 1 12 1 1 2 1
1 2

1
 

          
N

N N Nr N d LN D N N
t K K

  (7) 

   2
2 2 1

2 2 21 1 2
2 1

1
 

         
N

N N Nr N D N N
t K K

  (8) 

 2
3 2 3 3


   


L r N d L D L
t

  

(9) 

The first part in Eq. (1) is growth term of normal tissue based on competitive Lotka-Volterra 
type equation with competition strength parameter α12, where r1 is growth rate of normal 
tissue, K1 the carrying capacity, and the second term d1LN1 is death rate of normal tissue 
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proportional to L, and the last part shows cellular diffusion with N2 dependent diffusion 
coefficient DN1[N2]. Similarly, the first part in equation of neoplastic tissue growth (2) is 
growth term of neoplastic tissue with Lotka-Volterra competition parameter α21, and second 
term is also cellular diffusion with N1 dependent diffusion coefficient DN2[N1] where r2 is 
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interface, and benign to malignant transition which consistent with experimental data. 
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Fig. 5. The linear process. Redrawn from figure 1b of Novak et al. (2003). 
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metastasis capability. On the modelling of tumorigenesis process, especially of solid cancer, 
existence of adjacent cells should be aware of. One of the important key dynamics of the 
invasion and metastasis is adhesion and microenvironmental adaptation. Moreover, in a stage 
of metastasis, we should consider a dynamics of respective cells rather than that of cell 
group’s. Thus, it is thought that individual based cell model is applicable to model metastasis. 
The hybrid discrete continuum (HDC) model (Anderson and Quaranta, 2008) is one of such 
individual based cell models. The HDC model represents cells as points on a lattice which 
represents cell microenvironment, i.e. density of ECM and the concentrations of proteases and 
nutrients. The dynamics of cell microenvironment factors is defined by a set of continuous 
partial differential equations (PDEs).  
Finally, multi-stage model proposed by Armitage and Doll (Armitage and Doll, 1954, 
Moolgavkar, 2004, Frank, 2007) is introduced. Armitage and Doll proposed multistage 
model in 1954 which was derived from excellent statistical findings about cancer mortality 
(Fisher and Holloman, 1953, Nordling, 1953). Fisher and Hollomon used statistics of 
stomach cancer in women from USA, and Nordling used statistics for all cancer in men from 
USA, United Kingdom, France, and Norway. Their data showed that the logarithm of cancer 
mortality increased in direct proportion to the logarithm the age between the ages of 25 and 
74, the scale of the log-log plot showed sixth power of age; in other words, cancer mortality 
will increase with approximately the sixth power of age, P=αt6, where P is for cancer death 
rate, α the parameter, t is for age (Fig. 6).  
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Fig. 6. Example plot of change in cancer mortality with age. Fisher and Hollomon, and 
Nordling used log-log scale for the plot of cancer mortality in their articles. 

Thus, Armitage and Doll made a theory; human cancer is the end-result of several successive 
cellular changes and tested their theory by mathematical model (Fig. 7). Their model, so-called 
multistage model, has good agreement with many epidemiological data. Many followers of 
Armitage and Doll appear to refine multistage model to fit various specific epidemiological or 
biological data, thus there are many multistage variants (Frank, 2007). 
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Fig. 7. Schematic explanation of Armitage-Doll multistage model. The cells acquire total  
(k-1) mutations with mutation rate μi where i=(1, k-1). The model supposes that an 
individual has a population of N(t) normal cells at age t, then these cells acquire one 
mutation with a rate μ1.Then cells with one mutation acquire a second mutation with rate μ2, 
and so on. Cells with (k-1) are thought to be fully malignant cancer. Calculation of the 
population of malignant cells and its age are needed for statistical analysis. 

The multistage theory could be summarized as follows, 
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where P is cancer incidence, t is for age, n is the number of distinct carcinogenic events 
(number of stages -1), N is for number of cells at risk, u is for transformation rate per cell per 
unit time(Frank, 2007).  
In spite of the multistage model was derived in 1954; it was about the same age as the 
discovery of DNA double helix, interestingly, it is thought to be a metaphor of biological 
fact: accumulation of carcinogenic mutations will induce cancer. Fig. 8 is a genetic 
multistage model of colorectal cancer (Fearon and Vogelstein, 1990). Today, carcinogenesis 
is known as the multistage genetic process with accumulation of mutagenic changes in the 
DNA. They derived mathematical structure from statistical data based on their 
mathematical knowledge. Their amazing modelling approach is instructive in constructing a 
model. However, the multistage model has some issues to be solved. For example, it seems 
to have no scientific evidence about the meaning of “stages” or number of mutations to fit 
the epidemiological data. 
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Fig. 8. Genetic multistage model of colorectal cancer. Most of colorectal cancer will follow 
upper pathway, however pathway like de novo type exists. Redrawn from figure 3 of Fearon 
and Vogelstein (1990). 
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4.2 Cellular large-Q Potts model 
On the modelling of carcinogenesis process, it seems reasonable to introduce spatial 
structure to the model because of the fact that life and death of the cell is controled by its 
spatial strucuture, i.e., cell shape and cell size (Chen et al, 1997). These properties will not 
be ignored, because they will concern microenvironmental effects on the carcinogenesis 
process. Here we introduce one of the models of spatial cellular dynamics, called cellular 
large-Q Potts model (CPM) (Ouchi et al., 2003) which was first introduced by Graner and 
Glazier (Graner & Glazier, 1992, Glazier & Graner, 1993). The CPM is based on a biological 
hypothesis called differential adhesion hypothesis (DAH) first proposed by Steinberg 
(Steinberg, 1970). (Fig. 9). The problem “How are tissues formed from populations of cells?” is a 
one of the very famous questions in morphogenesis study (Gilbert, 2006, pp. 67). Steinberg 
showed certain cell types migrate centrally or peripherally depending on the accompanied 
cells, using cells derived from trypsinized embryonic tissues. From this observation, 
Steinberg made hypothesis that interacting cells will form an aggregate with the smallest 
interfacial energy because that is the thermodynamically stable. Therefore, cell adhesion 
strength of A-A is greater than A-B or B-B then sorting will occur. In the case of A-B strength 
is greater than or equal to strength of A-A or B-B then the aggregate will remain a randomly 
mixed structure. Finally, if the strength of A-B connection is so small compared to A-A or B-
B connections, then A cells and B cells will make separate aggregates. It is considered that 
this mechanism is one of the principles of the dynamics of cell movement.  
 

A A
AA

AA
A

A

AAA
A

A
A

A A
A AA AA

WAA > WAB > WBB (WAA+WBB)/2 >> WABWAA < WAB > WBB  
Fig. 9. Schematic representation of the DAH. Red circles with A, and Blue circles with B, 
represent two different types of cells. Mixture of these two types of cells finally makes 
spatial structure which is determined by their adhesive relationship. Wxy shows strength of 
cell adhesion between x and y. 

4.2.1 Introduction of CPM  
As a beginning we would like to introduce the CPM briefly. The CPM assigns a spin σij to 
each lattice site, (i, j) and packed sites which have same spin number defines a cell, so the 
spin number is just a cell index which has no physical meanings. All movements of cells are 
determined by thermodynamic implementation of DAH, i.e. total energy of the system is 
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minimized by Monte Carlo method. Each cell has an associated cell type, τ. Fig. 10 shows 
schematic explanation of the formation rule of the cell of our model.  

 
Fig. 10. Schematic explanation of the cell configuration of CPM. The numbers in a lattice 
shows ij and each collection of ij defines a cell. The colors of the each cell define the cell 
type, τ. A fat line in a figure shows the bonding sites of the cell. Redrawn from figure 2 of 
Ouchi (2007). 

At the simulation, we calculate the total energy of the system H, from cell-cell or cell-
substrate adhesion energy J τ,τ  elastic bending energy of cell and surface tension energy. 
Thus, the total energy is  
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where a(σ) and l(σ) are respectively the area and perimeter of considering cell σ, λ1 and λ2 
are the elastic parameter of cell surface tension and bending. In this equation, the symbol δij 
represents so-called delta function,  



 
Current Topics in Ionizing Radiation Research 

 

280 

4.2 Cellular large-Q Potts model 
On the modelling of carcinogenesis process, it seems reasonable to introduce spatial 
structure to the model because of the fact that life and death of the cell is controled by its 
spatial strucuture, i.e., cell shape and cell size (Chen et al, 1997). These properties will not 
be ignored, because they will concern microenvironmental effects on the carcinogenesis 
process. Here we introduce one of the models of spatial cellular dynamics, called cellular 
large-Q Potts model (CPM) (Ouchi et al., 2003) which was first introduced by Graner and 
Glazier (Graner & Glazier, 1992, Glazier & Graner, 1993). The CPM is based on a biological 
hypothesis called differential adhesion hypothesis (DAH) first proposed by Steinberg 
(Steinberg, 1970). (Fig. 9). The problem “How are tissues formed from populations of cells?” is a 
one of the very famous questions in morphogenesis study (Gilbert, 2006, pp. 67). Steinberg 
showed certain cell types migrate centrally or peripherally depending on the accompanied 
cells, using cells derived from trypsinized embryonic tissues. From this observation, 
Steinberg made hypothesis that interacting cells will form an aggregate with the smallest 
interfacial energy because that is the thermodynamically stable. Therefore, cell adhesion 
strength of A-A is greater than A-B or B-B then sorting will occur. In the case of A-B strength 
is greater than or equal to strength of A-A or B-B then the aggregate will remain a randomly 
mixed structure. Finally, if the strength of A-B connection is so small compared to A-A or B-
B connections, then A cells and B cells will make separate aggregates. It is considered that 
this mechanism is one of the principles of the dynamics of cell movement.  
 

A A
AA

AA
A

A

AAA
A

A
A

A A
A AA AA

WAA > WAB > WBB (WAA+WBB)/2 >> WABWAA < WAB > WBB  
Fig. 9. Schematic representation of the DAH. Red circles with A, and Blue circles with B, 
represent two different types of cells. Mixture of these two types of cells finally makes 
spatial structure which is determined by their adhesive relationship. Wxy shows strength of 
cell adhesion between x and y. 

4.2.1 Introduction of CPM  
As a beginning we would like to introduce the CPM briefly. The CPM assigns a spin σij to 
each lattice site, (i, j) and packed sites which have same spin number defines a cell, so the 
spin number is just a cell index which has no physical meanings. All movements of cells are 
determined by thermodynamic implementation of DAH, i.e. total energy of the system is 

 
Modelling Radiation Health Effects 

 

281 

minimized by Monte Carlo method. Each cell has an associated cell type, τ. Fig. 10 shows 
schematic explanation of the formation rule of the cell of our model.  

 
Fig. 10. Schematic explanation of the cell configuration of CPM. The numbers in a lattice 
shows ij and each collection of ij defines a cell. The colors of the each cell define the cell 
type, τ. A fat line in a figure shows the bonding sites of the cell. Redrawn from figure 2 of 
Ouchi (2007). 

At the simulation, we calculate the total energy of the system H, from cell-cell or cell-
substrate adhesion energy J τ,τ  elastic bending energy of cell and surface tension energy. 
Thus, the total energy is  

 2 2
1 21 1      
 

               
  

  , ,m
( i , j )

H J ( ) ( a( ) A ) (l( ) l ) ( )   (11) 

where a(σ) and l(σ) are respectively the area and perimeter of considering cell σ, λ1 and λ2 
are the elastic parameter of cell surface tension and bending. In this equation, the symbol δij 
represents so-called delta function,  



 
Current Topics in Ionizing Radiation Research 

 

282 

 
1
0


   

ij
i j
i j ,

  (12) 

it takes 1 if the index i=j, or 0 if the index i≠j. In our 2D simulation, the cell size is introduced 
as a target area Aτ and a target perimeter lτ. At each step, we apply the Metropolis 
algorithm, choose a site at random and accept a proposed change in its spin value with a 
Boltzmann transition probability dependent on temperature T >0: 
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where H0 is a threshold for a spin flip adopted from Hogeweg (Hogeweg, 2000) and our 
temperature T is not a real world’s temperature but just one of the controllable parameters.  
Fig. 11 is the detailed process of cell movement using this Metropolis algorithm. First we 
choose two adjacent sites located at cell surface randomly, and next changes one spin 
number to adjacent’s spin number using above probability, and repeating again and again. 
Because of considering site with some spin number is a part of a cell with same spin 
number, spin number change represents cell deformation at cell surface. This is the cell 
movement. 
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Fig. 11. Schematic explanation of the cell movement process of CPM. The site with spin 
number 6 is changed its number to 54. It shows that the cell 54 extend small part of its 
surface to adjacent cell 6.  

Using this CPM formalism, we can simulate many types of cell group dynamics, e.g., the cell 
sorting, engulfment process and tissue rounding, moreover coupling with continuous field 
equations that depend on the solving problems, various cell group dynamics can be well 
simulated (Jiang, 2005, Turner & Sherratt, 2002) even for the entire life cycle of the slime 
mould Dictyostelium discoideum (Marée & Hogeweg, 2001). Fig. 12 and Fig. 13 are 
examples of the cell sorting and cell engulfment simulation. We used two cell types, 
endodermal cell and ectodermal cell, to simulate these cell rearrangement processes.  
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Fig. 12. Simulation of cell engulfment process using CPM. The numbers below each 
snapshot are simulation steps, Monte Carlo steps (MCS). 
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Fig. 13. Simulation of cell sorting process using CPM. The numbers below each snapshot are 
simulation steps, Monte Carlo steps (MCS). 
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The statistical calculations of mean square displacement (MSD) of cell, which is one of the 
characteristics of cell movement, agree with previous results obtained from corresponding 
experiments (Rieu et al., 2000). It seems that scientific validity of the CPM formalism is 
confirmed by these results. 

4.2.2 Modelling of intracellular carcinogenesis process 
Next, let us begin to model the cell transform process by introducing dynamics of cell type 
change in the CPM (Ouchi, 2007, Ouchi, 2011). Carcinogenesis process is commonly thought 
to be a multistage process, in which normal cells are transformed to cancer cells via 
accumulation of mutations. Modelling of cell transformation is achieved by employing cell 
typeτas one of the stages of multistage carcinogenesis. For the dynamics of cell 
transformation, three conceptual process, initiation, promotion and progression (IPP) of the 
cell are introduced in our model. Adding to these processes, cell killing and cell proliferation 
(cell division) are adopted to the model. All these dynamics are introduced as the 
probability of each process except for cell division. Cell division is introduced by conditional 
manner, i.e. if the cell size a exceeds the critical size ac then cell division occur. Thus, 
adopted cell transformation dynamics (neoplastic process) can be drawn as Fig. 14, where 
P1, P2 and P3 denote respectively the probabilities of initiation, promotion and progression, 
k1, k2, k3 and k4 are respectively the cell killing probabilities of corresponding cell types. 
According to the transformed cell types, this neoplastic process can be divided into four 
different cell stages, we call first cell stage as normal cell, second as initiated cell, third as 
promoted cell and final stage as cancer cell. 
 

P
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P P
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Fig. 14. Schematic explanation of cellular dynamics, intracellular (A) and cell division (B).  
In this figure, P1, P2 and P3 are the mutation probabilities of each stage in the broadest sense, 
and k1, k2, k3, and k4 are the cell killing probabilities for each of the stages. If the cell area 
exceeds some threshold value, a > ac, then cell division occurs (B). 
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By combination of intracellular dynamics and CPM which describes extracellular physical 
cell properties, mathematical model of tumorigenesis which has deformable sell shape and 
physical cell properties is introduced as shown in Fig. 15. The model has three specific 
physical properties, cell-cell or cell-medium adhision Jττ‘, surface tension a, elastic bending l. 
The cells with diffrent cell type τ have different combination of physical properties (Jττ‘, a, l), 
thus the cells will change its physical properties with the neoplastic transformation (Fig.15). 
As a concrete example, mutations in the genes involved in cell adhesion molecule change 
the physical adhesion of the cells. Therefore, adding to these physical parameters, the 
parameters of the model are the transformation probabilities P, the cell-kiling probabilities k, 
and the threshold cell size of cell division ac. In this model, the effects of radiation will 
appear as the mutation increment or cell-killing increment. It is thoght that the radiation 
dose d and the mutation μ or cell kiling k have some relationship like μ=f(d) or k=g(d), not a 
few experiments show linear relationship or linear quadratic rerationship depend on the 
situation. However, the clear relationship between dose and mutation frequency or cell-
killing seem not to be obtained yet. Consequently, linear relationship between dose and 
mutation frequency or cell-killing is assumed: mutation increment means dose increment. 
Generally, the physical parameters including the threshold cell size ac could be determined 
with the aid of corresponding experiments, control parameters are thought to be the 
transformation probabilities P and the cell-kiling probabilities k. To show validity of the 
model described in this section, some simulation results are presented in the next section. 
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Fig. 15. Schematic explanation of the combination of intracellular dynamics and CPM. (a) 
The cells with diffrent cell type τ have different combination of physical parameters (J, a, l)i, 
thus the cells will change its physical properties with the neoplastic transformation.  
The actual spatial configuration of the model is shown in (b). 

4.2.3 Calculation results 
Before starting statistical calculations, we carefully checked that the chosen parameters ki 
and Pi satisfied homeostasis of the cell number; the total number of the cell is in equilibrium. 
In most cases, we use 250 or 1000 or 4000 cells to calculate statistical quantities depending on 
the situation. These available cell numbers are limited by the computational resources. In all 
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The statistical calculations of mean square displacement (MSD) of cell, which is one of the 
characteristics of cell movement, agree with previous results obtained from corresponding 
experiments (Rieu et al., 2000). It seems that scientific validity of the CPM formalism is 
confirmed by these results. 
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the calculation, we use randomly placed confluent normal cells mixed with small fraction 
(0.002%) of cells with initiation for initial condition of the system. Actually, changing this 
fraction has no influence on simulation results. In the simulation, as the transformation 
progresses, our cells are assumed to change softer and higher adhesion than the normal 
cells, for a first attempt of calculation. Figure 16 shows typical time evolution of the system 
starting from the initial condition, confluent normal cells mixed with a small number of cells 
with initiation. We can see the growth of the aggregate of cancer cells by using appropriate 
parameters (Ouchi, 2007, Ouchi, 2011). 
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Fig. 16. Time evolution of the system. Time runs left to right. Numbers represent time steps. 
The initial condition is confluent normal cells mixed with a small number of cells with 
initiation. The system is consists of about 4000 cells. Darker cells represent higher stage of 
carcinogenesis, and black cells show cancer cells. 

Next, population dynamics is shown in Fig. 17 (a) and Fig. 17 (b). The main diffrence 
between Fig. 17 (a) and Fig. 17 (b) is transformation parameters of the normal cell: P1 and k1 
of (b) is five times gretaer than the (a)‘s. In case of Fig.17 (a), no apparent tumorigenesis is 
seen, on the contrary, apparent tumorigenesis is seen in Fig.14 (b).  
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Fig. 17. Time series plots of the population for (a) normal cells (black line) and cancer cells 
(red line), and (b) normal cells (black line), initiated cells (green line), promoted cells (blue 
line) and cancer cells (red line). The saturation of the cancer cell number in (b) comes from 
the limitation of the system size. 
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Here, let us define a statistical quantity for criterion of tumourigenesis called “cancer 
growth rate“ (CGR) : time averaged ratio of cancer cells to whole cells (Ouchi, 2011),  

 CGR = <# of cancer cells/total # of cells>t  (15) 

where <>t shows time averaging operation basically t→∞. Fig. 18 is plot of CGR calculation 
with changing initiation probability P1 and fixed other parameters. Clearly two region can 
be seen, one is tumorigenesis region and the other is no tumor region, with some boundary 
value of P1≈0.003.  

 

 
 
Fig. 18. Calculation of CGR with various P1 values. It seems to have two regions, 
tumorigenesis and no tumor, depending on its P1 value. 

Finally, numerous calculations of CGR was performed to make phase diagram regarding the 
value of P1 and k1 of the model. Obtained phase diagram is shown in Fig. 19. If the 
calculated CGR is greater than 0.1, seems tumor to emerge, and thus CGR=0.1 is defined by 
the criteria of tumorigenesis. Tumor seems not to emerge if the CGR is less than 0.05. The 
tumorigenesis and non-tumorigenesis regions are separated by the linear function, k1=--
αP1+β, where α=3/2 and β=0.0006. 
Generally, tumor growth curve analysis is very important for the cancer study and also 
important for the risk assesement of low dose radiation. Usually, empirical models are used 
for growth curve analysis to fit obtained experimental data. In case of tumorigenesis, well-
known Gompertz function (Gompertz, 1825) is used to analyze the data. Here, the present 
model is based on a modelling of biological mechanisms, a kind of bottom-up approach, 
calculation of growth curve of our model seems interesting subject: whether the growth 
curve of our model fit a empirical growth curve or not. In conclusion, it seems that the  
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Fig. 17. Time series plots of the population for (a) normal cells (black line) and cancer cells 
(red line), and (b) normal cells (black line), initiated cells (green line), promoted cells (blue 
line) and cancer cells (red line). The saturation of the cancer cell number in (b) comes from 
the limitation of the system size. 
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Fig. 19. Phase diagram of the model obtained by the CGR calculations in various 
combinations of P1 and k1, with other parameters are fixed. The (P1, k1) positions are 
painted by blue or red squares depending on its growth rates. The red squares show 
positions where the growth rate is greater than 0.1, and blue square positions are the 
positions where the growth rate is smaller than 0.05. The tumorigenesis and non-
tumorigenesis regions are separated by the linear function, k1=--αP1+β, where α=3/2 and 
β=0.0006. Redrawn from figure 5 of Ouchi (2011). 
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Fig. 20. Growth curve of cancer cells obtained from model calculation with parameters, 
P=(0.0005, 0.0001, 0.01), k=(0.0005, 0.001, 0.001, 0.001). Obtained growth curve seems to be 
fitted well with Gompertz function which is depicted in the figure by a red dotted line.  
The parameters of Gompertz function are a=1000, b=9.2, c=0.00033. Redrawn from figure 4 
of Ouchi (2011). 
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model can reproduce the Gompertz curve very well as shown in Fig. 20. In a tumorigenesis 
region of our model, calculated tumor growth curves are well fitted with Gompertz curve  
with changing function’s parameter (a,b,c). By changing model parameter ks and Ps, the 
different growth curve of Gompertz form are obtained, ordered structure of phase space is 
observed when we treat Gompertz function’s parameters (a,b,c) as a point of 3D phase space 
(unpublished data, NBO). However, further investigation are needed to clarify the relation 
between phase space structure and cancer in real world. 

4.3 Modelling tumor invasion and metastasis 
Here, importance of invasion and metastasis study is explained. Tumor invasion and 
metastasis is one of the cardinal features of malignant cancer. It occurs after carcinogenesis, 
and is in the late stage of cancer. Tumor invasion and metastasis is a tumor spreading 
process from local to other organs (Liotta, 1984). The tumor invasion is the expanding 
process of cancer cells into neighboring normal tissue, and the metastasis is transporting 
process of the malignant tumor from its primary site to other distant sites in the body 
(Molecular Biology of the Cell, 5th Ed. [CELL], 2008). This metastasis may occur by three 
main routes: 1) through the bloodstream, 2) through the lymphatic system or through both 
routes, and in addition, 3) direct seeding across body cavities, e.g. through the peritoneum. 
Thus, the process of the tumor invasion and metastasis concern many cell types, e.g., normal 
cell, cancer stem cell, immune cell, extracellular matrix (ECM). In fact, these cells have 
complex interaction with each other to promote the cancer progression and expansion. 
Taking these behaviors into consideration, it is clear that cell-cell and cell-microenvironment 
interactions play a very important role in the process of invasion and metastasis. Tumor 
cells must be able to detach the primary site by changing its adhesion, and in turn must be 
able to attach the secondary sites, in order to proliferate successfully. Therefore, the 
adhesion is one of the key players for the invasion and metastasis. Moreover, cancer cells 
change its genetic status even in a metastatic period (Santinelli et al., 2008), thus the 
malignant cancer cells are thought to be not in a steady state but more dynamic. Therefore, 
tumor cells can grow up by “niche” adaptation in cell microenvironment, in other words, 
tumor need microenvironmental adaptation for its growth. The tumor cells which expand in 
the primary site become invasive and spreading to surrounding sites, and detachment of 
invasive tumor cells leading to the colonization of other organs. Tumor cells traveling to the 
distant organ should have microenvironmental adaptation to make colonies, consequently 
the tumor cells keep always evolving with changing its gene expression. This is a reason 
why the cancer is called as a microevolutionary process (Merlo et al., 2006). For that reason, 
tissue structure should be needed to model the dynamics of invasion and metastasis. In the 
present, there are not so many models introducing spatial tissue structure. It is not easy, but 
the tissue structure can be modeled by CPM formalism. In tissue modeling, we need more 
cell types, which depending on the considering tissue, to construct the system. Fig. 21 shows 
simulation example of the tissue structures, epithelium (a) and so-called intestinal crypt (b). 
It is believed that the cancer stem cells exist at the crypt, study of crypt structure is 
important for colorectal cancer. We use epithelial cells, medium layer, lamina muscularis 
mucosae, lamina propria for the simulation. By using one of these structures as an initial 
configuration of the stage of carcinogenesis, tumorigenesis and invasion could be studied 
integratively with presented model. 
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Fig. 20. Growth curve of cancer cells obtained from model calculation with parameters, 
P=(0.0005, 0.0001, 0.01), k=(0.0005, 0.001, 0.001, 0.001). Obtained growth curve seems to be 
fitted well with Gompertz function which is depicted in the figure by a red dotted line.  
The parameters of Gompertz function are a=1000, b=9.2, c=0.00033. Redrawn from figure 4 
of Ouchi (2011). 
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It is believed that the cancer stem cells exist at the crypt, study of crypt structure is 
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integratively with presented model. 
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Fig. 21. Simulation examples of tissue structure using CPM.  
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5. Conclusion and perspectives of the problem 
From the early days of the discovery of radiation, its health effects have been recognized. 
Although numerous investigations have been done to clarify the health effects of radiation, 
there still seems to be many questions to answer. Existence of low dose radiation specific 
phenomena, e.g. bystander effects or adaptive responses (see Matsumoto et al, 2007 for 
review) shows possibility of unknown biological mechanisms, however there should be a 
intrinsic uncertainty within a system. One of the difficulties not only for radiation biology 
but also for general biology is thought to be presence of exceptions. It is possible that most 
experiments show “positive” results but a few experiments will show the opposite results in 
a biological experiments, and perhaps that is the big difference between biology and 
physics. Following the example of Mendel’s law, on the discovery of principle which is 
based on the biological mechanism will explain such kind of presence of exceptions with 
theoretically consistent. Here, one of the uncertainties of carcinogenesis is shown. 
Epidemiological data shows presence of the uncertainty about the age of cancer onset: ages 
of cancer onset are different among patients. By definition of “cancer onset“ as an onset of 
neoplastic aggregate formation, detailed analysis of present model shows that cancer onset 
has initial condition dependency: very small differences in initial state will lead diffrent ages 
of cancer onset. (unpublished data, NBO). This uncertainty seems to be stochastic, 
moreover, some specific minimum number “cancer onset number“, i.e. number of 
constituent cells of tumor, seems to be exist for the cancer onset (Fig. 22). However, a 
clarification of the cancer onset number problem needs further investigation. 
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Fig. 22. Temporal plots of cancer cell population at early stage of tumorigenesis. Each of the 
lines shows the calculation starting from different initial conditions. It seems to overcome a 
specific number of cancer cell for further tumor growth: red shaded region highlights the 
estimated hurdle in tumor growth. 
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Fig. 22. Temporal plots of cancer cell population at early stage of tumorigenesis. Each of the 
lines shows the calculation starting from different initial conditions. It seems to overcome a 
specific number of cancer cell for further tumor growth: red shaded region highlights the 
estimated hurdle in tumor growth. 
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Next, as an another example of presence of exceptions, redundancy of the intracellular 
dynamics, e.g. metabolic network, is shown. It is thought that the redundancy is one of the 
factors of multi-pathway of carcinogenesis. Because of its redundancy, there seems to be 
many paths from some start point A to the goal G via intermediate point B, C, D…, thus 
even if some path A-B-G is down, then another path A-C-G will appear. This redundancy is 
the source of the stability of living systems. It is like a complicated subway route (Fig. 23). 
We can reach our destination even if some station is down by accident using another route 
to the destination. It may indicate that more detailed analysis needs to be carried out in the 
near future. Moreover, on the investigation of tumorigenesis process, we should aware of 
the existence of adjacent cells. 

 

 
Fig. 23. Simplified subway map of some big city. Due to the redundancy of network, we can 
reach our destination even if some station is down by accident. Similar structure may be 
seen in intracellular metabolic network. 
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Next, as an another example of presence of exceptions, redundancy of the intracellular 
dynamics, e.g. metabolic network, is shown. It is thought that the redundancy is one of the 
factors of multi-pathway of carcinogenesis. Because of its redundancy, there seems to be 
many paths from some start point A to the goal G via intermediate point B, C, D…, thus 
even if some path A-B-G is down, then another path A-C-G will appear. This redundancy is 
the source of the stability of living systems. It is like a complicated subway route (Fig. 23). 
We can reach our destination even if some station is down by accident using another route 
to the destination. It may indicate that more detailed analysis needs to be carried out in the 
near future. Moreover, on the investigation of tumorigenesis process, we should aware of 
the existence of adjacent cells. 

 

 
Fig. 23. Simplified subway map of some big city. Due to the redundancy of network, we can 
reach our destination even if some station is down by accident. Similar structure may be 
seen in intracellular metabolic network. 
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1. Introduction 
1.1 Ionizing radiation 
Human exposure to ionizing radiation is a natural part of life on earth. These exposures 
occur every day from radiation associated with naturally occurring radionuclides in soil, air, 
and food, and also from cosmic rays. In addition, many people are exposed to dental and 
medical diagnostic procedures and therapy involving: x rays, gamma rays, charged 
particles, radionuclides, or other ionizing radiation sources. Others may be exposed in their 
workplace such as in laboratories, hospitals, underground mines, or nuclear power plants. 
Excessive exposures may lead to the development of cancer by promotion of ongoing 
carcinogenic biological processes or by independent cancer induction.  
Ionization converts a neutral atom to a charged atom. The γ rays and x rays are ionizing 
electromagnetic radiation with energies above ultraviolet in the electromagnetic spectrum. 
The difference between x rays and γ rays is a matter of nomenclature. The γ rays are emitted 
from the nucleus of a radioactive atom while x rays originate in the orbital electrons of a 
energized atom. The α2+ particle has been identified as a positively charged helium nucleus 
with 2 protons and two neutrons emitted from the nucleus of certain radionuclides. The β- 
radiation was identified as negatively charged electrons emitted from the nucleus of certain 
radionuclides. There are other types of ionizing radiation including most prominently 
uncharged neutrons emitted from the nucleus of atoms that ionize atoms via nuclear 
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radiation dose in matter or tissue is the gray (Gy) equal to one joule of energy per kilogram 
of matter or tissue. To account for different types of ionizing radiation, such as gamma, 
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sieverts (Sv). Hence, the measure of biological dose is the sievert (Sv), equal to the absorbed 
dose in Gy times the radiation weighting factor. The γ rays, x rays, and β radiation typically 
have a radiation weighting factor of 1, while α radiation has a radiation weighting factor of 
20 and neutrons may have a radiation weighting factor from 5 to 20 depending on energy. 
The quantity of radioactivity is measured in becquerel (Bq), equal to one radioactive atomic 
event or nuclear disintegration per second. 
Radiation induced cancer is a complex and not completely understood process involving 
multiple events including but not limited to cellular DNA damage, up and down regulation 
of genes, intercellular communication, tissue and organ responses, clonal expansion of 
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altered cell lines, and possibly eventual malignancy. The current understanding of radiation 
carcinogenesis is informed by epidemiological studies of human populations exposed to 
elevated levels of ionizing radiation and controlled studies utilizing laboratory animals. The 
two major human epidemiological studies have led to sharply contrasting results. Studies of 
the atomic bomb survivors indicate a linear no-threshold dose-response relationship. Studies 
of the radium dial painters have led to a sharp threshold relationship. These contrasting 
findings occur because quite different mechanisms of ionizing radiation carcinogenesis are 
involved in brief acute exposures at relatively high dose rates and in protracted exposures. 
Brief acute high dose-rate exposures act by promoting ongoing biological processes that lead 
to cancer in later life and this promotion effect is proportional to the dose. Protracted 
exposures induce cancer with a latency that depended on the lifetime average dose-rate of 
exposure to the target organ. At low dose rates the latent period may exceed the natural 
lifespan leading to a lifetime virtual threshold for cancer induction. Another observation at 
lower dose rates is the amelioration of an ongoing pre-malignant process. These findings have 
important implications with respect to ionizing radiation safety standards. 

1.2 Naturally occurring ionizing radiation and radioactivity 
There are naturally occurring sources of ionizing radiation that have existed on the planet 
since its formation (Eisenbud & Gesell, 1997). Naturally occurring radiation sources include 
cosmic rays, cosmogenic radionuclides, and primordial radionuclides and their decay 
products. Cosmic rays consist primarily of extremely high energy (mean energy ~ 10 billion 
electron volts) particulate radiation (primarily protons) and high energy gamma rays. When 
the particulate radiations collide with the earth's atmosphere a shower of "secondary" 
radiations are produced, which include high energy electrons and photons. The average 
person’s dose from cosmic radiation is 0.27 mSv per year or ~ 7% of natural background. 
Exposure to cosmic radiation increases with altitude as there is less atmosphere to absorb 
the radiation, so populations at high elevations receive higher cosmic doses. For example, 
people living in Leadville, Colorado, at 3,200 meters above sea level, receive ~ 1.25 mSv y−1 
or five times the average exposure at sea level. A fraction of the secondary particulate 
cosmic radiation collides with stable atmospheric nuclei making them radioactive. These 
cosmogenic radionuclides contribute very little (~ 0.004 mSv y−1 or less than 1%) to natural 
background radiation. The majority of this component of natural background is from the 
formation of carbon-14 and tritium (hydrogen-3). 
Terrestrial radioactive materials that have been present on earth since its formation are 
called primordial radionuclides. Population exposure from primordial radionuclides comes 
from external exposure, inhalation, and incorporation of radionuclides into the body. The 
decay chains of 238U, whose half-life is 4.5 billion years (uranium series), and 232Th, whose 
half-life is 14 billion years (thorium series), produce several dozen radionuclides that 
together with natural potassium-40, whose half life is 1.3 billion years, are responsible for 
the majority of the external terrestrial average equivalent dose rate of 0.28 mSv per year or 
~9% of natural background. Traces of these primordial isotopes of uranium and thorium are 
found in all the soil and rock on the face of the earth. Some regions of the world with high 
concentrations of primordial radionuclides produce local equivalent dose rates of 
environmental gamma radiation as high as 25 mSv per year. 
Radon, 222Rn, and its decay products, which are constituents of the 238U decay series (Fig. 1), 
are the most significant source of natural background radiation exposure. Once inhaled, the 

 
Ionizing Radiation Carcinogenesis 

 

301 

majority of the dose is deposited in the tracheobronchial region by its short-lived daughters 
rather than by 222Rn itself. Radon concentrations in the environment vary widely due to 
differences in 238U concentration in the soil and differences in ventilation and construction of 
buildings. All other factors being equal, buildings with less ventilation will tend to have 
higher radon concentrations and thus, higher level of background radiation exposure. 
Outdoor concentrations of radon and its decay products are normally low because of the 
rapid mixing and dilution of radon gas with ambient air. 
 

 
Fig. 1. Schematic illustration of the natural 238U decay series as found in all soil and rock on 
the surface of planet Earth. 

The second largest source of natural background radiation exposure comes from the 
ingestion of food and water that contain primordial radionuclides (and their decay 
products) of which 40K is the most important. Altogether this pathway is responsible for an 
average effective dose rate of 0.4 mSv y−1, or ~ 13% of natural background. 

1.3 Typical human exposures to ionizing radiation 
Every person who has ever lived has been exposed to ionizing radiation every minute of 
every day. Among the natural exposures are radiation emitted by nuclides naturally found 
on the earth (3% terrestrial background), internal exposure to natural radionuclides in food 
and water (5% internal background), cosmic radiation (5% space background), and radon 
and thoron gases released from the earth by the decay of naturally occurring radium 
isotopes (37% radon isotopes alpha irradiation of the lung). A major change has occurred 
here in the 21st Century from increased exposures that may occur through medical 
diagnostic use of x rays and radionuclides.  
The average per capita “effective” radiation dose in the United States from naturally 
occurring (or "background") sources is about 3 mSv) per year. The “effective” dose is 
calculated using the International Commission on Radiological Protection (ICRP) 
methodology in which a tissue weighting factor is assigned to each organ or tissue and 
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multiplied by the actual equivalent dose to the organ or tissue (ICRP 26, 1977). In the United 
States diagnostic medical radiology and nuclear medicine now add about 3 mSv of effective 
dose to ionizing radiation exposure per year per average person. The percent average 
contribution of various sources of ionizing radiation exposures of typical residents of the 
United States population in 2006 is illustrated in a pie-chart (Fig.2) prepared by the National 
Council for Radiation Protection and Measurement. 
 

 
Fig. 2. Percent contribution of various sources of exposure to ionizing radiation to the 
average annual effective dose (6.2 mSv) per person in the United States population (about 
300 million people) in 2006 (NCRP 160, 2009). 

There are many places on the earth where natural background doses are much higher 
because of the natural presence of high concentrations of naturally occurring radionuclides 
in soil, rock, and water. Studies of these areas of naturally elevated ionizing radiation have 
not yielded any major deleterious effects associated with these natural exposures. For 
example, people in some areas of Ramsar, Iran, receive an annual ionizing radiation 
biological dose from natural background that is up to 260 mSv per year (over 40 times the 
USA national average). Chromosomal, hematological, and immunological studies and life 
span and cancer data show no untoward effects or responses (Ghiassi et al., 2002). 

1.4 Naturally occurring radium isotopes and decay products 
There are many naturally occurring radioactive nuclides that are continually being 
produced from decay chains in which the parent has a very long physical half life. For 
example, 226Ra that is present in all the soil and rock on the earth at concentrations of about 
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25 Bq kg−1 is a product of the decay series headed by 238U whose half life is comparable to 
the age of the earth (4.5 billion years). Consequently, it is also naturally found in ground water 
and the human body, usually in trace amounts (about 1 Bq per person). The 238U decay series 
is shown in Figure 1. As shown in the figure, various types of ionizing radiation are emitted by 
the radionuclides in the chain including alpha radiation (α2+), beta radiation (β–) and gamma 
radiation (γ). In addition, similar or smaller amounts of natural 228Ra, a decay product of 
natural 232Th, are also found in soil and water. A similar 232Th decay chain yields 228Ra, 228Ac, 
228Th, 224Ra, 220Rn, 216Po, 212Pb, 212Bi, 212Po, and stable 208Pb (Eisenbud & Gesell, 1997). 
As an analogue of calcium, radium that enters the body tends to incorporate into mineral 
bone where it and its progeny irradiate portions of the skeleton, primarily by alpha 
radiation emissions. Thorium isotopes tend to deposit on bone surfaces and irradiate surface 
cells, primarily by alpha radiation emissions. The radionuclide undergoing decay is referred 
to as the parent nuclide and the transformed nuclide is called the daughter or decay 
product. The daughter may be no more stable than its parent and may also be radioactive. 
Successive transformations will occur in a so-called decay chain, possibly yielding several 
radioactive progeny, until a stable nuclide is reached (Fig. 1).  
In this context for 226Ra, the word dose is used specifically to refer to the mean alpha 
radiation dose absorbed by the irradiated skeleton measured in units of energy deposited 
per unit mass of skeletal tissue (Gy). Dosage refers to the amount of material that enters the 
body or is administered (Bq). Burden refers to the amount retained in the body or skeleton 
with time post intake (Bq). Intake can refer to systemic intake into the blood or other organs 
of the body, as for the U.S. radium cases (Rowland, 1994), or it can refer only to that material 
that passes into the mouth or nose during ingestion or inhalation as in radiation protection 
practice (ICRP-30, 1979). Note that there is a really big difference between ingestion or 
inhalation intake and systemic intake, sometimes a factor of thousands. Cumulative dose, D, 
to an organ of the body is derived from the time integral of concentration (or dose rate) in 
that organ and requires a specified time limit to be meaningful. 

2. Internally deposited radionuclides 
2.1 Radium in people 
Early in the last century people were exposed to high concentrations of 226Ra and 228Ra and 
their decay products in the luminous dial industry, in laboratory work, and in medical or 
private therapeutic use of radium. In particular, luminous-dial painters, who were mostly 
young women, were taught to tip their paint brushes on the tongue to make a sharp brush 
point; this procedure resulted in the ingestion of considerable radium leading to systemic 
uptakes of some of the ingested radium. These massive intakes of emulsions of pure radium 
salts resulted in life-time absorbed doses to the irradiated skeleton of some dial painters as 
high as a few thousand Sv, with consequent cases of severe injury to the skeleton and/or 
bone sarcoma as well as carcinomas of the head associated with retained 222Rn and 
daughters in the nasal sinuses and mastoid spaces.  
Detailed evaluations of these human cases have been described by Evans (1943), Evans et al. 
(1972), Evans (1974) and further documented in recent years (Rowland, 1994). Studies of 
individuals who had accidental intakes of massive amounts of radium have shown that the 
principal risk of exposure to large quantities of radium is direct damage to bone, bone 
cancer (but not leukemia), and cancers of the head caused by trapped decay of radon gas 
produced by decay of 226Ra in the skeleton. It is interesting to note that no person among the 
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U.S. radium dial painters whose skeletal dose was less than 10 Gy ( 200 Sv for ionizing 
radiation weighting factor of 20 for alpha radiation) developed bone cancer because of 
exposure to 226Ra or 228Ra. An effective or virtual threshold dose, below which there is no 
radiation-induced cancer from exposure to radium, has been observed (Evans, 1974; Raabe 
et al., 1980; Raabe, et al., 1990; Raabe, 2010). In addition, serious non-neoplastic (non-cancer) 
radiation bone injury, such a bone osteodystrophy and fractures, occurred at even higher 
doses than did cancer. 
Since deposition in and protracted irradiation of the skeleton follows systemic uptake, even 
a single brief intake initiates a period of chronic irradiation from radium and its retained 
decay products that depends in duration on skeletal retention or radioactive decay of the 
deposited radium. About 30% of radon-222 is retained from decay of radium-226, and 
almost all radon-220 is retained following the decay of radium-224 that forms from the 
decay products of radium-228. In the case of inhalation of radium (or thorium), irradiation 
of the lung is also an important aspect of the exposure. However, radium (or thorium) 
deposited in the lung is cleared by the lymphatic flow, coughed up and swallowed or 
expectorated, or enters the blood. Upon entry into the blood from the lung, inhaled radium 
is mostly excreted in the urine, while about 20% is deposited and tenaciously retained in the 
skeleton. The retention of radium in the human body, particularly the skeleton, has been the 
subject of considerable study and has been described in a mathematical form that allows the 
ionizing radiation dose to body tissues to be estimated from time of systemic intake until 
any time after intake ( ICRP-20, 1973). 
 

 
Fig. 3. Early 20th Century photo of young women painting clock dials with luminous paint 
containing radium. They tipped their brushes on their tongues and swallowed considerable 
quantities of 226Ra or 228Ra. 

 
Ionizing Radiation Carcinogenesis 

 

305 

Lifetime studies were conducted in the 20th Century of the American radium dial painters 
(Fig. 3) and others with internally deposited radium isotopes (226Ra and 228Ra). Internally 
deposited radium chemically behaves somewhat like calcium and deposits somewhat 
uniformly in bone mineral in the skeleton. Radium is cleared from the body slowly so that a 
few percent of the intake can still be detected decades after intake. Alpha radiation from 
radium and its decay products lead to bone sarcoma in some exposed people at the highest 
doses. For 226Ra (half life 1,600 years), the first decay product is 222Rn gas much of which 
migrates in the blood to other parts of the body and is exhaled via the lung. Some 222Rn gas 
sequesters in the sinus and mastoid regions of the head where alpha radiation from radon 
and its decay products lead to head carcinoma in some of the most highly exposed people. 
The most extensive studies of people exposed to radium were conducted at Massachusetts 
Institute of Technology (MIT) and Argonne National Laboratory (ANL). Results have been 
reported for over 2,000 people including about 1,700 who had significant intakes of radium, 
mostly to 226Ra (Rowland, 1994). The nuclear physicist, Robley Evans, author of The Atomic 
Nucleus (1955) lead the early studies. Evans observed that only those people who received 
skeletal absorbed alpha radiation doses exceeding 1,000 cGy, developed bone sarcoma (Fig. 
4), which he called a “practical threshold”. He showed that the absence of sarcoma cases 
below 1,000 cGy was a statistically significant finding (Evans et al, 1972). This finding did 
not deter others from reorganizing the data into selective groups of cases and advancing a 
linear no-threshold model for radium induced bone sarcoma (Fig. 5). 
 

 
Fig. 4. Bone sarcoma incidence in people exposed to 226Ra as a function of cumulative dose 
to the skeleton as reported by Evans et al. (1972). 
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Fig. 3. Early 20th Century photo of young women painting clock dials with luminous paint 
containing radium. They tipped their brushes on their tongues and swallowed considerable 
quantities of 226Ra or 228Ra. 
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Lifetime studies were conducted in the 20th Century of the American radium dial painters 
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below 1,000 cGy was a statistically significant finding (Evans et al, 1972). This finding did 
not deter others from reorganizing the data into selective groups of cases and advancing a 
linear no-threshold model for radium induced bone sarcoma (Fig. 5). 
 

 
Fig. 4. Bone sarcoma incidence in people exposed to 226Ra as a function of cumulative dose 
to the skeleton as reported by Evans et al. (1972). 
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Fig. 5. Misleading linear dose-response model fit to bone sarcoma incidence in people who 
were exposed to 226Ra as a function of cumulative dose by Mays and Lloyd (1972). 

2.2 Radium-226 in beagle dogs 
Since human data for exposure to internally deposited radionuclides are usually difficult to 
evaluate and readily confounded, in the late 1950's, the Division of Biology and Medicine of 
the United States Atomic Energy Commission conceived a series of carefully controlled 
scientific studies utilizing purpose-bred dog colonies of pedigreed beagles. These studies 
were conducted primarily at the University of Utah, the University of California, Davis (UC 
Davis), Hanford Laboratory, Richland, Washington, and Lovelace Foundation in 
Albuquerque, New Mexico.  
The largest lifetime study of beagles exposed to 226Ra was conducted at UC Davis from 1961 
to 1989. Dogs were bred in a manner to maintain and randomize the gene pool and entered 
into the study over several years in a randomized-block design so that and all dosage levels 
and controls were represented contemporaneously in each treatment block. Exposure to 
226Ra, temporally simulating the dial painter exposures, were by eight intravenous injections 
two weeks apart in young adults from 435 to 540 days of age (Raabe 1989).  
The distribution of deaths and causes are show in Fig. 6 (Raabe, 2010). The bone sarcoma 
deaths followed a tight lognormal power function of average radiation absorbed dose rate to 
skeleton with geometric standard deviation of only 1.22. Although the induced cancer 
response is a tight power function of dose rate, it is not a meaningful function of cumulative 
dose. For example, at an alpha radiation dose rate of about 0.1 Gy d−1 the median time to 
bone cancer death is about 1,200 days with a total cumulative dose of 120 Gy. In sharp 
contrast, at a alpha radiation dose rate of 0.003 Gy d−1 the median time to bone cancer death 
is about 4,000 days with a total cumulative dose of only 12 Gy. It would seem that the 
radiation is ten times more effective at the lower dose rate than at the higher dose rate, but 
that observation is misleading since it is the dose rate that controls the cancer induction and 
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latent period. It is the lifetime average dose rate that controls the risk of radiation-induced 
cancer. Since the extrapolated bone cancer latent period exceeds the natural life span of the 
beagles at low dose rates, there is a virtual threshold for bone cancer from radium. None of 
the dogs in the lowest dose group developed bone cancer because they died first from 
causes associated with natural aging.  
 

 
Fig. 6. Two-dimensional logarithmic representation of the data for radiation injury deaths, 
bone sarcoma deaths, and other deaths in beagles injected with 226Ra at UC Davis, showing 
time from initial intake at age 435 days to death for each individual dog versus average dose 
rate to skeleton and fitted lognormal risk functions (Raabe, 2010). 

The data shown in Fig. 6 is a two-dimensional representation of a three dimensional 
phenomenon. The three dimensions are lifetime average dose rate to the skeleton, time to 
death, and the frequency distribution of bone cancer deaths (Fig. 7). This three-dimensional 
phenomenon can be expressed in terms of the risk of death from various causes during the 
beagle lifetime (Fig. 8). The occurrence of beagle bone cancer deaths from 226Ra-induced 
cancer is displayed as a mound rising out of a Euclidian plane. At low dose rates there are 
no cases of bone cancer observed because all of the beagles have died of causes associated 
with natural aging. At high dose rates there are radiation injury deaths. 
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Fig. 7. Three-dimensional logarithmic representation of average-dose-rate/time/response 
relationships of Fig. 6, for beagles injected with 226Ra at UC Davis, shown as the probability 
density distribution frequency of the combined risk of dying from causes associated with 
natural life span, radiation-induced bone sarcoma, and radiation injury, as a function of 
average dose rate to skeleton and elapsed time after intake at age 435 days (Raabe, 2010). 
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Fig. 8. Three dimensional representation from Fig. 6 of average-dose-rate/time/response 
relationships for beagles injected with 226Ra at UC Davis shown in the top left panel as the 
combined risk of dying, and in the successive panels as the occurrence of deaths from 
radiation injury, natural life span, and radiation-induced bone sarcoma (Raabe, 2010). 

The common but inappropriate practice of assuming that the cancer induction risk from 
exposure to ionizing radiation is proportional to cumulative radiation dose leads to 
misunderstandings about the true nature of the dose-response relationship. For example, the 
data from the 226Ra beagle study can be plotted in the traditional fashion (Fig. 9). The 
common practice of fitting a linear no-threshold line starting at the zero-zero coordinates 
leads to an imprecise model that completely obscures the virtual threshold at low doses 
shown by the precise relationship to dose rate (Fig. 6).  
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Fig. 9. Two-dimensional representation of the data for radiation-induced bone cancer 
deaths, in beagles injected with 226Ra at age 435 days of age at UC Davis, showing lifetime 
bone sarcoma occurrence as percent of population versus calculated cumulative dose to 
skeleton one year before death. Note the life-span virtual threshold below 1 Gy as shown in 
the inset that would be obscured by a linear no-threshold (LNT) model of these data that 
starts at the origin with the only zero or near-zero risk at zero dose (Raabe, 2010). 

2.3 Human cancer risk from radium-226 
When a three-dimensional analysis is used for an interspecies comparison for radium-
induced cancer, the different species display a similar relationship displaced in time based 
on natural life span (Fig. 10) (Raabe et al., 1980). The greater scatter of data for mice and 
people is the result of uncertainty and inaccuracy for the dose data compared to the precise 
beagle study. When the time scale is normalized with respect to natural lifespan for the 
species, all three sets of data overlay (Fig. 11). These results provided a basis for scaling 
cancer induction dose-response relationships among difference species. For example, the 
precise beagle data can be used to predict radium-induced bone cancer deaths in people by 
life-span normalization. The resulting prediction of median bone cancer risk for people falls 
almost perfectly at the median of the observed risk although the human data are quite 
scattered because of the dosimetric limitations (Fig. 12).  
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Fig. 10. Primary bone sarcoma deaths from 226Ra in people, beagles, and female mice 
showing similar dose-response functions indicated by parallel median lines with negative 
slope of about one-third and tL are the typical life spans for the three species (Raabe et al., 
1980). 
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Fig. 11. Life span normalization with respect to dimensionless time and average alpha 
radiation absorbed dose rate to skeleton for fatal bone sarcoma in beagles, mice and people 
(Fig. 10) showing a single logarithmic regression line (determined for beagles) represents the 
median risk for all three species (Raabe, 2010). 
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Fig. 12. Distribution of deaths for beagles and predicted distribution of deaths for people 
exposed to 226Ra along with human data from the U.S. radium studies (Raabe, 2010). 

Another form of alpha radiation-induced cancer occurs in people but not in laboratory 
animals. The radioactive decay of 226Ra yields 222Rn gas, much of which enters the blood 
stream and some of which sequesters in the nasal sinus and mastoid region of the head 
which leads to alpha irradiation of the internal tissues in these regions of the head from 
radon and its decay products. These deaths are somewhat delayed in time. The resulting 
three-dimensional frequency distribution of causes of death in people with internally 
deposited 226Ra is shown in Fig. 13. Both head carcinoma and bone sarcoma display virtual 
threshold cancer risk relationships at low doses and dose rates. 
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animals. The radioactive decay of 226Ra yields 222Rn gas, much of which enters the blood 
stream and some of which sequesters in the nasal sinus and mastoid region of the head 
which leads to alpha irradiation of the internal tissues in these regions of the head from 
radon and its decay products. These deaths are somewhat delayed in time. The resulting 
three-dimensional frequency distribution of causes of death in people with internally 
deposited 226Ra is shown in Fig. 13. Both head carcinoma and bone sarcoma display virtual 
threshold cancer risk relationships at low doses and dose rates. 
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Fig. 13. Three-dimensional representation of the average-dose-rate/time/response 
relationships for people after intake of 226Ra shown in the top middle panel as the 
cumulative risk of dying, in the top left panel as the occurrence of deaths associated with 
natural life span, in the top right panel as the occurrence of deaths from radiation injury to 
the skeleton, in the lower panels have the occurrence percent of deaths from radiation-
induced head carcinoma and bone sarcoma, respectively (Raabe, 2010). 

2.4 Strontium-90 in people 
Radioactive 90Sr (half life 29 years), a product of nuclear fission of uranium and plutonium, 
has been released into the atmosphere of the earth by nuclear weapons in Japan in 1945, by 
numerous atmospheric nuclear weapons tests up until 1966, and by the Chernobyl nuclear 
reactor accident in Russia in 1986. Strontium is chemically similar to calcium and deposits 
somewhat uniformly in bone mineral in the skeleton. Released to the environment, 
strontium is adsorbed and retained by clay in soil, and is found in small amounts in 
agricultural food products. The 90Sr, a beta particle emitter, decays to 90Y, a short-lived beta 
particle emitter that decays to stable 90Zr. Everyone born in the Northern hemisphere after 
about 1950 probably has measurable trace amounts 90Sr in bones and teeth. 

2.5 Strontium-90 in beagle dogs 
Because of the widespread exposure of people to 90Sr from nuclear weapons testing in the 
20th Century, the U. S. Atomic Energy Commission initiated controlled studies of ingested 
90Sr in purebred beagles. The largest lifetime study of beagles exposed to 90Sr by ingestion 
was conducted at UC Davis from 1961 to 1989 in parallel with the study of injected 
226Ra.Dogs were bred in a manner to maintain and randomize the gene pool and entered 
into the study over several years in a randomized-block design so that and all dosage levels 
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and controls were represented contemporaneously in each treatment block. Exposed beagles 
received measured amounts of 90Sr in food via the mother during mid-gestation and via 
their food through adulthood at 540 days of age. The exposed young adult beagles in the 
study had bones and teeth that were uniformly labeled with 90Sr. The controls were fed food 
with a high-dose mass equivalent of non-radioactive stable natural strontium, mostly 88Sr 
(Raabe & Parks, 1993).  
Unlike the short-range alpha radiation from 226Ra and decay products in bone that 
irradiated primarily the bone mineral of the skeleton, the longer-range beta radiation from 
90Sr-Y irradiated the bone mineral, the bone marrow, tissue and tissues adjacent to bone and 
teeth. Induced cancer deaths were associated with four different types of cancer: (a) bone 
sarcoma, (b) periodontal carcinoma, (c) oral carcinoma, and (d) leukemia. Each of these 
displayed a virtual threshold relationship (Fig. 14). Although there were 2 cases of bone 
sarcoma deaths among the 80 controls, there were no cases among the 183 exposed beagles  
 

 
Fig. 14. Statistical evaluation by survival analysis (Peto et al. 1980) of the incidence of fatal 
leukemia, bone sarcoma, and carcinoma in beagles fed 90Sr from before birth to adulthood at 
UC Davis demonstrating a life-span virtual threshold with all radiation-induced cancers 
occurring at calculated cumulative skeletal beta radiation doses above 20 Gy (20 Sv). The 
absence of bone sarcoma in the lowest three dosage groups is significantly less than those 
found in the controls (p<0.047)(Raabe, 2010). 
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Fig. 15. Comparison of bone sarcoma in beagles at UC Davis from injected 226Ra and 
ingested 90Sr (Raabe, 2010). 

in the three lowest dose groups. The chance of this is p=0.092 (Fisher’s Exact Test). Among 
all 162 controls in the 226Ra and 90Sr studies there were 2 fatal bone sarcoma cases and two 
with bone sarcoma that died of other causes. With 4 bone sarcoma cases among 162 controls, 
the absence of bone sarcoma cases in the three lowest 90Sr dose groups is a statistically 
significant reduction in tumor cancer incidence with p=0.047 (Fisher’s Exact Test). The shape 
of the dose response relationship for 90Sr-induced bone sarcoma is similar to that for 226Ra 
except it follows a Weibull distribution and the power function slope is twice as steep as for 
226Ra indicating that an average of two beta particles are needed to equal the effect of one 
alpha particle for induction of bone cancer (Fig. 15).  

2.6 Inhaled, ingested, and injected radionuclide studies in beagles 
An analysis of 25 lifetime studies of inhaled, ingested, and injected internally-deposited 
radionuclides in beagles show remarkable consistency (Raabe, 2010). Three-dimensional 
models have been fit to selected data from life-time studies of internally deposited 
radionuclides in young adult beagles at four laboratories: University of California, Davis 
(Raabe and Abell, 1990), Lovelace Inhalation Toxicology Research Institute (ITRI) and 
University of Utah (Mauderly and Daynes, 1994), and Battelle Pacific Northwest Laboratory, 
PNL (Park et al., 1993). Dose response data were evaluated for beagles with skeletal burdens 
of 90Sr after exposure by ingestion at Davis, by injection at Utah, and by inhalation at ITRI, 
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for lung burdens of inhaled 144Ce, 91Y, and 90Sr in fused aluminosilicate particles (FAP) at 
ITRI, inhaled 239Pu dioxide at PNL, skeletal burdens of injected 226Ra at Davis and Utah and 
inhaled 238Pu at ITRI, and skeletal burdens of injected 228Ra and 241Am at Utah. Analyses 
were based on the mean organ absorbed doses to to the target tissues from parent and 
corresponding doses from decay products in their appropriate proportion, where all x ray 
and gamma emissions were ignored because of their minor contribution, and where beta 
emissions are also ignored in the cases where the primary exposures were from alpha 
radiation. Overall, there were separate injection studies of 226Ra, 228Ra, 224Ra, 228Th, 239Pu, 
249Cf, 252Cf, 241Am and 90Sr. There were separate inhalation studies of 239Pu, 238Pu, 90Y, 91Y, 
90Sr, and 144Ce (Raabe, 2010).  
 

 
Fig. 16. Summary of bone sarcoma and lung carcinoma risk functions for beagles 
demonstrating similar target organ dose-rate/time/response patterns illustrating the life-
span virtual thresholds at low dose rates. The positions of the lines vary because of inherent 
differences in irradiation of the target cells by the different radionuclides. Data were selected 
from life-time laboratory studies of internally deposited radionuclides in young adult 
beagles including skeletal deposits of 90Sr after exposure by ingestion at Davis, by injection 
at Utah, lung deposits of inhaled 144Ce, 91Y, and 90Sr in fused aluminosilicate particles (FAP) 
at ITRI, lung deposits of inhaled 239PuO2 at PNL, skeletal deposits of injected 226Ra at Davis, 
inhaled 238PuO2 at ITRI, and skeletal deposits of injected 228Ra and 241Am at Utah (Raabe, 
2010). 
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from life-time laboratory studies of internally deposited radionuclides in young adult 
beagles including skeletal deposits of 90Sr after exposure by ingestion at Davis, by injection 
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A selection of these results are shown in Fig. 16. All of the alpha radiation studies followed 
lognormal distributions with power function slope of negative one-third. All of the beta 
radiation studies followed Weibull distributions with power function slope of negative two-
thirds. The different positions of these functions were shown to be associated with the 
efficiency of irradiation of the target sensitive tissue in each case. At low dose rates and 
associated low life-time cumulative doses there was a virtual threshold for ionizing 
radiation induced cancer. For young adult beagles, bone sarcoma induction from alpha-
emitting or beta-emitting radionuclides was unlikely for cumulative doses below about 20 
Sv delivered specifically to the sensitive tissues at bone surfaces. For inhaled alpha-emitting 
radionuclides lung carcinoma was unlikely for cumulative lung doses less than 10 Sv and 
for inhaled beta-emitting radionuclides lung carcinoma was unlikely for cumulative lung 
doses less than 5 Sv (Raabe 2010). 

3. Radon exposures 
3.1 Environmental radon  
All of the earth's atmosphere contains low concentrations of radioactive airborne particles 
and gases associated with various naturally occurring radionuclides. Of particular interest 
are radioactive isotopes of the inert gas, radon. Three radioactive isotopes of the radon gas 
219Rn from the natural 235U decay series, 220Rn from the natural 232Th decay series and 222Rn 
from the natural 238U decay series are produced in earth’s crust and released by diffusion 
into the outdoor air. The 222Rn with a decay half-life of 3.82 days is therefore the most 
important. In some cases 220Rn, commonly called thoron, can be important also. The 238U 
decay series that yields 222Rn and its decay products is shown in Figure 1. The 222Rn is the 
decay product of the naturally occurring radium isotope 226Ra that occurs naturally in all the 
soils and rock on the surface of the earth at concentrations of about 25 Bq kg−1. 
Consequently, 226Ra is also naturally found in ground water and the human body, usually in 
trace amounts (about 1 Bq per person). When 226Ra undergoes radioactive decay (half-life 
1,600 y) it forms gaseous 222Rn, which can percolate through and diffuse out of the soil or 
rock and into the air. This process has definite temporal limits since the half-life of 222Rn is 
only about 3.8 d. However, enough radon reaches to the earth's atmosphere to provide an 
average outdoor concentration of about 10 Bq m−3 in outdoor air in the most populated part 
of the world. Much lower concentrations occur over the oceans and in cold polar locations. 
The 222Rn decays in air to form radioactive, solid decay products that form radioactive 
aerosols. In addition to 226Ra, similar or smaller amounts of 228Ra, a decay product of 232Th, 
are also found on the earth leading to the atmospheric release of the radon gas isotope, 
thoron, 220Rn. However, the concentration of thoron and its decay products is usually 
negligible in comparison the 222Rn and its decay products. Very high air concentrations of 
radon can be found in some mines and elevated levels can be found in most buildings.  
When air containing radon gas is inhaled by a person, a small amount of this inert gas 
dissolves in body fluids. During its radioactive decay emitting an alpha particle and the 
following decay of its decay products some cells of the body are irradiated, but the level of 
whole body irradiation is quite small. Much more important is the irradiation of the lungs 
associated with the deposition in the bronchial airways of the radon decay products which 
are solid metal atoms rather than gases. While radon gas is inhaled and exhaled, the 
unattached decay products and those attached to small inhalable airborne particles can 
deposit in the bronchial airways of the lungs during normal breathing. For example, in the 
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case of 222Rn , the short-lived alpha-particle emitting isotopes of polonium, 218Po and 214Po, 
that deposit in the lungs can result in relatively high alpha-particle irradation of bronchial 
airways. The comparatively small dose associated with the beta-particle emitting decay 
products is insignificant compared to the alpha irradiation which is about 20 times more 
biologically effective than beta radiation per unit of energy. The equivalent dose to the 
bronchial airways from radon and thoron decay products in ambient air in homes for the 
average person in the USA has been estimated to be about 28 mSv per year (NCRP 160, 
2009). In some areas of the USA, the annual dose to the bronchial airways from radon and 
thoron may be double this average value. 
Given sufficient time and other favorable conditions, the decay products of 222Rn will come 
into radioactivity equilibrium with the radon with each of the short-lived decay products 
having the same activity concentration in the air as the 222Rn. However, this ideal 
equilibrium is rarely attained in air containing elevated levels of radon so that measurement 
of the radon gas concentration does not precisely indicate the concentration of decay 
products unless that state of disequilibrium is known. Since essentially all of the biologically 
important radiation dose to the respiratory epithelium is derived from the alpha-emitting 
radon decay products, their concentration is sometimes described in special units called the 
working level, WL. The WL unit is defined as any combination of the short-lived radon 
progeny in one liter of air that will result in the emission of 130,000 MeV of alpha particle 
energy. Air having a 222Rn concentration of 3.7 kBq m−3 with the progeny in secular 
equilibrium would represent 1 WL. The exposure associated with a typical work month in a 
uranium mine for 170 h at 1 WL is called an exposure of 1 working level month, WLM. 
Dosimetric models indicate that the nominal dose to the bronchial epithelium associated 
with inhalation of radon decay product aerosols by a uranium miner is about 6 mGy/WLM. 
Assuming an alpha radiation weighting factor of 20, this yields about 120 mSv equivalent 
dose per WLM to the bronchial region of the lung. 
Upon inhalation, the airborne particles containing radon decay products may deposit upon 
contact onto the surfaces of the respiratory airways. Because of their diffusivity, the very 
small molecular clusters may efficiently deposit in the head airways or in the trachea and 
bronchial airways of the lung. Other somewhat larger particles may reach the alveolar 
region of the lung, as well. Because of their short radioactive half-lives, they usually decay 
prior to being cleared from the respiratory tract and irradiate the respiratory epithelium. Of 
primary concern in this regard is the irradiation of the bronchial epithelium by the highly 
ionizing alpha radiation emitted by radium-A (218Po) and radium-C' (214Po). Since radon 
itself is an inert gas, it does not readily deposit in the respiratory airways during inhalation 
and is mostly exhaled. Occasionally an atom of radon gas may decay and emit alpha 
radiation in air present in the lung irradiating the epithelium, but the fraction of the dose 
contributed by the radon itself is small compared to that associated with the deposited 
decay product particles. Because naturally occurring radon decay products are in ambient 
air outdoors and within a building, the lung is the most highly irradiated organ of the body 
of a typical person from background radiation sources.  

3.2 Radon and radon decay product dosimetry 
The dosimetry methodology associated with estimating the alpha radiation dose to the 
lungs of people from exposure to atmospheres containing radon and thoron is quite 
complicated and the dosimetry estimates are subject to quite large uncertainties. Consider 
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products is insignificant compared to the alpha irradiation which is about 20 times more 
biologically effective than beta radiation per unit of energy. The equivalent dose to the 
bronchial airways from radon and thoron decay products in ambient air in homes for the 
average person in the USA has been estimated to be about 28 mSv per year (NCRP 160, 
2009). In some areas of the USA, the annual dose to the bronchial airways from radon and 
thoron may be double this average value. 
Given sufficient time and other favorable conditions, the decay products of 222Rn will come 
into radioactivity equilibrium with the radon with each of the short-lived decay products 
having the same activity concentration in the air as the 222Rn. However, this ideal 
equilibrium is rarely attained in air containing elevated levels of radon so that measurement 
of the radon gas concentration does not precisely indicate the concentration of decay 
products unless that state of disequilibrium is known. Since essentially all of the biologically 
important radiation dose to the respiratory epithelium is derived from the alpha-emitting 
radon decay products, their concentration is sometimes described in special units called the 
working level, WL. The WL unit is defined as any combination of the short-lived radon 
progeny in one liter of air that will result in the emission of 130,000 MeV of alpha particle 
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equilibrium would represent 1 WL. The exposure associated with a typical work month in a 
uranium mine for 170 h at 1 WL is called an exposure of 1 working level month, WLM. 
Dosimetric models indicate that the nominal dose to the bronchial epithelium associated 
with inhalation of radon decay product aerosols by a uranium miner is about 6 mGy/WLM. 
Assuming an alpha radiation weighting factor of 20, this yields about 120 mSv equivalent 
dose per WLM to the bronchial region of the lung. 
Upon inhalation, the airborne particles containing radon decay products may deposit upon 
contact onto the surfaces of the respiratory airways. Because of their diffusivity, the very 
small molecular clusters may efficiently deposit in the head airways or in the trachea and 
bronchial airways of the lung. Other somewhat larger particles may reach the alveolar 
region of the lung, as well. Because of their short radioactive half-lives, they usually decay 
prior to being cleared from the respiratory tract and irradiate the respiratory epithelium. Of 
primary concern in this regard is the irradiation of the bronchial epithelium by the highly 
ionizing alpha radiation emitted by radium-A (218Po) and radium-C' (214Po). Since radon 
itself is an inert gas, it does not readily deposit in the respiratory airways during inhalation 
and is mostly exhaled. Occasionally an atom of radon gas may decay and emit alpha 
radiation in air present in the lung irradiating the epithelium, but the fraction of the dose 
contributed by the radon itself is small compared to that associated with the deposited 
decay product particles. Because naturally occurring radon decay products are in ambient 
air outdoors and within a building, the lung is the most highly irradiated organ of the body 
of a typical person from background radiation sources.  

3.2 Radon and radon decay product dosimetry 
The dosimetry methodology associated with estimating the alpha radiation dose to the 
lungs of people from exposure to atmospheres containing radon and thoron is quite 
complicated and the dosimetry estimates are subject to quite large uncertainties. Consider 
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the case of radon gas entering an air space as it diffuses from the earth. Initially there are no 
decay products since they are produced as the radon atoms decay and convert from gas 
atoms to metallic atoms. This in-growth of 218Po (commonly called Ra-A), 214Pb (commonly 
called Ra-B), and 214Bi (commonly called Ra-C) is shown graphically in Figure 17 for a 
concentration of radon equal to 3.7 kBq m−3 which at decay-product equilibrium is the level 
commonly called one working level (WL) associated with underground mining. While 218Po 
comes to equilibrium with radon in about 20 minutes, it takes more than 2 hours for 214Pb 
and 214Bi to approach equilibrium. In that time more radon is entering the airspace, 
ventilation is changing the relative concentrations, and the metallic decay products are 
being surrounded by water molecules, are undergoing Brownian diffusion and are attaching 
to larger airborne particles and onto the surfaces of walls, floor, ceiling, furniture, and 
people. Measurements that are made of radon gas concentrations in a living space or 
underground mine do not describe the concentration of the airborne solid decay products 
that deliver more than 90% of the dose the bronchial airways of people in that room or 
underground mine. 
 

Fig. 17. Ingrowth of radon decay products as a function of time starting with 3.7 kBq m−3 of 
222Rn yielding one working level, WL. 

As each radon gas atom in air decays by emitting alpha radiation it forms an atom of 
radioactive polonium, 218Po (called radium-A, half-life about 3 minutes). This metallic atom 
quickly oxidizes and forms the center of a particulate molecular cluster of about 8 Å in 
diameter. When it decays emitting alpha radiation, a series of short-lived decay products are 
formed in air. These also form particulate clusters. This radon decay process is shown 
schematically in Fig 1. The long-lived lead isotope, 210Pb (half-life 22.3 y) provides negligible 
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radioactivity to the atmospheric aerosols and is, in effect, virtually non-radioactive 
compared to its short-lived progenitors. These radon decay product clusters represent the 
smallest airborne particles normally found in ambient air. In addition, these clusters attach 
upon contact to other, larger airborne particles to an extent that depends upon their 
concentration. Typically, more than 90% of radon decay product aerosols are associated 
with particles smaller than 0.5 μm in aerodynamic diameter. 
Actually, the dosimetry is even more complicated. The deposition of airborne particles in 
the bronchial airways during inhalation is a function of the aerodynamic and diffusive 
properties of the airborne particles to which the radon decay products attach (ICRP 66, 
1994). This depends on both the size distribution and concentration of the the airborne 
particles in the air. When the concentration of airborne particles is quite small, many of the 
decay products may not be attached to a larger particle (the so called unattached fraction). 
The unattached fraction efficiently attaches in all parts of the airways because of Brownian 
diffusion properties of very small particles causing somewhat efficient deposition in the 
upper airways of the nose and throat as well as the small bronchial airways. The irradiation 
of the living cells occurs primarily after the airborne particles deposit on the surface of the 
airways. If the radon decay products are associated with larger airborne parrticles, the 
deposition in the lung may be less because some of the inhaled particles may be exhaled. If 
the airborne particles are relatively large, they may deposit in the nose and throat and not 
readily reach the bronchial airways. Both the concentration and the aerodynamic particle 
size distribution of the airborne particles will affect the bronchial dose. Smoke in the air 
space can have a large effect on the bronchial radiation dose from radon decay products. 
Clearly, a simple measurement of the average concentration of radon in the air is insufficient 
to provide an accurate estimate of the lifetime average radiation dose rate to the bronchial 
epithelium of a person. Many reported studies only involve average radon measurements. 
Many reported studies only reported cumulative exposures to radon decay products in 
units such as working level months (WLM).  

3.3 Lung cancer from exposure to radon and its decay products 
Uranium mining in the 20th Century led to the clear realization that protracted and repeated 
exposures to high concentrations of radon can cause lung cancer. For example, miners 
working uranium mines in the Colorado Plateau region of the USA were found to have a 
high incidence of lung cancer depending on the level of exposure. People chronically 
exposed over extended period of employment to high levels of airborne radon decay 
products such as are found in uranium mines have developed bronchogenic carcinoma at 
incidence rates that significantly exceeded the expected rates in either smokers or non-
smokers. However, almost all the lung cancer cases in the western U.S. mines occurred in 
smokers (Saccomanno et al., 1988). The reported excess relative risks of lung cancer as a 
function of cumulative dose expressed in working level months of exposure are shown in 
Figure 18. The miners did not have radon dosimeters and it could never be clear how long 
anyone worked in any of the areas within the mines, hence the working level month (WLM) 
values are estimates that are intended to represent cumulative radiation dose. As with all 
cumulative dose plots it is common to fit or draw a linear no-threshold function that begins 
at the origin obscuring the apparent virtual threshold. This is facilitated by the large 
dosimetric uncertainties (Lubin et al., 1995). 
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decay products may not be attached to a larger particle (the so called unattached fraction). 
The unattached fraction efficiently attaches in all parts of the airways because of Brownian 
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exposures to high concentrations of radon can cause lung cancer. For example, miners 
working uranium mines in the Colorado Plateau region of the USA were found to have a 
high incidence of lung cancer depending on the level of exposure. People chronically 
exposed over extended period of employment to high levels of airborne radon decay 
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smokers. However, almost all the lung cancer cases in the western U.S. mines occurred in 
smokers (Saccomanno et al., 1988). The reported excess relative risks of lung cancer as a 
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Fig. 18. Historical data of observed lung cancer risk as a function of exposure in working 
level months (WLM) among uranium miners from the Colorado Plateau in the United States 
(BEIR IV, 1988). Uranium miner data were routinely expressed in estimated cumulative 
doses in WLM so that the virtual threshold was badly obscured or ignored and linear no-
threshold (LNT) models were assumed to apply in every case (Figure 19).  
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Fig. 19. Observed relative risk (RR) of lung cancer in underground miners versus 
cumulative airborne radon decay product exposure in working level months (WLM) for 
WLM less than 400 with a linear no-threshold risk model fit to the data (Lubin et al., 1994). 

The reported epidemiological studies of radon in homes are not conclusive and are usually 
based on average radon concentration measurements rather than on decay product levels 
and the results were displayed using the standard linear no-threshold assumption. Also, the 
dosimetric uncertainties are usually not displayed. In Figure 20 the authors created a 
mathematical relative risk of 1 at a radon concentration exposure of zero but there is no such 
point in the real world. The major cause of lung cancer in the United States is known to be 
cigarette smoking (up to 95% incidence) so that cigarette dosimetry is actually more 
important than radon dosimetry in these types of studies. 
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Fig. 19. Observed relative risk (RR) of lung cancer in underground miners versus 
cumulative airborne radon decay product exposure in working level months (WLM) for 
WLM less than 400 with a linear no-threshold risk model fit to the data (Lubin et al., 1994). 

The reported epidemiological studies of radon in homes are not conclusive and are usually 
based on average radon concentration measurements rather than on decay product levels 
and the results were displayed using the standard linear no-threshold assumption. Also, the 
dosimetric uncertainties are usually not displayed. In Figure 20 the authors created a 
mathematical relative risk of 1 at a radon concentration exposure of zero but there is no such 
point in the real world. The major cause of lung cancer in the United States is known to be 
cigarette smoking (up to 95% incidence) so that cigarette dosimetry is actually more 
important than radon dosimetry in these types of studies. 
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Fig. 20. Summary of calculated relative lung cancer risk mathematical meta-analysis of 
indoor radon studies along with miner studies (BEIR VI, 1999). 

A careful ecological study was conducted of the relationship of lung cancer mortality as a 
function of measured air concentrations in homes in over 1,600 counties in the United States 
(Cohen, 1995). The remarkable results showed that the counties with homes having the 
higher radon concentrations tended to have the lowest lung cancer mortality rates (Figure 
21). This relation was robust and was demonstrated for widely separated counties in various 
parts of the United States. His finding were in conflict with the prevailing linear no-
threshold theory promulgated by the ICRP and United States Environmental Protection 
Agency (EPA). A scientific committee formed to review the radon risk data concluded that 
the results were faulty no matter how robust and reproducible because they were based on 
an ecological study that could not directly match cases and radon exposures (BEIR VII-2, 
2006). Cohen argued to no avail that under the LNT hypothesis the distribution of the doses 
was irrelevant and his data proved the linear no-threshold model did not apply to exposure 
to radon in homes. Although it is mathematically possible that Cohen’s ecological study is 
misleading, it seems highly unlikely that such an anomaly would uniformly appear 
everywhere in the United States. Cohen’s result is substantiated by a simple comparison of 
the County by County radon zones and lung cancer mortality rates (Figure 22). 
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Fig. 21. Lung cancer mortality rates in men versus mean radon level for 1,601 counties 
spread throughout the continental United States as a function of mean radon level with the 
abscissa in units of 37 Bq m−3 (Cohen, 1995). 



 
Current Topics in Ionizing Radiation Research 

 

324 

 
 

 
 
 

Fig. 20. Summary of calculated relative lung cancer risk mathematical meta-analysis of 
indoor radon studies along with miner studies (BEIR VI, 1999). 

A careful ecological study was conducted of the relationship of lung cancer mortality as a 
function of measured air concentrations in homes in over 1,600 counties in the United States 
(Cohen, 1995). The remarkable results showed that the counties with homes having the 
higher radon concentrations tended to have the lowest lung cancer mortality rates (Figure 
21). This relation was robust and was demonstrated for widely separated counties in various 
parts of the United States. His finding were in conflict with the prevailing linear no-
threshold theory promulgated by the ICRP and United States Environmental Protection 
Agency (EPA). A scientific committee formed to review the radon risk data concluded that 
the results were faulty no matter how robust and reproducible because they were based on 
an ecological study that could not directly match cases and radon exposures (BEIR VII-2, 
2006). Cohen argued to no avail that under the LNT hypothesis the distribution of the doses 
was irrelevant and his data proved the linear no-threshold model did not apply to exposure 
to radon in homes. Although it is mathematically possible that Cohen’s ecological study is 
misleading, it seems highly unlikely that such an anomaly would uniformly appear 
everywhere in the United States. Cohen’s result is substantiated by a simple comparison of 
the County by County radon zones and lung cancer mortality rates (Figure 22). 

 
Ionizing Radiation Carcinogenesis 

 

325 

 
 

 
 
 
Fig. 21. Lung cancer mortality rates in men versus mean radon level for 1,601 counties 
spread throughout the continental United States as a function of mean radon level with the 
abscissa in units of 37 Bq m−3 (Cohen, 1995). 
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LUNG CANCER: Blue Low, Red High ↑ 

  
↓ RADON: Red HIGH, Yellow LOW 

 
Fig. 22. Comparison of lung cancer mortality rates and radon concentration in homes among 
the counties of the United States of America. 
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A conditional logistic regression case-control study of lung cancer risk from residential 
radon was conducted in the State of Massachusetts in the United States by Thompson et al. 
(2008). Although their radon dosimetry was limited to average air concentration, they also 
evaluated cigarette smoking dose in a precise manner by stratifying the data with nine 
categories of smoking history. This ingenious approach led to results that agreed well with 
Cohen’s ecological study (Cohen 1995). They found that lung cancer rates were the highest 
in those people with the smallest radon expose levels (<25 Bq m-3). As radon levels were 
increased the lung cancer rate went down in a consistent manner which was statistically 
significant in one dose group (p<0.05 at 59-75 Bq m−3) and statistically strong in three others 
(p<0.1). Radon induced lung cancer appeared to be present only for average radon air 
concentrations greater than 250 Bq m−3.  
Fornalski and Dobrzynski (2011) reanalyzed the data from 28 published studies of the 
relationship of lung cancer and radon exposure using Bayesian statistical methods. They 
concluded that for people exposed to radon concentrations less than 838 Bq m−3 in those 28 
studies there is no evidence that there is an association between radon exposure and lung 
cancer incidence. 
These studies suggest that radon exposures at low dose levels can interfere with ongoing 
neoplastic processes in the lung as may be associated with cigarette smoking. Mechanisms 
such as stimulation of DNA repair may be invoked by low level exposures to ionizing 
radiation helping to inhibit the damage associated with chemical carcinogens such as 
cigarette smoke exposures. Similarly, up-regulating and down-regulating of genes at lower 
ionizing radiation doses can interfere with ongoing carcinogenic biological processes and 
lead to reduced cancer development.  

4. External ionizing radiation epidemiology  
4.1 Typical study problems 
Several external ionizing radiation epidemiology studies have been conducted. However, 
some of these studies involve technical problems that affect the reliability of the findings. A 
distortion of the possible carcinogenic response is associated with the use of cumulative 
dose as the radiation exposure measure rather than the more appropriate lifetime average 
dose rate. Several confounders such as exposure to toxic and carcinogenic chemicals are 
quite difficult to properly evaluate and are often ignored. In years past two carcinogenic 
agents, benzene and trichloroethylene, were commonly used as cleaning agents in 
laboratories including nuclear research laboratories. There were few if any records of these 
exposures or chemical doses. The most important confounder among the predominantly 
male radiation workers is cigarette smoking. Confounding occurs when the workers who 
are most likely to receive the highest exposures to ionizing radiation are also the most likely 
to have been smokers. It is possible that those workers at nuclear facilities (mostly men) who 
worked most directly in the radiation areas were more predominantly cigarette smokers 
than workers who had managerial, supervisory, or clerical assignments. This confounding 
from smoking is most likely important prior to 1960 before the health risks of smoking were 
well understood. This possibility is most prominent in studies of workers at Oak Ridge 
National Laboratory in the United States State of Tennessee where nuclear operations began 
in 1943. Some epidemiological studies of Oak Ridge workers have attributed lung cancer 
and other smoking-related illnesses to radiation exposure (Wing et al., 1991).  
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4.2 Atomic worker studies 
Two major series and the most important are the ionizing radiation epidemiological studies 
of multinational radiation works in several countries of the world that have been conducted 
by Cardis and her numerous co-workers (Cardis et al. 1995, Cardis et al. 2005). The two 
studies were similar in approach, but the second was much larger and included subjects 
who were in the first study. In these studies emphasis was on workers who had available 
ionizing radiation dosimetry records of external photon exposure (x rays and gamma rays) 
but who did not have major internal exposure or neutron exposure. In the second study 
internally deposited radionuclide dose was specifically limited to ten percent of the total. 
Two cause of death risk types were separately evaluated: (a) leukemia excluding chronic 
lymphocytic leukemia and (b) all cancers excluding leukemia. Simple linear dose-response 
models of risk that was assumed to be proportional to cumulative external ionizing 
radiation dose were statistically evaluated. Radiation doses were lagged by 10 years for 
cancer cases and 2 years for leukemia. Hence, they assumed the cancer risk was 
proportional to the cumulative dose received prior to the lag period just before death. 
If a person developed lung cancer, the radiation dose received in the prior 10 years was 
assumed to have not been a contributor to the risk. Typical lifetime doses in these studies 
were well below 1 Sv, so that the risk of radiation-induced cancer would be expected to be 
very near zero, based on the internal emitter studies discussed above. 
In the first study (Cardis et al., 1994; Cardis et al., 1995) 95,673 nuclear industry workers 
(85.4% men) in the United States, United Kingdom, and Canada were monitored for external 
exposure to ionizing radiation prior to 1988. A linear cumulative dose response model with 
Poisson regression was used to estimate excess relative risk per Sv. Eleven dose categories 
were used. Also, it was assumed that radiation might increase cancer risk but it would not 
decrease cancer risk, so a one-tailed statistical test was used with significance at the 10% 
level instead of the usual 5% level. In this study about 99% of the deaths involved lagged 
doses less than 0.4 Sv. No evidence of association was found between radiation dose and 
mortality from all causes or from all cancers. However, mortality from leukemia, other than 
chronic lymphocytic leukemia, had a statistically significant association in a trend test with 
cumulative external radiation dose (estimated p=0.046, 119 deaths among 15,825 deaths). 
This estimated trend test p=0.046 is primarily based on 6 cases among 238 deaths above 400 
mSv which by itself is not significant. The excess relative risk for leukemia excluding chronic 
lymphocytic leukemia was reported to be 2.18 per Sv (90% confidence interval 0.1 to 0.99). 
The excess relative risk for all cancer types excluding leukemia was minus 0.07 per Sv (90% 
confidence interval minus 0.4 to 0.3). These results may be somewhat affected by the use 
cumulative dose risk mathematical models rather than the more appropriate lifetime 
average dose rate models. Exposures to leukemia-causing organic chemicals may have 
occurred in the workplace. 
In the second enlarged study (Cardis et al. 2005) 407,391 nuclear industry workers (90% 
men) in 15 countries who had available external exposure ionizing radiation dosimetry data 
were evaluated by a joint analysis group with 50 contributors. These 15 countries included 
Australia, Belgium, Canada, Finland, France, Hungary, Japan, South Korea, Lithuania, 
Slovak Republic, Spain, Sweden, Switzerland, United Kingdom, and the United States. 
Organ doses were estimated by dividing the recorded doses by organ dose bias factors. The 
colon and bone marrow doses were used for both all cancers excluding leukemia and for 
leukemia. Eleven dose groups were created. Analyses used a simple linear relative risk 
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Poisson regression model of the form where relative risk equals 1+βZ where Z is the 
cumulative equivalent dose in Sv; 95% likelihood based confidence intervals were 
calculated. Estimates of excess relative risk were stratified for sex, age, and calendar period, 
facility, duration of employment, and socio-economic status. A total of 24,158 (5.9%) died 
during the study period including 6,519 from cancer other than leukemia and 196 from 
leukemia other than chronic lymphocytic leukemia. The leukemia incidence was statistically 
limited and the risk per Sv was not significantly different from zero.  
The key results of this second study for cancer other than leukemia (Cardis et al. 2005) are 
summarized in Fig. 23. None of the cohorts were found to have excess relative risk of cancer 
other than those in Canada. The overall combined excess relative risk per sievert for all 
cancer excluding leukemia was 0.97 (0.14 to 1.97 ninety-five percent confidence range). The 
excess relative risk per sievert for all cohorts for non-leukemia cancers excluding lung and 
pleural cancers, which may be related to smoking, was no longer significantly different from 
zero [0.59 (-0.29 to 1.70 ninety-five percent confidence range)]. Of the fifteen countries, the 
calculated excess relative risk of cancer that was observed in Canada appear to be 
anomalously high for some unknown reason. When the study analyzed only the other 14 
countries the excess relative risk of cancer (other than leukemia) per sievert was no longer 
significantly different from zero [0.58 (-0.22 to 1.55 ninety-five percent confidence range)]. 
With this abridgement, there would be no significant cancer risks observed in this study. 
 

 
Fig. 23. Excess relative risk per Sv for all cancer types except leukemia in cohorts with more 
then 100 deaths in radiation worker study of 15 countries; NPP = nuclear power plants, 
ORNL = Oak Ridge National Laboratory in Tennessee, and Hanford = the Hanford 
Laboratory in Richland, Washington (Cardis et al., 2005). 
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5. Nuclear power plant accidents 
5.1 Three Mile Island 
The accident at the Three Mile Island in Dauphin County, Pennsylvania, USA, on March 28, 
1979, drew attention to the possible exposures of people to radionuclides that might be 
released from a nuclear power during an accident involving the overheating of the nuclear 
fuel. Because of the design issue and instrument confusion, the plant operator of the Unit 2 
reactor was led to think that the cooling water level was high when in fact it was low. 
Eventually, feed water pumps failed and the reactor overheated. Steam and water were 
vented through a relief valve and the reactor control rods scrammed in and the reactor shut 
down. Even though the fission chain-reaction process had been terminated, the heat 
generated by the highly radioactive fission decay products overheated and melted part of 
fuel elements and their containment tubes. Volatile radionuclides such as 131I and 137Cs were 
released from the reactor containment but because of high efficiency particle filters and 
activated charcoal filters, very little was released to the outdoors. The extent of the risk to 
people living near the reactor was not clear as the accident progressed. Fortunately, no 
member of the public received a serious exposure. The maximum total radiation exposure to 
the members of the public was estimated to be only a few μSv from small releases of 
radioiodine, 131I. The Unit 2 nuclear reactor unit was damaged beyond repair. The twin 
Three Mile Island Unit 1 nuclear reactor is still operational. 

5.2 Chernobyl 
An extremely serious and catastrophic Chernobyl nuclear reactor accident in the Ukraine 
occurred on 26 April 1986 when a nuclear reactor number four went super-critical during a 
systems test of the control rods. This reactor did not have a strong containment building and 
used graphite carbon for a neutron moderator. The resulting super-critical reaction 
destroyed the fuel elements, ruptured the reactor vessel, and exposed the graphite 
moderator which, with exposure to air, began to burn. The seriously damaged containment 
allowed the resulting smoke and effluent of radionuclides to mix with the outdoor 
atmosphere and spread fallout over much of the Ukraine, Soviet Union, and other parts of 
Europe. Not only did the most volatile radionuclides such and 131I and 137Cs escape but also 
many other fission product radionuclides such as 90Sr and 144Ce were part of this 
widespread airborne contamination. Twenty-six power plant workers died of acute whole 
body radiation overdoses. 
The large population exposure to long-term protracted ionizing radiation associated with 
the 1986 Chernobyl reactor accident in the Ukraine was predicted with the linear no-
threshold model to result in a virtual epidemic of long term radiation-induced cancer 
(Anspaugh et al. 1988). Instead, there was no apparent major health effects of this 
widespread protracted exposure to ionizing radiation except for thyroid disease associated 
with very high acute radiation doses from short-lived (half life 8 days) radioiodine (131I) 
contamination in cow’s milk and dairy products (WHO 2006, Jaworowski 2010). 

5.3 Fukushima Daiichi  
Three of the six boiling water nuclear power plants at Okuma, Fukushima, Japan, 
underwent destructive meltdown of the nuclear fuel along with widespread releases of 
radioactive fission products to the environment as a result of massive flooding associated 
with the Tohoku earthquake and tsunami on March 11, 2011. Although plants safely shut 
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during the earthquake, the tsunami that followed completely flooded the plants and shut 
down all sources of local and nearby electricity. Without electricity it was not possible to 
operate water pumps needed to cool the reactor fuel to prevent overheating associated with 
the natural radioactive decay of fission product radionuclides produced during normal 
operations.  
When the quake occurred units 1, 2, and 3 were operational, but unit 4 had previously been 
defueled and units 5 and 6 had been shut down for maintenance. Ultimately the fuel elements 
in units 1,2, and 3, overheated and ruptured, The special zircaloy cladding reacted with steam 
to produce large quantities hydrogen gas which vented into the containment buildings and 
subsequently exploded injuring workers and damaging the building walls and roofs. 
Ultimately, there were widespread releases to the outdoor air of smoke and volatile fission 
products from the damaged nuclear fuel. These releases lofted into the atmosphere and 
were diluted and carried for long distances. The most important human exposures were 
probably those associated with contamination of water and food. Two most prominent 
fission products released in this accident were short-lived (half life 8 days) radioiodine (131I) 
and long-lived (half life 30 years) radiocesium (137Cs). Both of these radionuclides are beta 
radiation emitters that can efficiently irradiate body organs if inhaled or ingested. 
Associated gamma rays contribute a more diffuse and less important portion of organ doses 
when these radionuclides are internally deposited in the body of a person.  
Ingested 131I primarily follows the grass to cow to milk route of human exposure. Ingested 
iodine tends to concentrate in the small thyroid gland where it can efficiently irradiate the 
thyroid tissue. The very efficient release of iodine from damaged nuclear fuel and the short 
radioactive half life of 131I means that the risk of exposure is relatively short-lived after an 
accidental release but the acute doses to the thyroid gland can be quite large. From studies 
of children who ingested 131I from the Chernobyl nuclear reactor accident, it has be observed 
that the risk of thyroid cancer is primarily associated with thyroid cumulative radiation 
doses larger than about 10 Sv.  
Ingestion or inhalation of 137Cs leads to very uniformly widespread irradiation of body 
because cesium is quite soluble in most of its chemical forms and behaves somewhat like 
potassium in the human body. Although 137Cs has a long physical half-life, it has a relatively 
short biological half life on the order of about one month. For an acute single intake, very 
little remains in the human body after one year. In the environment, cesium tends to 
strongly bind by ion-exchange with clay in soils, somewhat limiting its uptake into plants. 
In order to evaluate the biological risk, including carcinogenesis, associated with the intake 
of 137Cs, fifty-four beagles were injected with graded dosages of 137Cs as cesium chloride 
from 32.5 to 148 MBq per kg body weight and held for lifetime study at the Inhalation 
Toxicology Research Institute (Mauderly and Daynes, 1989)(Fig. 24). Because of the 
relatively short biological retention half-time of about 30 days (Boecker, 1969), about half of 
the whole body absorbed dose from 137Cs beta rays and 137mBa daughter gamma rays was 
delivered in the first 30 days after the injection and nearly all of the dose was delivered 
within one year. Those deaths that occurred prior to one-half year after injection were 
associated with direct injury to the blood forming organs by beagles receiving the highest 
dosages of 137Cs. There were only 12 unexposed controls assigned to this study, but the fate 
of 52 other controls assigned to contemporaneous studies was used for comparison to the 
exposed dogs. Those beagles that survived the acute injury phase in the very highest dose 
groups lived about as long as unexposed controls and had insufficient cases of radiation 
induced cancer to develop a meaningful three-dimensional model.  
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of 52 other controls assigned to contemporaneous studies was used for comparison to the 
exposed dogs. Those beagles that survived the acute injury phase in the very highest dose 
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Fig. 24. Distribution of deaths in lifetime studies of beagles injected with 137CsCl at ITRI 
(Raabe,1994). 

A Peto trend test (Peto et al, 1980) of the cancer cases showed that two cancer types had a 
statistically significant occurrence: (a) nasal carcinomas reported in 4 exposed dogs and not 
observed in controls, and (b) hemangiosarcoma in different organs (4 cases) with one case in 
controls. The lowest lifetime cumulative whole body radiation dose associated with a death 
with nasal carcinoma was 7.7 Gy; this compares with the lowest skeletal beta radiation dose 
of 18.4 Gy associated with the occurrence of nasal carcinoma in beagles exposed to 90Sr at 
Davis. There was no statistically significant incidence of lung, liver, or bone cancer, and no 
reported cases of leukemia. This result is consistent with the expected risk of radiation-
induced cancer from protracted exposure as discussed above. 

6. Summary of protracted and repeated exposure cancer induction risk 
As presented in the previous sections, the studies of repeated and protracted exposures to 
ionizing radiation have shown that radiation induced cancer follows a sharply non-linear 
upward temporal pattern with a virtual threshold at lower life-time average dose rates 
(Raabe, 2010). The precision and time-delay of the cancer induction phenomenon indicate an 
underlying gradual biological process involving many altered cells associated with cellular 
deoxyribonucleic acid (DNA) mutations, clonal development depending on cell division 
cycles, cellular maturation, and average ionizing radiation dose rate over long latency 
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periods. Studies described above of protracted exposures to ionizing radiation from 
internally deposited radionuclides in people and laboratory animals have demonstrated that 
cancer induction risk is actually a somewhat precise function of average dose-rate and that 
at lower average dose rates cancer latency can exceed natural life-span. 
Because of the long latency at low dose rate that may exceed the natural life-span, the 
radiation-induced cancer risk associated with protracted exposures to ionizing radiation 
involves a life-span virtual threshold when the lifetime average dose rate is low and the 
cumulative dose to sensitive tissues is below about 10 Sv.  
Life-span virtual thresholds for radiation-induced cancer risk should exist for other types of 
protracted and fractionated exposures including radon inhalation and external exposures 
associated with background levels of ionizing radiation from environmental radionuclides. 
The organs, tissues, and cells of the body cannot distinguish between ionizing radiation 
emitted by internally deposited radionuclides or entering the body from external sources. 
Low linear energy transfer (LET) gamma rays from external sources yield ionizing energetic 
electrons in the body and beta particles from internally deposited radionuclides are also 
ionizing energetic electrons. High LET neutrons from external sources yield ionizing 
energetic protons whose radiation quality weighting factors are similar to high LET ionizing 
alpha particles from internally deposited radionuclides (Raabe, 2011). 
Another important finding is that two beta particles are about equal on the average to one 
alpha particle in the radiation induction process (Raabe 2010). This finding suggests that 
double strand damage to cellular DNA is involved in the cancer induction process. While 
one alpha particle hitting DNA may produce the necessary double-strand break, two beta 
particles almost simultaneously hitting the DNA are apparently needed to produce similar 
double-stand breaks. Also, the shape of the cancer-induction dose-response curve is not 
linear but rather sharply increasing as a function of cumulative dose delivered from 
virtually zero risk at low doses to high risk at high doses as a function of dose rate. 

7. Single acute exposures to ionizing radiation 
7.1 Atomic bomb survivor studies 
A quite different phenomenon has been observed in studies of the Japanese survivors of 
atomic bombs detonated over Hiroshima, August 6, 1945, and over Nagasaki, August 9, 
1945 (Manhattan Engineer District 1946). These Japanese survivors were exposed 
instantaneously to a large acute pulse of external gamma radiation (and some neutrons) 
delivered in about one minute. Many of these acute absorbed doses were several hundred 
times the normal annual radiation exposure from background radiation. All of the cells of 
the body were exposed to this large ionizing radiation pulse and those cells and body tissues 
were all affected in some way. Years later some of the highly exposed survivors developed 
cancer of the same types as occurred in the control population but somewhat earlier and at 
somewhat higher rates. In addition, the increases in these cancer cases were proportional to 
that one-minute whole-body absorbed radiation dose. This linear relationship is in sharp 
contrast with cancer induction observed in the protracted and repeated exposures described 
above. Except for some early cases of myeloid leukemia caused by acute radiation damage 
to the blood forming tissues of the body from the higher exposures, there were no apparent 
radiation induced cancer cases among the atomic bomb survivors (Raabe, 2011). 
There has been a long-standing scientific disagreement concerning cancer induction 
associated with protracted and repeated exposures to ionizing radiation and the 
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periods. Studies described above of protracted exposures to ionizing radiation from 
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cumulative dose to sensitive tissues is below about 10 Sv.  
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carcinogenic effects of the atomic bomb acute instantaneous exposures. The reason for this 
conflict is readily apparent from the data themselves. It is explained by the fact that the 
increased risk of cancer observed in the atomic bomb survivor studies was primarily the 
result of acute high dose-rate promotion of ongoing biological processes that lead to cancer 
in the Japanese people rather than actual de-novo cancer induction.  
The Japanese survivor studies are very important since they have been extremely well done 
and represent a significant body of human data about the possible effects of acute exposure 
to ionizing radiation (RERF, 2008). Also, the currently accepted methodology for estimation 
of solid cancer risk associated with human exposure to ionizing radiation is based primarily 
on the detailed studies of the Japanese atomic-bomb survivors (ICRP-26, 1977; ICRP-60, 
1991; BEIR VII Phase 2, 2006; NCRP 136, 2001; ICRP 103, 2007). The prevailing models of 
human ionizing radiation exposure risk and relative organ sensitivities (ICRP tissue 
weighting factors, WT) are based primarily on those studies. Specifically, the concept that 
cancer risk as a linear function of cumulative dose and follows a linear no-threshold cancer 
risk model is based primarily on the acute high dose rate exposures received by the 
Japanese atomic bomb survivors. 

7.2 Radiation promoted cancer from acute exposures 
The Radiation Effects Research Foundation (RERF) and its predecessor Atomic Bomb 
Casualty Commission (ABCC) studied the development of solid malignant tumors in about 
80,000 of the Japanese atomic bomb survivors (Pierce and Preston, 2000; Preston et al., 2003; 
Preston et al., 2004; Preston et al., 2007). The main study considered 79,972 survivors for 
which there were available calculated radiation doses. Of these, 44,636 survivors had 
calculated doses that exceeded 5 mSv. Those with less than 5 mSv doses were used as the 
control group (Preston et al., 2007). These about one-minute acute exposures involved very 
high-energy gamma radiation and some neutrons. Myeloid leukemia from high dose bone 
marrow exposures followed a different response course and is usually considered separately 
from the solid tumor incidence.  
The traditional approach is to assume that the solid malignant tumors are the result of 
simple stochastic (isolated and random) initiating events in individual cells that occurred 
during that about one-minute exposure. This simplistic stochastic model of ionizing-
radiation-induced cancer is based on the idea that a single cell is randomly altered by a 
unique ionizing radiation event causing a unique pre-malignant mutation in that cellular 
deoxyribonucleic acid [DNA] (Moolgavkar et al. 1988; Heidenreich et al. 1997). This single 
random event then ultimately leads to a clone of similar pre-malignant cells. Later, usually 
much later, a second random DNA alteration occurs in one of the clonal pre-malignant cells 
that produces a malignant cell that develops into a monoclonal malignant tumor. This 
process began with the single random (stochastic) cellular event. This process can be 
advanced by promoter agents including other ionizing radiation that presumably affect the 
clonal development, quantity, and maturation of the pre-malignant clonal cells (Heidenreich 
et al., 2007) . A cancer promoter is anything that advances the development of a malignancy 
other than a directly carcinogenic agent or an intrinsic component of the carcinogenesis 
process (Casarett, 1968). Mathematical models are readily constructed with unknown 
parameters and hypothetical modifying factors and process lag times designed to fit the 
data associated with acute ionizing radiation exposures (Heidenreich et al., 1997). 
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The internal emitter studies discussed above strongly suggest that double strand DNA 
damage or a related phenomenon is involved in the cancer induction process associated 
with ionizing radiation. In particular, two low LET beta particles were found to be required 
to match the radiation induction process associated with each alpha particle (Raabe 2010). 
Since the exposure of the Japanese atomic bomb survivors was primarily associated with 
low LET gamma radiation and associated energetic electrons, two hits at the same region of 
DNA in a target cell would be expected to be required for the induction of cancer. The 
resulting increase in cancer by induction in this two-hit process would follow a sharply 
increasing curvilinear power function of increasing cumulative absorbed dose. In fact, the 
increase in cancer among the atomic bomb survivors tended to follow a remarkably linear 
pattern as a function of absorbed ionizing radiation dose. Deterministic cancer promotion of 
those types found in the exposed population rather than simple isolated stochastic cancer 
induction better explains the increase of solid cancers in the atomic bomb survivor studies. 
 

 
Fig. 25. Linear dose-response relationship of Excess Relative Risk for the promotion of solid 
cancer in Japanese survivors of the atomic bomb detonations at Hiroshima and Nagasaki in 
1945 with respect to survivors who received low radiation exposures as reported by the 
Radiation Effects Research Foundation [RERF](Preston et al. 2007). 

The studies of the atomic bomb survivors demonstrate a linear dose-response promotional 
effect related to the natural or existing biological processes that may eventually lead to 
cancer in the exposed population (Fig. 25). These processes involve years of cellular 
division, clonal expansion, and cellular maturation. The exposure to a sudden high dose of 
ionizing radiation delivered in about one minute at the time of the nuclear detonations may 
have advanced or stimulated the cellular changes that eventually lead to various typical 
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types of cancer. Hence, some cancers may have appeared at an earlier time than otherwise 
would have occurred based on the existing underlying cellular and tissue processes (Fig. 
26). This promotional effect was observed to advance cancer rates not only relatively soon 
after exposure but throughout the lives of the exposed individuals (Fig. 27). This behavior is 
proportional to the instantaneous dose just as would be expected for any phenomenon that 
involves augmentation of existing processes rather than a few random or “stochastic” 
changes in a few select cells.  
 

 
Fig. 26. Observed Excess Relative Risk by body organ for promoted solid cancer observed 
for one Sv of equivalent ionizing radiation dose in highly irradiated Japanese atomic bomb 
survivors compared to survivors who received low radiation exposure as reported by the 
Radiation Effects Research Foundation [RERF] (Preston et al. 2003). 

Concerning the solid tumor incidence in the atomic bomb survivor studies, Pierce and 
Mendelsohn (1999) pose the question, “How could it be that the excess cancer rate might 
depend only on age and not on time since exposure or age at exposure?” Fig. 27 shows that 
the increase in malignant solid tumors in the atomic bomb survivors associated with their 
radiation exposure follows the same lifetime pattern irrespective of the age at exposure. The 
simple answer is that the normal progression of cancer incidence in the population was 
somewhat promoted by the radiation exposure without the actual independent induction of 
cancer. This promotion is not a single event stochastic process but rather the result of the 
almost instantaneous delivery of ionizing charged electrons produced in all the tissues by 
ionizing radiation from the atomic bombs. The tissues response is complex and unfocused. 
The cells of the tissue communicate among themselves as a result of the exposure in a 
process called bystander effect with various responses evoked even among the cells in these 
tissues that were not directly impacted (Hall 2003). Tissues respond to sudden ionizing 
radiation exposure with up-regulation of various genes and down-regulation of others 
(Snyder and Morgan, 2004; Coleman et al. 2005). This imprint is apparently not lost and 
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carries forward throughout life promoting the existing biological processes that may lead to 
cancer in the exposed atomic bomb survivor population. This complex process suggests a 
systems biology phenomenon rather than a unique stochastic response (Barcellos-Hoff, 
2008). 
 

 
Fig. 27. Observed gender-averaged age-specific excess incidence rates at 1 Sv for most major 
solid cancers over the 1958-1987 follow-up period for ages at exposure 10 y, 30 y, and 50 for 
the Japanese atomic bomb survivors (Pierce and Mendelsohn, 1999). The excess rates appear 
to depend only on age and not on time since exposure or age at exposure as might be 
expected for radiation-induced promotion of the cancer types normally found in this 
population. 

The Japanese atomic bomb survivor data are unique because they do not in any way predict 
the observed carcinogenesis associated with protracted exposures as occur in the case of 
internal emitters. In fact, the acute gamma ray exposures clearly represent a completely 
different mechanism of carcinogenesis from that which occurs with protracted exposure as 
with long-lived internal emitters (Raabe 2011). The resulting cancer promotion phenomena 
in the atomic bomb survivors should not be expected to describe the effects of similar 
exposures delivered uniformly or fractionated over a relatively long period of time. Since 
promotion is a relative process rather than an absolute process, it is not meaningful to try to 
create absolute risk estimates from relative response information. 
The tissue-weighting factors (wT) developed by the ICRP to calculate the so-called effective 
dose are actually a reflection of the convolution of the underlying incidences of different 
types of cancer in the control population and the relative promotional effect of the whole 
body exposure to gamma rays and some neutrons in the Japanese atomic bomb life-span 
studies (ICRP 26, 1977; ICRP 30, 1979; ICRP 60, 1991; ICRP 103, 2007). Cancers that were 
somewhat rare in this Japanese population, such as bone cancer, were assigned relatively 
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low tissue weighting factors relative to the whole body cancer or assumed genetic risk (such 
as wT = 0.01 for bone surfaces). Cancers that were somewhat common in this Japanese 
population, such as lung cancer, were assigned relatively high ratio values relative to the 
whole body cancer or genetic risk (such as wT = 0.12 for whole lung) . These tissue-
weighting factors (wT) can be related to observed cancer promotion, but are unrelated to the 
cancer induction associated with protracted or fractionated exposure to ionizing radiation. 
The use of tissue-weighting factors (wT) recommended by the ICRP based on the atomic 
bomb survivor studies is inappropriate for protracted or fractionated exposures. 
The elaborate Radiation Effects Research Foundation (RERF) studies of the atomic bomb 
survivors have investigated in rigorous detail the effect of whole body irradiation by high-
energy gamma rays (and some neutrons) delivered in about one minute. The A-bomb RERF 
life-span study clearly describes a meaningful linear dose model of promotion of ongoing 
biological processes that lead to increased cancer rates for brief high dose rate exposure to 
ionizing radiation. The relative risk values might be applicable to other brief high dose-rate 
ionizing radiation exposures as may occur in occupational exposures or in medical 
diagnosis and treatment (Hall and Brenner, 2008). However, there is still considerable 
uncertainty for acute doses less than about 0.05 Sv. Small acute doses may by beneficial as 
they may promote or stimulate DNA repair or other defensive cellular phenomena that 
reduce promotional cancer risks associated with ongoing cellular processes that might 
otherwise lead to cancer (Feinendegen 2005).  

7.3 Acute medical exposures 
7.3.1 Medical exposure concerns 
Among the most common instantaneous exposures of people to ionizing radiation are those 
associated with diagnostic medical radiographs (X-rays). Modern computed tomography 
(CT) scans using x rays with higher radiation doses can provide precise three-dimensional 
images and are of great medical value. Fluoroscopic images that use nearly continuous 
irradiation are also valuable in certain medical procedures. The question as to whether these 
acute diagnostic medical exposures result in an increased cancer risk has been considered 
and even assumed in various studies. The promotion of cancer observed among the 
Japanese atomic bomb survivors is a reasonable basis for considering the possible cancer 
promotion associated with medical exposures to ionizing radiation, but protracted 
exposures do not seem to involve cancer risk at small doses and sometimes appear 
beneficial.  

7.3.2 Neonatal medical exposures 
Among the earliest studies of possible effects of medical exposures of patients associated 
with diagnostic X-rays are those associated with the Oxford Survey of Childhood Cancer 
(OSCC) of deaths in England, Wales, and Scotland from childhood cancer. These case-
control studies were initiated and advanced by Alice Stewart, a British physician (Stewart et 
al., 1956; Stewart et al., 1958). The basic hypothesis of these studies is that childhood cancer 
was caused in part by fetal exposures from medical X-rays associated with diagnostic 
radiology of the pregnant mothers. Healthy control children were matched by sex, by birth 
location and, as closely as readily possible, by birth date. A comprehensive summary and 
statistical evaluation has been published (Mole 1990). The overall study considered a 
majority of the cancer deaths in of children in Britian under the age of 16 primarily spanning 
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the years 1953 to 1978. Most of the major findings were based on children who were born 
between 1940 and 1969. The initial studies inquired from the mothers about X-ray films that 
might have been made during pregnancy. Later studies involved verification by review of 
medical records, but not all cases could be verified. There was no direct ionizing radiation 
dosimetry associated with these studies. Overall, there was a strong trend to a higher 
fraction of diagnostic radiology among the mothers of children who died of cancer 
compared to the healthy controls. Typical overall raw values of these ratios were 1.33 for 
children dying under age 6, 1.38 for children age 6 or older dying under age 10, and 1.27 for 
children age 10 or older dying under age 16. For births that occurred prior to 1957 the odds 
ratios were significantly above unity, while for later births they were not. It may have been 
most difficult to verify the X-ray recollections of the mothers for those earlier years. The 
odds ratios for X-raying in Britian for the four birth years 1958 to 1961 were 1.27. 1.36 
and`1.02 for cancer deaths at ages 0 to 5, 6 to 9, and 10 to15, respectively. The overall odds 
ratio for all ages 0 to 15 years was 1.23 with a 95% confidence interval from 1.04 to 1.48 and 
the associated excess lethal tumor rate from in utero x ray exposure was 0.00028 with a 
confidence interval from 0.48 to 0.00058 (Mole. 1990). 
The findings from the Oxford Survey of Childhood Cancer tend to show an important trend, 
but they may not convincingly prove that in utero X-rays were the cause of childhood 
cancer. Much of the earlier data were based on patient-reported X-ray exposures. A mother 
whose child died of cancer is more likely to remember or readily believe that she received X-
ray exposures than a mother of a healthy child. Early medical records may have been 
incomplete or difficult to locate. 
In many cases the X-rays may have been associated with some medical complication or 
abnormality associated with the pregnancy especially in many cases where the mother was 
X-rayed more than once. Those medical abnormalities, if they existed, may have directly 
contributed to later development of cancer in the child. Another possibility is that the in 
utero exposure promoted a pre-cancer process that led to earlier cancer development than 
would have otherwise occurred, but the low radiation doses involved in these studies was 
too low to correlate with the atomic bomb survivor studies promotional effects (Preston et 
al., 2007). Totter and McPherson (1981) point out that differences in population groups in 
the Oxford Survey and other factors can explain for the observed relationships. 
Although no dosimetry was available to accurately estimate the maternal or in utero 
ionizing radiation doses associated with the X-ray exposures in these studies, Mole (1990) 
attempted to estimate the risk of childhood cancer per unit of absorbed ionizing radiation to 
the fetus using estimates made in 1966 by the Adrian Committee of the British Ministry of 
Health. He assumed that average dose from all obstetric radiography was 0.61 cGy. From 
his calculated excess lethal tumor rate he calculated and reported a risk coefficient for 
irradiation in the third trimester for childhood cancer deaths at ages up to 15 years equal to 
0.00046 per cGy with a confidence interval from 0.8 to 0.00095 per cGy. This estimate is not 
valid because the Oxford Survey of Childhood Cancer does not provide any dose-response 
information for anyone in the study nor for the whole population at risk. More than 95% of 
the cases of childhood cancer are not explained by neonatal radiography. In 1958 there were 
840,196 births in Britian and it was likely that at least 100,000 babies were irradiated in utero 
based on the estimates (Mole 1990). The number of deaths associated with cancer ages 0-14 
born in 1958 was 977 and the data show that about 15% of those or about 150 had been 
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low tissue weighting factors relative to the whole body cancer or assumed genetic risk (such 
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weighting factors (wT) can be related to observed cancer promotion, but are unrelated to the 
cancer induction associated with protracted or fractionated exposure to ionizing radiation. 
The use of tissue-weighting factors (wT) recommended by the ICRP based on the atomic 
bomb survivor studies is inappropriate for protracted or fractionated exposures. 
The elaborate Radiation Effects Research Foundation (RERF) studies of the atomic bomb 
survivors have investigated in rigorous detail the effect of whole body irradiation by high-
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irradiated in utero. Therefore the fraction of those irradiated that died of cancer in childhood 
was about 0.15%. 
It might be noted, however, that the promotion of cancer observed in the atomic bomb 
survivor studies is a mechanism that could explain the observed results, but there are no 
statistically significant radiation promoted cancer risks for acute doses below about 10 cSv 
among the atomic bomb survivor data. (Preston et al. 2007). Totter and McPherson (1981) 
point out that differences in population groups can account for the observed misleading 
relationships since the sub-population of cancer cases does not have the same probability of 
being X-rayed as the sub-population of controls. 

7.3.3 Medical diagnostic X-ray risks 
Medical diagnostic radiology has become one of the highest sources of exposure to ionizing 
radiation in many countries of the world. This is largely associated with the increasing use 
of computed tomography (CT) images using x rays which involve much higher radiation 
doses than conventional X-ray images. Since these doses are delivered almost 
instantaneously, they can be expected to present similar cancer promotion risks as observed 
in the atomic bomb survivor studies discussed above. However, the radiation doses 
involved in the use of CT examination are typically well below the approximately 10 cSv 
dose above which the cancer promotion risk is statistically significant in the Japanese atomic 
bomb survivor studies (Preston et al 2007). Hence, attempt to extrapolate the cancer 
promotion risk associated with these small doses involves considerable imprecision and 
uncertainty. No one can be sure that the same linear no-threshold model applies precisely to 
individual organ exposures in radiology as applies to whole body exposures as occurred for 
the Japanese atomic bomb survivors. In addition, biological processes that affect the 
behavior of cells and tissues at lower doses may alter or cancel the promotional phenomena. 
For example, low acute doses may stimulate cellular DNA repair mechanisms.  
Some investigators have created somewhat precise models of what may be occurring at low 
doses to predict lifetime cancer risks from the acute x ray exposures that may be associated 
with diagnostic radiology using linear no-threshold models based on the atomic bomb 
survivor studies of cancer promotion. These studies of diagnostic medical exposure to 
ionizing radiation usually refer to their studies as estimates of risk of radiation induced 
cancer, but in this chapter the acute exposure dose phenomenon has been be more correctly 
shown to be cancer promotion. In addition, some of these studies report their results as 
cancer risks, but they are not measured risks but calculated estimates subject to the 
theoretical use of the linear model and the approximate parameters of that model obtained 
from the atomic bomb survivor studies. 
Brenner and associates (Brenner et al., 2000; Brenner, 2002; Brenner and Hall, 2007; Hall and 
Brenner, 2008) have published a series of papers providing estimates of lifetime fatal cancer 
as a function of dose from CT scans of various organs of the body as a function of exposure 
age utilizing data from the atomic bomb survivor studies and the risk models developed 
from those data by the United States National Research Council (BEIR V, 1990) and the 
International Commission on Radiological Protection (ICRP-60, 1991). 
The calculated cancer risk depends on the organ irradiated and the sex and age of the 
irradiated person. The calculated overall lifetime attributable risk tends to be higher for 
children than for adults since children have many more years of life during which cancer 
might develop. Representative values for lifetime attributable risk in these studies are from 
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0.14% for babies to 0.02% for adults. These are typical calculated values using linear no-
threshold models following from the separate organ exposure results at high doses from the 
atomic bomb survivor studies. 
Based on BEIR V (1990), Brenner et al. (2000) summarizes observed relative increased risk of 
cancer for an exposure of Japanese atomic bomb survivors exposed to one Gy for males as a 
function of age at exposure (Fig. 28). This representation clearly shows cancer promotion. 
The total risk per year is about the same for everyone. Given an 85 year life span in this 
figure, the risk per year of life for a five year old boy is about 13% over 80 years = 0.16% per 
year. For a 25 year old man the risk per year of life if about 9.5% over 60 years = 0.16% per 
year. For a 45 year old man the risk per year of life if about 6.5% over 40 years = 0.16% per 
year. The total cancer risk per year is almost independent of age at exposure. This is not 
explained by any simple stochastic cancer induction model, but is explained by some sort of 
deterministic cellular reprogramming that promotes the cancer process in a somewhat linear 
way. 
 

 
Fig. 28. Lifetime attributable cancer mortality risks for males by cancer type as a function of 
age at a single acute exposure of one Gy of γ radiation based on BEIR V (Brenner et al., 
2000). 

Addition evidence for promotion is seen in the lung cancer rates shown in Figure 28. Lung 
cancer in these males may be related to smoking history. For young boys up to age 15 there 
is no apparent promotion of lung cancer (total lifetime risk about 0.5%). For these non-
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smokers there was no ongoing lung cancer development to promote. But lung cancer risk 
per year climbs for older males many of whom are likely to have been smokers with a peak 
risk at age 55.  
Berrington de Gonzalez and Darby (2004) estimated the hypothetical overall population 
cancer risks from diagnostic X-rays in the UK and 14 other countries based on frequency of 
diagnostic X-ray use, doses to different body organs, and linear no-threshold risk models 
based on the Japanese atomic bomb survival data. Their results led them to report that the 
cumulative risk of cancer for people up to age 75 from diagnostic X-ray exposures was 
indicated to be in the range from 0.6% to 1.8%.  
In studies of 64,172 tuberculosis patients of whom 39% were exposed externally to highly 
fractionated x ray chest fluoroscopies, lung cancer deaths showed no evidence of cancer risk 
associated with the x ray exposures with the relative risk at a cumulative doses of 1 Sv being 
1.00 [95% confidence interval 0.94-1.07] (Howe 1995). Also, studies of people exposed to 
unusually high levels of protracted external ionizing radiation associated with natural 
background (up to 260 mSv y−1) have not detected increased cancer risks (Ghiass et al., 
2002). 
Overall, the attributable risk values estimated in these reports from individual X-rays and 
CT scans are hypothetical and unproved since the doses involved are much smaller than 
those for which statistically significant elevations in cancer rates have been observed in the 
atomic bomb survivors. The calculations depend on the unproved assumption that the 
promotion risk for acute exposures is perfectly linear down to a dose near zero, the linear 
no-threshold hypothesis. Various biological processes could compete with or nullify the 
ionizing radiation promotion process for these relatively small individual acute exposures. 
There seems to be considerable evidence there is no significant risk at very low acute doses, 
and some possible beneficial effects. 

8. Discussion 
An important observation is that the dose-response relationships for protracted exposures to 
internally deposited radionuclides are quite different from the observed effects of a single 
high dose rate exposure as experienced by the atomic bomb survivors in temporal 
manifestation and preciseness of the effect. In the internal emitter studies the time to cancer 
development depends on the lifetime average dose rate and the cases are not randomly 
distributed with respect to time but rather are tightly grouped over a predictable and 
narrow range of times. At low lifetime average dose rate the time required to develop cancer 
may exceed the natural life span yielding a virtual threshold for cancer induction. 
Bone cancer and lung cancer are equally sensitive in the internal emitter studies with 
beagles, but there is no apparent induction of bone cancer in the atomic bomb survivors 
while there is a considerable increase in lung cancer. The main data are the relative increase 
that suggests radiation promotion was more effective than radiation induction. 
Based on the linear relative risk relationship observed for acute exposure in the RERF 
studies of the atomic bomb survivors, the ICRP developed an absolute risk model for 
radiation-induced cancer as a function of absorbed cumulative ionizing radiation dose that 
was believed to apply to all forms of exposures to ionizing radiation. It is assumed that the 
linear model can predict cancer induction risk but needs a hypothetical dose and dose-rate 
effectiveness correction factor (DDREF) for protracted, fractionated, or low dose exposures. 
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In recognition that protracted or fractionated exposures have been observed to be less 
carcinogenic than the RERF data directly suggest, the ICRP reduced the calculated risk 
using a DDREFof 2, but still assumed lifetime LNT linearity of cancer induction was 
maintained (ICRP 103, 2007). This approach has led to simplistic linear cancer induction risk 
factors such as “ 5% per Sv” (ICRP 60, 1991; ICRP 103, 2007).  
The idea that such a risk factor is valid rests on the assumption that each ionizing-radiation-
induced malignancy is the result of a simple isolated random or “stochastic” initial event 
that is equally probable in any exposed person. Although each malignant tumor is 
monoclonal, the biological processes that lead to that first tumor (and successive tumors) are 
apparently deterministic systemic processes.  
Others have also adopted similar linear cancer induction risk models as a function of 
person-sievert based on the RERF studies. However, as discussed above, these cancer 
inductions models do not apply to non-acute exposures that depend on lifetime average 
dose rate rather than simply on cumulative dose. 
These cancer induction risk models are not valid because of the confusion of cancer 
promotion associated with brief high dose-rate exposures and cancer induction 
associated with protracted exposures. Unfortunately, these misleading cancer induction 
risk values may be used to implement expensive cleanup standards for environmental 
radioactivity.  
The LNT model does not predict the observed effects or lack thereof for protracted 
exposures to ionizing radiation exposure (Jaworowski 2010). The LNT model does not 
readily predict the results of a cumulative set of fractionated medical diagnostic x ray 
exposures of the lung where there was no indication of increased lung cancer with the 
observed relative risk at a cumulative doses of 1 Sv being 1.00 [95% confidence interval 0.94-
1.07] contrasting with the high expected relative risk based on the atomic bomb survivors 
being 1.60 [95% confidence interval 1.27-1.99] (Howe 1995). Also, the large population 
exposures to long-term protracted ionizing radiation associated with the 1986 Chernobyl 
reactor accident in the Ukraine was predicted with LNT to result in a virtual epidemic of 
long term radiation-induced cancer (Anspaugh et al. 1988). Instead, there was no apparent 
major effect of this widespread protracted exposure to ionizing radiation except for thyroid 
disease associated with very high acute radiation doses from short-lived 131I in milk (WHO, 
2006; Jaworowski, 2010). 
Failure to realize the fundamental differences between cancer promotion and cancer 
induction has been the source of scientific misunderstandings and risk estimate 
disagreements. A logical barrier has stood between the linear no-threshold (LNT) model of 
cancer promotion in the acute exposures associated with the Japanese survivors and the 
virtual threshold associated with induction of cancer associated with protracted exposures 
as received from long-lived internally deposited radionuclides in humans or animals. 
Further, it has led to a systematic overestimation of cancer induction risk from protracted 
exposures to ionizing radiation. 
The underlying assumption in these current recommendations is that risk of radiation-
induced cancer is proportional to cumulative dose without threshold. This assumption 
obviously conflicts with the induction of cancer observed in the cases of lifetime protracted 
and repeated exposures to ionizing radiation. An understanding of the source of this conflict 
of data interpretation is essential for sound estimates of cancer risk associated with 
exposures to ionizing radiation. 
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Radiation cancer induction is not a simple stochastic process in the sense that it is not the 
result of a random radiation event in a single cell that converts it into some kind of pre-
malignant neoplastic cell. In reality, both radiation promoted and radiation-induced cancers 
are the result of complex biological processes involving multiple cellular events. These 
events include but are not limited to intercellular communication in irradiated tissues, up-
regulation and down-regulation of genes, DNA mutations, cell division rates, clonal 
expansion of altered cells, and various responses to numerous specific radiation events such 
as DNA double-strand breaks. Induced cancer risk from protracted radiation exposures of 
body organs depends on the lifetime average dose rate to the irradiated organs rather than 
on some function of cumulative dose. The middle Twentieth Century radiation protection 
standards promulgated by the ICRP were properly focused on minimizing dose rate (ICRP 
2, 1959). 

9. Conclusion 
Clearly the development of a radiation-induced malignant tumor from either protracted 
ionizing radiation exposures or acute exposures is not the result of a single random 
interaction of the ionizing radiation with an isolated cell. Hence, the term stochastic as used 
by the ICRP is not appropriate. The following conclusions indicate that major revisions of 
methodology and standards are needed and other currently accepted ionizing radiation risk 
models should be improved to provide more meaningful and realistic estimates of ionizing 
radiation cancer risk: 
(1) Cancer induction risk associated with protracted or fractionated ionizing radiation 
exposure is a non-linear function of lifetime average dose rate to the affected tissues and 
exhibits a virtual threshold at low lifetime average dose rates. (2) Cumulative radiation dose 
is neither an accurate nor an appropriate measure of cancer induction risk for protracted or 
fractionated ionizing radiation exposure except for describing the virtual threshold for 
various exposures. (3) Cancer promotion risk for ongoing lifetime biological processes is a 
relative process as seen in the RERF studies of the Japanese atomic bomb survivors for brief 
high dose-rate exposures to ionizing radiation. It cannot be used to estimate cancer 
induction risk from protracted or fractionated ionizing radiation exposures over long times 
and at low dose rates.  

10. References 
Anspaugh, L.R.; Catlin R.J. & Goldman M. (1988). The Global Impact of the Chernobyl 

Reactor Accident. Science 242:1513–1519. 
Barcellos-Hoff, M.H. (2008). Cancer as an Emergent Phenomenon in Systems Radiation 

Biology. Radiat. Environ. Biophys. 47: 33-38. 
BEIR IV. (1988). Health Risks of Radon and Other Internally Deposited Alpha-Emitters. National 

Research Council, Washington DC: The National Academy Press. 
BEIR V. (1990). Health Effects of Exposure to Low Levels of Ionizing Radiation. National Research 

Council, Washington DC: The National Academy Press. 
BEIR VI (1999). Health Effects of Exposure to Radon. National Research Council, Washington 

DC: The National Academies Press. 
BEIR VII Phase 2. (2006). Health Risks From Exposure to Low Levels of Ionizing Radiation. 

National Research Council, Washington DC: The National Academies Press. 

 
Ionizing Radiation Carcinogenesis 

 

345 

Berrington de Gonzalez A. & Darby S. (2004). Risk of Cancer from Diagnostic X-rays: 
Estimates for the UK and 14 other countries. Lancet 363:345-51. 

Boecker, B.B. (1969). Comparison of 137Cs Metabolism in the Beagle Dog Following 
Inhalation and Intravenous Injection. Health Phys. 16: 785-788. 

Brenner, D.J. (2002). Estimating Cancer Risks From Pediatric CT: Going From the Qualitative 
to the Quantitative. Pediatr. Radiol. 32:228-231. 

Brenner, D.J.; Elliston. C.D.; Hall, E.J. & Berdon, W.E. (2000). Estimated Risks of Radiation-
Induced Fatal Cancer From Pediatric CT. American J. Radiology 176:289-296. 

Brenner, D.J. & Hall, E.J. (2007). Computed Tomography - An Increasing Source of Radiation 
Exposure. N. Engl. J. Med. 357:2277-2284. 

Cardis, E. & International Agency for Research on Cancer Study Group on Cancer Risk 
Among Nuclear Industry Workers. (1994). Direct Estimates of Cancer Mortality 
Due to Low Doses of Ionising Radiation: An International Study. Lancet 344:1039-
1043. 

Cardis, E.; Gilbert, E.S.; Carpenter, L.; Howe, G.; Kato, I.; Armstrong, B.K.; Beral, V.; Cowper 
G.; Douglas, A.; Fix, J.; Kaldor, J.; Lave, C.; Salmon, L.; Smith, P.G.; Voelz, G.L. & 
Wiggs, L.D. (1995). Effects of Low Doses and Low Dose Rates on External Ionizing 
Radiation: Cancer Mortality Among Nuclear Industry Workers in Three Countries. 
Radiat. Res. 142:117-132. 

Cardis, E.; Vrijheid, M.; Blettner, M.; Gilbert, E.; Hakama, M.; Hill, C,; Howe, G.; Kaldor, J.; 
Muirhead, C.R.; Schubauer-Berigan, M.;Yoshimura, T. & International Study 
Group.(2005). Risk of Cancer After Low Doses of Ionizing Radiation: Retrospective 
Cohort Study in 15 Countries. British Med. J. 331:77-80. 

Casarett, A.P. (1968). Radiation Biology. Prentice-Hall, Englewood Cliffs, New Jersey. 
Cohen, B.L. (1995). Test of the Linear-no Threshold Theory of Radiation Carcinogenesis for 

Inhaled Radon Decay Products. Health Phys. 68:157-174. 
Coleman, M.A.; Yin, E.; Peterson, L.E.; Nelson,D.; Sorensen, K.;Tucker, J.D.; Wyrobek, A.J. 

Low-dose irradiation alters the transcript profiles of human lymphoblastoid cells 
including genes associated with cytogenetic radioadaptive response. (2005). Radiat. 
Res. 164:369-382. 

Eisenbud, M. & Gesell, T.F. (1997) Environmental Radioactivity From Natural, Industrial, and 
Military Sources, Fourth Edition, Academic Press, San Diego, California. 

Evans, R.D. (1955). The Atomic Nucleus. McGraw-Hill Book Company, New York. 
Evans, R.D. (1943). Protection of Radium Dial Workers and Radiologists from Injury by 

Radium. Journal of Industrial Hygiene and Toxicology 25: 253-269. 
Evans, R.D.; Keane, A.T. & Shanahan, M.M. (1972). Radiogenic Effects In Man of Long-term 

Skeletal Alpha-irradiation. In: Stover BJ, Jee WSS, eds. Radiobiology of Plutonium. 
Salt Lake City, UT: The J.W. Press; 431-468. 

Evans, R.D. (1974). Radium In Man. Health Phys. 27: 497-510. 
Finkel, M.P.; Biskis, B.P. & Jinkins. P.B. (1969) Toxicity of radium-226 in mice. In: Radium 

Induced Cancer. Vienna: International Atomic Energy Agency [IAEA-SM-118/11]; 
369-391. 

Feinendegen, L.E. (2005). Evidence For Beneficial Low Level Radiation Effects and Radiation 
Hormesis. Br. J. Radiology 78:3-7. 

Fornalski, K.W. & Dobrzynski, L. (2011). Pooled Bayesian Analysis of Twenty-eight Studies 
on Radon Induced Lung Cancers. Health Phys. 101:265-273. 



 
Current Topics in Ionizing Radiation Research 

 

344 

Radiation cancer induction is not a simple stochastic process in the sense that it is not the 
result of a random radiation event in a single cell that converts it into some kind of pre-
malignant neoplastic cell. In reality, both radiation promoted and radiation-induced cancers 
are the result of complex biological processes involving multiple cellular events. These 
events include but are not limited to intercellular communication in irradiated tissues, up-
regulation and down-regulation of genes, DNA mutations, cell division rates, clonal 
expansion of altered cells, and various responses to numerous specific radiation events such 
as DNA double-strand breaks. Induced cancer risk from protracted radiation exposures of 
body organs depends on the lifetime average dose rate to the irradiated organs rather than 
on some function of cumulative dose. The middle Twentieth Century radiation protection 
standards promulgated by the ICRP were properly focused on minimizing dose rate (ICRP 
2, 1959). 

9. Conclusion 
Clearly the development of a radiation-induced malignant tumor from either protracted 
ionizing radiation exposures or acute exposures is not the result of a single random 
interaction of the ionizing radiation with an isolated cell. Hence, the term stochastic as used 
by the ICRP is not appropriate. The following conclusions indicate that major revisions of 
methodology and standards are needed and other currently accepted ionizing radiation risk 
models should be improved to provide more meaningful and realistic estimates of ionizing 
radiation cancer risk: 
(1) Cancer induction risk associated with protracted or fractionated ionizing radiation 
exposure is a non-linear function of lifetime average dose rate to the affected tissues and 
exhibits a virtual threshold at low lifetime average dose rates. (2) Cumulative radiation dose 
is neither an accurate nor an appropriate measure of cancer induction risk for protracted or 
fractionated ionizing radiation exposure except for describing the virtual threshold for 
various exposures. (3) Cancer promotion risk for ongoing lifetime biological processes is a 
relative process as seen in the RERF studies of the Japanese atomic bomb survivors for brief 
high dose-rate exposures to ionizing radiation. It cannot be used to estimate cancer 
induction risk from protracted or fractionated ionizing radiation exposures over long times 
and at low dose rates.  

10. References 
Anspaugh, L.R.; Catlin R.J. & Goldman M. (1988). The Global Impact of the Chernobyl 

Reactor Accident. Science 242:1513–1519. 
Barcellos-Hoff, M.H. (2008). Cancer as an Emergent Phenomenon in Systems Radiation 

Biology. Radiat. Environ. Biophys. 47: 33-38. 
BEIR IV. (1988). Health Risks of Radon and Other Internally Deposited Alpha-Emitters. National 

Research Council, Washington DC: The National Academy Press. 
BEIR V. (1990). Health Effects of Exposure to Low Levels of Ionizing Radiation. National Research 

Council, Washington DC: The National Academy Press. 
BEIR VI (1999). Health Effects of Exposure to Radon. National Research Council, Washington 

DC: The National Academies Press. 
BEIR VII Phase 2. (2006). Health Risks From Exposure to Low Levels of Ionizing Radiation. 

National Research Council, Washington DC: The National Academies Press. 

 
Ionizing Radiation Carcinogenesis 

 

345 

Berrington de Gonzalez A. & Darby S. (2004). Risk of Cancer from Diagnostic X-rays: 
Estimates for the UK and 14 other countries. Lancet 363:345-51. 

Boecker, B.B. (1969). Comparison of 137Cs Metabolism in the Beagle Dog Following 
Inhalation and Intravenous Injection. Health Phys. 16: 785-788. 

Brenner, D.J. (2002). Estimating Cancer Risks From Pediatric CT: Going From the Qualitative 
to the Quantitative. Pediatr. Radiol. 32:228-231. 

Brenner, D.J.; Elliston. C.D.; Hall, E.J. & Berdon, W.E. (2000). Estimated Risks of Radiation-
Induced Fatal Cancer From Pediatric CT. American J. Radiology 176:289-296. 

Brenner, D.J. & Hall, E.J. (2007). Computed Tomography - An Increasing Source of Radiation 
Exposure. N. Engl. J. Med. 357:2277-2284. 

Cardis, E. & International Agency for Research on Cancer Study Group on Cancer Risk 
Among Nuclear Industry Workers. (1994). Direct Estimates of Cancer Mortality 
Due to Low Doses of Ionising Radiation: An International Study. Lancet 344:1039-
1043. 

Cardis, E.; Gilbert, E.S.; Carpenter, L.; Howe, G.; Kato, I.; Armstrong, B.K.; Beral, V.; Cowper 
G.; Douglas, A.; Fix, J.; Kaldor, J.; Lave, C.; Salmon, L.; Smith, P.G.; Voelz, G.L. & 
Wiggs, L.D. (1995). Effects of Low Doses and Low Dose Rates on External Ionizing 
Radiation: Cancer Mortality Among Nuclear Industry Workers in Three Countries. 
Radiat. Res. 142:117-132. 

Cardis, E.; Vrijheid, M.; Blettner, M.; Gilbert, E.; Hakama, M.; Hill, C,; Howe, G.; Kaldor, J.; 
Muirhead, C.R.; Schubauer-Berigan, M.;Yoshimura, T. & International Study 
Group.(2005). Risk of Cancer After Low Doses of Ionizing Radiation: Retrospective 
Cohort Study in 15 Countries. British Med. J. 331:77-80. 

Casarett, A.P. (1968). Radiation Biology. Prentice-Hall, Englewood Cliffs, New Jersey. 
Cohen, B.L. (1995). Test of the Linear-no Threshold Theory of Radiation Carcinogenesis for 

Inhaled Radon Decay Products. Health Phys. 68:157-174. 
Coleman, M.A.; Yin, E.; Peterson, L.E.; Nelson,D.; Sorensen, K.;Tucker, J.D.; Wyrobek, A.J. 

Low-dose irradiation alters the transcript profiles of human lymphoblastoid cells 
including genes associated with cytogenetic radioadaptive response. (2005). Radiat. 
Res. 164:369-382. 

Eisenbud, M. & Gesell, T.F. (1997) Environmental Radioactivity From Natural, Industrial, and 
Military Sources, Fourth Edition, Academic Press, San Diego, California. 

Evans, R.D. (1955). The Atomic Nucleus. McGraw-Hill Book Company, New York. 
Evans, R.D. (1943). Protection of Radium Dial Workers and Radiologists from Injury by 

Radium. Journal of Industrial Hygiene and Toxicology 25: 253-269. 
Evans, R.D.; Keane, A.T. & Shanahan, M.M. (1972). Radiogenic Effects In Man of Long-term 

Skeletal Alpha-irradiation. In: Stover BJ, Jee WSS, eds. Radiobiology of Plutonium. 
Salt Lake City, UT: The J.W. Press; 431-468. 

Evans, R.D. (1974). Radium In Man. Health Phys. 27: 497-510. 
Finkel, M.P.; Biskis, B.P. & Jinkins. P.B. (1969) Toxicity of radium-226 in mice. In: Radium 

Induced Cancer. Vienna: International Atomic Energy Agency [IAEA-SM-118/11]; 
369-391. 

Feinendegen, L.E. (2005). Evidence For Beneficial Low Level Radiation Effects and Radiation 
Hormesis. Br. J. Radiology 78:3-7. 

Fornalski, K.W. & Dobrzynski, L. (2011). Pooled Bayesian Analysis of Twenty-eight Studies 
on Radon Induced Lung Cancers. Health Phys. 101:265-273. 



 
Current Topics in Ionizing Radiation Research 

 

346 

Ghiassi, M.; Mortazavi, S.M.J.; Cameron, J.R.; Niroomand-rad, A. & Karam, P.A. (2002). 
Very High Background Radiation Areas of Ramsar, Iran: Preliminary Biological 
Studies. Health Phys. 81:87-93. 

Hall, E.J. (2003). The Bystander Effect. Health Phys. 85:31-35. 
Hall, E.J. & Brenner, D.J. (2008). Cancer risks from diagnostic radiology. Br. J. Radiology 

81:362-378. 
Heidenreich, W.F.; Luebeck, E.G.; Moolgavkar, S.H. (1997). Some properties of the Hazard 

Function of the Two-Mutation Clonal Expansion Model. Risk Anal. 17:391-399. 
Heidenreich, W.F.; Cullings, H.M.; Funamoto, S. & Paretske, H.G. (2007). Promoting action of 

radiation in the atomic bomb survivor Carcinogenesis Data? Radiat. Res. 168: 750-756. 
Howe, G.R. (1995) Lung Cancer Mortality between 1950 and 1987 after Exposure to 

Fractionated Moderate-Dose-Rate Ionizing Radiation in the Canadian Fluoroscopy 
Cohort Study and a Comparison with Lung Cancer Mortality in the Atomic Bomb 
Survivors Study. Radiat. Res. 142: 295-304. 

ICRP 2. (1959) Report of Committee II on Permissible Dose for Internal Radiation. The 
International Commission on Radiological Protection Publication 2. Pergamon 
Press, Headington Hill Hall, Oxford, UK. 

ICRP 20. (1973) Alkaline earth metabolism in adult man. International Commission on 
Radiological Protection Publication 20. Pergamon Press, Elmsford, NY. 

ICRP 26. (1977). Recommendations of the International Commission on Radiological Protection. 
International Commission on Radiological Protection Publication 26. Annals of the 
ICRP 1:3. Pergamon Press, Oxford. 

ICRP 30. (1979). Limits for Intakes of Radionuclides by Workers. International Commission on 
Radiological Protection Publication 30 Part 1. Annals of the ICRP 2: 3-4. Pergamon 
Press, Oxford, UK. 

ICRP 60. (1991). 1990 Recommendations of the International Commission on Radiological 
Protection. International Commission on Radiological Protection Publication 60. 
Annals of the ICRP 21: 1-3. Pergamon Press, Elmsford, NY. 

ICRP 66. (1994). Human Respiratory Tract Model for Radiological Protection. International 
Commission on Radiological Protection Pub. 66. Elsevier Science Ltd., Oxford. 

ICRP 103. (2007). The 2007 Recommendations of the International Commission on Radiological 
Protection. Exeter, International Commission on Radiological Protection. 
Publication 103. Annals of the ICRP 37: 2-4. Elsevier, UK.  

Jaworowski, Z. (2010). Observations on the Chernobyl Disaster and LNT. Dose Response 8: 
148–171. 

Lloyd, R.D.; Miller, S.C.; Taylor, G.N.; Bruenger, F.W.; Jee, W.S.S. & Angus, W. (1994). 
Relative Effectiveness of 239Pu and Some Other Internal Emitters for Bone Cancer 
Induction in Beagles. Health Phys. 67: 346-353. 

Lubin, J.H.; Boice, J.D.; Edling, C.; Horning, R.W.; Howe, G.; Kunz, E.; Kusiak, R.A.; 
Morrison, H.I.; Radford, E.P.; Samet, J.M.; Tirmarche, M.; Woodward, A.; Yao, S.X. 
& Pierce, D.A. (1994). Radon and Lung Cancer Risk: A Joint Analysis of 11 Underground 
Miner Studies, National Institutes of Health Publication No. 94-3644, United States 
Department of Health and Human Services, Washington, DC. 

Lubin, J.H.; Boice, J.D.; Edling, C.; Horning, R.W.; Howe, G.R.; Kunz, E.; Kusiak, R.A.; 
Morrison, H.I.; Radford, E.P.; Samet, J.M.; Tirmarche, M.; Woodward, A.; Yao, S.X. 
& Pierce, D.A. (1995). Lung Cancer In Radon-Exposed Miners and Estimation of 
Risk From Indoor Exposure. J. Natl. Cancer Inst. 87: 817-827. 

 
Ionizing Radiation Carcinogenesis 

 

347 

Manhattan Engineering District. (1946). The Atomic Bombings of Hiroshima and Nagasaki. 
Manhatten Engineer District, United States Army, Washington, DC.  

Mauderly, J.L. & Daynes, R.A. (1994). Biennial Report on Long-term Dose-response Studies of 
Inhaled or Injected Radionuclides 1991-93. Inhalation Toxicology Research Institute, 
Albuquerque, New Mexico. Springfield, VA: National Technical Information 
Service; ITRI-139. 

Mays, C.W. & Lloyd, R.D. (1972). Bone Sarcoma Incidence Versus. Alpha Particle Dose. In: 
Stover BJ, Jee WSS, eds. Radiobiology of Plutonium. Salt Lake City, UT: The J.W. 
Press, 409-430. 

Ministry of Health. (1966). Radiological Hazards to Patients. Final Report. HMSO: London, UK. 
Mole, R.H. (1990). Childhood Cancer After Prenatal Exposure To Diagnostic X-ray 

Examinations in Britian. Br. J. Cancer 62: 152-168. 
Moolgavkar, S.H. Dewanji, A.; & Venzon, D.J. (1988). A Stochastic Two-Stage Model for 

Cancer Risk Asssessment. I. The Hazard Function and the Probability of Tumor. 
Risk Anal. 8:383-392. 

NCRP 136. (2001). Evaluation of the Linear-Nonthreshold Dose-Response Model for Ionizing 
Radiation. National Council on Radiation Protection and Measurements Report No. 
136. Bethesda MD. 

NCRP 160. (2009). Ionizing Radiation Exposure of the Population of the United States. National 
Council on Radiation Protection and Measurements Report No. 160. Bethesda, MD. 

Park, J.F. (1993). Pacific Northwest Laboratory Annual Report for 1992 to the DOE Office of Energy 
Research: Part 1: Biomedical Sciences. Pacific Northwest Laboratory, Richland, 
Washington. Springfield, VA: National Technical Information Service. 

Peto, R.; Pike, M.C.; Day, N.E.; Gray, R.G.; Lee, P.N.; Parish, S.; Peto, J.; Richards, S. & 
Wahredorf, J. (1980). Guidelines For Simple, Sensitive Significance Tests for Carcinogenic 
Effects in Long-Term Animal Experiments, Supplement 2 In: Long-Term and Short-Term 
Screening Assays for Carcinogens: A Critical Appraisal. IARC Monographs. Lyon, 
France: World Health Organization International Agency for Research on Cancer; 
Sup 2, Annex 311-426. 

Pierce, D.A. & Mendelsohn, M.L.(1999). A Model For Radiation-Related Cancer Suggested 
by Atomic Bomb Survivor Data. Radiat. Res. 152: 642-654. 

Pierce, D.A. & Preston, D.L. (2000). Radiation-Related Cancer Risks at Low Doses Among 
Atomic Bomb Survivors. Radiat. Res. 154: 178-186. 

Preston, D.L.; Shimizu, Y.; Pierce, D.A.; Suyama, A. & Mabuchi, K. (2003). Studies of 
Mortality of Atomic Bomb Survivors. Report 13: Solid Cancer and Noncancer 
Disease Mortality: 1950-1997. Radiat. Res. 160:381-407. 

Preston, D.L.; Pierce, D.A.; Shimizu, Y.; Cullings, H.M.; Fujita, S.; Funamoto, S. & Kodama, 
K. (2004). Effect of Recent Changes in Atomic Bomb Sutvivor Dosimetry on Cancer 
Mortality Risk Estimates. Radiat. Res. 162:377-389. 

Preston, D.L.; Ron, E.; Tokuoka, S.; Funamoto, S.; Nishi, N.; Soda. M.; Mabuchi, K. & 
Kodama, K. (2007). Solid Cancer Incidence in Atomic Bomb Survivors: 1958-1998. 
Radiat. Res. 168:1-64;  

Raabe, O.G. (1987). Three-dimensional Dose-Response Models of Competing Risks and 
Natural Life Span. Fundam. Appl. Toxicology 8:465-473. 

Raabe, O.G. (1989). Extrapolation and Scaling of Animal Data to Humans: Scaling of Fatal 
Cancer Risks From Laboratory Animals to Man. Health Phys. 57, Sup. 1:419-432. 



 
Current Topics in Ionizing Radiation Research 

 

346 

Ghiassi, M.; Mortazavi, S.M.J.; Cameron, J.R.; Niroomand-rad, A. & Karam, P.A. (2002). 
Very High Background Radiation Areas of Ramsar, Iran: Preliminary Biological 
Studies. Health Phys. 81:87-93. 

Hall, E.J. (2003). The Bystander Effect. Health Phys. 85:31-35. 
Hall, E.J. & Brenner, D.J. (2008). Cancer risks from diagnostic radiology. Br. J. Radiology 

81:362-378. 
Heidenreich, W.F.; Luebeck, E.G.; Moolgavkar, S.H. (1997). Some properties of the Hazard 

Function of the Two-Mutation Clonal Expansion Model. Risk Anal. 17:391-399. 
Heidenreich, W.F.; Cullings, H.M.; Funamoto, S. & Paretske, H.G. (2007). Promoting action of 

radiation in the atomic bomb survivor Carcinogenesis Data? Radiat. Res. 168: 750-756. 
Howe, G.R. (1995) Lung Cancer Mortality between 1950 and 1987 after Exposure to 

Fractionated Moderate-Dose-Rate Ionizing Radiation in the Canadian Fluoroscopy 
Cohort Study and a Comparison with Lung Cancer Mortality in the Atomic Bomb 
Survivors Study. Radiat. Res. 142: 295-304. 

ICRP 2. (1959) Report of Committee II on Permissible Dose for Internal Radiation. The 
International Commission on Radiological Protection Publication 2. Pergamon 
Press, Headington Hill Hall, Oxford, UK. 

ICRP 20. (1973) Alkaline earth metabolism in adult man. International Commission on 
Radiological Protection Publication 20. Pergamon Press, Elmsford, NY. 

ICRP 26. (1977). Recommendations of the International Commission on Radiological Protection. 
International Commission on Radiological Protection Publication 26. Annals of the 
ICRP 1:3. Pergamon Press, Oxford. 

ICRP 30. (1979). Limits for Intakes of Radionuclides by Workers. International Commission on 
Radiological Protection Publication 30 Part 1. Annals of the ICRP 2: 3-4. Pergamon 
Press, Oxford, UK. 

ICRP 60. (1991). 1990 Recommendations of the International Commission on Radiological 
Protection. International Commission on Radiological Protection Publication 60. 
Annals of the ICRP 21: 1-3. Pergamon Press, Elmsford, NY. 

ICRP 66. (1994). Human Respiratory Tract Model for Radiological Protection. International 
Commission on Radiological Protection Pub. 66. Elsevier Science Ltd., Oxford. 

ICRP 103. (2007). The 2007 Recommendations of the International Commission on Radiological 
Protection. Exeter, International Commission on Radiological Protection. 
Publication 103. Annals of the ICRP 37: 2-4. Elsevier, UK.  

Jaworowski, Z. (2010). Observations on the Chernobyl Disaster and LNT. Dose Response 8: 
148–171. 

Lloyd, R.D.; Miller, S.C.; Taylor, G.N.; Bruenger, F.W.; Jee, W.S.S. & Angus, W. (1994). 
Relative Effectiveness of 239Pu and Some Other Internal Emitters for Bone Cancer 
Induction in Beagles. Health Phys. 67: 346-353. 

Lubin, J.H.; Boice, J.D.; Edling, C.; Horning, R.W.; Howe, G.; Kunz, E.; Kusiak, R.A.; 
Morrison, H.I.; Radford, E.P.; Samet, J.M.; Tirmarche, M.; Woodward, A.; Yao, S.X. 
& Pierce, D.A. (1994). Radon and Lung Cancer Risk: A Joint Analysis of 11 Underground 
Miner Studies, National Institutes of Health Publication No. 94-3644, United States 
Department of Health and Human Services, Washington, DC. 

Lubin, J.H.; Boice, J.D.; Edling, C.; Horning, R.W.; Howe, G.R.; Kunz, E.; Kusiak, R.A.; 
Morrison, H.I.; Radford, E.P.; Samet, J.M.; Tirmarche, M.; Woodward, A.; Yao, S.X. 
& Pierce, D.A. (1995). Lung Cancer In Radon-Exposed Miners and Estimation of 
Risk From Indoor Exposure. J. Natl. Cancer Inst. 87: 817-827. 

 
Ionizing Radiation Carcinogenesis 

 

347 

Manhattan Engineering District. (1946). The Atomic Bombings of Hiroshima and Nagasaki. 
Manhatten Engineer District, United States Army, Washington, DC.  

Mauderly, J.L. & Daynes, R.A. (1994). Biennial Report on Long-term Dose-response Studies of 
Inhaled or Injected Radionuclides 1991-93. Inhalation Toxicology Research Institute, 
Albuquerque, New Mexico. Springfield, VA: National Technical Information 
Service; ITRI-139. 

Mays, C.W. & Lloyd, R.D. (1972). Bone Sarcoma Incidence Versus. Alpha Particle Dose. In: 
Stover BJ, Jee WSS, eds. Radiobiology of Plutonium. Salt Lake City, UT: The J.W. 
Press, 409-430. 

Ministry of Health. (1966). Radiological Hazards to Patients. Final Report. HMSO: London, UK. 
Mole, R.H. (1990). Childhood Cancer After Prenatal Exposure To Diagnostic X-ray 

Examinations in Britian. Br. J. Cancer 62: 152-168. 
Moolgavkar, S.H. Dewanji, A.; & Venzon, D.J. (1988). A Stochastic Two-Stage Model for 

Cancer Risk Asssessment. I. The Hazard Function and the Probability of Tumor. 
Risk Anal. 8:383-392. 

NCRP 136. (2001). Evaluation of the Linear-Nonthreshold Dose-Response Model for Ionizing 
Radiation. National Council on Radiation Protection and Measurements Report No. 
136. Bethesda MD. 

NCRP 160. (2009). Ionizing Radiation Exposure of the Population of the United States. National 
Council on Radiation Protection and Measurements Report No. 160. Bethesda, MD. 

Park, J.F. (1993). Pacific Northwest Laboratory Annual Report for 1992 to the DOE Office of Energy 
Research: Part 1: Biomedical Sciences. Pacific Northwest Laboratory, Richland, 
Washington. Springfield, VA: National Technical Information Service. 

Peto, R.; Pike, M.C.; Day, N.E.; Gray, R.G.; Lee, P.N.; Parish, S.; Peto, J.; Richards, S. & 
Wahredorf, J. (1980). Guidelines For Simple, Sensitive Significance Tests for Carcinogenic 
Effects in Long-Term Animal Experiments, Supplement 2 In: Long-Term and Short-Term 
Screening Assays for Carcinogens: A Critical Appraisal. IARC Monographs. Lyon, 
France: World Health Organization International Agency for Research on Cancer; 
Sup 2, Annex 311-426. 

Pierce, D.A. & Mendelsohn, M.L.(1999). A Model For Radiation-Related Cancer Suggested 
by Atomic Bomb Survivor Data. Radiat. Res. 152: 642-654. 

Pierce, D.A. & Preston, D.L. (2000). Radiation-Related Cancer Risks at Low Doses Among 
Atomic Bomb Survivors. Radiat. Res. 154: 178-186. 

Preston, D.L.; Shimizu, Y.; Pierce, D.A.; Suyama, A. & Mabuchi, K. (2003). Studies of 
Mortality of Atomic Bomb Survivors. Report 13: Solid Cancer and Noncancer 
Disease Mortality: 1950-1997. Radiat. Res. 160:381-407. 

Preston, D.L.; Pierce, D.A.; Shimizu, Y.; Cullings, H.M.; Fujita, S.; Funamoto, S. & Kodama, 
K. (2004). Effect of Recent Changes in Atomic Bomb Sutvivor Dosimetry on Cancer 
Mortality Risk Estimates. Radiat. Res. 162:377-389. 

Preston, D.L.; Ron, E.; Tokuoka, S.; Funamoto, S.; Nishi, N.; Soda. M.; Mabuchi, K. & 
Kodama, K. (2007). Solid Cancer Incidence in Atomic Bomb Survivors: 1958-1998. 
Radiat. Res. 168:1-64;  

Raabe, O.G. (1987). Three-dimensional Dose-Response Models of Competing Risks and 
Natural Life Span. Fundam. Appl. Toxicology 8:465-473. 

Raabe, O.G. (1989). Extrapolation and Scaling of Animal Data to Humans: Scaling of Fatal 
Cancer Risks From Laboratory Animals to Man. Health Phys. 57, Sup. 1:419-432. 



 
Current Topics in Ionizing Radiation Research 

 

348 

Raabe, O.G. (1994). Cancer and Injury Risks From Internally Deposited Radionuclides. In: 
Actualités sur le Césium, Comité de Radioprotection, Electricité de France, 
Publication Numéro 8: 39-48. 

Raabe, O.G.. (2010). Concerning the Health Effects of Internally Deposited Radionuclides. 
Health Phys. 98: 515-536. 

Raabe, O.G. (2011). Toward Improved Ionizing Radiation Safety Standards. Health Phys. 101: 
84-93. 

Raabe, O.G.; Book, S.A. & Parks, N.J. (1980). Bone cancer from radium: Canine dose 
response explains data for mice and humans. Science 208:61-64. 

Raabe, O.G. & Abell, D.L. (1990). Laboratory for Energy-Related Health Research Final Annual 
Report, Fiscal Year 1989, UCD 472-13. University of California, Davis, CA. 
Springfield VA: National Technical Information Service. 

Raabe, O.G.; Rosenblatt, L.S. & Schlenker, R.A. (1990). Interspecies Scaling of Risk for 
Radiation-induced Bone Cancer. Int. J. Radiat. Biol. 57: 1047-1061. 

Raabe, O.G. & Parks, N.J. (1993). Skeletal uptake and lifetime retention of 90Sr and 226 Ra in 
beagles. Radiat. Res. 133:204-218. 

RERF. (2008). 60-year Anniversary of ABCC/RERF, Annual Report 1 April 2007-31 March 
2008 Radiation Effects Research Foundation Hiroshima, Japan. 

Rowland, R.E. (1994). Radium in Humans, A Review of U.S. Studies. ANL/ER-3, Argonne, IL: 
Argonne National Laboratory. 

Saccomanno, G; Huth, G.C.; Auerbach, O. & Kuschner, M. (1988). Relationship of 
Radioactive Radon Daughters and Cigarette Smoking in the Genesis of Lung 
Cancer in Uranium Miners. Cancer 62:1402-1408. 

Snyder, A.R. & Morgan, W.F. (2004). Gene Expression Profiling After Irradiation: Clues To 
Understanding Acute and Persistent Responses? Cancer Metastasis Reviews 23:259-268. 

Stewart, A., Webb, J., Giles, D. & Hewitt, D. (1956). Malignant Disease in Childhood and 
Diagnostic Irradiation In Utero, Lancet ii:447-448. 

Stewart, A. , Webb, J., Hewitt, D. (1958). A Survey of Childhood Malignancies. Br. Med. J. 
1:1495-1508. 

Totter, J.R. & MacPherson, H.G. (1981). Do Childhood Cancers Result From Prenatal X-rays. 
Health Phys. 40:511-524. 

Wing, S.; Shy, C.M.; Wood, J.L.; Wolf, S.; Cragle, D.L. & Frome, E.L. (1991). Mortality 
Among Workers at Oak Ridge National Laboratory. J. American Med. Assoc. 
265:1397-2402. 

WHO. (2006) Health Effects of the Chernobyl Accident and Special Health Care Programmes. 
World Health Organizion, Geneva, Switzerland. 

16 

Molecular Spectroscopy Study of Human Tooth 
Tissues Affected by High Dose of External 

Ionizing Radiation (Caused by Nuclear 
Catastrophe of Chernobyl Plant)  

L. A. Darchuk1, L. V. Zaverbna2,  
A. Worobiec1 and R. Van Grieken1 

 1University of Antwerp, Antwerp,  
2National University of Medicine, Lviv,  

1Belgium 
2Ukraine 

1. Introduction 
Ionizing radiation remains the most significant environmental factor, causing severe 
impacts on human health on the vast territory of Ukraine for 25 years.  
Medical monitoring of the dental health of more than 1500 people who participated in 
cleaning work at the Chernobyl power station territory after the catastrophe has 
demonstrated an increasing of specific dental problems occurred after several years of 
participating at these works (Leus et al., 1998). The high level of hyperstenzy of hard dental 
tissues, the increase of enamel abrasion (first and second degrees) and the noncarious dental 
disease (cuneiform defects, pitting) are typical for around 63%, 36% and 47% of examined 
patients, respectively (Darchuk et al., 2008). Pathological dental abrasion, cuneiform defects, 
enamel erosion and enamel scissuras have been shown in Fig.1. Significant damages of 
parodontium (level II-III) by generalized severe periodontitis were detected for men with an 
acute radiation syndrome (Revenok, 1998). The main pathology was an intensified 
degeneration process while carious changes occurred, although these last were not directly 
related to irradiation.  
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Fig. 1. Dental defects which are typical of person undergone external ionizing radiation. 
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The influence of external ionizing radiation on dental tissues was analyzed by several 
scientists. Zhang et al. (2004) studied with SEM (Scanning Electron Microscopy) the effect of 
irradiation on the susceptibility of radiation caries, the structures of rats` tooth enamel and 
dentin. The collagen fibers and the resistance to acid after undergo external radiation were 
also investigated. Enamel structure changes were found after irradiation of 30 - 70 Gy. It was 
shown that dentin morphology changed, some collagen fibers vanished and resistance to 
acid was reduced after irradiation.  
A study on the possibility of dose-dependent tooth-germ (for four-week-old dogs) damage 
produced by ionizing radiation has shown hyperemia and edemata on tooth-germ pulps 
from 1.3 Gy onward. Both of these dental diseases became more acute as the radiation dose 
increased from 1.3 Gy to 5.3 Gy. Possible damage to both the dentin and enamel was 
pointed out (Sobkoviak et al., 1977). 
Dental analysis of rats which had undergone an exposure to 13.2 Gy during 100 days 
showed a temporary halting in tooth formation following exposure. The dentin which was 
formed immediately after the radiation was architecturally disarranged to the extent that no 
paralleling of dentinal tubules existed. In some instances, there was actual resorption of 
tooth structure with a fibrous replacement (English et al., 1954). 
The goal of this work was to study structural changes of teeth taken from people which 
were exposed to high doses of external ionizing radiation. They worked for different 
periods: from several weeks to several months, on the territory of the Chernobyl reactor IV 
zone during the first year just after the catastrophe. The teeth were extracted according to 
medical recommendations because of oral surgery or mechanical damage due to accidents.  
Infrared (IR) absorption and micro-Raman spectroscopy (MRS) as the most efficient 
techniques to analyze molecular structure of biological tissues (Ellis et al., 2006) have been 
applied to investigate tooth tissues. The main advantage of Infrared spectroscopy is a 
superior signal-to noise ratio, which is much less for Raman spectroscopy. Anyway Raman 
spectroscopy offers another benefit. The MRS is very useful for analysis of bone-like objects, 
which consist of mineral and organic substances, because Raman vibrational bands of 
crystalline materials are often sharp. So that the vibrational bands typical of organic matrix 
are more distinguishable and the identification of minerals is less doubtful. 
 Enamel, dentin, and cement belonging to 17 patients who absorbed high doses (0.5-1.7 Gy, 
high dose group, HDG) of ionizing radiation were studied. Only patients without the bone 
marrow affection were investigated. For comparison the same tooth tissues of 10 men who 
had not been exposed to radiation (control group, CG)) were investigated as well.  
Tooth is composed by enamel, dentin, cement and root (Fig. 2) which are bioinorganic 
materials. The organic part of the dental tissues is represented by collagen (Ten Gate, 1998) 
which controls the calcification of bone and crystallization of apatite in bones (Castrom et 
al., 1956). Collagen is rich in glycine, proline, and hydroxyproline. Collagen molecules are 
composed by 3 polypeptide chains forming tubinal structure. Collagen is rich with glycine, 
praline and hydroxyproline (Neuberger, 1956). The composition of aminoacids depends on 
the dental tissues – the ratio of proline:hydroxyproline:glycine is about 11:11:55 for dental 
enamel and 29:21:62 for dentin (Geller, 1958). The mineral part of enamel, dentin and cement 
is composed by carbonate hydroxyapatite, with an approximate formula Ca10(PO4)6-x(OH)2-

y(CO3)x+y, where 0≤x≤6 and 0≤y≤2 (Le Geros, 1991). The carbonate ion CO32- can substitute 
for either PO43- (B-substitution, a CO32- ion substitutes for a single PO43- ion) or OH- (A-
substitution, a CO32- ion replaces two OH- ions) (Le Geros, 1981; Elliott, 1994). Also the 
carbonate ion can be present in dental tissues as an adsorbed phase in the mineral lattice 
(Elliott, 1994). 
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Fig. 2. Cross section of a tooth; e, enamel; d, dentin; c, cement; p, pulp cavity. 

Tooth enamel, covering tooth external surface, is the hardest and most mineralized dental 
tissue. It contains about 96-98 wt.% of mineral matrix and around 2-4 wt. % of protein and 
water. Protein is rich in proline, glycine and glutamic acid.  
Dentin makes up the bulk of the tooth and it is surrounded by cement at the root and by a 
thin protective layer of enamel. Dentin consists of about 70 wt.% of mineral matter, 20 wt.% 
of organic materials, and 10 wt.% of water (Ten Gate, 1998). The protein of dentin is 
composed mainly of Type I collagen and non-collagenous proteins (Le Geros, 1981; 1991).  
Cement is a bonelike calcified connective tissue covering tooth roots (Ross et al., 2003) and 
its composition is similar to the composition of dentin. Cement consists of about 60-65 wt. 
% of mineral matter, around 23-26 wt.% of organic compounds (mainly collage) and about  
12 wt.% of water. 
Diversities of enamel, dentin and cement are provided by the nature of the tissues` 
embryogenesis. The tooth dentin and cement are grown up from mesenchyme while the tooth 
enamel is grown up from ectoderm, so that enamel almost does not consist of organic matrix.  

2. Samples and experimental technique 
2.1 Infrared absorption spectroscopy 
The preparation of samples for infrared spectroscopy has some features because biological 
tissues consist of some amount of water. So that samples are dried to avoid overlapping of 
absorption bands arose from analyzed objects with a broad absorption bands typical of 
water. 
For preparing samples teeth were washed with distilled water and then left for several hours 
in a drying chamber at 50o C. Afterwards enamel, dentin and cement were sawn down with 
diamond dental drill to get powder of tooth tissues for IR spectral analysis. Then 0.2 g of tooth 
tissue powder was thoroughly mixed with 50 μl vaseline oil and put in a cuvette of KBr.  
All IR spectra were recorded with one-beam infrared spectrometer IKS-31. Ten 
accumulations of spectra has been applied for each measurement to improve signal-to-noise 
ratio. Infrared spectral analysis was done in a low vacuum camera (10-1 Pa) to minimize 
overlapping with broad absorption bands typical of atmospheric CO2 and H2O. The infrared 
intensity transmitted by the cuvette containing the sample (Is) and that transmitted by an 
empty cuvette (Io) were measured in the 600-4000 cm-1 spectral range with a resolution of  
2-4 cm-1. The spectral resolution depends on diffraction grate (number of grating groove per 
mm) applied for each spectral interval.  
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The absorption intensity Ia(ν), where ν is wavenumber in cm-1, of the investigated samples 
was obtained as Ia = (1 - Is/Ic), which is approximately proportional to the sample 
absorption. For a semiquantitative analysis, the Ia(ν) spectra were fitted using a standard 
procedure which describes the Ia(ν) spectrum as a sum of Lorentzian components (Burn, 
1985).  

2.2 Micro-Raman spectroscopy  
For micro-Raman spectroscopy washed and dried teeth were put in polymer solution of 
Technoviz 4004 (Kulzer, Germany), which got solidified after 6-8 hours. Then the tooth 
samples were cut in slices with a thickness of 1÷1.5 mm with a diamond disk, Fig.2.  
Raman spectra have been collected with a Renishaw InVia micro-Raman (Renishaw plc, GB) 
spectrometer. For vibrational excitation two laser were applied: argon laser (514.5 nm, 
Spectra Physica) with a maximum laser power of 50 mW as well as a diode laser (785 nm, 
Renishaw) with a maximum laser power of 300 mW. Raman spectra were obtained in the 
spectral range 100 – 3200 cm-1 at a resolution of 2 cm-1. Measurement times between 10 and 
30 s have been used to collect the Raman spectra with a signal-to-noise ratio of better than 
100/1.  
The slices of tooth were placed on the stage of the microscope, and the transverse cross 
section was oriented perpendicularly to the incident laser beam. A continuous laser beam 
was focused on a sample via 50x and 100x microscope objectives. The laser beam spot size 
depends on objectives. Spectra were obtained using a 100×(NA=0.95; theoretical spot size of 
0.36 μm and 0.50 μm for 514.5 nm and for 785 nm laser, respectively) and 50×(NA=0.70; 
theoretical spot size of 0.45 μm and 0.68 μm for 514.5 nm and for 785 nm laser, respectively) 
magnification objectives. 
Because of the heterogeneous nature of teeth, single point Raman microspectroscopy cannot 
adequately describe the microstructure of tissues and therefore spatial information is 
needed. Hence for the analysis of teeth, MRS mapping, with a spatial resolution of ~1 μm, 
allows to analyze tooth tissue zones such as individual cement lines, individual lamellae. 
Raman spectral mapping was employed to study the orientation of mineral and collagen 
components of bone tissues by Morris et al. (2004) and by Kazanci et al. (2006).  
A computer controlled micro-Raman mapping was applied to analyze enamel, dentin, and 
cement. The microscope stage was XY-motorized and computer-controlled for point-by-point 
scanning with 0.1 μm resolution, 1 μm reproducibility and 90 mm × 60 mm maximum spatial 
range. Raman mapping data sets are collected by point-by-point scanning with 1 μm as a 
minimum step. A total of 20 images were obtained by using the motorized translation stage 
and the pixel reconstruction. Raman images were acquired in different rectangular areas of 
60x60, 60x40, 50x50, 50x30 and 40x30 μm2. The images were created with step size of 1 or 2 μm. 
The sample background fluorescence was subtracted with Wire 2.0 softwear (Renishaw, GB).  
The Raman spectra, except MRS mapping, were normalized to the intensity of the strongest 
band at 962 cm-1 (ν1-PO4 mode) of each spectrum.  

3. Discussion 
3.1 Enamel 
Mineral component of dental tissues causes the presence in the IR spectra of bands assigned 
to the carbonate-ions (CO32-) and the orthophosphate-ions (PO43-). Collagen is presented by 
amide groups of proteins - (CONH2). The amide absorption bands are well evident at 1660 
cm-1 (amide I), 1540-1550 cm-1 (amide II), and band at 1240 cm-1 (amide III). 

Molecular Spectroscopy Study of Human Tooth Tissues Affected by High Dose of  
External Ionizing Radiation (Caused by Nuclear Catastrophe of Chernobyl Plant) 

 

353 

Infrared spectra of dental enamel taken from patients of both HDG and CG consisted of 
strong and wide absorption band at 900-1200 cm-1 which arose due to v3 vibration mode of 
the phosphate-ion PO43- (Fig. 3). This wide absorption band consisted of a set of bands at 
950-970, 1000-1020, and 1050-1080 cm-1 in the IR spectra of enamel. A comparison of IR 
spectra of enamel belonging to patients from the control group and people exposed to high 
doses of ionizing radiation did not show significant changes of absorption band profile 
typical of phosphate-ion. Nevertheless it was detected that the intensity of the absorption 
band at 880 cm-1 which is typical for CO32- ions was stronger in the spectra of irradiated 
enamel. So that the phosphate-carbon ratio in mineral matrix of enamel changed to 
increasing of carbonate content in enamel belonging to patients of HDG. Semiquantitative 
analysis was applied to estimate the area of the band assigned to the carbonate-ions. The 
area of the band was calculated with Origin softwear according to a procedure described by 
Burn (1985) and Bebeshko et al. (1998). This analysis showed increasing of the area of the 
band typical of the anion CO32- (at 880 cm-1) up to 0.98 ± 0.04 (a.u.) for people from HDG, in 
comparison with the area value of 0.84 ± 0.04 (a.u.) for patients of CG. Absorption bands at 
1420 and 1482 cm-1 arose from the ν3-CO32- vibration mode were not distinguished in the 
obtained IR spectra, because of their overlapping with the strong absorption band at 1440 
cm-1 typical of vaseline.  
 

 
Fig. 3. Infrared spectra of enamel taken from patients exposed to high doses of ionizing 
radiation (HDG) and people from control group (CG).  

Raman spectra of teeth enamel of HDG and CG were more informative than infrared spectra 
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The absorption intensity Ia(ν), where ν is wavenumber in cm-1, of the investigated samples 
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adequately describe the microstructure of tissues and therefore spatial information is 
needed. Hence for the analysis of teeth, MRS mapping, with a spatial resolution of ~1 μm, 
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Raman spectral mapping was employed to study the orientation of mineral and collagen 
components of bone tissues by Morris et al. (2004) and by Kazanci et al. (2006).  
A computer controlled micro-Raman mapping was applied to analyze enamel, dentin, and 
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minimum step. A total of 20 images were obtained by using the motorized translation stage 
and the pixel reconstruction. Raman images were acquired in different rectangular areas of 
60x60, 60x40, 50x50, 50x30 and 40x30 μm2. The images were created with step size of 1 or 2 μm. 
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band at 962 cm-1 (ν1-PO4 mode) of each spectrum.  

3. Discussion 
3.1 Enamel 
Mineral component of dental tissues causes the presence in the IR spectra of bands assigned 
to the carbonate-ions (CO32-) and the orthophosphate-ions (PO43-). Collagen is presented by 
amide groups of proteins - (CONH2). The amide absorption bands are well evident at 1660 
cm-1 (amide I), 1540-1550 cm-1 (amide II), and band at 1240 cm-1 (amide III). 
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1420 and 1482 cm-1 arose from the ν3-CO32- vibration mode were not distinguished in the 
obtained IR spectra, because of their overlapping with the strong absorption band at 1440 
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fluorescence background. The fluorescence should be easily subtracted, but if the 
fluorescence is huge and the intensity of Raman bands is very low compared to the 
fluorescence signal, the accuracy of analysis will be lower.  
Hydroxyapatite single crystals belong to the crystal-class C6 and they can be described  
with the Raman-active symmetry tensors (A, E1, and E2). The free PO43- ion has four  
internal vibration modes: ν1 at 948 and 962 cm-1, ν2 at 432 and 447 cm-1, ν3 at 1028, 1053 and 
1075 cm-1, and ν4 at 580, 593 and 608 cm-1 (Fig. 4). Intensities of the Raman bands are 
invariant to the orientation of the crystal and depend only on the c-axis orientation (Tsuda et 
al., 1994; Nelson et al., 1982). 
 

200 400 600 800 1000 1200 1400 1600 1800 2000
0

50000

100000

150000

200000

78 5  n m  la se r

5 14  nm  lase r

In
te

ns
ity

, a
.u

.

W a ven um be r, cm -1

 
Fig. 4. Raman spectra of enamel recorded with laser beam excitation at 514 nm and at 785 nm. 

In the case of enamel taken from patients exposed to ionizing radiation: for the ν4 vibration 
mode of PO43-, the band at 580 cm-1 was not detected, the band at 450 and 608 cm-1 became 
very weak, but the band at 593 cm-1 did not change (Fig. 5) in comparison with the Raman 
spectra of enamel belonging to men from control group. These results can be explained as a 
breaking of the hydroxyapatite crystal symmetry. 
The shoulder at 1028 cm-1 (ν3(PO4)) was covered by a weak band at 1045 cm-1 (ν3(PO4), out of 
plane), which is typical of amorphous phosphate and a weak band at 1071 cm-1 (Fig. 5) 
which is assigned to carbonated apatite, type-B substitution (Elliott, 1994; Morris et al., 
2004).  
The increase of the carbonate content in the enamel is the result of a lack of equilibrium 
between phosphate and carbonate phases of Ca10(PO4)6-x(OH)2-y(CO3)x+y, induced by 
irradiation. The mentioned changes of the mineral matrix lead to a decrease of tooth enamel 
hardness.  
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Fig. 5. Raman spectra in the range of internal vibrations of the mineral part of tooth enamel 
taken from patients of HDG and CG. 

3.2 Dentin and cement 
Dentin and cement differ from enamel and they look like coarse-fibered bone. IR spectra of 
dentin and cement were very similar; so only infrared absorption spectra of dentin will be 
discussed. Infrared spectroscopy of both dentin and cement taken from patients of HDG 
showed a decreasing content of the mineral matrix (intensities of phosphate bands are lower 
that those for CG) and changes in organic matrix (Fig. 6). The area of the absorption band at 
880 cm-1, typical of the anion CO32- increased from 0.97 ± 0.05 (a.u.) for dentin taken from 
people of control group to 1.05 ± 0.05 (a.u.) for HDG. The  absorption band of  
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Fig. 6. Infrared spectra of dentin for patients exposed to a high doses of radiation (HDG) and 
people from control group (CG). 
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Fig. 6. Infrared spectra of dentin for patients exposed to a high doses of radiation (HDG) and 
people from control group (CG). 
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the amide III at 1240 cm-1 and amide II at 1550 cm-1 partly overlapped with strong 
absorption bands at 1380 and 1440 cm-1 assigned to vaseline oil, so that it was complicated to 
provide a semiquatitative analysis of areas of the bands assigned to amides. Anyway, 
reduction of the ratio between amide I and amide II amount was detected – ratio of amide I 
to amide II bands` area changed from 1.5 ± 0.05 (a.u.) for CG to 1.2 ± 0.05 (a.u.) for HDG. These 
changes of organic matter were the results of the collagen structure degradation caused by 
high doses of external radiation. 
It can be seen in Fig. 7 that the Raman spectra of dentin and cement were also very similar: 
therefore mainly Raman spectra of dentin will be discussed.  
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Fig. 7. Raman spectra of dentin and cement (control group) was recorded with 785 nm laser 
beam excitation. 

In order to detect changes of the mineral matrix caused by high doses of external ionizing 
radiation, the full width at half maximum (FWHM) of the strongest band (at 961 cm-1) 
assigned to phosphate-ion has been estimated for both HDG and CG. FWHM bandwidth 
and area S of the PO43- ν1 band were determined by curve of it with the procedure 
describing by Burn, (1985) and Bebeshko et al. (1998). It was found that the band could be 
well fitted with two Lorentian peaks at 955 cm-1 and 962 cm-1 (Table 1) 
 

Center of peaks 955 cm-1 962 cm-1 
 FWHM (cm-1) S (a.u.) FWHM (cm-1) S (a.u.) 

Control group 18.1 29630 11.3 78210 
High doses radiation group 18.3 37232 11.5 76138 

Table 1. FWHM and area of the strongest band at 961 cm-1 calculated from Raman spectra of 
dentin belonging to HDG and CG patients 

Molecular Spectroscopy Study of Human Tooth Tissues Affected by High Dose of  
External Ionizing Radiation (Caused by Nuclear Catastrophe of Chernobyl Plant) 

 

357 

The extra peak at 955 cm-1 had to be involved into the calculation to curve the strong 
phosphate band and it is an additional v1 peak assigned as amorphous or 
crystallographically disordered hydroxyapatite (Marcovich et al., 2004). For HDG this 
disordering is high and the area of the main peak at 962 cm-1 is less, this could be caused by 
ionizing radiation. For instance, the strongest band of the PO43- in Raman spectra of both CG 
and HDG could be curved with only one peak at 961 cm-1 with FWHM of 10.1 cm-1, so that 
crystallography of hydroxyapatite in enamel was less sensitive to high doses ionizing 
radiation.  
The Raman spectra of dentin belonging to patients from HDG showed slight increase of the 
band at 1071 cm-1 (ν1(СО32-) mode) which could be explained by substitution of the 
phosphate ion with carbonate (B-type substitution), Fig. 8.  
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Fig. 8. Raman spectra of dentin taken from patients of HDG and CG. 

The feature of dentin organic matrix is the presence of osteonectin which links the bone 
mineral (hydroxyapatite) and the collagen phases. Osteonectin is a specific noncollagenous 
protein and consists of two amino acids: glutamine (R=-CH2-CH2-CO-NH2) and 
phenylalanine (R=-CH2-C6H5). The band at 1004 cm-1 assigned to phenylalanine was 
observed in the Raman spectra of the dentine from patients of HDG and CG (Fig. 9). 
According to the Raman spectra of dentin taken from HDG, phenylalanine is affected by 
external ionizing radiation as shown by the band at 1004 cm-1 that splits into two narrow 
bands. The intensities of the bands typical of glutamine (at 815 cm-1 and 1330 cm-1) were 
significantly lower in case of the HDG, which can be ascribed to the ionizing radiation 
influence. These results have shown a sensitivity of osteonectin to high doses of external 
radiation.  



 
Current Topics in Ionizing Radiation Research 

 

356 

the amide III at 1240 cm-1 and amide II at 1550 cm-1 partly overlapped with strong 
absorption bands at 1380 and 1440 cm-1 assigned to vaseline oil, so that it was complicated to 
provide a semiquatitative analysis of areas of the bands assigned to amides. Anyway, 
reduction of the ratio between amide I and amide II amount was detected – ratio of amide I 
to amide II bands` area changed from 1.5 ± 0.05 (a.u.) for CG to 1.2 ± 0.05 (a.u.) for HDG. These 
changes of organic matter were the results of the collagen structure degradation caused by 
high doses of external radiation. 
It can be seen in Fig. 7 that the Raman spectra of dentin and cement were also very similar: 
therefore mainly Raman spectra of dentin will be discussed.  
 

500 1000 1500 2000
0

2000

4000

6000

amides
CO3

2-
PO4

3-

dentincement

In
te

ns
ity

, a
.u

.

Wavenumber, cm-1
Fig. 7. Raman spectra of dentin and cement (control group) was recorded with 785 nm laser 
beam excitation. 

In order to detect changes of the mineral matrix caused by high doses of external ionizing 
radiation, the full width at half maximum (FWHM) of the strongest band (at 961 cm-1) 
assigned to phosphate-ion has been estimated for both HDG and CG. FWHM bandwidth 
and area S of the PO43- ν1 band were determined by curve of it with the procedure 
describing by Burn, (1985) and Bebeshko et al. (1998). It was found that the band could be 
well fitted with two Lorentian peaks at 955 cm-1 and 962 cm-1 (Table 1) 
 

Center of peaks 955 cm-1 962 cm-1 
 FWHM (cm-1) S (a.u.) FWHM (cm-1) S (a.u.) 

Control group 18.1 29630 11.3 78210 
High doses radiation group 18.3 37232 11.5 76138 

Table 1. FWHM and area of the strongest band at 961 cm-1 calculated from Raman spectra of 
dentin belonging to HDG and CG patients 

Molecular Spectroscopy Study of Human Tooth Tissues Affected by High Dose of  
External Ionizing Radiation (Caused by Nuclear Catastrophe of Chernobyl Plant) 

 

357 

The extra peak at 955 cm-1 had to be involved into the calculation to curve the strong 
phosphate band and it is an additional v1 peak assigned as amorphous or 
crystallographically disordered hydroxyapatite (Marcovich et al., 2004). For HDG this 
disordering is high and the area of the main peak at 962 cm-1 is less, this could be caused by 
ionizing radiation. For instance, the strongest band of the PO43- in Raman spectra of both CG 
and HDG could be curved with only one peak at 961 cm-1 with FWHM of 10.1 cm-1, so that 
crystallography of hydroxyapatite in enamel was less sensitive to high doses ionizing 
radiation.  
The Raman spectra of dentin belonging to patients from HDG showed slight increase of the 
band at 1071 cm-1 (ν1(СО32-) mode) which could be explained by substitution of the 
phosphate ion with carbonate (B-type substitution), Fig. 8.  
 

400 800 1200 1600 2000 2400 2800

0.0

0.2

CG

HDG

R
am

an
 in

te
si

ty
, a

.u
.

Raman shift, cm-1

 
Fig. 8. Raman spectra of dentin taken from patients of HDG and CG. 
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Fig. 9. Raman spectra of dentin taken from patients of HDG and CG in spectral region of 
osteonectin. 
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Fig. 10. Raman spectra of dentin belonging to patients of HDG and CG in spectral region of 
proteins.  
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The amide absorption bands are well evident in the Raman spectra at 1670 cm-1(amide I) 
and at 1240 cm-1 (amide III) for both CG and HDG. A strong impact of high doses of 
ionizing radiation on the amide part of dentin and cement has been demonstrated by 
changes of amides` bands (Fig.10).  
The wide band corresponding to amide I vibrations of collagen (peptide carbonyl coupled  
to the NH-out-of-plane band) is weakly structured with a main wide line at about  
1670 cm-1 (poly-L-proline) and a shoulder at 1640 cm-1 for dentin and cement from patients 
of CG. For dentin and cement from patients of HFG, the wide band of amide I was split into 
two bands at 1245 and 1270 cm-1. The split of the amide I band could be explained as 
breakdown of peptide bonds of collagen caused by ionizing radiation. The band at 876 cm-1 
could be assigned to hydroxyproline which is an amino acid formed upon hydrolysis of 
connective-tissue proteins such as collagen (about 14) and elastin but rarely from other 
proteins.  
High doses of radiation also provoked decreasing intensities of the hydroxyproline band  
at around 855 cm-1 and the proline band at around 875 cm-1 and the proline shoulder at  
920 cm-1. Changes of the proline band intensity are more significant compared to those in 
the hydroxyproline. Loss of nitrogen in collagen has been detected as a decreasing of the 
band at 1450 cm-1. The changes of Raman bands typical of organic matrix of dentin and 
cement reflect a degradation of the collagen structure and breaking of collagen bonds 
affected by high doses of radiation.  
So, high doses of external ionizing radiation lead to mineral composition changes and to 
alteration of the organic matrix of dentin and cement. 

3.3 Mapping of dental tissues 
Micro Raman analysis offers superior spatial resolution (0.6-1 μm) compared to the infrared 
microspectroscopy resolution which is not better than 5-10 μm. So that micro-Raman 
spectroscopy is very useful for the analysis of biological localities such as single cement 
lines, boundaries around microtracks, and human dentin tubules.  
Micro-Raman mapping was performed for enamel, dentin and cement belonging to patients 
from both HDG and CG. Mapping of Raman spectra did not show any differences in spatial 
distribution of organic and mineral components, which could be caused by high doses of 
external ionizing radiation. Due to the Raman mapping it could be seen that osteonectin and 
amide III formed single lines (Fig. 11) which look like channels going through dental tissues, 
such as dentin and cement. The diameter of these lines was calculated according to the 
applied mapping step of 1 μm and was around 3-5 μm. We need to underline that the 
distribution of ostenectin was similar to the amide III distribution – the same location of 
maximum and minimum of their Raman bands intensities.  
The applied mapping of dentin (from HDG) also found out several spots with size around 1 
μm where the intensity of the strongest band typical of phosphate ion was incredibly low. 
The single Raman spectrum which was extracted from the mapping (Fig.12) showed that at 
this spot only organic matrix is present. The near absence of the bands typical of the 
phosphate-ion demonstrated disordering of the hydroxyapatite crystal. It is possible to 
suggest that this local resorption of mineral matrix was provoked by high doses of ionizing 
radiation, but only a few similar spots have been found. 
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Fig. 11. Spatial distribution of amide III and osteonectin in dentin, the mapping has been done 
with step of 1 μm.  
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terminate in the enamel (Fig.12, taken from Darchuk et al., 2011). It was possible to estimate 
that the diameter of dentin channels was around 2 μm. 
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Fig. 12. Spatial distribution of mineral (according to intensities of the band of hydroxyapatite at 
962 cm-1) and organic (according to intensities of the band of amide I at 1670 cm-1) components 
on the boarder between enamel and dentin; area of mapping was 30x50 μm.  

4. Conclusions 
Thanks to the application of two different spectroscopic analytical methods, complementary 
information regarding the influence of high dose radiation on the dental tissues was 
achieved. The results of infrared and micro-Raman spectroscopy analysis of dental tissues 
taken from patients of CG and HDG were in good agreement but micro-Raman 
spectroscopy gave a lot of details about the pathological effects of high doses of external 
radiation on the human dental tissues.  
The changes in mineral matrix of enamel and dentin (as well as cement) were caused by 
substitution of the phosphate ion with the carbonate ion which lead to lack of phosphate-
carbonate equilibrium. An increase of amorphous phosphates in dentin and cement showed 
the breakage of the hydroxyapatite crystal symmetry brought about the decrease of dental 
tissues hardness.  
Both, infrared and Raman spectroscopy have demonstrated changes in organic structure of 
tooth tissues. High doses of radiation effect resulted in destruction of the collagen chain of 
dentin and cement: chemical transformations of amino acids, breakdown of peptide bonds 
of collagen and loss of nitrogen in collagen. Micro-Raman spectroscopy demonstrated 
sensitivity of osteonectin to high doses of external radiation. Intercrystalline voids, appeared 
as a result of ionizing radiation effect, have been filling with low differentiation connective 
tissue which could not fix hydroxyapatite crystals well enough. 
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1. Introduction 
Medical-related radiation is the largest source of controllable radiation exposure to humans 
and it accounts for more than 95% of radiation exposure from man-made sources. Its direct 
benefits in modern day medical practices are beyond doubt but risks-benefits ratios need to 
be constantly monitored as the use of ionizing radiation is increasing rapidly. From 1980 to 
2006, the per-capita effective dose from diagnostic and interventional medical procedures in 
the United States increased almost six fold, from 0.5 to 3.0mSv, while contributions from 
other sources remained static (NCRP report no 160, 2009).  
This chapter will review radiation exposure from medical imaging initially starting from a 
historical viewpoint as well as discussing innovative technologies on the horizon. The 
challenges for the medical community in addressing the increasing trend of radiation 
usage will be discussed as well as the latest research in dose justification and 
optimization.  

2. Sources and trends 
Medical radiation is by far the largest artificial source of population exposure to ionising 
radiation, accounting for 90% of all doses from artificial sources (United Nations, 2010). This 
radiation burden is increasing. In the US, this increase has been primarily due to the 
increasing use of computed tomography (CT). Despite the fact that CT only accounts for 
11% of the examinations it contributes 68% of collective dose. In comparison, conventional 
radiography constitutes 90% of the examinations but only 19% of collective dose (Mettler et 
al., 2009). From 1980s to 2006, there is an increase of approximately 6-fold in cumulative 
effective dose per individual in the US from 0.5 to 3mSV (NCRP report no 160., 2009).  
As an overall exposure to all kinds of radiation to humans, medical-related radiation 
exposure now accounts for 48% (an increase from 15%) with background radiation 
remaining relative static at 50%. The remaining 2% of total radiation exposure came from 
consumer-related products and activities. These include cigarette smoking, building 
materials, commercial air travel, mining and agriculture.  
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benefits in modern day medical practices are beyond doubt but risks-benefits ratios need to 
be constantly monitored as the use of ionizing radiation is increasing rapidly. From 1980 to 
2006, the per-capita effective dose from diagnostic and interventional medical procedures in 
the United States increased almost six fold, from 0.5 to 3.0mSv, while contributions from 
other sources remained static (NCRP report no 160, 2009).  
This chapter will review radiation exposure from medical imaging initially starting from a 
historical viewpoint as well as discussing innovative technologies on the horizon. The 
challenges for the medical community in addressing the increasing trend of radiation 
usage will be discussed as well as the latest research in dose justification and 
optimization.  

2. Sources and trends 
Medical radiation is by far the largest artificial source of population exposure to ionising 
radiation, accounting for 90% of all doses from artificial sources (United Nations, 2010). This 
radiation burden is increasing. In the US, this increase has been primarily due to the 
increasing use of computed tomography (CT). Despite the fact that CT only accounts for 
11% of the examinations it contributes 68% of collective dose. In comparison, conventional 
radiography constitutes 90% of the examinations but only 19% of collective dose (Mettler et 
al., 2009). From 1980s to 2006, there is an increase of approximately 6-fold in cumulative 
effective dose per individual in the US from 0.5 to 3mSV (NCRP report no 160., 2009).  
As an overall exposure to all kinds of radiation to humans, medical-related radiation 
exposure now accounts for 48% (an increase from 15%) with background radiation 
remaining relative static at 50%. The remaining 2% of total radiation exposure came from 
consumer-related products and activities. These include cigarette smoking, building 
materials, commercial air travel, mining and agriculture.  
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Table 1. Changes in collective effective dose and effective dose per individual in the US 
population between early 1980s and 2006.  

 

 
Fig. 1. Exposure of the US population in early 1980s and in 2006 according to NCRP report 
no 93 and 160.  

From data in 2006, in radiology and nuclear medicine procedures, the biggest contribution 
as previously mentioned is from computed tomography (49%), followed by nuclear 
medicine studies (26%), then interventional procedures (14%). The remaining 11% came 
from radiographic and fluoroscopic studies despite accounting for more than 74% of total 
number of procedures. Not surprisingly, the per capita dose for CT is highest at 1.47 mSv. 
Data is summarised in the following table.  
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Data taken from NRCP report no 160 

Table 2. Estimated number and collective effective doses from radiologic and nuclear 
medicine procedures in the US for 2006.  

The overall trend is similar in the UK. A recent Health Protection Agency publication (Hart 
et al., 2010) showed a 28% increase in 2008 compared to 1997/8 in the United Kingdom. This 
increase is again mainly due to a doubling of the computed tomography (CT) examinations 
performed over this same period. The increase in radiation dose in the UK is thought to be 
modest and this is partly due to the number of examinations performed. A comparison with 
other European countries show that the 19 out of 20 most commonly performed 
examinations, UK shows a lower than European average in frequency (Aroua et al., 2010). 
Only barium enemas were shown to be more frequent than average compared to the 
European counterparts. In terms of dose, 17 out of 20 examinations in the UK are less on 
average dose compared to their European counterparts. This illustrates that even in a 
country like United Kingdom, the trend for increasing use of medically related ionising 
radiation continues apace despite the fact that there has been more traditional emphasis on 
 

 
Table 3. Collective dose per caput in 2008 for the “top 20” examinations in Europe (from 
Aroua et al, 2010).  
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dose awareness. Table below shows annual collective dose per capita of European countries. 
The UK collective dose per caput from all medical and dental X-ray examinations stands at 
0.3 mSv. This number can be compared with corresponding values of 2.2 mSv assessed for 
medical and dental X-rays in the USA in 2006 (NCRP, 2009) and the similar figure of 1.9 
mSv (UNSCEAR., 2010) as the average for people living in Healthcare Level 1 (HCL1) 
countries. The UK collective dose per caput is clearly very low for a HCL1 country.  
For CT, the UK annual per caput dose stands at 0.27 mSv. This number can be compared 
with corresponding levels of 1.5 mSv from CT in the USA in 2006 (NCRP., 2009) and 0.74 
mSv from CT in Canada in 2006 (Chen and Moir., 2010). The UK per caput dose from CT is 
relatively low compared to North American countries. 
At the time of writing, there is likely to be an even further increase in the use of CT 
compared to the level quoted in 2006. This is mainly due to rapid rise in the use of CT in 
emergency setting (White and Kuo, 2007; Street et al, 2009) and also the increasing use of 
PET/CT (Elliot A, 2009; Chawla et al, 2010; Devine et al, 2010). However, the dose increase 
may not be as high as recent concentrated efforts in the medical community have focused on 
strategies in dose reduction. Recent effective novel innovations have helped to reduce some 
of the dose burden (see later).  

3. Risks 
Ionizing radiation has long been known to increase the risk of cancer and is officially 
classified as a carcinogen by the International Agency for Research on Cancer (IARC). It is 
now on the official list of carcinogen by the World Health Organization (IARC list of 
carcinogen, 2011). The exact relationship between dose exposure and cancer induction, 
however, is complex and several issues merit further discussion.  
First, perceived medical-related radiation has traditionally been quantified in comparison 
with radiation we all receive from background levels. It is worth noting that medical-related 
radiation exposure is not the same as background radiation. The exposure from background 
radiation is generally of mixed-energy particles (high and low LET-radiation) while the 
exposure from diagnostic medical procedures is generally of low-energy x-rays. Low-LET 
radiation deposits less energy in the cell along the radiation path and is considered less 
destructive per radiation track than high-LET radiation. Examples of low-LET radiation 
include X-rays and γ-rays (gamma rays), which are used in medical imaging. Low-LET 
radiation produces ionizations sparsely throughout a cell; in contrast, high-LET radiation 
transfers more energy per unit length as it traverses the cell and is more destructive per unit 
length. 
Background radiation are naturally occurring from sources in soil, rocks, bricks and 
building material, and from radon gas which seeps out to homes. Radon is a colourless, 
odourless gas that emanates from the earth and as it decays also emits LET radiation. 
Average annual exposures worldwide to natural radiation sources (both high and low LET) 
would generally be expected to be in the range of 1–10 mSv, with 2.4 mSv being the present 
estimate of the central value (UNSCEAR, 2000). Of this amount, about one-half (1.2 mSv per 
year) comes from radon and its decay products. Some areas will have more radon gas 
background than others (e.g. Cornwall in the UK generally has twice the amount of 
background radiation than the rest of the UK).  
After radon, the next highest percentage of natural ionizing radiation exposure comes from 
cosmic rays. This is followed by terrestrial sources, and “internal” emissions. Cosmic rays 
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are particles that travel through the universe and are filtered by the earth atmosphere 
(therefore this varies from sea level to higher altitudes where less atmospheric filtration 
occurs). The Sun is a source of some of these particles. Other particles come from exploding 
stars called supernovas. The amount of terrestrial radiation from rocks and soils varies in 
different parts of the world. Much of this variation is due to differences in background 
radon levels. “Internal” emissions come from radioactive isotopes in food and water with 
uranium and thorium series of radioisotopes present in food and drinking water 
(UNSCEAR, 2000). 
To quantify medical exposures (which are of predominantly low-LET radiation) to 
background radiation (which are of mixed-LET radiation) is uncertain due to this respect but it 
is now generally accepted that of the 2.4mSv total average background radiation of mixed-
LET, the total average annual population exposure worldwide due to low-LET radiation 
would generally be expected to be in the range of 0.2–1.0 mSv, with 0.9 mSv being the present 
estimate of the central value. The pie chart below illustrates proportions of high and low-LET 
radiation of the background radiation worldwide (adapted from BIER VII, 2006).  
 

 
Fig. 2. Pie chart proportions of high and low-LET radiation of the background radiation 
worldwide (adapted from BIER VII, 2006). 

Ubiquitous background radiation represents exposure to whole population (all ages, 
gender, health status) whereas medical radiation distributions are often skewed towards 
higher age groups and also sicker individuals. There may also be skewed in gender 
distribution (there is rightly a reluctance to image patients who are pregnant, for example). 
Therefore, one must acknowledge that the background radiation level is an approximation 
and will vary from individual to individual living at different locality having varying 
exposures. 
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Current radiation protection standards and practices are based on the premise that any 
radiation dose, no matter how small, can result in detrimental health effects, such as cancer 
and genetic damage. Further, it is assumed that these effects are produced in direct 
proportion to the dose received, i.e., doubling the radiation dose results in a doubling of the 
effect. These two assumptions lead to a dose-response relationship, often referred to as the 
linear no-threshold model, for estimating health effects at doses of interest. Although, this is 
of much benefit in practical terms in risk estimation in the context of radiation protection 
quantification, there is, however, substantial scientific evidence that this model is an 
oversimplification of the dose-response relationship. In particular, it results in an 
overestimation of health risks in the low dose range. Biological mechanisms including 
cellular repair of radiation injury, which are not accounted for by the linear, no-threshold 
model, reduce the likelihood of cancers and genetic effects. Therefore, it is now generally 
accepted that quantification of estimated health risk in the dose range similar to that of 
background radiation should be strictly qualitative and encompass a range of hypothetical 
health outcomes, including the possibility of no adverse health effects at such low levels 
(Burk Jr RJ 1996, updated in 2004).  
Biological Effects of Ionizing Radiation (BEIR) VII committee defines low doses of ionizing 
radiation as less than 100mSv and agrees that at doses of 100 mSv or less, statistical 
limitations make it difficult to evaluate cancer risk. The current best estimation model for 
risks associated with low dose radiation exposure is that approximately one individual in 
100 persons would be expected to develop cancer (solid cancer or leukemia) from a dose of 
100 mSv while approximately 42 of the 100 individuals would be expected to develop solid 
cancer or leukemia from other causes (BEIR VII, 2006).  
It is now generally accepted that at effective doses above 50 mSv the risk of cancer induction 
increases linearly with dose, this dose-response relation has not been demonstrated at doses 
below 50 mSv. Below 50 mSv no convincing epidemiological evidence exists currently for 
cancer risk induction. 
There is, however, more convincing evidence to support risk of cancer induction using high 
dose radiation. A recent article from the USA estimated that CT scans performed in 2007 
could result in 29,000 future cancers based on current risk estimations (Berrington de 
Gonzales et al., 2009). The risk to an individual patient is also high. For example a cardiac 
scan in a 20-year-old female can produce a lifetime cancer risk from that scan of 
approaching 1% (Einstein et al., 2007).  
Specific effects of radiation are thought to be either deterministic and/or stochastic although 
the exact relationship is difficult to quantify with certainty. There is reasonable 
epidemiological evidence (though not definitive) from 30,000 A-bomb survivors that organ 
doses from 5 to 125 mSv result in a very small but statistically significant increase in cancer 
risk (Preston et al., 2007). Other low dose epidemiological studies from the occupational 
exposure of radiation workers are also generally in keeping with this trend with increasing 
cancer risk with increasing radiation dose (Muirhead et al., 2009 and Cardis et al., 2007). Of 
note, the third analysis of the National Registry for Radiation Workers in the UK (NRRW-3 
from Muirhead et al., 2009) provides the most up-to-date and precise information on the 
risks of occupational radiation exposure based on cancer registrations as well as mortality 
from an enlarged cohort of 174,541 workers dating back to 1955. Data were available for 
26,731 deaths during 3.9 million person-years of total follow-up period. It clearly shows a 
statistically significant increasing trend with dose in both mortality and incidence for all 
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malignant neoplasms (leukaemia and several solid organs tumours). Table below 
summarises the findings from NRRW-3. Despite this, one must bear in mind that radiogenic 
excess cancer risk associated with medical-related radiation is in orders of magnitude 
smaller than the spontaneous cancer risk (Burk Jr RJ 1996, updated in 2004 and BEIR VII 
(2006).  
 

 
Table 4. Comparison of estimates of ERR per Sv (and 90% CI) for cancer in NRRW, the  
15-country nuclear worker and the Japanese A-bomb survivors.  

In addition, there appears to be other determinants that also affect the risk of developing 
cancers. Among these, genetic considerations, age at exposure, sex and fractionation and 
protraction of exposure appear to play important roles.  

Genetic considerations 
There are 2 epidemiological studies that suggest that there is a subgroup of population who 
are more likely to develop cancer when exposed to radiation although in neither case has 
the genes responsible for the increased radiosensitivity been identified. Ronckers et al (2008) 
performed a retrospective study looking at 3,010 young women with scoliosis who regularly 
underwent radiographic follow-up to monitor disease progression between 1912 and 1965. 
They had found that there was a borderline but significant dose response in a subset of 
women with a family history of breast cancer in first- or second-degree relatives. Flint-
Richter et al (2007) performed a case-control study looking at children who were epilated 
with x-rays for the treatment of tinea capitis and found that 1% of children developed 
meningioma with marked clustering in certain families suggestive of genetic susceptibility 
to the development of tumours after exposure to radiation. A meta-analysis by Jansen-van 
der Weide (2010) also supports increase risk of radiation in genetically susceptible group. 
They performed a meta-analysis from seven studies evaluating the effects of low-dose 
radiation exposure, such as mammography, on cancer risk in women with a familial or 
genetic predisposition. They had found that there is an increased risk with exposure to 
radiation that results in 1.3 times increased breast cancer risk. The risk is also higher in 
women who were exposed before the age of 20 or who were frequently exposed to 
radiation.  
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Age at exposure 
Following on from the last point, there is convincing evidence to support a relationship 
between life-time attributable risk of cancer incidence and age at exposure. Graph below 
show analysis of lifetime attributable risk of radiation-induced cancer incidence derived 
from BEIR VI committee based on data of A-bomb survivors. This, in general, supports that 
children are more radiosensitive than adults. However, it is also true that social and 
environmental factors play a role as for some solid cancers, these risks do not decline with 
age. When looking at effective risks ratio (ERR), there is little difference in risk between 10 
and 40 years of age, while for some cancers such as lung and bladder, there appears to be a 
significant increase in risk with increasing age of exposure.  
 

 
Fig. 3. Lifetime attributable risk of radiation-induced cancer incidence, as a function of age at 
exposure for males and females (data based on BEIR VII, 2006).  
(with permission from Hricak et al, 2011) 

Sex 
BEIR VI report supports the notion that there is substantially higher lifetime attributable risk 
of cancer incidence in females compared with males. Figure 5 shows breast cancers risks are 
higher, but what is more notable is the risk for lung and bladder cancer in women is much 
higher than in men. This is, in spite of the fact that in 1945 Japan, men were heavy smokers 
while smoking was deemed as very uncommon in women.  

Fractionation and protraction of exposures 
It was previously thought that radiation risks per unit dose at low levels and at low dose 
rates were smaller than that of higher dose and dose rates. This is due to the perceived 
influence of DNA repair. A suggested dose and dose rate effectiveness factor (this is a 
multiplication factor use for low dose rates compared to high dose rates) by the ICRP was 
two, while BEIR VII suggested a value of 1.5. There are a couple of studies that have already 
been mentioned but are again worth mentioning in this regard. First the International 
Agency for Research on Cancer 15-country study looked at around 600,000 nuclear workers 
who were exposed to an average cumulative dose of 19mSv. The estimated ERR for this  
cohort for developing solid cancers was almost four times larger than that for the A-bomb   
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Fig. 4. Comparison of site-specific gender (top), age-at-exposure (middle) and attained-age 
(bottom) effects on standardised ERR1Gy estimates for selected sites and all solid cancers. 
(with permission from Preston et al, 2007) 
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survivors. However, the study noted that there are likely to be important confounders. 
First, the results are likely to be skewed by the Canadian workers who were relatively few 
in number with high number of death rates. Second, the predominance of lung cancer 
suggests possible confounding effect of smoking. More recently, the update from the 
National Registry for Radiation Workers in the UK (NRRW-3 from Muirhead et al., 2009) 
followed cohorts with cumulative dose of 25mSv. Cancer risks do increase with dose and 
the estimated ERR per Sievert was very similar to that for the A-bomb survivor suggestive 
of a rather small reduction in cancer risk induction with dose protraction which is 
somewhat surprising. These 2 large studies in themselves suggest that it is not at all clear 
what the relationship is between dose fractionation and protraction with the risk of cancer 
induction.  
Currently, there are several epidemiological studies following up patients who were 
exposed to CT at a young age in UK, Australia, Canada, France, Israel and Sweden. Results 
of such studies will shed more light into the precise influence of radiation and add to the 
existing body of evidence. This is likely to take time, however, due to the inherent nature of 
these studies.  

4. Strategies in dose optimisations in Computed Tomography (CT) 
The fact that CT accounts for most of the ionising radiation used in medical imaging is the 
reason for its focus on this chapter. Other imaging modalities will also be discussed but in 
lesser detail. 

Dose elimination 
Whilst, undoubtedly medical imaging using ionising radiation has several advantages, one 
must bear in mind that the best way to reduce radiation is to not perform the investigation 
at all. There is evidence that increasingly CT has been over utilised in various clinical 
settings meaning that unnecessary scans are being performed, or incorrect examinations are 
being performed without appropriate justification. The usual practice is to refer to clinical 
guidelines or appropriateness criteria to direct or justify an examination according to a 
clinical scenario. The American College of Radiology (ACR), the Royal College of 
Radiologists in the UK (RCR), and the European Commission all have published decision 
guidelines for the appropriate use of CT in different clinical scenarios. A retrospective study 
was performed in a level I trauma centre looking at appropriateness of scans (Hadley et al, 
2006). It was found that 44% of the studies ordered would not have been indicated had the 
guidelines been rigorously followed. One recent innovative approach addressing this has 
been to incorporate these guidelines into computerised imaging order entry system. Pre-
authorisation of CT examinations according to the ACR and RCR guidelines were utilised in 
an institution which showed significant deferral rate and substantial decrease in the use of 
CT and MRI. After reauthorisation was implemented, CT annual performance rates 
decreased from 25.9 examinations per 1,000 in 2000 to 17.3 per 1,000 in 2003 (Blachar et al, 
2006). Despite being evidence-based and recommended for routine clinical usage, these 
guidelines still show poor uptake in general usage (Bautista et al, 2009). When a survey was 
performed looking at how physicians decide what the best imaging test to use for their 
patients, the use of ACR Appropriate criteria showed very low uptake in one institution 
(2.4%) compared with other available resources (e.g. Radiologist consult, specialty journal, 
UpToDate, Google, Pubmed, etc).  
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Dose reduction 
CT dose reduction can broadly be divided into ways to reduce the total radiation emitted by 
the X-ray tube and ways to reduce scanning time. Ways to reduce scanning time include 
ECG gating in cardiac studies, or increasing the pitch of the scanner, for example.  
Traditionally, the ways to reduce total dose have included X-ray beam filtration, X-ray beam 
collimation, X-ray tube current modulation and adaptation for patient body habitus 
(automatic exposure control), peak kilovoltage optimisation, improved detection system 
efficiency, low dose protocols for specific indications (e.g. CT KUB for renal stones).  
Since the 1980s, a number of technical innovations have been responsible for dose reduction 
in CTs including the use of solid state scintillating detectors, electronic circuitry, multi-
detector arrays, more powerful x-ray tubes and beam-shaping filters. More recently, a 
number of newer dose reduction techniques have gained widespread acceptance and these 
are as follows: 
Automatic exposure control 
Automatic exposure control (AEC) is one of the most important techniques in clinical 
practice to reduce radiation dose without compromising image quality. AEC is a broad term 
that encompasses not only tube current modulation (to adapt to changes in patient 
attenuation), but also determining and delivering the “right” dose for any patient (infant to 
obese) in order to achieve the diagnostic quality images. It is technologically possible for CT 
systems to adjust the x-ray tube current in real-time in response to variations in x-ray 
intensity at the detector (McCollough et al, 2005), much as fluoroscopic x-ray systems adjust 
exposure automatically. The modulation may be fully pre-programmed, occur in near-real 
time by using a feedback mechanism, or incorporate pre-programming and a feedback loop. 
Tube current modulation 
This is done by maintaining a constant image noise level through longitudinal and/or 
angular modulation of x-ray tube current according to patient size, shape and the resultant 
attenuation. This means that the tube current varies across different scan length. This is in 
contrast to fixed tube current methods where it is constant throughout the scan length 
meaning in effect that in certain areas, there are wasted radiation as one will not yield 
increased diagnostic capability.  
Longitudinal (z) mA modulation 
In the longitudinal (z-axis) modulation (AutomA) technique, the basic strategy is to provide 
predictable image quality to achieve a reliable diagnosis with the lowest necessary radiation 
dose depending on patient size and attenuation. This is done along the patient’s 
longitudinal axis (i.e. shoulders to pelvis). For a specific patient anatomy and diagnostic 
task, a specific parameter (defined as noise index - NI) is prescribed by the user to specify 
the targeted image quality that represents the average noise in the centre of an image of a 
uniform water phantom. A 5% decrease in NI demands approximately a 10% radiation 
increase, whereas a 5% increase in NI decreases radiation dose by approximately 10% (Karla 
et al, 2004a). Therefore, an appropriate NI selection is imperative to control the balance 
between radiation dose and image quality. This is often recommended by a combination of 
manufacturer recommendation and clinical experience. This also varies depending on the 
type of scan performed. With a given NI, the AutomA automatically adjusts x-ray tube 
current in the scan to maintain the same noise level in all images regardless of patient size 
and attenuation. Previous studies have shown that in abdominal CT studies a NI of 10.5 to 
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of such studies will shed more light into the precise influence of radiation and add to the 
existing body of evidence. This is likely to take time, however, due to the inherent nature of 
these studies.  

4. Strategies in dose optimisations in Computed Tomography (CT) 
The fact that CT accounts for most of the ionising radiation used in medical imaging is the 
reason for its focus on this chapter. Other imaging modalities will also be discussed but in 
lesser detail. 

Dose elimination 
Whilst, undoubtedly medical imaging using ionising radiation has several advantages, one 
must bear in mind that the best way to reduce radiation is to not perform the investigation 
at all. There is evidence that increasingly CT has been over utilised in various clinical 
settings meaning that unnecessary scans are being performed, or incorrect examinations are 
being performed without appropriate justification. The usual practice is to refer to clinical 
guidelines or appropriateness criteria to direct or justify an examination according to a 
clinical scenario. The American College of Radiology (ACR), the Royal College of 
Radiologists in the UK (RCR), and the European Commission all have published decision 
guidelines for the appropriate use of CT in different clinical scenarios. A retrospective study 
was performed in a level I trauma centre looking at appropriateness of scans (Hadley et al, 
2006). It was found that 44% of the studies ordered would not have been indicated had the 
guidelines been rigorously followed. One recent innovative approach addressing this has 
been to incorporate these guidelines into computerised imaging order entry system. Pre-
authorisation of CT examinations according to the ACR and RCR guidelines were utilised in 
an institution which showed significant deferral rate and substantial decrease in the use of 
CT and MRI. After reauthorisation was implemented, CT annual performance rates 
decreased from 25.9 examinations per 1,000 in 2000 to 17.3 per 1,000 in 2003 (Blachar et al, 
2006). Despite being evidence-based and recommended for routine clinical usage, these 
guidelines still show poor uptake in general usage (Bautista et al, 2009). When a survey was 
performed looking at how physicians decide what the best imaging test to use for their 
patients, the use of ACR Appropriate criteria showed very low uptake in one institution 
(2.4%) compared with other available resources (e.g. Radiologist consult, specialty journal, 
UpToDate, Google, Pubmed, etc).  
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Dose reduction 
CT dose reduction can broadly be divided into ways to reduce the total radiation emitted by 
the X-ray tube and ways to reduce scanning time. Ways to reduce scanning time include 
ECG gating in cardiac studies, or increasing the pitch of the scanner, for example.  
Traditionally, the ways to reduce total dose have included X-ray beam filtration, X-ray beam 
collimation, X-ray tube current modulation and adaptation for patient body habitus 
(automatic exposure control), peak kilovoltage optimisation, improved detection system 
efficiency, low dose protocols for specific indications (e.g. CT KUB for renal stones).  
Since the 1980s, a number of technical innovations have been responsible for dose reduction 
in CTs including the use of solid state scintillating detectors, electronic circuitry, multi-
detector arrays, more powerful x-ray tubes and beam-shaping filters. More recently, a 
number of newer dose reduction techniques have gained widespread acceptance and these 
are as follows: 
Automatic exposure control 
Automatic exposure control (AEC) is one of the most important techniques in clinical 
practice to reduce radiation dose without compromising image quality. AEC is a broad term 
that encompasses not only tube current modulation (to adapt to changes in patient 
attenuation), but also determining and delivering the “right” dose for any patient (infant to 
obese) in order to achieve the diagnostic quality images. It is technologically possible for CT 
systems to adjust the x-ray tube current in real-time in response to variations in x-ray 
intensity at the detector (McCollough et al, 2005), much as fluoroscopic x-ray systems adjust 
exposure automatically. The modulation may be fully pre-programmed, occur in near-real 
time by using a feedback mechanism, or incorporate pre-programming and a feedback loop. 
Tube current modulation 
This is done by maintaining a constant image noise level through longitudinal and/or 
angular modulation of x-ray tube current according to patient size, shape and the resultant 
attenuation. This means that the tube current varies across different scan length. This is in 
contrast to fixed tube current methods where it is constant throughout the scan length 
meaning in effect that in certain areas, there are wasted radiation as one will not yield 
increased diagnostic capability.  
Longitudinal (z) mA modulation 
In the longitudinal (z-axis) modulation (AutomA) technique, the basic strategy is to provide 
predictable image quality to achieve a reliable diagnosis with the lowest necessary radiation 
dose depending on patient size and attenuation. This is done along the patient’s 
longitudinal axis (i.e. shoulders to pelvis). For a specific patient anatomy and diagnostic 
task, a specific parameter (defined as noise index - NI) is prescribed by the user to specify 
the targeted image quality that represents the average noise in the centre of an image of a 
uniform water phantom. A 5% decrease in NI demands approximately a 10% radiation 
increase, whereas a 5% increase in NI decreases radiation dose by approximately 10% (Karla 
et al, 2004a). Therefore, an appropriate NI selection is imperative to control the balance 
between radiation dose and image quality. This is often recommended by a combination of 
manufacturer recommendation and clinical experience. This also varies depending on the 
type of scan performed. With a given NI, the AutomA automatically adjusts x-ray tube 
current in the scan to maintain the same noise level in all images regardless of patient size 
and attenuation. Previous studies have shown that in abdominal CT studies a NI of 10.5 to 
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15 leads to a reduction in radiation dose by 16.6-53.3% in comparison to that using a 
constant x-ray tube current (Karla et al, 2004b).  
Angular (x,y) mA modulation 
Angular (x,y) mA modulation addresses the variation in x-ray attenuation around the 
patient by varying the mA as the x-ray tube rotates about the patient (e.g. in the A.P. versus 
lateral direction). The operator chooses the initial mA value, and the mA is modulated 
upward or downward from the initial value within a period of one gantry rotation. As the x-
ray tube rotates between the AP and lateral positions, the mA can be varied according to the 
attenuation information from the CT radiograph (i.e. Scout image), or in near real-time 
according to the measured attenuation from the 180° previous projection.  
Using both angular and longitudinal mA modulation, significant dose reduction can be 
achieved. Although an approximately 50% reduction in dose has been found with automatic 
exposure control, the system is not foolproof. It seems that at the extremes (i.e. smaller and 
larger patient sizes), there needs to be adjustment of the noise level such that a higher noise 
level was recommended for a large sized patient to avoid a higher radiation exposure 
(Karla, 2004a), and a lower noise level for smaller patients was also suggested by a previous 
investigation (Karla, 2004b). Some of these studies have shown that there is an influence of 
patient weight on image quality and dose when a constant noise level is chosen for all 
patient sizes. Kalra et al (2004b) showed that smaller patients (in their study, defined as 
having weight less than 68 kg and corresponding to smaller transverse and anteroposterior 
diameters) had subjective image quality scores lower than larger patients (weights greater 
than 68 kg) despite using a fixed noise index parameter.  
Adjusting noise level based on weight alone is also fraught with difficulties. Several studies 
have shown that weight is not the ideal factor for required dose calculations. This is because 
two patients with the same weight can have different regional dimensions and tissue 
attenuation properties on CT scanning, which can affect the image quality significantly 
(Karla et al, 2003). Schindera et al (2008) found that a phantom with increased 
anthropomorphic size received significantly increased skin and deep organ dose than a 
smaller sized phantom for fixed noise level. Some people have proposed a correction factor 
for patient size to find the optimal noise index using a combination of patient’s weight, BMI 
or information body diameter from CT scout images (Li et al, 2011).  
Tube Angle Start Position and Pitch 
Various investigators have demonstrated that there are significant dose variations with a 
sinusoidal pattern on the peripheral of a CTDI 32 cm phantom or on the surface of an 
anthropomorphic phantom when helical CT scanning is performed, resulting in the creation 
of “hot” spots or “cold” spots (Svandi et al, 2009). Exploiting this in conjunction with 
adjustment of pitch can result in dose saving (Zhang et al, 2009). For example, at a pitch of 
1.5 scans, the dose is usually lowest when the tube start angle is such that the x-ray tube is 
posterior to the patient when it passes the longitudinal location of the organ. For pitch 0.75 
scans, the dose is lowest when the tube start angle is such that the x-ray tube is anterior to 
the patient when it passes the longitudinal location of the organ. For organs that have a 
relatively small longitudinal extent, dose can vary considerably with different start angles. 
While current MDCT systems do not provide the user with the ability to control the tube 
start angle, these results indicate that in these specific situations pitch 1.5 or pitch 0.75, small 
organs and especially small patients, there could be significant dose savings to organs if that 
functionality adjustment was available. 
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Fig. 5. Diagrammatic illustration of differences between fixed mA (a), z-modulation (b) and 
combined z and angular modulation (c). Note that the use of fixed mAs means that mA is 
too high for most parts of the scan. Alternatively, solely relying on z-axis modulation can 
also mean that tube currents are higher than fixed mA at the edges of the scan where the 
tube current is increased to account for shoulder girdles and bony pelvis (which inherently 
have higher attenuation than body scan).  
(images are authors’ own reproduction, modified from Hricak et al, 2011 with permission) 
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have shown that weight is not the ideal factor for required dose calculations. This is because 
two patients with the same weight can have different regional dimensions and tissue 
attenuation properties on CT scanning, which can affect the image quality significantly 
(Karla et al, 2003). Schindera et al (2008) found that a phantom with increased 
anthropomorphic size received significantly increased skin and deep organ dose than a 
smaller sized phantom for fixed noise level. Some people have proposed a correction factor 
for patient size to find the optimal noise index using a combination of patient’s weight, BMI 
or information body diameter from CT scout images (Li et al, 2011).  
Tube Angle Start Position and Pitch 
Various investigators have demonstrated that there are significant dose variations with a 
sinusoidal pattern on the peripheral of a CTDI 32 cm phantom or on the surface of an 
anthropomorphic phantom when helical CT scanning is performed, resulting in the creation 
of “hot” spots or “cold” spots (Svandi et al, 2009). Exploiting this in conjunction with 
adjustment of pitch can result in dose saving (Zhang et al, 2009). For example, at a pitch of 
1.5 scans, the dose is usually lowest when the tube start angle is such that the x-ray tube is 
posterior to the patient when it passes the longitudinal location of the organ. For pitch 0.75 
scans, the dose is lowest when the tube start angle is such that the x-ray tube is anterior to 
the patient when it passes the longitudinal location of the organ. For organs that have a 
relatively small longitudinal extent, dose can vary considerably with different start angles. 
While current MDCT systems do not provide the user with the ability to control the tube 
start angle, these results indicate that in these specific situations pitch 1.5 or pitch 0.75, small 
organs and especially small patients, there could be significant dose savings to organs if that 
functionality adjustment was available. 
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combined z and angular modulation (c). Note that the use of fixed mAs means that mA is 
too high for most parts of the scan. Alternatively, solely relying on z-axis modulation can 
also mean that tube currents are higher than fixed mA at the edges of the scan where the 
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Tube voltage 
There have been various studies looking at the adjustment of tube potential. The most 
reliable determinant when adjusting the tube voltage at present is the patient’s BMI but 
factors such as fat distribution (e.g. around the thorax) should also be considered. The 
traditional setting for voltage has been at 120kV. Diagnostic images have been shown to be 
possible at 100 or even at 80kV (Hausleiter et al, 2010). This can be done according to the 
patient’s size with published reports demonstrating up to 70% reduction in chest scans and 
40% reduction in abdominal scans (Yu et al, 2010) by lowering the kV in selected groups to 
100kV from 120kV. Lowering the voltage decreases penetration (therefore less useful in 
patients with high BMI) but also results in increased subject contrast as it approximates 
towards the k-edge of iodine (33 keV). This means that there is superior enhancement of 
iodine at lower potentials. As a result, there is improved conspicuity of hypervascular or 
hypovascular pathologies in contrast-enhanced studies as there is improved contrast-to-
noise ratio. There is a trade-off in that there is increase image noise mainly due to higher 
absorption of low-energy photons by the patient. Therefore, this only works best in patients 
of smaller sizes and the improved contrast-to-noise is negated in larger patients. Dose is 
proportional to the current but to the square of tube voltage and so it remains more 
advantageous to lower the kV than the mAs. 

Cardiac CT 
Various innovations related to cardiac CT have markedly reduced the dose of this 
traditionally high dose examination and are worth discussing in more detail (Roobottom et 
al, 2010). The 2 main methods of data acquisitions in cardiac CT angiographic studies are 
inherently linked to the cardiac cycle (ECG-gating). These are retrospective and prospective 
gating. The former tends to be utilised when the heart rate is greater than 65 beats per 
minute (bpm) or irregular heart rate and the latter with regular heart rate below 65 bpm. 
Radiation reduction strategies for these are as follows. 

ECG-linked tube current modulation 
Traditionally, tube current is applied throughout the cardiac cycle in retrospective 
acquisition. But since the coronary arteries are best image at end diastole where they are 
most still (usually 75% of the RR interval), the tube current only needs to be maximum at 
this point. At all other points, the tube currents can be reduced (see Fig. 6 below). Phase data 
is still available for the rest of the cardiac cycle (although image will be affected by quantum 
mottle) and functional data can still be obtained. The traditional ECG-gated retrospective 
spiral acquisition, though results in good image quality, the dose still poses concerns. Thus 
sequential scanning as an alternative has been developed (Schoenhagen P, 2008).  

Prospective axial gating 
Axial acquisition (rather than spirally) on a pre-defined block (e.g. 4cm) can be used – so 
called ‘step and shoot’ technique (Stolzmann et al, 2008) – is a more radiation-efficient 
technique in that the tube current is only applied in that block and is zero outside that pre-
determined window (see Fig 7, below). This results in a dramatic reduction in dose to a level 
where 5mSv and below can be regularly achieved. The current reconstruction technique 
limitation, however, determines that the heart rate needs to be below 65bpm. Therefore 
aggressive beta blockade should be utilised where possible to achieve this (unless there are 
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contraindications). This technique is also prone to step artefacts. The heart rate also needs to  
be regular but the use of more ‘padding’ with centering of the acquisition to include end-
systolic (35%) to end-diastolic (85%) phases can combat this to a certain extent. This also 
allows multi-phase analysis. Expanding phase data, however, increases dose penalty but 
still remains advantageous as this is still less than the use of retrospective spiral scanning, 
even with aggressive dose modulation.  
 
 
 
 
 

 
 

 
 
 
 

Fig. 6. ECG-linked dose modulation with maximum tube current during diastolic phase and 
minimum for the rest of the cardiac cycle.  
(images are authors’ own reproduction) 
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Traditionally, tube current is applied throughout the cardiac cycle in retrospective 
acquisition. But since the coronary arteries are best image at end diastole where they are 
most still (usually 75% of the RR interval), the tube current only needs to be maximum at 
this point. At all other points, the tube currents can be reduced (see Fig. 6 below). Phase data 
is still available for the rest of the cardiac cycle (although image will be affected by quantum 
mottle) and functional data can still be obtained. The traditional ECG-gated retrospective 
spiral acquisition, though results in good image quality, the dose still poses concerns. Thus 
sequential scanning as an alternative has been developed (Schoenhagen P, 2008).  
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Axial acquisition (rather than spirally) on a pre-defined block (e.g. 4cm) can be used – so 
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technique in that the tube current is only applied in that block and is zero outside that pre-
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where 5mSv and below can be regularly achieved. The current reconstruction technique 
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contraindications). This technique is also prone to step artefacts. The heart rate also needs to  
be regular but the use of more ‘padding’ with centering of the acquisition to include end-
systolic (35%) to end-diastolic (85%) phases can combat this to a certain extent. This also 
allows multi-phase analysis. Expanding phase data, however, increases dose penalty but 
still remains advantageous as this is still less than the use of retrospective spiral scanning, 
even with aggressive dose modulation.  
 
 
 
 
 

 
 

 
 
 
 

Fig. 6. ECG-linked dose modulation with maximum tube current during diastolic phase and 
minimum for the rest of the cardiac cycle.  
(images are authors’ own reproduction) 
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Fig. 7. The “step and shoot” technique with sequential axial scans covering the entire heart. 
(images are authors’ own reproduction) 

Scan length 
Scan length should be kept at a minimum to lower the dose. In general CT, this is done by 
the operator from the scout view obtained on initial scanning. In certain studies, increase 
coverage is required but this is difficult to ascertain on the scanned projection radiograph 
(i.e. scanogram, scoutview or topogram). For example, increase coverage is needed in 
patients with vein grafts (e.g. internal mammary artery grafts require coverage from lung 
apex). At our institution, we performed the initial low dose unenhanced scan to look for 
coronary calcifications which also allows accurate delineation of the coronary arteries. The 
added information means that we do not have to perform overcoverage (and therefore 
eliminate unnecessary radiation) and we now routinely perform this at our centre 
(Roobottom et al, 2010).  

High pitch spiral acquisition 
High pitch ECG-gated acquisition using dual source CT scanner is sufficiently fast enough 
so that in a patient that has a slow heart rate, images of the whole heart can be acquired 
within a single heart beat. In particular, cardiac imaging have shown great efforts in dose 
reduction where a dose reduction of up to 90% has been achieved using novel acquisition 
techniques (Flohr et al, 2009 and McCollough et al, 2009).  
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Fig. 8. Graphical illustration showing dose reduction in different techniques of cardiac CT 
angiography. 
(modified from Hricak et al, 2011, with permission) 

Displacement and shielding methods 
There are several types of selective organ shielding available since 1997 (Hooper et al, 1997) 
with various studies focusing on the use of shields for the eyes, thyroid breasts and gonads. 
The evidence shows that they reduce dose (especially surface organ dose), however, 
whether they affect image quality is still a hugely contentious issue.  
Breast shielding has been the most studied shielding method and is worth a more extensive 
mention for this reason. These are made of latex sheets consisting of bismuth and have the 
property of attenuating x-ray beam in the energy range used in CT. This can be up to about 
50% depending on the tube voltage or filtration. The use of bismuth breast shield does not 
affect the mean energy of the x-ray beam, but reduces the overall intensity. There is fairly 
consistent agreement throughout the literature on its effectiveness at reducing radiation 
dose. Fricke et al (2003) found that bismuth breast shields for paediatric CT reduce dose by 
29% in anthropomorphic phantoms. Coursey et al (2008) reported a dose reduction of 52% 
when the bismuth breast shield was employed after the acquisition of scout view using the 
automatic tube current modulation in a chest MDCT protocol. Foley et al (2011) showed that 
the use of breast displacement and lead shielding in a group of women undergoing cardiac 
CT for investigation of chest pain lead to significant reduction in mean breast surface dose 
without affecting coronary image quality. This varies with breast size but the mean 
reduction was around 24% of breast surface dose.  
Other organ specific shields have also been studied. Mukundan et al (2007) reported a 42% 
lens dose reduction when using a 2-ply bismuth shield for axial brain and helical 
craniofacial paediatric CT protocols. Perisinakis et al (2005) also investigated the orbital 
bismuth shielding technique in children and found the average eye dose reduction of 38% 
and 33% for CT scans of the orbit and whole head in their Monte Carlo simulations as well 
as 34% and 20% for the entire and partial eye globe scans in paediatric patients, respectively.  
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Fig. 7. The “step and shoot” technique with sequential axial scans covering the entire heart. 
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when the bismuth breast shield was employed after the acquisition of scout view using the 
automatic tube current modulation in a chest MDCT protocol. Foley et al (2011) showed that 
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CT for investigation of chest pain lead to significant reduction in mean breast surface dose 
without affecting coronary image quality. This varies with breast size but the mean 
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However, despite some evidence supporting the use of shielding, routine use of these 
shields has been called into question. Geleijns et al (2006) and Vollmar et al (2008) reported 
that although dose reduction can be achieved with the use of shields, their use is also 
associated with significant artefacts and increase in image noise. Their findings were 
supported by Kalra et al (2009) indicating that as well as increasing noise, there is 
artifactually increased in attenuation values in the region immediately behind the shields. 
More recently, Lee et al (2011) showed that the use of thyroid shielding with cotton wool 
spacer reduces the dose to thyroid by up to 27% without affecting image noise although it 
was noted that there was noticeably increase in the attenuation values of the superficial neck 
structures such as the neck muscles. It was thought that this was likely related to a metal 
artefact caused by bismuth implanted within the shield itself. 
Some of the streak artefacts in earlier studies can partly be explained by close apposition of 
the shields to the skin surface. This was the case for both Geleijns et al (2006) and Vollmar et 
al (2008). When a spacer or plastic shields are used the streak artefacts are noticeably 
eliminated (Hohl et al 2006, Karla et al, 2009 and Lee et al, 2011). However, the increase in 
attenuation appears to be a real issue (Karla et al, 2009, Lee et al, 2011). This could have 
implications when looking at coronary artery calcifications, renal cyst and adrenal mass 
characterisation, for example, where increase in attenuation is used specifically to 
characterise disease entities.  
Another contentious issue concerns image quality. Although some of the studies have 
examined the effect on image quality, the robustness of these assessments has also been 
called into question. In particular, the image quality was not quantified objectively but 
rather only in qualitative terms with statements such as “we did not see any differences in 
quality between the shielded and unshielded lung” (Yilmaz et al, 2007). Some investigators 
have argued that when noise and image quality were analysed objectively and in a robust 
manner, studies appear to suggest that there is increase in image noise and deterioration of 
image quality (Geleijns et al, 2006, Vollmarr et al, 2008, Karla et al, 2009). Although, it must 
be noted that a more recent study by Lee et al (2011) looking at bismuth thyroid shield did 
not show significant differences in mean noise values. In general, there needs to be more 
evidence that robustly assess image quality prior to the routine use of shielding to be 
universally accepted. 
Another issue concerns the effect on image reconstruction and wasted radiation. Some 
investigators argue that bismuth shielding has very different effects on patient dose for the 
frontal (AP) projection compared to the dorsal (PA) projection (Geleijns et al, 2010). The 
attenuation of the incoming and exiting beam ultimately has an effect of image quality and 
dose efficiency. It is argued that if the x-ray tube was in the dorsal position, the exiting x-ray 
beam is attenuated prior to reaching the detector and therefore this wastes unnecessary 
radiation, which may have been useful for image formation process. They argue that if the 
aim of bismuth shield is to reduce low energy photons that mainly deposit their energies on 
the surface of the patients, then this can be similarly achieved with lowering the tube 
current without the added artefacts.  
The use of bismuth shielding in combination with automated tube current modulation has 
also been investigated. This is also fraught with danger as there is the potential for either a 
dose increase to the patient or unequal noise levels within/between images. The reason for 
this is that the AEC system may attempt to increase the dose to account for the extra patient 
attenuation. Some of this can be eliminated by placing the shields after the scanned 
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projection radiograph (i.e. scanogram, scoutview or topogram), however, some 
manufacturer system performs continual monitoring of patient attenuation and adapts tube 
current in real time (e.g. when angular modulation is used - see earlier section). If this is the 
case, then the use of shielding can be detrimental and would actually increase the dose to 
the patient. 
 

 
Fig. 9. Comparison of 120 kVp CT beam x-ray spectra with no shield, reduced mAs or 2-ply 
Bi shield. Note that the reduction of the low-energy photons is substantial in the 2-ply 
bismuth shield compared to the reduced tube current.  
(with permission from Kim et al, 2010) 

Patient factors 
Increasingly, we are moving towards tailoring our examination according to individual 
patient to optimise image quality and minimising dose. Previous discussion regarding tube 
current modulation have already shed light on the benefits of this. In general, factors such as 
age, chest circumference, body mass index, and specific individual factors such as presence 
of stents and coronary calcification may influence the type of study being performed as well 
as dose limitation. 
Patient scan length 
Patient scan length is also worthy of consideration. Larger length scans produce larger dose. 
In the PROTECTION I trial, the average dose for a cardiac CT angiography was 12mSv with 
the average scan volume of 12cm (Hausleiter et al, 2006)). For cardiac scanning (at least for 
retrospective scanning), an increase in 1cm results in an increase of approximately 1mSv of 
added radiation. The volume of acquisition must therefore be tailored to suit each 
individual patient. Both radiologists and radiographers will need to have active role in 
selecting this.  



 
Current Topics in Ionizing Radiation Research 380 

However, despite some evidence supporting the use of shielding, routine use of these 
shields has been called into question. Geleijns et al (2006) and Vollmar et al (2008) reported 
that although dose reduction can be achieved with the use of shields, their use is also 
associated with significant artefacts and increase in image noise. Their findings were 
supported by Kalra et al (2009) indicating that as well as increasing noise, there is 
artifactually increased in attenuation values in the region immediately behind the shields. 
More recently, Lee et al (2011) showed that the use of thyroid shielding with cotton wool 
spacer reduces the dose to thyroid by up to 27% without affecting image noise although it 
was noted that there was noticeably increase in the attenuation values of the superficial neck 
structures such as the neck muscles. It was thought that this was likely related to a metal 
artefact caused by bismuth implanted within the shield itself. 
Some of the streak artefacts in earlier studies can partly be explained by close apposition of 
the shields to the skin surface. This was the case for both Geleijns et al (2006) and Vollmar et 
al (2008). When a spacer or plastic shields are used the streak artefacts are noticeably 
eliminated (Hohl et al 2006, Karla et al, 2009 and Lee et al, 2011). However, the increase in 
attenuation appears to be a real issue (Karla et al, 2009, Lee et al, 2011). This could have 
implications when looking at coronary artery calcifications, renal cyst and adrenal mass 
characterisation, for example, where increase in attenuation is used specifically to 
characterise disease entities.  
Another contentious issue concerns image quality. Although some of the studies have 
examined the effect on image quality, the robustness of these assessments has also been 
called into question. In particular, the image quality was not quantified objectively but 
rather only in qualitative terms with statements such as “we did not see any differences in 
quality between the shielded and unshielded lung” (Yilmaz et al, 2007). Some investigators 
have argued that when noise and image quality were analysed objectively and in a robust 
manner, studies appear to suggest that there is increase in image noise and deterioration of 
image quality (Geleijns et al, 2006, Vollmarr et al, 2008, Karla et al, 2009). Although, it must 
be noted that a more recent study by Lee et al (2011) looking at bismuth thyroid shield did 
not show significant differences in mean noise values. In general, there needs to be more 
evidence that robustly assess image quality prior to the routine use of shielding to be 
universally accepted. 
Another issue concerns the effect on image reconstruction and wasted radiation. Some 
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attenuation of the incoming and exiting beam ultimately has an effect of image quality and 
dose efficiency. It is argued that if the x-ray tube was in the dorsal position, the exiting x-ray 
beam is attenuated prior to reaching the detector and therefore this wastes unnecessary 
radiation, which may have been useful for image formation process. They argue that if the 
aim of bismuth shield is to reduce low energy photons that mainly deposit their energies on 
the surface of the patients, then this can be similarly achieved with lowering the tube 
current without the added artefacts.  
The use of bismuth shielding in combination with automated tube current modulation has 
also been investigated. This is also fraught with danger as there is the potential for either a 
dose increase to the patient or unequal noise levels within/between images. The reason for 
this is that the AEC system may attempt to increase the dose to account for the extra patient 
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projection radiograph (i.e. scanogram, scoutview or topogram), however, some 
manufacturer system performs continual monitoring of patient attenuation and adapts tube 
current in real time (e.g. when angular modulation is used - see earlier section). If this is the 
case, then the use of shielding can be detrimental and would actually increase the dose to 
the patient. 
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Bi shield. Note that the reduction of the low-energy photons is substantial in the 2-ply 
bismuth shield compared to the reduced tube current.  
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patient to optimise image quality and minimising dose. Previous discussion regarding tube 
current modulation have already shed light on the benefits of this. In general, factors such as 
age, chest circumference, body mass index, and specific individual factors such as presence 
of stents and coronary calcification may influence the type of study being performed as well 
as dose limitation. 
Patient scan length 
Patient scan length is also worthy of consideration. Larger length scans produce larger dose. 
In the PROTECTION I trial, the average dose for a cardiac CT angiography was 12mSv with 
the average scan volume of 12cm (Hausleiter et al, 2006)). For cardiac scanning (at least for 
retrospective scanning), an increase in 1cm results in an increase of approximately 1mSv of 
added radiation. The volume of acquisition must therefore be tailored to suit each 
individual patient. Both radiologists and radiographers will need to have active role in 
selecting this.  
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Special patient groups 
Paediatric patients 
Usual dose reduction strategies such as tube current modulation, ECG-gating, etc as is used 
in adults can be similarly applied to children with further dose reduction. Adjustment of kV 
to 80kv is not an unreasonable approach as well as changing mAs values by employing 
weight-based specific protocols (Ben Saad et al, 2009, Lee et al, 2006, Young et al 2011).  

Women’s imaging and pregnancy 
Efforts in dose reduction in pregnant patients owing to dose concerns to the foetus have 
previously been to not perform the study unless it is absolutely paramount. If this was 
deemed necessary, then various approaches have been adopted but mostly revolve around 
the use of shielding (see above). Some specific adjustment of protocols have been tried for 
certain clinical scenario such as for investigation of pulmonary embolism. Litmanovich et al 
(2009) compared reduced-dose pulmonary CT angiography (200 mA and 100 kV) with 
matched control group standard protocol (400 mA, 120 kv). The CT dose index, dose-length 
product, effective dose, image quality, and signal-to-noise ratio were assessed. There was a 
significant dose reduction of more than 65% using low dose protocols while maintaining 
diagnostic imaging quality. Though the dose to the chest has been substantially reduced, the 
dose to the foetus due to scatter radiation still poses concerns. Others have adopted a more 
simple approach to tackle this. Danova et al (2010) used lead aprons as shielding to the 
uterus when scanning thoracic CT achieving up to 34% reduction using the wrap around 
apron to cover for scatter radiation demonstrating that protective aprons are an effective 
dose reduction technique without additional costs and little effect on patient examination 
time. 

Iterative reconstruction 
Out of all the dose reduction strategies discussed, iterative reconstruction shows the most 
promise. CT workstations have used filtered back projection as the preferred method for 
producing images from the raw data acquired by the receptors. Filtered Back-Projection 
(FBP) algorithm has been used as the foundation of commercially available CT 
reconstruction techniques since the 1970’s. Comparatively, it is robust and relatively 
undemanding on computer processing. It is still widely used today and considered 
acceptable for clinical diagnosis, but it does not provide optimal results for depiction of the 
patient as it makes many incorrect assumptions about the data. This is apparent in the 
inherent level of artefacts and noise in FBP images. To compensate for such noise, larger 
patient doses are required to overcome this. 
Iterative reconstruction algorithms have been put forward as promising recent advances in 
CT technology but were in fact initially proposed by Shepp and Vardi back in 1982. Only 
recently, this has been shown to be superior to filtered back projection algorithms for noise 
reduction (Liu et al, 2007). Even though iterative reconstruction algorithms exhibit great 
advantages in situations of low signal to noise ratio, their use in real-time CT was previously 
limited by the time and computing power required to perform the iterations. Recently, 
however, due to improving computing technology, it is now possible to utilise various 
facets of iterative reconstruction to reduce the noise and thus achieving significant dose 
reduction.  
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- Adaptive Statistical Iterative Reconstruction (ASIR) 
Adaptive statistical iterative reconstruction (ASIR) is a post-processing method marketed by 
GE (General Electric Medical systems, WI, USA) where images are obtained by applying 
adaptive statistical iterative reconstruction to filtered back projection images. The images are 
obtained in a low dose mode and the noise in the image is then reduced by applying ASIR. 
The amount of noise reduction applied can be varied from 1% to 100%. This technique 
allows modest (up to 40%) dose reduction with similar recorded levels of noise in the image. 
Several manufacturers have subsequently released similar technology and now all 
manufacturers are offering iterative reconstruction methods and a means for improved 
image quality and dose reduction.  
There is increasing amount of research to suggest that utilising iterative reconstruction 
improves image quality, and thereby allows for lowering of kV and mAs and thereby 
reducing the dose (Prakash et al, 2010). Marin et al (2010) utilized ASIR at low kV and high 
mAs setting comparing with standard of care FBP technique scanning hepatic organs and 
found that there is improvement in both image quality and reduction in dose. Similarly, 
Singh et al (2010) found that abdominal scanning using ASIR compared with FBP yields 
significant benefit in terms of improved image quality. Due to improved contrast-to-noise 
ratio, lower radiation parameters can be utilised thereby achieving significant dose 
reduction. Similar results have been shown using chest CT in comparing ASIR with 
standard FBP. Leipsic et al (2011) showed that compared with FBP images, ASIR images had 
significantly higher subjective image quality, less image noise, and less radiation dose with 
around 30% reduction on average. Studies that have high dose burden such as CT 
colonography also shows much promise with the use of new ASIR technique. Flicek et al 
(2010) utilised ASIR in a pilot study using 18 patients undergoing CT colonography using an 
altered protocol of standard scan 50mAs (supine scan) and 25mAs (prone scan with 40% 
ASIR). The results show that the radiation dose can be reduced 50% below currently 
accepted low-dose techniques without significantly affecting image quality when ASIR is 
used. More recent investigations appear to confirm that using ASIR yields benefits in 
achieving dose reduction as well as improved image quality. Pontana et al (2011a) studied 
the utility of iterative reconstruction algorithm in comparison to FBP on 80 patients and 
found that iterative reconstructions provided similar image quality compared with the 
conventionally used FBP reconstruction at 35% less dose and also suggested that even 
higher dose reductions than 35% may be feasible by using higher levels of iterations. 
Significant noise reduction can also be achieved using the same dose/raw data (Pontana et 
al 2011b). More and more evidence are appearing in the literature for specific uses of ASIR 
in specific clinical setting (e.g. CT enterography in Crohn’s patients - Kambadakone et al 
2011; coronary CT angiography - Leipsic et al 2011) further emphasising its increasing 
usefulness in quest for improved image quality and dose reduction.  
- Model-Based Iterative Reconstruction (MBIR) 
Compared with ASIR, newer method so called ‘Model-Based Iterative Reconstruction 
(MBIR)’ has now been developed and instead of relying on a single model (as is used in 
ASIR), performs multiple iterations from multiple models. These models account for a 
complete three-dimensional assumptions that comprises of focal spot, beam shape, voxel 
size, and size of detector. In addition, MBIR also accounts for noise from photon flux as well 
as system noise from the scanner itself.  
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Special patient groups 
Paediatric patients 
Usual dose reduction strategies such as tube current modulation, ECG-gating, etc as is used 
in adults can be similarly applied to children with further dose reduction. Adjustment of kV 
to 80kv is not an unreasonable approach as well as changing mAs values by employing 
weight-based specific protocols (Ben Saad et al, 2009, Lee et al, 2006, Young et al 2011).  

Women’s imaging and pregnancy 
Efforts in dose reduction in pregnant patients owing to dose concerns to the foetus have 
previously been to not perform the study unless it is absolutely paramount. If this was 
deemed necessary, then various approaches have been adopted but mostly revolve around 
the use of shielding (see above). Some specific adjustment of protocols have been tried for 
certain clinical scenario such as for investigation of pulmonary embolism. Litmanovich et al 
(2009) compared reduced-dose pulmonary CT angiography (200 mA and 100 kV) with 
matched control group standard protocol (400 mA, 120 kv). The CT dose index, dose-length 
product, effective dose, image quality, and signal-to-noise ratio were assessed. There was a 
significant dose reduction of more than 65% using low dose protocols while maintaining 
diagnostic imaging quality. Though the dose to the chest has been substantially reduced, the 
dose to the foetus due to scatter radiation still poses concerns. Others have adopted a more 
simple approach to tackle this. Danova et al (2010) used lead aprons as shielding to the 
uterus when scanning thoracic CT achieving up to 34% reduction using the wrap around 
apron to cover for scatter radiation demonstrating that protective aprons are an effective 
dose reduction technique without additional costs and little effect on patient examination 
time. 

Iterative reconstruction 
Out of all the dose reduction strategies discussed, iterative reconstruction shows the most 
promise. CT workstations have used filtered back projection as the preferred method for 
producing images from the raw data acquired by the receptors. Filtered Back-Projection 
(FBP) algorithm has been used as the foundation of commercially available CT 
reconstruction techniques since the 1970’s. Comparatively, it is robust and relatively 
undemanding on computer processing. It is still widely used today and considered 
acceptable for clinical diagnosis, but it does not provide optimal results for depiction of the 
patient as it makes many incorrect assumptions about the data. This is apparent in the 
inherent level of artefacts and noise in FBP images. To compensate for such noise, larger 
patient doses are required to overcome this. 
Iterative reconstruction algorithms have been put forward as promising recent advances in 
CT technology but were in fact initially proposed by Shepp and Vardi back in 1982. Only 
recently, this has been shown to be superior to filtered back projection algorithms for noise 
reduction (Liu et al, 2007). Even though iterative reconstruction algorithms exhibit great 
advantages in situations of low signal to noise ratio, their use in real-time CT was previously 
limited by the time and computing power required to perform the iterations. Recently, 
however, due to improving computing technology, it is now possible to utilise various 
facets of iterative reconstruction to reduce the noise and thus achieving significant dose 
reduction.  
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- Adaptive Statistical Iterative Reconstruction (ASIR) 
Adaptive statistical iterative reconstruction (ASIR) is a post-processing method marketed by 
GE (General Electric Medical systems, WI, USA) where images are obtained by applying 
adaptive statistical iterative reconstruction to filtered back projection images. The images are 
obtained in a low dose mode and the noise in the image is then reduced by applying ASIR. 
The amount of noise reduction applied can be varied from 1% to 100%. This technique 
allows modest (up to 40%) dose reduction with similar recorded levels of noise in the image. 
Several manufacturers have subsequently released similar technology and now all 
manufacturers are offering iterative reconstruction methods and a means for improved 
image quality and dose reduction.  
There is increasing amount of research to suggest that utilising iterative reconstruction 
improves image quality, and thereby allows for lowering of kV and mAs and thereby 
reducing the dose (Prakash et al, 2010). Marin et al (2010) utilized ASIR at low kV and high 
mAs setting comparing with standard of care FBP technique scanning hepatic organs and 
found that there is improvement in both image quality and reduction in dose. Similarly, 
Singh et al (2010) found that abdominal scanning using ASIR compared with FBP yields 
significant benefit in terms of improved image quality. Due to improved contrast-to-noise 
ratio, lower radiation parameters can be utilised thereby achieving significant dose 
reduction. Similar results have been shown using chest CT in comparing ASIR with 
standard FBP. Leipsic et al (2011) showed that compared with FBP images, ASIR images had 
significantly higher subjective image quality, less image noise, and less radiation dose with 
around 30% reduction on average. Studies that have high dose burden such as CT 
colonography also shows much promise with the use of new ASIR technique. Flicek et al 
(2010) utilised ASIR in a pilot study using 18 patients undergoing CT colonography using an 
altered protocol of standard scan 50mAs (supine scan) and 25mAs (prone scan with 40% 
ASIR). The results show that the radiation dose can be reduced 50% below currently 
accepted low-dose techniques without significantly affecting image quality when ASIR is 
used. More recent investigations appear to confirm that using ASIR yields benefits in 
achieving dose reduction as well as improved image quality. Pontana et al (2011a) studied 
the utility of iterative reconstruction algorithm in comparison to FBP on 80 patients and 
found that iterative reconstructions provided similar image quality compared with the 
conventionally used FBP reconstruction at 35% less dose and also suggested that even 
higher dose reductions than 35% may be feasible by using higher levels of iterations. 
Significant noise reduction can also be achieved using the same dose/raw data (Pontana et 
al 2011b). More and more evidence are appearing in the literature for specific uses of ASIR 
in specific clinical setting (e.g. CT enterography in Crohn’s patients - Kambadakone et al 
2011; coronary CT angiography - Leipsic et al 2011) further emphasising its increasing 
usefulness in quest for improved image quality and dose reduction.  
- Model-Based Iterative Reconstruction (MBIR) 
Compared with ASIR, newer method so called ‘Model-Based Iterative Reconstruction 
(MBIR)’ has now been developed and instead of relying on a single model (as is used in 
ASIR), performs multiple iterations from multiple models. These models account for a 
complete three-dimensional assumptions that comprises of focal spot, beam shape, voxel 
size, and size of detector. In addition, MBIR also accounts for noise from photon flux as well 
as system noise from the scanner itself.  
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There is currently no literature research on the practical applications on MBIR as this has 
only recently been commercialised in December 2010. Preliminary work by the authors on 
phantoms (unpublished data) have revealed that MBIR shows the most reduction in terms 
of noise and is superior in terms of objective and subjective image quality and diagnostic 
confidence compared with ASIR and FBP technique. Dose can be further reduced by up to 
80%. Studies are underway to see how image quality compares with traditional methods of 
FBP and ASIR. From the preliminary work, there is a distinct possibility of achieving body 
scanning at under 1mSv thus paving a way for significant dose reduction of up to 80% of 
current levels.  
 
 

 

 
Fig. 10. Side-by-side comparison of scanned torso phantom showing different image quality 
between traditional filtered back projection, ASIR and MBIR. Note that despite MBIR being 
acquired at very low dose, this still shows remarkable superior image quality.  
(images are authors’ own work) 
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Garnet technology 
Recently, Garnet-based detectors have been developed which are 100 times faster and have 
25% less afterglow compared to the traditional GOS (Gd2O2S)-based detectors. Reduced 
inherent noise as well as greater contrast resolution should allow for lower voltage/current 
techniques even for patients with high BMI. Moreover, due to greater contrast resolution, it 
is hoped that this might aid more accurate detection of in-stent restenosis in cardiac CT 
angiography – something that is difficult to assess accurately previously due to streak 
artefact (Cademartiri et al, 2007; Haraldsdottir et al 2010). 
320-Row detector 
With new 320-row detectors now available, axial volumetric scanning of a 16cm segment 
range in a single 0.35s rotation with an acquisition configuration of 320x0.5mm is now 
possible. This has the advantage of preventing overranging, and offers high spatial and 
temporal resolution. This has the potential to reduce the dose considerably. It has been 
determined that axial volumetric scanning constitutes a dose saving of up to 55% (Kroft et 
al, 2010; Al-Mousily et al 2011). 

5. Dose reduction in fluoroscopy 
At the turn of the century, there is little awareness of the risk of associated with fluoroscopic 
procedures, and in particular fluoroscopically-guided intervention. This has in some parts 
been due to the lack of adequate measuring equipment, complex dose relationships, and 
false sense of perceived lack of risk. The mood has gradually shifted since 2 key publications 
in 2004 calling for better dose management for fluoroscopically-guided interventions 
(Hirshfeld Jr et al 2004; Miller et al, 2004). Since then the FDA in the US have included some 
of the recommended requirements into new safety-related regulations for manufacturers, 
and these include features such as last image hold, display of cumulative exposure time, 
cumulative air kerma, and real-time display of the air kerma dose rate.  
Dose delivery in fluoroscopic procedure is complex interactions of numerous factors. There 
are some excellent review articles (Hirshfeld Jr et al 2004; Steckler et al, 2009) but in-depth 
discussion is beyond the scope of this chapter. The issue of adequate dose monitoring and 
effective dose estimations have previously been called to question. The latest dose 
management technology, which is a feature that is made available on all angiographic 
equipment in the US, is ‘cumulative dose at reference point’. This actually refers to the 
cumulative ‘free-in-air’ air kerma and quantify total amount of radiation delivered to a 
specific point located a fixed distance from the x-ray source. Although, actual dose to patient 
is a complex, procedure-specific, and varies between operators and is dynamic process 
(patient’s movement during procedure will affect dose received, for example), the 
cumulative dose at reference point has been shown to correlate reasonably well with the 
absorbed dose at a specific skin site (Miller et al, 2003).  

6. Dose reduction efforts in nuclear medicine 
In the US, between 1972 and 2005, diagnostic nuclear medicine procedures increased 5- to 6-
fold whereas the U.S. population increased by approximately 50%. Between 1996-2005, there 
was 5% annual growth in the number of nuclear medicine procedures while the growth of 
the U.S. population has been less than 1% annually. Between 1982 and 2005, the estimated 



 
Current Topics in Ionizing Radiation Research 384 

There is currently no literature research on the practical applications on MBIR as this has 
only recently been commercialised in December 2010. Preliminary work by the authors on 
phantoms (unpublished data) have revealed that MBIR shows the most reduction in terms 
of noise and is superior in terms of objective and subjective image quality and diagnostic 
confidence compared with ASIR and FBP technique. Dose can be further reduced by up to 
80%. Studies are underway to see how image quality compares with traditional methods of 
FBP and ASIR. From the preliminary work, there is a distinct possibility of achieving body 
scanning at under 1mSv thus paving a way for significant dose reduction of up to 80% of 
current levels.  
 
 

 

 
Fig. 10. Side-by-side comparison of scanned torso phantom showing different image quality 
between traditional filtered back projection, ASIR and MBIR. Note that despite MBIR being 
acquired at very low dose, this still shows remarkable superior image quality.  
(images are authors’ own work) 

 
Ionizing Radiation in Medical Imaging and Efforts in Dose Optimization 385 

Garnet technology 
Recently, Garnet-based detectors have been developed which are 100 times faster and have 
25% less afterglow compared to the traditional GOS (Gd2O2S)-based detectors. Reduced 
inherent noise as well as greater contrast resolution should allow for lower voltage/current 
techniques even for patients with high BMI. Moreover, due to greater contrast resolution, it 
is hoped that this might aid more accurate detection of in-stent restenosis in cardiac CT 
angiography – something that is difficult to assess accurately previously due to streak 
artefact (Cademartiri et al, 2007; Haraldsdottir et al 2010). 
320-Row detector 
With new 320-row detectors now available, axial volumetric scanning of a 16cm segment 
range in a single 0.35s rotation with an acquisition configuration of 320x0.5mm is now 
possible. This has the advantage of preventing overranging, and offers high spatial and 
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of the recommended requirements into new safety-related regulations for manufacturers, 
and these include features such as last image hold, display of cumulative exposure time, 
cumulative air kerma, and real-time display of the air kerma dose rate.  
Dose delivery in fluoroscopic procedure is complex interactions of numerous factors. There 
are some excellent review articles (Hirshfeld Jr et al 2004; Steckler et al, 2009) but in-depth 
discussion is beyond the scope of this chapter. The issue of adequate dose monitoring and 
effective dose estimations have previously been called to question. The latest dose 
management technology, which is a feature that is made available on all angiographic 
equipment in the US, is ‘cumulative dose at reference point’. This actually refers to the 
cumulative ‘free-in-air’ air kerma and quantify total amount of radiation delivered to a 
specific point located a fixed distance from the x-ray source. Although, actual dose to patient 
is a complex, procedure-specific, and varies between operators and is dynamic process 
(patient’s movement during procedure will affect dose received, for example), the 
cumulative dose at reference point has been shown to correlate reasonably well with the 
absorbed dose at a specific skin site (Miller et al, 2003).  

6. Dose reduction efforts in nuclear medicine 
In the US, between 1972 and 2005, diagnostic nuclear medicine procedures increased 5- to 6-
fold whereas the U.S. population increased by approximately 50%. Between 1996-2005, there 
was 5% annual growth in the number of nuclear medicine procedures while the growth of 
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per capita effective dose from in vivo diagnostic nuclear medicine increased by 550% and 
the collective effective dose increased by 720% (Mettler et al, 2008). In fact, the estimated 
2005 per capita effective dose from diagnostic nuclear medicine (0.75 mSv) is greater than 
the total per capita dose from both diagnostic radiology and nuclear medicine examinations 
combined in 1982 (0.14 and 0.40 mSv, respectively). As might also be suspected, the 
estimated 2005 collective effective dose from diagnostic nuclear medicine (220,000 person 
Sv) is greater than the total per capita dose from both diagnostic radiology and nuclear 
medicine examinations in 1982 (32,600 and 92,000 person Sv, respectively).  
 

 
Table 5. Number of Nuclear Medicine Examinations Performed in the U.S. between  
1972-2005.  
(with permission from Mettler et al, 2008) 

There has been a marked shift in the type of procedures with the studies of the brain and 
thyroid decreasing from a combined percentage of more than 56% of all procedures in 1973 
to less than 4% in 2005. The most dramatic increase occurred in cardiac procedures 
increasing from 1% in 1973 to 57% in 2005. Cardiac studies are relatively high dose 
procedures and account for more than 85% of the effective dose to the patient population. 
Currently, more than 75% of all studies fall into 2 categories- cardiac and bone and these 2 
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types of examinations account for almost 95% of the collective effective dose. In 1982, the 
estimated number of nuclear medicine procedures was about 7.5 million. The per-capita 
effective dose from nuclear medicine was 0.14 mSv and the collective dose was 32,000 
person Sv. By 2005, the estimated number of procedures had increased to about 19.6 million. 
The per-caput effective dose increased to about 0.75 mSv and the collective dose to about 
220,000 person Sv. 
 

 
Table 6. Change (in Thousands) and Percentage of Total Examinations from 1972 in 
diagnostic nuclear medicine examinations.  
(with permission from Mettler et al, 2008) 

As with CT, dose reduction efforts have focused on improving technology with innovations 
such as increased sensitivity of single photon emission computed tomographic (SPECT) 
instrumentation. This is currently the principal modality for nuclear studies of the heart. 
Improvement in detectors such as the new cadmium-zinc-telluride detectors will facilitate 
higher speed/resolution gamma camera and reduce noise (Erlandsson et al, 2009). This 
equates to higher detector sensitivity, and the hope is that this will generally lead to less 
administered dose requirement over time (Peterson et al, 2011).  

7. General notes on issues relating to dose monitoring 
Modality-specific metrics are generally used for dose monitoring. These include 
administered radioactivity for radiopharmaceuticals, entrance skin kerma for x-rays, CT 
dose index for CT and dose-area product and cumulative air kerma for fluoroscopy. This 
can be confusing. In an ideal world, radiation safety should be assessed meaningfully across 
all imaging modalities using a single standard metric for assessment of radiation risk. This 
should be done not least because it would be more practical for clinicians, but also for ease 
of risk stratification for patients who are likely to undergo various imaging investigations of 
different modalities throughout their lifetime. Today, various methods exists, and more are 
under development to achieve that very goal but at the same time the validity of such 
endeavour are being questioned as standardised dose specification with a single 
quantity/unit may not necessarily encompass for both stochastic and deterministic effects. 
As it stands, no single unifying unit exists for dose monitoring for all medical-related 
procedure at present.  
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8. Conclusion 
In summary, recent efforts in dose reduction in the medical community has arisen due to 
increasing awareness of radiation-related risks. As we perform more imaging, the risk to the 
population becomes more concerning. Trends to this effect show that this is increasing at an 
almost exponential rate. Fortunately, the medical community has made great strides both in 
utilising new technologies but also aided by closer examination of current practices. Some of 
the improvements can be implemented right away without much efforts and costs but rely 
on adherence to already available guidelines and decision making systems. Others rely on 
the use of new technologies that should make it easier for clinicians to both monitor 
accurately the dose delivered to the patient but also aid in dose reduction/optimization. In 
the future, medical imaging is likely to become intertwined with individualised medicine to 
such an extent that each patient will receive an appropriate test, at an appropriate dose level 
and according to his or her specific characteristics. Tailoring an investigation to the 
individual patient should become the norm rather than a one-size-fits-all solution. Several 
advances are on the horizon and further progress in computational power, new tube design, 
novel detectors and advances in medical physics and engineering will likely overcome 
current limitations which can only be beneficial. 
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1. Introduction 
Many pain procedures cannot reliably be performed with a blind technique. Thus, imaging 
guidance is frequently mandatory, above all when the region of interest is deep and/or 
difficult to reach. In recent years new imaging techniques have been developed to improve 
diagnosis and to display greater anatomical details. Both Radiology and Pain Therapy have 
developed new and more accurate techniques in interventional pain, linked to a better 
understanding of pathophysiology and mechanisms of pain. 
There are many important anesthetic blocks performed under ultrasound guidance, but our 
experience is manly based on pudendal nerve and sacro-iliac joint infiltration. 

2. Pudendal nerve 
Chronic perineal pain syndrome, due to pudendal nerve impingement, has a specific 
etiology and taxonomy among other possible pain sources in the pelvic and perineal area. 
Typically patients present uni or bilateral pain in the perineum, which may be anterior 
(urogenital), posterior (anal) or mixed, with a history of local treatments failure (proctologic, 
urologic or gynecologic). Postural nature of the pain, exacerbated, if not entirely provoked, 
by the seated position, led to a therapeutic strategy based on peri-truncal anesthetic blocks 
(Robert et al., 1998). Chronic pelvic pain was estimated to affect approximately 15–20% of 
women aged 18–50 (Mathias et al., 1996). On the other hand, the prevalence in men is near 
8% considering urological examinations, but only 1% during primary care consultations 
(Schaeffer, 2004). The pudendal nerve, a mixed (sensory and motor) nerve, supplies the 
anus, the urethral sphincters, the pelvic floor and the perineum, furthermore it provides for 
genital sensitivity. It arises from anterior rami of the second, third, and fourth sacral nerves 
on the ventral aspect of the piriformis muscle in the pelvic cavity and crosses the gluteal 
region, passing through the greater ischiatic foramen, into the infrapiriformis canal, 
accompanied by its artery. It is also surrounded by veins with plexiform appearance 
(pudendal neurovascular bundle). This bundle courses around the sacrospinous ligament 
just before the latter’s attachment to the ischial spine, enters the perineum through the lesser 
ischiatic foramen and courses through the ischiorectal fossa and then through the pudendal 
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(Alcock’s) canal. The Alcock’s canal is the fascia tunnel formed by the duplication of the 
obturator internus muscle under the plane of the levator ani muscle on the lateral wall of the 
ischiorectal fossa. Subsequently, the pudendal nerve splits into three terminal branches: the 
dorsal nerve of the penis (or clitoris), the inferior rectal nerve, and the perineal nerve, 
providing the sensory branches to the skin of the penis (or clitoris), the perianal area, and 
the posterior surface of the scrotum or labia majora. It also innervates the external anal 
sphincter (inferior rectal nerve) and deep muscles of the urogenital triangle (perineal nerve) 
(Labat et al., 2008; Lefaucheur et al.,2007). Pudendal nerve impingements are possible in its 
proximal segment in the pinch between the sacrospinous and sacrotuberous ligaments at the 
ischial spine and when it crosses the inner border of the sacrotuberous ligament, which is 
thickened at the beginning of the falciform process. Another possible entrapment site  
may occur in the Alcock’s canal as a result of a thickening of the obturator internus muscle 
fascia. Finally the pudendal artery may describe perineural curves or constrict the nerve 
trunk with its collateral branches. The vessels, often tortuous and dilated, narrow nerve’s 
components within the vascular sheath (Robert et al., 1998; Lefaucheur et al., 2007; Labat et 
al., 1990).  
Then, nerve decompression is made with different therapeutic conservative or surgical 
strategies (Robert et al., 2004; Amarenco et al., 1991). Peripheral nerve blocks approach was 
first described in 1908 (Benson and Griffis, 2005) and it is actually used by pain therapists. 
There are many different ways of placing needle: by a fluoroscopic, electroneuromyography 
(ENMG), computed tomography (CT) or ultrasound (US) guide. Pudendal nerve block is 
usually made with conventional fluoroscopic guidance with placement of the needle tip 
near the apex of the iliac crest (Calvillo et al., 2000) but fluoroscopy is unable to visualize the 
pudendal nerve in the anatomical plane formed by the sacrospinous and sacrotuberous 
ligament (interligamentous plane). Moreover, this technique exposed to ionizing radiations 
both patient and physician. CT guidance, first used 1999 (Thoumas et al., 1999), is also well 
established and documented (Fanucci et al., 2009; Robert et al., 2005; McDonald and Spigos, 
2000). Using CT it is easy to recognize ischial spine, sacrospinous and sacrotuberous 
ligaments and pudendal bundle. Then, we can not only place needle tip in the 
interligamentous space (between the sacrospinous and sacrotuberous ligaments, as close as 
possible to the caudal portion of the ischial spine) but it is also possible to inject pudendal 
nerve at the entrance of Alcock’s canal (a scan, at the level of the pubic symphysis, allows to 
identify pudendal bundle on the medial aspect of the obturator internus) (Fanucci et al., 
2009). Despite all these benefits, this technique is performed without real-time visual control, 
and it leads to risks of unintended puncture of adjacent vessels. Ultrasonography allows the 
direct visualization of the ischial spine, sacrospinous and sacrotuberous ligament. Moreover 
color-Doppler improves pudendal artery‘s visualization. In a feasibility study (Rofaeel et al., 
2008), it was shown that the pudendal nerve could be clearly visualized only in 12% of the 
patients. Pudendal nerve shows a diameter more or less between 4 mm to 6 mm 
(Mahakkanukrauh et al, 2005; Gruber et al., 2001; O’Bichere et al., 2000). All the structures  
of this size are hardly detected by US at a depth of 5.2–1.1 cm. Furthermore, the depth of  
the ischial spine from the cutaneous plane is usually more than 7 cm and in 30–40% of  
the cases, the pudendal nerve shows anatomical variants making the nerve visualization 
more difficult, especially when the pudendal nerve has dense or fatty tissue near itself,  
with a possible failure of the procedure. For all these reasons US is usually combined  
with intraoperative fluoroscopy with a concordance of the two methods in 82% of the 
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procedures (Mahakkanukrauh et al, 2005; Gruber et al., 2001). Some authors describe an 
easier nerve visualization using a supplementary injection of quiescent solution, as reverse 
contrast, which should outline nerve’s borders (Gray, 2006). Moreover US guidance ensures 
real-time needle advancement and confirmation of injection spread within the 
interligamentous plane (Peng and Tumber, 2008). Ultrasound guided block is a simple and 
reproducible approach avoiding ionizing radiations (Abdi et al; 2004). 

3. The sacro-iliac joint 
The sacro-iliac joint is a potential source of low back pain and/or buttock pain with or 
without lower extremity pain. Sacroiliac joint pain may be the result of direct trauma, 
unidirectional pelvic shear, repetitive and torsional forces, inflammation, or idiopathic 
onset. The prevalence of sacroiliac joint pain is estimated to range between 10% and 38% 
with 95% confidence intervals of 0% – 51% (Manchikanti 2009). It’s a diarthrodial synovial 
joint but only the anterior portion and inferior one third of the SI joint is a true synovial 
joint, because of an absent or rudimentary posterior capsule, the SI ligamentous structure is 
more extensive dorsally, functioning as a connecting band between the sacrum and ilia. The 
anterior portion of the sacroiliac joint likely receives its major innervation from posterior 
rami of the L1-S2 roots but may also receive innervation from the obturator nerve, superior 
gluteal nerve, and lumbosacral trunk. The posterior aspect of the joint is supplied by the 
posterior rami of L4-S3, with major contribution from S1 and S2. 
For this complex anatomy a clinically guided injection results actually intra-articular only in 
few cases. Particularly Rosenberg et al. demonstrated a success rate of 22%.  
An image guide is required to reach the joint. Since 2000 Dussalt et al proved a fluoroscopy 
guide as a safe and rapid procedure. They rotated the fluoroscopic tube and reached the 
posterior aspect of the caudal end of the joint in 97% of the injections. Many authors used a 
CT guide with subsequent good results. 
However radiation exposure under fluoroscopy guided SI joint injection ranges from 12-30 
mGy/minute for the skin and 0.1-0.6 mGy/minute for the gonads, and using a CT guidance 
it may vary from 10 to 30 mGy/minute for the skin. Moreover ionizing radiation exposure 
leads to stochastic genetic and carcinogenic effects. Some authors have suggested using 
magnetic resonance (MR) imaging guidance to achieve intra-articular rates of up to 97% 
(Pereira, 2000). An MRI based procedure was found effective and safe, with the additional 
advantage to detect bone edema and others inflammatory signs. Even if both CT and MRI 
imaging are useful technique with an high contrast and spatial resolution, they takes too 
long with a cumbersome equipment. For all these reasons and to avoid radiation exposure 
Pekkafali et al. tried to perform SI joint injection using a sonographic guidance. They 
obtained a successful intra-articular injection rate of 60% for the first half of the procedures 
and about 93.5%in the last half. Pekkafali, Klauser, Migliore et al. showed that 
sonographically guided technique may be a valuable alternative in SI joint interventions, 
safe, rapid and reproducible, with the possibility to detect inflammatory signs using color-
Doppler even if the result depends on radiologist’s training. However a successful intra-
articular injection using a sonographic guide depends not only on the radiologist experience 
in US performed anesthetic block, but also on the kind of patients and on the disease 
staging. In fact it’s well known that patient ‘s body mass index influences sonographic scans, 
like the presence of bone spurs or articular space narrowing, due to the pathology itself. 
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For all these reasons both these anesthetic procedures requires a new strategy in the 
guidance of the block itself, to reach the region of interest avoiding radiation exposures, like 
fusion imaging technique. 
 
 

 
Fig. 2-a. Fusion imaging of right sacroiliac joint at second sacral foramen  
Courtesy of Massimo Allegri, Pain Therapy Unit Policlinico S. Matteo Pavia 

 
 

 
Fig. 2-b. the needle position is easily visible on the US side of Fusion Imaging. The needle tip 
is approaching the sacroiliac joint 
Courtesy of Massimo Allegri, Pain Therapy Unit Policlinico S. Matteo Pavia 
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Fig. 2-c. the needle position is easily visible on the US side of Fusion Imaging. The needle tip 
is approaching the sacroiliac joint 
Courtesy of Massimo Allegri, Pain Therapy Unit Policlinico S. Matteo Pavia 

4. Fusion imaging 
Fusion system can simultaneously show both ultrasound imaging with previous magnetic 
resonance (MR) and CT study. The basic concept of imaging fusion depends on the idea that 
an MR/CT study creates a 3D data set that represents the patient’s anatomy. The 3D 
DICOM data set can be stored in any convenient imaging network location. On the other 
hand, US is the real-time modality, mostly used, that allows to use a feature called ‘‘Volume 
Navigation” to virtually project the patient’s previous statics MR/CT data into the space 
where the clinician is performing a live, real-time, ultrasound. As the operator scans, the 
ultrasound system shows both the real-time ultrasound and the corresponding slice through 
the previous MR/CT 3D data. This is a real time reconstruction of an arbitrary slice through 
the MR/CT 3D data set morphed, with US data into a single unit so that the radiologist or 
pain therapist can intuitively use both imaging modalities simultaneously to provide 
diagnosis and treatment guidance. The images are presented in several formats. When 
presented side by side, the user can see the live ultrasound on one side of the display and 
the corresponding MR/CT on the other side (split screen image). Similarly when presented 
side by side the zoom factor of the MR/CT image and US should be varied simultaneously. 
In this view, the user can see not only the small live field of view (FOV) of ultrasound but 
also the rest of the MR/CT image that lies outside of the ultrasound scanning area but in the 
same plane of view. That adds the benefit of the MR/CT’s wide FOV to the comparably 
narrow scope of ultrasound image. The images can also be presented in a mixed mode with 
MR/CT and US fused data from both modalities. Fusion imaging allows recording CT or 
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MRI data with US images in real time through an electromagnetic transmitter placed near 
the patient with two sensors closely bound to the probe. All these components are linked to 
a GPS system responsible to track the position of the ultrasound probe and to correlate with 
CT/MRI 3D data set. The critical phase of this procedure is the intermodality registration, 
involving the precise identification of multiple selected anatomical landmarks of the same 
patient on the different imaging modalities. Fusion imaging advantages are: 1. Ultrasound 
suffers from a relatively narrow FOV. MR/CT, by contrast, has an optimal contrast 
resolution and a wide FOV but lacks real time. Furthermore 
 Ultrasound is well suited for many interventional procedures because of its real-time 

imaging. 
 The fusion of CT/MRI and US allows using Color- Doppler or CEUS superimposed 

with CT/MRI.  
 Fusing the images from different modalities could help to avoid multiple exposures to 

ionizing radiations, improving costs, and quality.  
 To date, fusion imaging has been used for many diagnostic and interventional 

applications. 
The first experiences in fusion imaging were carried out on liver imaging, because both 
biopsy or ablation therapy (radiofrequency) should require an imaging help. 
Crocetti’s group was the first to test the feasibility of fusion imaging, matching volumetric 
CT data of the calf livers containing internal targets, which simulated liver lesions, with real 
time US. The authors tried to reach each target using fusion imaging guidance and finally to 
perform a radiofrequency ablation. Their protocol consisted of various steps, but the most 
important is the registration time, during which ultrasound live examination was mixed 
with the previous CT scan, using radio-opaque markers applied to the calf liver capsule. 
Every marker was put down with a system of numbering. However during the procedure 
the authors used others target points (anatomic marker) to confirm the real concordance 
between both the modalities, such as portal vein. They found an high and consistent level of 
matching accuracy. 
They used very small (1.5 mm) US undetectable target, reproducing a tiny lesion visible 
only at CT. The navigation system represented therefore the only guidance for the 
procedures.  
However an important limitation of this study was the absence of breath and the absence of 
a real patient with a subsequent “lesion movement”. They suggested solving this problem 
with the implementation of external electromagnetic position sensors, to patient body and 
using a breathing motion correction.  
Crocetti however proved that fusion imaging could improve liver lesion interventional 
procedures, with a new possibility for all that lesions that are difficult to see on US B-mode 
scan. 
At the present time, fusion imaging is realized with a new feature called volume navigation 
technology, which allows to mix US scan with CT/MRI DICOM data, and which uses a 
magnetic sensor to locate the probe position. Particularly the transmitter is fixed to, or near 
to, the patient’s table as close as possible to the region of interest. 
So the registration time becomes very important, like the choice of the target points, and it 
affects the success of the procedure. There is another important study carried out to analyze 
the accuracy of fusion imaging between CT and US to guide liver interventional procedures, 
according to several variables, that can impact the accuracy of this technique in clinical 
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conditions. Hakime et al. measured the different spatial locations of an established target 
lesion between virtual CT and US examination in real time. 
They used some anatomical intra-hepatic and extra-hepatic landmarks with the help of 
some non-anatomical landmarks (cysts/calcification). On CT scan, they preferred to use 
portal phase during which tumor is much more visible such as the portal vein, an important 
anatomical target point. In this study the authors analyzed also breathing influence, that 
lead to a global distortion along the three axes, and they suggested to display respiration 
cycle, that could be helpful in non-anesthetized patients.  
They found a greater mismatch for anterior-posterior axis versus the lateral one, maybe due 
to the pressure applied with the probe. 
Another important result of this study is the variation in accuracy when patient was under 
general anesthesia, or when CT scan was performed several days before of the procedure. 
Both these conditions lead to more errors during registration time, probably because the 
patients took a different position with a subsequent distortion of the volume body. 
Moreover for patients under anesthesia was impossible to repeat the same apnea conditions. 
In liver pathology diagnosis plays an important rule too. In fact in literature there are some 
reports using fusion imaging to optimize liver involvement. For example Jung’s group first 
tested liver lesions characterization, vascularisation and perfusion using fusion imaging. 
Particularly they used contrast-enhanced US mixed with contrast-enhanced MD-CT in 
seventeen cases and with contrast-enhanced MRI in three cases. They preferred an arterial 
phase during the examination of Hepatocellular Carcinoma and of neuroendocrine tumors, 
a portal phase for the metastasis (above all for colo-rectal ones) and finally, for 
hemangiomas and focal nodular hyperplasia, the phase in which the tumors could be easily 
visualized. As target points they used above all vascular structure, both artery and veins. An 
additional registration was done when a lesion was visualized, particularly providing an 
adjustment of the lesion size. 
They found a better characterization of liver lesions by matching different contrast-
enhanced modalities, because this new feature could employ the advantages of the different 
imaging methods . Using an additional registration they marked even small lesions or they 
reached also a better characterization in cirrhotic livers, where important liver structure 
changes, due to the pathology itself, influenced a correct diagnosis. Even if one important 
limitation of this study was the number of cases, few, to prove fusion imaging, actual, 
diagnostic accuracy. However they found two others important advantages, such as the 
possibility to detect a lesion in patients with reduced renal function and to reduce radiation 
exposure during follow-up. 
Stang’s group too, evaluated colo-rectal liver metastasis using fusion-imaging technique. 
They found a better characterization of small hepatic lesions, with a higher rate of correctly 
classified nodules compared with CT imaging alone.  
Fusion imaging was tested also in breast biopsy. MR imaging in fact has an high sensitivity 
in the detection of breast cancer even if it shows a variable specificity. Above all, there is a 
large overlap of MRI features of the lesions, during the enhancing phase, which influences 
patient’s management. Moreover MRI guidance for biopsy shows many disadvantages 
above all regarding cost and time. Many groups of research try to reach MR suspicious with 
a second look US examination, for all these reasons Rizzatto and Fausto tested the feasibility 
of fusion guidance in breast imaging. 
An important problem is the different position of the patient during US examination and 
during MRI scan, such as the mobility of breast tissue. In fact usually breast is examined 

Ultrasound Image Fusion: A New Strategy to  
Reduce X-Ray Exposure During Image Guided Pain Therapies 

 

403 

using clock position. To solve this problem different approaches were proposed, such as the 
use of algorithms to develope a model of deformation or the use of a redisegned bed that 
allows to lie in the prone position both during US and MRI examination. In the first case the 
registration phase in made using target points that are identified between the two images, 
obtained with different modalities, and then transformed. After US-MRI imaging 
coregistration, the software reconstructs a real time multiplanar MR image of the 
corresponding US examination. Particularly Rizzatto and Fausto performed their first MRI 
examination in the prone position, using precontrast and postcontrast phases, then they 
obtained another MRI data set with the patient in the supine position by using external 
fiducial markers at 9-, 12- and 3- o’clock. So they performed US live examination with the 
patient in the supine position. Using fusion imaging guidance for breast biopsy, the authors 
reached an important reduction of the time and costs. 
About pain therapy Galiano’s group first conducted a research in 2007 that analyzed a kind 
of fusion imaging. Galiano’s group tried to improve US visualization of facet vertebral joint 
to pain therapists unfamiliar to US scan, that however would like to perform medial branch 
block with US guidance. They used CT reconstruction images to recognize the anatomical 
structures during real time US examination of the facet joints. Their research was conducted 
only on cadavers with subsequent good results. In fact, at the end of the study, they 
encouraged to start to perform anesthetic blocks in real patients under an US guide. 
Klauser and Zacchino’s groups published the first papers analyzing fusion imaging in pain 
therapy in 2010. 
Klauser tested fusion imaging to guide sacro-iliac joint-infiltration, using ten cadavers and 
then ten patients. The basic concept of fusion imaging is always the same, so also Klauser’s 
group chose anatomical target points to match US with CT. Particularly the landmarks were 
spinous process of the fifth lumbar vertebra, posterior superior and inferior iliac spine, first 
and second posterior sacral foramen and the sacro-iliac joint. They found a positive success 
rate, with an increasing learning curve in the second half of patients. Moreover CT scan 
provides further anatomical details about joint assessment, about eventual bone spurs and 
so on.  
In this work too, registration time takes the longest time, but is the most important time of 
the entire procedure. 
Zacchino's group tested the feasibility of pudendal nerve anesthetic block using fusion 
imaging. In this work US was matched with CT data, using as anatomical target points 
ischiatic spine, femoral head and coccyx. They performed anesthetic block in the Alcock’s 
canal, which is difficult to reach using an US or CT guidance alone. Fusion imaging provides 
further anatomical details for this block, such as the possibility to visualize with the same 
technique both the pudendal vascular bundle, sacrotuberous and sacrospinous ligaments, 
independently from pudendal nerve depth. After the procedure the patient was 
immediately and completely pain free. 
All these works carried out on different interventional procedures showed that fusion 
imaging is helpful to reach the region of interest, and that fusion imaging, combing CT 
spatial resolution and its wide field of view, with US real time, is essential to perform the 
procedure, avoiding possible complications (unintended puncture of vessels, hematoma, 
etc). Fusion imaging improves direct visualization of the region of interest matching 
CT/MRI advantages plus US advantages avoiding radiation exposure during the procedure, 
that is always important but above all when repeat the procedure is mandatory and in 
young patients. It avoids also US disadvantages, first of all, its dependence on patient body 
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conditions. Hakime et al. measured the different spatial locations of an established target 
lesion between virtual CT and US examination in real time. 
They used some anatomical intra-hepatic and extra-hepatic landmarks with the help of 
some non-anatomical landmarks (cysts/calcification). On CT scan, they preferred to use 
portal phase during which tumor is much more visible such as the portal vein, an important 
anatomical target point. In this study the authors analyzed also breathing influence, that 
lead to a global distortion along the three axes, and they suggested to display respiration 
cycle, that could be helpful in non-anesthetized patients.  
They found a greater mismatch for anterior-posterior axis versus the lateral one, maybe due 
to the pressure applied with the probe. 
Another important result of this study is the variation in accuracy when patient was under 
general anesthesia, or when CT scan was performed several days before of the procedure. 
Both these conditions lead to more errors during registration time, probably because the 
patients took a different position with a subsequent distortion of the volume body. 
Moreover for patients under anesthesia was impossible to repeat the same apnea conditions. 
In liver pathology diagnosis plays an important rule too. In fact in literature there are some 
reports using fusion imaging to optimize liver involvement. For example Jung’s group first 
tested liver lesions characterization, vascularisation and perfusion using fusion imaging. 
Particularly they used contrast-enhanced US mixed with contrast-enhanced MD-CT in 
seventeen cases and with contrast-enhanced MRI in three cases. They preferred an arterial 
phase during the examination of Hepatocellular Carcinoma and of neuroendocrine tumors, 
a portal phase for the metastasis (above all for colo-rectal ones) and finally, for 
hemangiomas and focal nodular hyperplasia, the phase in which the tumors could be easily 
visualized. As target points they used above all vascular structure, both artery and veins. An 
additional registration was done when a lesion was visualized, particularly providing an 
adjustment of the lesion size. 
They found a better characterization of liver lesions by matching different contrast-
enhanced modalities, because this new feature could employ the advantages of the different 
imaging methods . Using an additional registration they marked even small lesions or they 
reached also a better characterization in cirrhotic livers, where important liver structure 
changes, due to the pathology itself, influenced a correct diagnosis. Even if one important 
limitation of this study was the number of cases, few, to prove fusion imaging, actual, 
diagnostic accuracy. However they found two others important advantages, such as the 
possibility to detect a lesion in patients with reduced renal function and to reduce radiation 
exposure during follow-up. 
Stang’s group too, evaluated colo-rectal liver metastasis using fusion-imaging technique. 
They found a better characterization of small hepatic lesions, with a higher rate of correctly 
classified nodules compared with CT imaging alone.  
Fusion imaging was tested also in breast biopsy. MR imaging in fact has an high sensitivity 
in the detection of breast cancer even if it shows a variable specificity. Above all, there is a 
large overlap of MRI features of the lesions, during the enhancing phase, which influences 
patient’s management. Moreover MRI guidance for biopsy shows many disadvantages 
above all regarding cost and time. Many groups of research try to reach MR suspicious with 
a second look US examination, for all these reasons Rizzatto and Fausto tested the feasibility 
of fusion guidance in breast imaging. 
An important problem is the different position of the patient during US examination and 
during MRI scan, such as the mobility of breast tissue. In fact usually breast is examined 
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using clock position. To solve this problem different approaches were proposed, such as the 
use of algorithms to develope a model of deformation or the use of a redisegned bed that 
allows to lie in the prone position both during US and MRI examination. In the first case the 
registration phase in made using target points that are identified between the two images, 
obtained with different modalities, and then transformed. After US-MRI imaging 
coregistration, the software reconstructs a real time multiplanar MR image of the 
corresponding US examination. Particularly Rizzatto and Fausto performed their first MRI 
examination in the prone position, using precontrast and postcontrast phases, then they 
obtained another MRI data set with the patient in the supine position by using external 
fiducial markers at 9-, 12- and 3- o’clock. So they performed US live examination with the 
patient in the supine position. Using fusion imaging guidance for breast biopsy, the authors 
reached an important reduction of the time and costs. 
About pain therapy Galiano’s group first conducted a research in 2007 that analyzed a kind 
of fusion imaging. Galiano’s group tried to improve US visualization of facet vertebral joint 
to pain therapists unfamiliar to US scan, that however would like to perform medial branch 
block with US guidance. They used CT reconstruction images to recognize the anatomical 
structures during real time US examination of the facet joints. Their research was conducted 
only on cadavers with subsequent good results. In fact, at the end of the study, they 
encouraged to start to perform anesthetic blocks in real patients under an US guide. 
Klauser and Zacchino’s groups published the first papers analyzing fusion imaging in pain 
therapy in 2010. 
Klauser tested fusion imaging to guide sacro-iliac joint-infiltration, using ten cadavers and 
then ten patients. The basic concept of fusion imaging is always the same, so also Klauser’s 
group chose anatomical target points to match US with CT. Particularly the landmarks were 
spinous process of the fifth lumbar vertebra, posterior superior and inferior iliac spine, first 
and second posterior sacral foramen and the sacro-iliac joint. They found a positive success 
rate, with an increasing learning curve in the second half of patients. Moreover CT scan 
provides further anatomical details about joint assessment, about eventual bone spurs and 
so on.  
In this work too, registration time takes the longest time, but is the most important time of 
the entire procedure. 
Zacchino's group tested the feasibility of pudendal nerve anesthetic block using fusion 
imaging. In this work US was matched with CT data, using as anatomical target points 
ischiatic spine, femoral head and coccyx. They performed anesthetic block in the Alcock’s 
canal, which is difficult to reach using an US or CT guidance alone. Fusion imaging provides 
further anatomical details for this block, such as the possibility to visualize with the same 
technique both the pudendal vascular bundle, sacrotuberous and sacrospinous ligaments, 
independently from pudendal nerve depth. After the procedure the patient was 
immediately and completely pain free. 
All these works carried out on different interventional procedures showed that fusion 
imaging is helpful to reach the region of interest, and that fusion imaging, combing CT 
spatial resolution and its wide field of view, with US real time, is essential to perform the 
procedure, avoiding possible complications (unintended puncture of vessels, hematoma, 
etc). Fusion imaging improves direct visualization of the region of interest matching 
CT/MRI advantages plus US advantages avoiding radiation exposure during the procedure, 
that is always important but above all when repeat the procedure is mandatory and in 
young patients. It avoids also US disadvantages, first of all, its dependence on patient body 
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mass index. However using fusion imaging too, requires a certain experience that lead to 
decrease procedure time and it improves the success rate. 
Moreover it’s important to place the patient in the same position, both during the CT/MRI 
previous acquisition and during the procedure, as Crocetti proved. Then it’s important also 
to avoid patient’s movement both during registration time and during the procedure. 
Fusion imaging technique however is now applied to others different kind patology: a new 
report (Iagnocco 2011) evidences some possibilities in rheumatologic field, where fusion is 
used to investigate and monitor osteoarthritis and rheumatoid arthritis. This paper showed 
as fusion imaging should be useful for therapy monitoring matching MRI anatomical 
landmarks and US details. 
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1. Introduction 
Man and his environment are constantly bombarded with naturally occurring ionizing 
radiation. However, aside from the radiation occurring naturally in the human 
environment, there are those resulting from man’s activities. These anthropogenic activities 
result in the elevation of the background ionizing radiation levels mainly through the 
depletion of the ozone layer so that an increase occurs in the amount of cosmic radiation 
reaching the earth (Foland et al, 1995). One crucial area of human activity is the hydrocarbon 
industry. Globally, the hydrocarbon industry is a strategic industry, contributing to the 
wealth of nations and the prosperity of individuals. Global economy is often appreciably 
impacted by the stability or otherwise of the industry. Furthermore, much of the world’s 
population is dependent on the industry for its energy needs. Significantly also, the 
processes and techniques of oil and gas exploration, exploitation and usage contribute to the 
devastation, pollution and degradation of the environment.  
In Nigeria, the hydrocarbon industry is reputed to be the highest user of radioactive 
substances in the country (Chad-Umoren and Obinoma, 2007). And the Niger Delta region 
of Nigeria plays host to the largest concentration of companies in this sector. The maze of 
crisis-crossing pipelines in the region (Fig.1) does not only transport oil and gas, but also 
dangerous radioactive substances so that the environment is not despoiled only during oil 
spillage, but is also polluted with harmful ionizing radiation. Also abundant in the region 
are numerous non-oil and gas industries and operations that have been attracted into the 
region by its oil and gas wealth.  

2. History and status of the hydrocarbon industry in Nigeria 
Oil was discovered in the Niger Delta of Nigeria in 1956 at Oloibiri in present day Bayelsa 
state and Shell D’Arcy Petroleum commenced production there in 1958. However, before 
this period, the German company, the Nigerian Bitumen company, had unsuccessfully 
drilled fourteen (14) wells in the area between 1908 and 1914 within the eastern Dahomey 
Basin (NNPC, 2004). By the year 2004, oil production had risen to 2.5 million barrels per day. 
It is estimated that Nigeria’s recoverable crude oil reserves stand at about 34 billion barrels, 
while the nation’s natural gas reserves stand at 163 trillion cubic feet (Tcf) making Nigeria 
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1. Introduction 
Man and his environment are constantly bombarded with naturally occurring ionizing 
radiation. However, aside from the radiation occurring naturally in the human 
environment, there are those resulting from man’s activities. These anthropogenic activities 
result in the elevation of the background ionizing radiation levels mainly through the 
depletion of the ozone layer so that an increase occurs in the amount of cosmic radiation 
reaching the earth (Foland et al, 1995). One crucial area of human activity is the hydrocarbon 
industry. Globally, the hydrocarbon industry is a strategic industry, contributing to the 
wealth of nations and the prosperity of individuals. Global economy is often appreciably 
impacted by the stability or otherwise of the industry. Furthermore, much of the world’s 
population is dependent on the industry for its energy needs. Significantly also, the 
processes and techniques of oil and gas exploration, exploitation and usage contribute to the 
devastation, pollution and degradation of the environment.  
In Nigeria, the hydrocarbon industry is reputed to be the highest user of radioactive 
substances in the country (Chad-Umoren and Obinoma, 2007). And the Niger Delta region 
of Nigeria plays host to the largest concentration of companies in this sector. The maze of 
crisis-crossing pipelines in the region (Fig.1) does not only transport oil and gas, but also 
dangerous radioactive substances so that the environment is not despoiled only during oil 
spillage, but is also polluted with harmful ionizing radiation. Also abundant in the region 
are numerous non-oil and gas industries and operations that have been attracted into the 
region by its oil and gas wealth.  

2. History and status of the hydrocarbon industry in Nigeria 
Oil was discovered in the Niger Delta of Nigeria in 1956 at Oloibiri in present day Bayelsa 
state and Shell D’Arcy Petroleum commenced production there in 1958. However, before 
this period, the German company, the Nigerian Bitumen company, had unsuccessfully 
drilled fourteen (14) wells in the area between 1908 and 1914 within the eastern Dahomey 
Basin (NNPC, 2004). By the year 2004, oil production had risen to 2.5 million barrels per day. 
It is estimated that Nigeria’s recoverable crude oil reserves stand at about 34 billion barrels, 
while the nation’s natural gas reserves stand at 163 trillion cubic feet (Tcf) making Nigeria 
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one of the top ten nations with natural gas endowments. The current development plan 
projects that by year 2020, production will increase to 4million barrels per day.  
Though government policy had envisaged that gas flaring will end by 2010, about 50% of 
the natural gas is still wastefully flared (ECN, 2003), while 12% is re-injected to enhance oil 
recovery. An estimate by Shell shows that about half of the 2 Bcf/d of associated gas and 
gaseous by-products of oil exploitation is flared in Nigeria annually, while the World Bank’s 
estimates put Nigeria’s gas flaring at 12.5% of the world’s total gas flared. 
 

 
Fig. 1. A map showing network of pipes of a major oil company in the Niger Delta 

3. Industrialization and ionizing radiation in the Niger Delta 
A number of ionizing radiation surveys have previously been carried out in the Niger delta 
region to assess the impact of industrialization on the radiation profile of the region and a 
strong correlation has been established between high industrial activities and elevated 
background ionizing radiation (BIR) levels for parts of the region (Avwiri and Ebeniro, 1998; 
Chad-Umoren and Briggs-Kamara, 2010). Ebong and Alagoa (1992 a, b) studied the 
background ionizing radiation profile at the fertilizer plant at Onne, Rivers State. The study 
reported a significant increase in the background radiation indicating that the presence of 
the fertilizer plant had a negative impact on the radiation levels of the area. A survey of the 
external environmental radiation in the Trans-Amadi industrial area and at other sub-
industrial areas of Port Harcourt showed an average value of 0.014 mRh-1 (Avwiri and 
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Ebeniro, 1998). Comparing this result to the standard background radiation level of 
0.013mRh-1, the study showed that there was a significant elevation in the radiation status of 
the surveyed areas which can be attributed to the industrial activities there.  
Chad-Umoren and Obinoma (2007) surveyed the background ionizing radiation patterns at 
the campus of the College of Education at Rumuolumeni in Rivers State. The work gave a 
low radiation dose equivalence of 0.7450.085mSv/yr as the average for the campus. It was 
also suggested that further studies needed to be done to assess the impact of the presence of 
a nearby cement production plant on the radiation status of the college. Briggs-Kamara et al 
(2009) studied the ionizing radiation patterns of the Rivers State University of Science and 
Technology at Port Harcourt. The major focus of the study was to assess the impact of 
computer and photocopier operations on the environmental ionizing radiation patterns of 
the campus. Computers and photocopiers are widely used on Nigerian university campuses 
without any consideration for their health hazards. The study established that in deed these 
devices contributed to the radiation levels of the campus. 
A study was also carried out to determine the radiation levels in solid mineral producing 
areas of Abia state (Avwiri et al, 2010). Solid minerals have their origin in the earth’s crust 
where the primordial radionuclides such as 238U, 232Th and their progenies are found. 
Consequently, mining of solid minerals has the potential to impact the environmental 
ionizing radiation. The radiation exposure rate for the surveyed areas ranged between 14.7 
µR/hr to 18.2 µR/hr indicating an elevation over the normal background radiation level of 
11.4 µR/hr for the host communities. Considering this elevated radiation level, it was 
concluded that the mining activity had future radiological health hazards for the miners, the 
general populace and the environment. 
The Niger delta region constitutes the hydrocarbon belt of Nigeria and our aim in this work 
is to study the impact of oil and gas and its ancillary services on the ionizing radiation 
profile of the region (Fig. 2). Furthermore, based on international practises, we have also 
suggested appropriate strategies for the control of the ionizing radiation from the 
hydrocarbon industry and therefore make the activities of the industry in Nigeria more 
environmentally friendly. And in conclusion we have suggested possible areas for  
further work. 

4. Geology, physiography and evolution of the Niger Delta 
The Niger-Delta forms one of the world’s major hydrocarbon provinces. It is situated on the 
Gulf of Guinea on the west coast of Africa and in the southern part of Nigeria, lying 
between longitudes 4 – 9ºE and latitudes 4 - 9º N (Fig. 1) with an estimated area exceeding 
over 200,000 square kilometres (Odigie, 2001). It is composed of an overall regressive clastic 
sequence, which reaches a maximum thickness of about 12km (Evamy et al, 1978) and is 
divided into three formations: Benin formation, Agbada formation and Akata formation. 
The Agbada formation consists of sand, sandstone and siltstones and is the principal host of 
Niger Delta petroleum (Beka and Oti, 1995). The Akata formation forms the base of the 
transgressive lithologic unit of the delta complex and is of marine origin. It is composed of 
thick shale sequence (potential source rock), turbidite sand (potential reservoir in deep 
water) and minor amounts of clay and silt (Avbovbov, 1998). The tectonic framework of the 
continental margin along the west coast of Equatorial Africa is controlled by Cretaceous 
fractured zones expressed as trenches and ridges in the deep Atlantic.  
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Fig. 2. Map of study area (Niger Delta)  

5. Sources of ionizing radiation in the hydrocarbon industry 
There are a number of sources for the ionizing radiation associated with the hydrocarbon 
industry. These include the earth’s crust. The earth’s crust is a natural source of oil and gas 
naturally occurring radioactive materials (NORM) as it contains the radionuclides 238U and 
232Th. These radionuclides become mixed with the oil, gas and water in the process of oil 
exploration and exploitation. The radioactive decay chains of these naturally occurring 
parent radionuclides have very long half-lives and are ubiquitous in the earth’s crust with 
activity concentrations that depend on the type of rock. The radioactive disintegration of 
238U and 232Th produce several series of daughter radioisotopes of different elements and of 
different physical characteristics with respect to their half-lives, modes of decay, and types 
and energies of emitted radiation. A second source of NORM in the oil and gas industry is 
scale. Scales consist primarily of insoluble compounds of such elements like barium, calcium 
and strontium. These compounds precipitate from the produced water as a result of changes 
in temperature and pressure (IAEA, 2003). The radioactive substances found in scales are 
the radium isotopes (226Ra and 228Ra). Sulphate scales are the main types of scales in the oil 
and gas industry (OGP, 2008). 
Sludge and scrapings are also sources of NORM in the hydrocarbon industry. Oil field 
sludge consists of dissolved solids which like scales precipitate from produced water due to 
variations in temperature and pressure. Generally, sludge is composed of oily, loose 
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materials that may contain both silica compounds and a large amount of barium. The 
radionuclide found in sludge include radium, while 210Pb and 210Po are found in pipeline 
scrapings and in sludge that have accumulated in gas/oil separators and liquefied natural 
gas (LNG) storage tanks. Gas processing facilities are also another source of NORM. The 
radionuclide in this case is the radon gas.  
In the Niger delta region of Nigeria the absence of infrastructural facilities for natural gas 
utilization has made gas flaring widespread in the region. As previously mentioned, about 
50% of the natural gas is flared in the region thereby greatly contributing to the radon in the 
atmosphere of the region. Seawater injection systems also contain NORM, especially uranium. 
Seawater is used in the process of oil recovery from reservoirs and incidence of ionizing 
radiation due to this source is greatly increased in the case where a large volume of seawater is 
used (OGP, 2003). Incidence of ionizing radiation is further enhanced in the Niger delta of 
Nigeria as about 12% of the gas is re-injected into wells to improve oil recovery. 

6. Effects of ionizing radiation 
Radiation monitoring in the hydrocarbon region of Nigeria is important because of the 
health hazards and the environmental impact of ionizing radiation. Various health hazards 
of ionizing radiation have been documented. These include the following:  
Erythema which is an increased redness of the skin as a result of capillary dilation.  
Cancers: The skin is a radiosensitive part of the body and is also its most exposed part. 
Exposure to ionizing radiation leads to skin cancer. Also, various other kinds of cancers are 
linked to exposure to ionizing radiation. These include leukaemia, and cancers of the lung, 
stomach, oesophagus, bone, thyroid, and the brain and nervous system. Not all forms of 
cancer are traced to exposure to ionizing radiation.  
Genetic Effects: Exposure of the reproductive cells to ionizing radiation can lead to 
miscarriage or genetic mutation. Genetic mutation affects the embryo causing deformity or 
death. 
Sterility: Developing sperm cells known as gonads have very high radiosensitivity, 
exposure to ionizing radiation can therefore lead to sterility.  
Cataracts: Opacities on the surface of the eye lens, called cataracts, result from the 
denaturing of the lens protein. One effect of ionizing radiation is the denaturing of the lens.  
Atrophy of the Kidney: Exposure to ionizing radiation can lead to a condition known as 
atrophy of the kidney. In this case, the kidney and urinary tract waste or shrink with 
attendant loss of renal functions. 
The level of damage experienced due to exposure to ionizing radiation is determined mainly 
by the radiation dose received and by such other factors as duration of exposure, nature of 
radiation and the sensitivity of the part of the body irradiated (ICRP, 1977, UNSCEAR, 
1988). Radiation health hazards are dose-dependent. The overall effect of ionizing radiation 
in man is greatly enhanced when both radionuclide deposition and energy absorption by a 
specific organ or tissue occur together. 

7. Ionizing radiation profile of the Niger Delta, Nigeria 
Oil field development and gas exploitation activities have resulted in various forms of 
unsettling environmental activities in the Niger Delta region that have impacted the 
ecological, biophysical and socio-economic and political structure of the area (Abali, 2009). 
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materials that may contain both silica compounds and a large amount of barium. The 
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scrapings and in sludge that have accumulated in gas/oil separators and liquefied natural 
gas (LNG) storage tanks. Gas processing facilities are also another source of NORM. The 
radionuclide in this case is the radon gas.  
In the Niger delta region of Nigeria the absence of infrastructural facilities for natural gas 
utilization has made gas flaring widespread in the region. As previously mentioned, about 
50% of the natural gas is flared in the region thereby greatly contributing to the radon in the 
atmosphere of the region. Seawater injection systems also contain NORM, especially uranium. 
Seawater is used in the process of oil recovery from reservoirs and incidence of ionizing 
radiation due to this source is greatly increased in the case where a large volume of seawater is 
used (OGP, 2003). Incidence of ionizing radiation is further enhanced in the Niger delta of 
Nigeria as about 12% of the gas is re-injected into wells to improve oil recovery. 

6. Effects of ionizing radiation 
Radiation monitoring in the hydrocarbon region of Nigeria is important because of the 
health hazards and the environmental impact of ionizing radiation. Various health hazards 
of ionizing radiation have been documented. These include the following:  
Erythema which is an increased redness of the skin as a result of capillary dilation.  
Cancers: The skin is a radiosensitive part of the body and is also its most exposed part. 
Exposure to ionizing radiation leads to skin cancer. Also, various other kinds of cancers are 
linked to exposure to ionizing radiation. These include leukaemia, and cancers of the lung, 
stomach, oesophagus, bone, thyroid, and the brain and nervous system. Not all forms of 
cancer are traced to exposure to ionizing radiation.  
Genetic Effects: Exposure of the reproductive cells to ionizing radiation can lead to 
miscarriage or genetic mutation. Genetic mutation affects the embryo causing deformity or 
death. 
Sterility: Developing sperm cells known as gonads have very high radiosensitivity, 
exposure to ionizing radiation can therefore lead to sterility.  
Cataracts: Opacities on the surface of the eye lens, called cataracts, result from the 
denaturing of the lens protein. One effect of ionizing radiation is the denaturing of the lens.  
Atrophy of the Kidney: Exposure to ionizing radiation can lead to a condition known as 
atrophy of the kidney. In this case, the kidney and urinary tract waste or shrink with 
attendant loss of renal functions. 
The level of damage experienced due to exposure to ionizing radiation is determined mainly 
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1988). Radiation health hazards are dose-dependent. The overall effect of ionizing radiation 
in man is greatly enhanced when both radionuclide deposition and energy absorption by a 
specific organ or tissue occur together. 

7. Ionizing radiation profile of the Niger Delta, Nigeria 
Oil field development and gas exploitation activities have resulted in various forms of 
unsettling environmental activities in the Niger Delta region that have impacted the 
ecological, biophysical and socio-economic and political structure of the area (Abali, 2009). 
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Also, there is ample evidence globally that the hydrocarbon industry contributes to the 
elevation of the ionizing radiation of the areas where its operations are carried out. 
The oil and gas industry, like the rest of the global community, places much emphasis on a 
safe work environment. Various indices may be adopted to assess what constitutes a safe 
and healthy work environment, among which is the incidence of certain levels of ionizing 
radiation in the given area. A study was conducted to evaluate the occupational ionizing 
radiation levels at 30 locations of oil and gas facilities in Ughelli in the Niger delta of Nigeria 
(Avwiri et al, 2009). The study was carried out during two time periods – during the 
production periods and during the off-production periods. Not unexpectedly, the study 
showed that radiation levels were higher during production periods than during the off- 
production periods (Fig. 3). The mean radiation levels workers in the oil fields were exposed 
to during both production and off-production periods are shown in Table 1. For example, 
the mean obtained for the radiation levels during the off-production periods had a range of 
13.38±1.69μR/h (0.023±0.003mSv/wk) to 16.29±2.60μR/h (0.027±0.004mSv/wk) while the 
mean obtained for the radiation levels during the production periods had a range of 15.50± 
1.65μR/h (0.026±0.003mSv/wk) to 19.14±3.16μR/h (0.32±0.005mS/wk). For the two periods 
under investigation, the Eriemu oil field had the highest radiation levels with a mean 
equivalent dose rate of 7.88±1.29μRh1, while the Kokori oil field had the highest percentage 
radiation deviation of 15.19%. 

 
Fig. 3. Comparison of mean radiation levels (μR/h) in the fields with standard background 
level (Avwiri et al, 2009) 
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Field 
code 

Surveyed oil 
and gas field 

Mean radiation levels (μR/h) Mean 
Deviation  

(%) 

Mean dose 
equivalent rate 

(µSv/wk) 
Off -

production 
Production 

period 

AOF Afiesere oil 
field 13.38 ±1.69 15.50±1.65 7.34 6.43±0.75 

EOF Eriemu oil field 16.29±2.60 19.14±3.16 8.04 7.88±1.29 
KOF Kokori oil field 13.57±1.80 18.43±2.68 15.19 7.12±0.99 
UOF Ughelli oil field 15.50±2.53 18.50±2.68 8.82 7.57±1.16 

MEAN 14.69±2.16 17.89±2.54 9.85 7.25±1.65 

Table 1. Mean Exposure Rates in the Oil Fields.  

We observe that though for both periods, the mean radiation levels are all within the safe 
radiation limit of 0.02mSv/wk as recommended by the UNSCEAR (1993) there is still a 
certain measure of occupational radiation health hazard in these locations for the following 
reasons:  
1. The higher radiation levels during production periods compared to those during off-

production periods show that the activities at the oil and gas facilities have led to the 
elevation of the radiation levels at the study locations. It further shows that the 
activities during the production periods contribute to higher occupational risk for the 
workers. Workers are therefore exposed to higher radiation risks during production 
periods and lower risks during off-production periods.  

2. The observed disparity in the exposure rates between the production period and the 
off-production period was seen as implying that there was increased use of 
radionuclides, increased exposure to flowing crude oil (spillage) and gas flaring 
activities resulting in elevation of the ionizing radiation levels of the facilities and their 
immediate neighbourhoods (Avwiri et al, 2009). 

3. The exposure rates at all the locations were generally higher than the standard 
background level of 13.0μR/hr (Fig. 3).  

4. Very high exposure levels of 20μR/hr and above were common. The highest level of 
26.00±0.5.1μR/h (0.044±0.009mSv/wk) was recorded at the Kokori oil field during 
production.  

5. Even during off-production periods, high exposure levels were also recorded. For 
example, an exposure level of 22.00μR/h±2.1μR/h was obtained at the Eriemu natural 
gas compressor station vessel.  

6. Generally, the radiation levels at the Natural Gas Compressor (NGC) facilities were 
found to be higher than the 0.02mSv/week recommended by the UNSCEAR (1993). The 
NGC facilities were therefore found to be the most unsafe work-environments as the 
highest radiation levels were obtained there. This may be attributed to the presence of 
radon at the facility as this radioactive gas is very much associated with the gas 
exploitation procedures of the hydrocarbon industry (OGP, 2008) 

7. A previous study of the radiation around oil and gas facilities in Ughelli showed that 
for the oil fields the exposure dose rate had a mean range of 12.00± 0.lµRh 
(5.33±0.35µSv/wk) to 22.00±2.lµRh-1 (9.79±0.16) and 09.00±1.0 to 11.00±0.5µRh-1 in the 
host communities (Avwiri, et al., 2007)). Compared to the present investigations we 
observe that the radiation levels have increased appreciably. 
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Production 

period 

AOF Afiesere oil 
field 13.38 ±1.69 15.50±1.65 7.34 6.43±0.75 

EOF Eriemu oil field 16.29±2.60 19.14±3.16 8.04 7.88±1.29 
KOF Kokori oil field 13.57±1.80 18.43±2.68 15.19 7.12±0.99 
UOF Ughelli oil field 15.50±2.53 18.50±2.68 8.82 7.57±1.16 

MEAN 14.69±2.16 17.89±2.54 9.85 7.25±1.65 

Table 1. Mean Exposure Rates in the Oil Fields.  

We observe that though for both periods, the mean radiation levels are all within the safe 
radiation limit of 0.02mSv/wk as recommended by the UNSCEAR (1993) there is still a 
certain measure of occupational radiation health hazard in these locations for the following 
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activities during the production periods contribute to higher occupational risk for the 
workers. Workers are therefore exposed to higher radiation risks during production 
periods and lower risks during off-production periods.  
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26.00±0.5.1μR/h (0.044±0.009mSv/wk) was recorded at the Kokori oil field during 
production.  

5. Even during off-production periods, high exposure levels were also recorded. For 
example, an exposure level of 22.00μR/h±2.1μR/h was obtained at the Eriemu natural 
gas compressor station vessel.  

6. Generally, the radiation levels at the Natural Gas Compressor (NGC) facilities were 
found to be higher than the 0.02mSv/week recommended by the UNSCEAR (1993). The 
NGC facilities were therefore found to be the most unsafe work-environments as the 
highest radiation levels were obtained there. This may be attributed to the presence of 
radon at the facility as this radioactive gas is very much associated with the gas 
exploitation procedures of the hydrocarbon industry (OGP, 2008) 

7. A previous study of the radiation around oil and gas facilities in Ughelli showed that 
for the oil fields the exposure dose rate had a mean range of 12.00± 0.lµRh 
(5.33±0.35µSv/wk) to 22.00±2.lµRh-1 (9.79±0.16) and 09.00±1.0 to 11.00±0.5µRh-1 in the 
host communities (Avwiri, et al., 2007)). Compared to the present investigations we 
observe that the radiation levels have increased appreciably. 
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A six-year impact assessment of ionizing radiation was published which reported the effect 
of oil spillage on the ionizing radiation profile of the oil spillage environment and the host 
communities in parts of Delta state (Agbalagba and Meindinyo, 2010). The study used a 
geographical positioning system (GPS) and a digilert nuclear radiation monitor. For the 
actual survey, 20 sites were chosen along with 6 host communities spread across the affected 
area and a control sample. The mean values obtained for the location ranged from 0.010 
mRh-1 (0.532 mSv y-1) to 0.019 mRh-1(1.010mSv y-1). In the area affected by oil spillage, the 
study gave a yearly exposure rate that ranged from 0.013±0.006 mRh-1(0.692±0.080  
mSvy-1) to 0.016±0.005 mRh-1 (0.851±0.100 mSvy-1);  the values for the host communities 
ranged from 0.011 mRh-1(0.585 mSvy-1) to 0.015 mRh-1(0.798 mSvy-1). The exposure rate for 
the control was 0.010 mRh-1(0.532 mSvy-1).  
The study established the impact of oil spillage on the radiation levels within the area and the 
host communities showing that the radiation levels of both the oil-spilled area and the host 
communities were elevated by the oil spillage. The radiation exposures were 55% and 33.3% 
respectively above the normal background level of 0.013 mRh-1. Also, the mean equivalent 
dose rate for the study area although within the safe limit of 0.05 mSvy-1 recommended by 
ICRP (1990) and NCRP (1993) was higher than the 0.0478 mSv/y normal background level.  
Chad-Umoren and Briggs-Kamara (2010) assessed the ionizing radiation levels in parts of 
Rivers State, one of the states in the Niger delta region. The major thesis of that work was that 
since there is a near homogeneous distribution of oil and gas operations in the state, the 
radiation profile of the state will correlate with this, such that the state will exhibit a 
homogeneous radiation profile. The state was then delineated into three zones, namely, an 
upland college campus; a collection of rural communities and a group of industrial 
establishments forming the industrial zone. A Comparative analyses of the results for the three 
sub-environments showed that the highest dose equivalent of 1.332+0.076mSv/yr occurred in 
the industrial zone while the lowest value of 0.57+0.16mSv/yr was obtained in the rural 
riverine sub environment. The computed mean dose equivalent for the three zones also 
showed that the industrial sector had the highest mean value of 1.270+0.087mSv/yr, while the 
mean for the upland college campus environment was 0.745+0.085mSv/yr with the rural 
riverine communities having the lowest mean dose equivalent of 0.690+ 0.170mSv/yr.  
It is to be observed that the very high exposure rate of 0.0168mR/hr was recorded in this 
study and that it was obtained in an oil-activity-related environment. 
This study revealed the following: Firstly, anthropogenic activities have great impact on the 
radiation levels of the environment. Secondly, the industrial environment of the state 
contributes the most to the radiation levels of the state (Tables 2, 3 and 4). Thirdly, the dose 
equivalent for the different components of the industrial environment are all higher than the 
European Council for Nuclear Research (CERN) recommended value of 1.0mSv/yr for the 
general population who are not engaged in nuclear radiation related occupations (CERN, 
1995). Fourthly, the dose equivalents obtained for the other two environments are within the 
CERN regulations.  
A national energy policy articulated by the national government of the federation of Nigeria 
encourages the efficient utilization of the nation’s abundant oil and gas reserves (NEP, 
2003). Recently the impact of this energy policy on the radiation profile of 
Ogba/Egbema/Ndoni, a Local Government Area in the central Niger delta state of Rivers 
state was studied (Ononugbo et al, 2011). The study area was divided into six zones (Table 
5). To ensure that the original environmental characteristics of the samples were not 
tampered with, an in situ approach of background radiation measurement was used. The  

 
Ionizing Radiation Profile of the Hydrocarbon Belt of Nigeria 415 

Station  Name  
1 
2 
3 
4 
5 
6 
7 
8 

Port Harcourt Refinery Company (PHRC) PHRC Junction, Alesa 
Nigeria Ports Authority, Onne NAFCON(Fertilizer company), Onne 
Bori/Onne Junction 
Rumuokoro Junction 
Choba (Wilbros) 
Nkporlu Village 
Arker Base  
Mobil Area. 

Table 2. Stations for experiment (Industrial environment) ( Avwiri and Ebeniro, 2002) 

Station Counter *mR/hr S µ T Tc Remarks 

1 
3 0.0149 0.0008 0.0144 1.98 2.26 t<tc 
2 0.0154 0.0006 0.0144 5.27 2.26 t>tc 
1 0.0128 0.0008 0.0144 -6.32 -2.26 t<tc 

2 
3 0.0148 0.0008 0.0143 1.93 2.26 t<tc 
2 0.0159 0.0007 0.0143 7.23 2.26 t>tc 
1 0.0122 0.0010 0.0143 -6.04 2.26 t<tc 

3 
3 0.0145 0.0006 0.0146 -0.53 2.26 t<tc 
2 0.0156 0.0011 0.0146 6.04 -2.26 t>tc 
1 0.0138 0.0022 0.0146 -1.15 -2.26 t>tc 

4 
3 0.0151 0.0007 0.0145 2.71 2.26 t>tc 
2 0.0159 0.0011 0.0145 4.02 2.26 t>tc 
1 0.0124 0.0007 0.0145 -4.50 -2.26 t<tc 

5 
3 0.0150 0.0006 0.0143 3.69 2.26 t>tc 
2 0.0150 0.0006 0.0143 3.69 2.26 t>c 
1 0.0121 0.0007 0.0143 -9.94 -2.26 t<tc 

6 
3 0.0148 0.0009 0.0147 0.032 2.26 t<tc 
2 0.0160 0.0008 0.0147 4.30 2.26 t>tc 
1 0.0136 0.0019 0.0147 -2.00 -2.26 t>tc 

7 
3 0.0147 0.0003 0.0147 -0.109 -2.26 t>tc 
2 0.0155 0.0008 0.0147 3.35 2.26 t>tc 
1 0.0138 0.0006 0.0147 -4.688 -2.26 t<tc 

8 
3 0.0141 0.0009 0.0144 0.94 -2.26 t>tc 
2 0.0155 0.0012 0.0144 3.00 2.26 t>tc 
1 0.0135 0.0015 0.0144 -1.83 -2.26 t>tc 

9 
3 0.0130 0.0006 0.0140 -5.47 -2.26 t<tc 
2 0.0154 0.0006 0.0140 7.79 2.26 t>tc 
1 0.0135 0.0004 0.0140 -3.25 -2.26 t<tc 

10 
3 0.0155 0.0007 0.0152 1.26 2.26 t<tc 
2 0.0168 0.0013 0.0152 3.86 2.26 t>tc 
1 0.0132 0.0006 0.0152 -10.89 -2.26 t<tc 

Table 3. T-test for stations at 5% confidence level and (n-1) degrees of freedom showing mean 
counter rate (*), mean background radiation (µ), standard deviation(s), computed t and critical 
t (tc) with sample size (n) of 10 (Industrial environment) ( Avwiri and Ebeniro, 2002) 
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Station Mean exposure rate, 
R (mR/hr) 

Dose equivalent, D 
(mSv/yr) 

1 0.0144+0.0007 1.261+0.064 
2 0.0143+0.0008 1.253+0.073 
3 0.0146+0.0013 1.279+0.114 
4 0.0145+0.0008 1.270+0.073 
5 0.0143+0.0019 1.253+0.166 
6 0.0147+0.0012 1.288+0.105 
7 0.0147+0.0006 1.288+0.053 
8 0.0144+0.0012 1.261+0.105 
9 0.0140+0.0005 1.226+0.044 

10 0.0152+0.0009 1.332+0.076 

Table 4. Dose equivalent, D computed for the data of Table 3 (Industrial environment) 
(Avwiri and Ebeniro, 2002; Chad-Umoren and Briggs-Kamara, 2010) 

study used a digilert 50 and a digilert 100 nuclear radiation monitoring meters containing a 
Geiger-Muller tube capable of detecting , β, γ and x-rays within the temperature range of -
100C to 500C, alongside a geographical positioning system (GPS) which was used to measure 
the precise location of sampling. The survey was carried out between the hours of 1300 and 
1600 hours, because the exposure rate meter has a maximum response to environmental 
radiation within these hours (Louis et al, 2005). At each of the selected sites and within the 
host communities four readings were taken at intervals of 5 minutes and the average value 
determined. The tube of the radiation meter was held at a standard height of 1.0m above the 
ground with its window facing first the oil installations and then vertically downwards 
(Chad-Umoren et al, 2006). A 137Cs source of specific energy was used to calibrate the 
instrument to read accurately in Roentgens. Estimate of the whole body equivalent dose rate 
was done using the National Council on Radiation Protection and measurements (NCRP, 
1993) recommendation: 

 1mRh-1=(0.9624365/100)mSvy-1   (1) 

Table 5 compares the mean radiation exposure rates for the hydrocarbon industry facilities 
and the mean radiation exposure rates for the host communities. The lowest mean radiation 
exposure rate of 0.014mRh-1 was obtained at Obite/Ogbogu. This low level may be 
attributed to the concrete shielding of the gas plant in the area and the distance of the host 
community from the Idu flow station (about 2km). For the surveyed oil and gas facility 
locations,  the highest mean exposure rate of 0.018+0.002mRh-1 was obtained at the gas 
plant; while for the host communities, the highest mean exposure rate of 0.017+0.001mRh-1 
was recorded in Ebocha and Obrikom communities of zones A and B. This value is well 
above the mean field/site radiation exposure level. The percentage exposure rate difference 
is minimum at the treatment plant and maximum at the gas turbine in Obrikom/Omoku. 
At location 5 of zone C, a high exposure rate of 0.034mRhr-1 was recorded. This could be 
because of both the presence of sharp sand (asphalt) along the river bank and the industrial 
waste discharged into the river. 
A comparison of the measured radiation levels for the six zones with the normal 
background level (Fig. 4) shows that the computed mean effective equivalent dose rate for 
the locations in all the six zones are above the dose limit of 1mSvyr-1 for the general public 
and far below the dose limit of 20mSvyr-1 for radiological workers as recommended by the  
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Area 
Code 

Industrial Site 
Surveyed Host community 

Mean Site 
Radiation 

levels (mRh-1) 

Mean Host 
Community 

Radiation levels 
(mRh-1) 

A 
Ebocha Oil 
Gathering 

Center 
Ebocha/Mgbede 0.016 + 0.001 0.017 + 0.001 

B OB/OB Gas 
Plant Obrikom/ Ndoni 0.016 + 0.001 0.017 + 0.001 

C Gas Turbine Obrikom 
/Omoku 0.018 + 0.002 0.016 + 0.003 

D 
Treatment plant 

(Arrival 
Manifold) 

Obrikom 
/Ebegoro 0.014 + 0.001 0.014 + 0.001 

E Obite Gas Plant Obite /Ogbogu 0.015 + 0.001 0.014 + 0.001 

F Idu Flow 
Station Idu /Obagi 0.016+ 0.001 0.015 + 0.001 

Table 5. Comparison of Exposure rate at Industrial sites and Host Communities (Ononugbo 
et al, 2011) 

 

 
Fig. 4. Comparison of Measured Mean Radiation Levels with Normal Background Level 
(Ononugbo et al, 2011) 

International Commission on Radiological Protection (ICRP, 1990). This indicates that while 
those exposed occupationally are safe, members of the host communities are not.  
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International Commission on Radiological Protection (ICRP, 1990). This indicates that while 
those exposed occupationally are safe, members of the host communities are not.  
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The results also show that although the values are within the range of values previously 
reported for the Niger Delta region (Arogunjo et al, 2004; Agbalagba and Avwiri, 2008 and 
Chad-Umoren and Briggs-Kamara, 2010), the radiation exposure rate for 71.7% of the 
sampled area (43 locations) exceeded the accepted ICRP background level of 0.013mRhr-1.  
 

S/N Oil and Gas 
Facilities 

Flow station installation radiation levels (Rh-1) 

Afiesere 
Delta 

Ughelli 
West 
Delta 

Etelebou 
Bayelsa 

Kolo-
Creek 

Bayelsa 

Adibawa 
Rivers 

Egbema 
Rivers 

1 Flow station 
entrance 

08.00 
0.70 

14.00 
2.30 

12.00 
1.00 

09.00 
1.10 

19.00 
1.10 

13.00 
1.10 

2 Manifold 15.00 
2.00 

19.00 
3.00 

19.00 
2.80 

12.00 
0.90 

17.00 
2.20 

16.00 
2.10 

3 
Flare 

monitoring 
meter units 

12.00 
0.60 

15.00 
2.10 

16.00 
1.50 

16.00 
1.00 

16.00 
1.40 

15.00 
2.20 

4 
Flare knock-

out 
drum/vessel 

14.00 
1.70 

23.00 
4.20 

18.00 
2.10 

14.00 
1.60 

25.00 
4.20 

24.00 
3.20 

5 Stack gas 
vent 

15.00 
1.00 

15.00 
1.00 

21.00 
3.70 

13.00 
0.80 

19.00 
2.00 

22.00 
3.20 

6 Flare stack 
pathway 

11.00 
0.80 

17.00 
3.20 

17.00 
1.80 

24.00 
4.3.10 

16.00 
2.20 

17.00 
2.50 

7 Flare stack 
point 

19.00 
3.20 

14.00 
1.40 

14.00 
1.00 

17.00 
2.10 

14.00 
1.40 

21.00 
3.60 

8 

Inflow 
delivery 
crude oil 

pipes 

18.00 
1.60 

19.00 
2.60 

17.00 
3.00 

24.00 
4.20 

20.00 
2.00 

21.00 
3.10 

9 
Inflow gas 
delivery 

pipes 

15.00 
3.00 

20.00 
4.00 

13.00 
2.00 

22.00 
3.00 

20.00 
3.40 

18.00 
2.40 

10 Associate gas 
control meter 

15.00 
2.00 

20.00 
1.80 

16.00 
3.10 

20.00 
3.70 

14.00 
0.60 

19.00 
3.00 

11 

Natural gas 
compressor 

station 
(NGC) 

21.00 
2.40 

22.00 
2.10 Nil Nil Nil Nil 

 MEAN 14.82 
1.74 

18.00 
2.54 

16.30 
2.20 

17.10 
2.15 

18.00 
2.02 

18.60 
2.64 

Mean 
Rate 

Dose 
equivalent 
(Sv/wk) 

6.70 
0.78 

8.01 
1.13 

7.25 
0.98 

7.61 
0.96 

80.01 
0.90 

8.28 
1.17 

Table 6. Facilities exposure rate (Agbalagba et al, 2011) 
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A recent survey studied the gamma radiation profile of oil and gas facilities in six selected 
flow stations in the Niger delta region (Agbalagba et al, 2011). Of the different types of 
ionizing radiations, gamma rays are the most penetrating and therefore very hazardous. 
They emanate from radionuclides containing radon and may be ingested or inhaled by 
personnel in the course of routine repairs and maintenance of oil facilities. When inhalation 
occurs, the dust particles and aerosols containing radon become attached to the lungs so that 
the presence of the gamma rays emitted in the decay increases the risk of lung cancer and 
other hazards such as eye cataracts and mental problems to personnel and host communities 
(Laogun et. al., 2006). 
The results are shown in Tables 6 and 7. The radiation levels for the facilities (Table 6)  
range from 08.000.70Rh-1 in Afiesere flow station entrance to 25.004.20R-1 in Adibawa 
flare knockout vessel. The high value at the Adibawa knockout vessel can be attributed  
to the spill of associated crude and the exposure of the environment to effluent. The  
mean exposure rate for the flow stations range from 14.821.74Rh-1 (6.700.78Sv/ 
wk) at Afiesere flow station to 18.602.64Rh-1 (8.281.17Sv/wk) at Egbema flow  
station, with field mean radiation value of 17.142.22Rh-1. The high radiation levels 
recorded at the natural gas compressor stations (NGC) at Afiesere and Ughelli West flow 
stations may be attributed to the high concentration of radon in the natural gas and gas 
production facilities.  
Table 7 compares the radiation exposure rate for both the flow stations and the host 
communities. The lowest radiation exposure rate of 10.000.70Rh-1 was obtained at 
Joinkrama 4 in Rivers State. This low radiation level may be attributed to the geology 
(underlying rock) of the area and to the distance of the host community from the flow 
station (2.5km) which is the farthest among the six host communities. The highest average 
exposure rate (21.002.10Rh-1) was obtained in Emeregha community in Afiesere field. This 
value is much higher than the mean field radiation exposure level.  
 

S/N 
Oil 

field/flow 
station 

Host 
community 

Mean fields 
Radiation levels 

Rh-1 

Mean Host 
community 

Radiation level 
Rh-1 

Exposure 
rate diff  

(%) 

1 Afiesere Emeragha 14.82.1.74 21.002.10 17.3 
2 Ughelli west Ekakpamre 18.002.54 17.002.00 2.9 
3 Etelebou Nedugo 16.302.20 15.001.40 4.2 
4 Kolo-creek Imirigin 17.102.15 18.001.60 2.6 
5 Adibawa Joinkrama 4 18.002.02 10.000.70 28.6 
6 Egbema Egbema 18.602.64 14.001.10 14.1 

Table 7. Comparison of Flow station and Host Communities (Agbalagba et al, 2011)  

The presence of the radioactive gas, radon which is produced by the radioactive 
disintegration of radium–226, may be responsible for the variation of the radiation levels 
within the facilities. This is so because radon is known to be present in crude oil and gas 
products (IAEA, 2003). The dispersal of the gas is also favoured by wind direction at the 
point of liberation.  
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The results also show that although the values are within the range of values previously 
reported for the Niger Delta region (Arogunjo et al, 2004; Agbalagba and Avwiri, 2008 and 
Chad-Umoren and Briggs-Kamara, 2010), the radiation exposure rate for 71.7% of the 
sampled area (43 locations) exceeded the accepted ICRP background level of 0.013mRhr-1.  
 

S/N Oil and Gas 
Facilities 

Flow station installation radiation levels (Rh-1) 

Afiesere 
Delta 

Ughelli 
West 
Delta 

Etelebou 
Bayelsa 

Kolo-
Creek 

Bayelsa 

Adibawa 
Rivers 

Egbema 
Rivers 

1 Flow station 
entrance 

08.00 
0.70 

14.00 
2.30 

12.00 
1.00 

09.00 
1.10 

19.00 
1.10 

13.00 
1.10 

2 Manifold 15.00 
2.00 

19.00 
3.00 

19.00 
2.80 

12.00 
0.90 

17.00 
2.20 

16.00 
2.10 

3 
Flare 

monitoring 
meter units 

12.00 
0.60 

15.00 
2.10 

16.00 
1.50 

16.00 
1.00 

16.00 
1.40 

15.00 
2.20 

4 
Flare knock-

out 
drum/vessel 

14.00 
1.70 

23.00 
4.20 

18.00 
2.10 

14.00 
1.60 

25.00 
4.20 

24.00 
3.20 

5 Stack gas 
vent 

15.00 
1.00 

15.00 
1.00 

21.00 
3.70 

13.00 
0.80 

19.00 
2.00 

22.00 
3.20 

6 Flare stack 
pathway 

11.00 
0.80 

17.00 
3.20 

17.00 
1.80 

24.00 
4.3.10 

16.00 
2.20 

17.00 
2.50 

7 Flare stack 
point 

19.00 
3.20 

14.00 
1.40 

14.00 
1.00 

17.00 
2.10 

14.00 
1.40 

21.00 
3.60 

8 

Inflow 
delivery 
crude oil 

pipes 

18.00 
1.60 

19.00 
2.60 

17.00 
3.00 

24.00 
4.20 

20.00 
2.00 

21.00 
3.10 

9 
Inflow gas 
delivery 

pipes 

15.00 
3.00 

20.00 
4.00 

13.00 
2.00 

22.00 
3.00 

20.00 
3.40 

18.00 
2.40 

10 Associate gas 
control meter 

15.00 
2.00 

20.00 
1.80 

16.00 
3.10 

20.00 
3.70 

14.00 
0.60 

19.00 
3.00 

11 

Natural gas 
compressor 

station 
(NGC) 

21.00 
2.40 

22.00 
2.10 Nil Nil Nil Nil 

 MEAN 14.82 
1.74 

18.00 
2.54 

16.30 
2.20 

17.10 
2.15 

18.00 
2.02 

18.60 
2.64 

Mean 
Rate 

Dose 
equivalent 
(Sv/wk) 

6.70 
0.78 

8.01 
1.13 

7.25 
0.98 

7.61 
0.96 

80.01 
0.90 

8.28 
1.17 

Table 6. Facilities exposure rate (Agbalagba et al, 2011) 
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A recent survey studied the gamma radiation profile of oil and gas facilities in six selected 
flow stations in the Niger delta region (Agbalagba et al, 2011). Of the different types of 
ionizing radiations, gamma rays are the most penetrating and therefore very hazardous. 
They emanate from radionuclides containing radon and may be ingested or inhaled by 
personnel in the course of routine repairs and maintenance of oil facilities. When inhalation 
occurs, the dust particles and aerosols containing radon become attached to the lungs so that 
the presence of the gamma rays emitted in the decay increases the risk of lung cancer and 
other hazards such as eye cataracts and mental problems to personnel and host communities 
(Laogun et. al., 2006). 
The results are shown in Tables 6 and 7. The radiation levels for the facilities (Table 6)  
range from 08.000.70Rh-1 in Afiesere flow station entrance to 25.004.20R-1 in Adibawa 
flare knockout vessel. The high value at the Adibawa knockout vessel can be attributed  
to the spill of associated crude and the exposure of the environment to effluent. The  
mean exposure rate for the flow stations range from 14.821.74Rh-1 (6.700.78Sv/ 
wk) at Afiesere flow station to 18.602.64Rh-1 (8.281.17Sv/wk) at Egbema flow  
station, with field mean radiation value of 17.142.22Rh-1. The high radiation levels 
recorded at the natural gas compressor stations (NGC) at Afiesere and Ughelli West flow 
stations may be attributed to the high concentration of radon in the natural gas and gas 
production facilities.  
Table 7 compares the radiation exposure rate for both the flow stations and the host 
communities. The lowest radiation exposure rate of 10.000.70Rh-1 was obtained at 
Joinkrama 4 in Rivers State. This low radiation level may be attributed to the geology 
(underlying rock) of the area and to the distance of the host community from the flow 
station (2.5km) which is the farthest among the six host communities. The highest average 
exposure rate (21.002.10Rh-1) was obtained in Emeregha community in Afiesere field. This 
value is much higher than the mean field radiation exposure level.  
 

S/N 
Oil 

field/flow 
station 

Host 
community 

Mean fields 
Radiation levels 

Rh-1 

Mean Host 
community 

Radiation level 
Rh-1 

Exposure 
rate diff  

(%) 

1 Afiesere Emeragha 14.82.1.74 21.002.10 17.3 
2 Ughelli west Ekakpamre 18.002.54 17.002.00 2.9 
3 Etelebou Nedugo 16.302.20 15.001.40 4.2 
4 Kolo-creek Imirigin 17.102.15 18.001.60 2.6 
5 Adibawa Joinkrama 4 18.002.02 10.000.70 28.6 
6 Egbema Egbema 18.602.64 14.001.10 14.1 

Table 7. Comparison of Flow station and Host Communities (Agbalagba et al, 2011)  

The presence of the radioactive gas, radon which is produced by the radioactive 
disintegration of radium–226, may be responsible for the variation of the radiation levels 
within the facilities. This is so because radon is known to be present in crude oil and gas 
products (IAEA, 2003). The dispersal of the gas is also favoured by wind direction at the 
point of liberation.  
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Fig. 5. Comparison of Mean Oil Fields and Host Communities Radiation Levels with 
Normal background Radiation Level (Agbalagba et al, 2011) 

Fig.5 is a comparison of the mean radiation levels for the oil fields and host communities 
with the normal background ionizing radiation level. Overall, the results show that in all the 
six flow stations and their host communities except Joinkrama 4, the exposure rates exceed 
both the standard background levels and values reported previously by Ebong and Alagoa 
(1992a); Avwiri and Ebeniro (1998), but are in agreement with results reported in similar 
environments (Arogunjo et al., 2004; Laogun et al., 2006; Agbalagba et al., 2007). The 
differences in the exposure rates between host communities and flow stations can be 
attributed to the input materials and output substances (effluents) associated with the 
activities of the operating companies and dilution of radon as it transits to the host 
communities. The only exception, the Emeragha community, may be due to the existence of 
oil wells (wells 7, 10 and 14) within the community which may have enhanced radon 
concentration and hence the radiation level in the community.  
Furthermore, the radiation levels recorded for gas flare facilities and natural gas compressor 
stations are fairly higher than those for other facilities. This is in agreement with the study of 
occupational radiation patterns during production and off-production periods (Avwiri et al, 
2010). Also, the observation implies the presence of a high concentration of radon gas and 
heavy metals normally associated with natural and associated gas (Arogunjo et al. 2004; 
Laogun et al., 2006). However, this study indicates that the radon concentrations in the 
natural gas at these facilities in the region are low when compared to those obtained in 
countries like the USA, Great Britain and Canada (Laogun et al., 2006) where radon 
concentrations (radiation levels) pose enormous environmental challenges requiring 
government legislation for the control of naturally occurring radiation material (NORM) 
contamination in their petroleum industries. 
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The results of the survey did not indicate that there is in the short term the possibility of any 
health hazard either for the flow station attendants (staff) or the residents of the host 
communities since the highest average radiation exposure levels of 18.602.64Rh-1 
(8.281.17Sv/wk) recorded at Egbema flow station and 21.002.10Rh-1(9.350.93Sv/wk) 
obtained at Emeragha community are within the UNSCEAR recommended permissible 
limit of 200Sv/wk for public health and safety (UNSCEAR, 1993). However, the possibility 
of future health complications for the staff and host communities does exist as a result of 
prolonged cumulative dose intake from both direct and indirect radionuclides. Also, it is 
observed from Fig. 5 that the mean radiation exposure in all the oilfields is higher than the 
normal background which implies that the oil exploration and gas exploitation activities 
have impacted significantly on the background ionizing radiation levels of the area. 
According to Agbalagba et al (2011), this impact can be attributed to the underlying crude 
oil and gas being contaminated by radionuclide bearing rocks/elements (uranium, thorium 
and radium) which when drilled to the surface and exposed to the terrestrial environment at 
the oil installations, releases radon gas and other heavy metals which enhances the 
background levels of the area and other input materials.”  
 

S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-! AVE. RAD. 

VALUE mRh-! 
EQ. DOSE 

mSvy-1 RAD 
50 

RAD 
100 

1 Crude Flow 
Pipe 

NO5 32.297’ 
E005 53.780’ 0.019 0.018 0.01850.004 0.98430.32 

2 Natural Gas 
Compressor 

NO5 26.021’ 
E005 52.940 0.025’ 0.019 0.02200.008 1.1700.43 

3 Flow station 
entrance 

NO5 26..057’ 
E005 52.926’ 0.017 0.018 0.017590.007 0.9310.37 

4 Well 7 NO5 25.918’ 
E005 53.014’ 0.021 0.024 0.22300.010 1.1860.53 

5 Pegging 
Manifold 

N05 26.062’ 
E005 52.901’’ 0.019 0.021 0.0200.008 1.0640.43 

6 Well 10 N05 25.671’ 
E005 52.930’ 0.016 0.018 0.01700.006 0.90410.32 

7 Flare Stack 
Site 

N05 26.141 
E005 52.653 0.024 0.025 0.02450.011 1.3030.58 

8 Well 5 NO5 25.701’ 
E005 52.608’ 0.018 0.020 0.01900.009 1.0110.48 

9 Otorogu Gas 
Plant 

NO5 25.701’ 
E005 52.608’ 0.028 0.034 0.03100.010 1.6490.53 

10 Otujeremi 
Town 

NO5 25.865’ 
E005 52.567’ 0.022 0.020 0.02100.007 1.1170.37 

 MEAN FIELD LEVELS   0.02130.008 1.1340.44 

Table 8. Otorogu Oil and Gas Field 
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Fig. 5. Comparison of Mean Oil Fields and Host Communities Radiation Levels with 
Normal background Radiation Level (Agbalagba et al, 2011) 

Fig.5 is a comparison of the mean radiation levels for the oil fields and host communities 
with the normal background ionizing radiation level. Overall, the results show that in all the 
six flow stations and their host communities except Joinkrama 4, the exposure rates exceed 
both the standard background levels and values reported previously by Ebong and Alagoa 
(1992a); Avwiri and Ebeniro (1998), but are in agreement with results reported in similar 
environments (Arogunjo et al., 2004; Laogun et al., 2006; Agbalagba et al., 2007). The 
differences in the exposure rates between host communities and flow stations can be 
attributed to the input materials and output substances (effluents) associated with the 
activities of the operating companies and dilution of radon as it transits to the host 
communities. The only exception, the Emeragha community, may be due to the existence of 
oil wells (wells 7, 10 and 14) within the community which may have enhanced radon 
concentration and hence the radiation level in the community.  
Furthermore, the radiation levels recorded for gas flare facilities and natural gas compressor 
stations are fairly higher than those for other facilities. This is in agreement with the study of 
occupational radiation patterns during production and off-production periods (Avwiri et al, 
2010). Also, the observation implies the presence of a high concentration of radon gas and 
heavy metals normally associated with natural and associated gas (Arogunjo et al. 2004; 
Laogun et al., 2006). However, this study indicates that the radon concentrations in the 
natural gas at these facilities in the region are low when compared to those obtained in 
countries like the USA, Great Britain and Canada (Laogun et al., 2006) where radon 
concentrations (radiation levels) pose enormous environmental challenges requiring 
government legislation for the control of naturally occurring radiation material (NORM) 
contamination in their petroleum industries. 
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The results of the survey did not indicate that there is in the short term the possibility of any 
health hazard either for the flow station attendants (staff) or the residents of the host 
communities since the highest average radiation exposure levels of 18.602.64Rh-1 
(8.281.17Sv/wk) recorded at Egbema flow station and 21.002.10Rh-1(9.350.93Sv/wk) 
obtained at Emeragha community are within the UNSCEAR recommended permissible 
limit of 200Sv/wk for public health and safety (UNSCEAR, 1993). However, the possibility 
of future health complications for the staff and host communities does exist as a result of 
prolonged cumulative dose intake from both direct and indirect radionuclides. Also, it is 
observed from Fig. 5 that the mean radiation exposure in all the oilfields is higher than the 
normal background which implies that the oil exploration and gas exploitation activities 
have impacted significantly on the background ionizing radiation levels of the area. 
According to Agbalagba et al (2011), this impact can be attributed to the underlying crude 
oil and gas being contaminated by radionuclide bearing rocks/elements (uranium, thorium 
and radium) which when drilled to the surface and exposed to the terrestrial environment at 
the oil installations, releases radon gas and other heavy metals which enhances the 
background levels of the area and other input materials.”  
 

S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-! AVE. RAD. 

VALUE mRh-! 
EQ. DOSE 

mSvy-1 RAD 
50 

RAD 
100 

1 Crude Flow 
Pipe 

NO5 32.297’ 
E005 53.780’ 0.019 0.018 0.01850.004 0.98430.32 

2 Natural Gas 
Compressor 

NO5 26.021’ 
E005 52.940 0.025’ 0.019 0.02200.008 1.1700.43 

3 Flow station 
entrance 

NO5 26..057’ 
E005 52.926’ 0.017 0.018 0.017590.007 0.9310.37 

4 Well 7 NO5 25.918’ 
E005 53.014’ 0.021 0.024 0.22300.010 1.1860.53 

5 Pegging 
Manifold 

N05 26.062’ 
E005 52.901’’ 0.019 0.021 0.0200.008 1.0640.43 

6 Well 10 N05 25.671’ 
E005 52.930’ 0.016 0.018 0.01700.006 0.90410.32 

7 Flare Stack 
Site 

N05 26.141 
E005 52.653 0.024 0.025 0.02450.011 1.3030.58 

8 Well 5 NO5 25.701’ 
E005 52.608’ 0.018 0.020 0.01900.009 1.0110.48 

9 Otorogu Gas 
Plant 

NO5 25.701’ 
E005 52.608’ 0.028 0.034 0.03100.010 1.6490.53 

10 Otujeremi 
Town 

NO5 25.865’ 
E005 52.567’ 0.022 0.020 0.02100.007 1.1170.37 

 MEAN FIELD LEVELS   0.02130.008 1.1340.44 

Table 8. Otorogu Oil and Gas Field 
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Tables 8 - 11 give the results of ionizing radiation monitoring for oil and gas fields located at 
Otorogu, Evwreni, Oweh, Uzere East and West, while Table 12 compares the ionizing 
radiation profile of the study fields with those of the host communities (Agbalagba et al, 
2011). The radiation status of various areas and parts of the oil and gas facilities are given 
such as the crude flow pipe, flow station, gas plants, crude oil control valve, manifold, oil 
wells and host communities. In each specific area two Radalerts were used – Radalert 50 and 
Radalert 100 and the average radiation level computed. 
 
 
 

S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. 

RAD. 
VALUE 
mRh-1 

EQ. 
DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 Camp site NO5’ 22.720’ 
E006 02.962’ 0.011 0.011 0.0110 

0.003 
0.585 

0.16 

2. Well 13 NO5’ 22.615’ 
E006’ 02 640’ 0.015 0.014 0.0145 

0.005 
0.771 

0.27 

3 Manifold NO5’ 22.405’ 
E006’ 02.405’ 0.019 0.013 0.0160 

0.006 
0.851 

0.32 

4 Well 1 N05’ 22.327’ 
E006’ 02.410’ 0.017 0.014 0.055 

0.005 
0.825 

0.27 

5 Flow station 
Gate 

N05’ 22.445’ 
E006. 02.470’ 0.015 0.016 0.0155 

0.006 
0.825 

0.32 

6 
L & S Tanga 
crude flow 

pipe 

N05’ 22.428’ 
E006” 02 500 0.015 0.014 0.0145 

0.005 
0.771 

0.27 

7 
Gas vent 

(knockout 
drum) 

N05’ 22.432’ 
E006 22.482’ 0.020 0.022 0.0210 

0.009 
1.117 

0.48 

8 Flare stock site N05” 22.361’ 
E006” 02.451’ 0.021 0.018 0.0195 

0.008 
1.0371 

0.83 

9 Well 11 N05” 22 .394’ 
E006’ 02.439’ 0.014 0.014 0.0140 

0.005 
0.771 

0.27 

10 Evwreni 
Community 

N05’ 24.243’ 
E006” 03.451’ 0.017 0.014 0.0155 

0.007 
0.8258 

0.32 

 MEAN FIELD LEVEL   0.0160 
0.006 

0.839 
0.34 

Table 9. Evwreni Oil and Gas Field 
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S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. RAD. 

VALUE 
mRh-1 

EQ. 
DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 
Flow 

Station 
Gate 

NO5’ 29.271’ 
E006 08.101’ 

0.016 0.012 0.01400.005 0.7450.27 

2. 
Crude oil 

control 
valve 

NO5’ 08.101’ 
E006’ 08’ 

0.019 0.019 0.0190 0.007 1.0110.37 

3 
Gas vent 

(knockout 
drum) 

NO5’ 29.289’ 
E006’ 08.201’ 

0.017 0.016 0.01650.006 0.8780.32 

4 
Flare stack 

site 
N05’ 29.304’ 
E006’ 08.244’ 

0.016 0.018 0.0170.005 0.9040.27 

5 
NGC 

Station 
N05’ 29.216’ 
E006. 08.132’ 

0.022 0.020 0.02100.008 1.1170.43 

6 
L & S tango 
Crude flow 

pipe 

N05’ 29.285’ 
E006” 28 185’ 

0.016 0.014 0.0150 0.006 0.7980.32 

7 Manifold 
N05’ 28.185’ 
E006 07.720’ 

0.019 0.018 0.018500.008 0.9840.43 

8 Well 12 
N05” 29.666’ 
E006” 06.567’ 

0.020 0.018 0.01900.007 1.0110.37 

9 Well 2 
N05” 29 .219’ 
E006’ 08.128’ 

0.018 0.023 0.02050.010 1.0910.53 

10 
Otor-
Oweh 

community 

N05’ 29.614’ 
E006” 06.248’ 

0.012 0.014 0.01300.005 0.6920.27 

 MEAN FIELD LEVEL   0.01780.007 0.9490.37 

 
Table 10. Oweh Oil and Gas Field 



 
Current Topics in Ionizing Radiation Research 422 

Tables 8 - 11 give the results of ionizing radiation monitoring for oil and gas fields located at 
Otorogu, Evwreni, Oweh, Uzere East and West, while Table 12 compares the ionizing 
radiation profile of the study fields with those of the host communities (Agbalagba et al, 
2011). The radiation status of various areas and parts of the oil and gas facilities are given 
such as the crude flow pipe, flow station, gas plants, crude oil control valve, manifold, oil 
wells and host communities. In each specific area two Radalerts were used – Radalert 50 and 
Radalert 100 and the average radiation level computed. 
 
 
 

S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. 

RAD. 
VALUE 
mRh-1 

EQ. 
DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 Camp site NO5’ 22.720’ 
E006 02.962’ 0.011 0.011 0.0110 

0.003 
0.585 

0.16 

2. Well 13 NO5’ 22.615’ 
E006’ 02 640’ 0.015 0.014 0.0145 

0.005 
0.771 

0.27 

3 Manifold NO5’ 22.405’ 
E006’ 02.405’ 0.019 0.013 0.0160 

0.006 
0.851 

0.32 

4 Well 1 N05’ 22.327’ 
E006’ 02.410’ 0.017 0.014 0.055 

0.005 
0.825 

0.27 

5 Flow station 
Gate 

N05’ 22.445’ 
E006. 02.470’ 0.015 0.016 0.0155 

0.006 
0.825 

0.32 

6 
L & S Tanga 
crude flow 

pipe 

N05’ 22.428’ 
E006” 02 500 0.015 0.014 0.0145 

0.005 
0.771 

0.27 

7 
Gas vent 

(knockout 
drum) 

N05’ 22.432’ 
E006 22.482’ 0.020 0.022 0.0210 

0.009 
1.117 

0.48 

8 Flare stock site N05” 22.361’ 
E006” 02.451’ 0.021 0.018 0.0195 

0.008 
1.0371 

0.83 

9 Well 11 N05” 22 .394’ 
E006’ 02.439’ 0.014 0.014 0.0140 

0.005 
0.771 

0.27 

10 Evwreni 
Community 

N05’ 24.243’ 
E006” 03.451’ 0.017 0.014 0.0155 

0.007 
0.8258 

0.32 

 MEAN FIELD LEVEL   0.0160 
0.006 

0.839 
0.34 

Table 9. Evwreni Oil and Gas Field 
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S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. RAD. 

VALUE 
mRh-1 

EQ. 
DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 
Flow 

Station 
Gate 

NO5’ 29.271’ 
E006 08.101’ 

0.016 0.012 0.01400.005 0.7450.27 

2. 
Crude oil 

control 
valve 

NO5’ 08.101’ 
E006’ 08’ 

0.019 0.019 0.0190 0.007 1.0110.37 

3 
Gas vent 

(knockout 
drum) 

NO5’ 29.289’ 
E006’ 08.201’ 

0.017 0.016 0.01650.006 0.8780.32 

4 
Flare stack 

site 
N05’ 29.304’ 
E006’ 08.244’ 

0.016 0.018 0.0170.005 0.9040.27 

5 
NGC 

Station 
N05’ 29.216’ 
E006. 08.132’ 

0.022 0.020 0.02100.008 1.1170.43 

6 
L & S tango 
Crude flow 

pipe 

N05’ 29.285’ 
E006” 28 185’ 

0.016 0.014 0.0150 0.006 0.7980.32 

7 Manifold 
N05’ 28.185’ 
E006 07.720’ 

0.019 0.018 0.018500.008 0.9840.43 

8 Well 12 
N05” 29.666’ 
E006” 06.567’ 

0.020 0.018 0.01900.007 1.0110.37 

9 Well 2 
N05” 29 .219’ 
E006’ 08.128’ 

0.018 0.023 0.02050.010 1.0910.53 

10 
Otor-
Oweh 

community 

N05’ 29.614’ 
E006” 06.248’ 

0.012 0.014 0.01300.005 0.6920.27 

 MEAN FIELD LEVEL   0.01780.007 0.9490.37 

 
Table 10. Oweh Oil and Gas Field 
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S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. RAD 

VALUE 
mRh-1 

EQ. DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 Manifold NO5’ 20.080’ 
E006 14.865 ’ 0.016 0.015 0.01550.006 0.5250.32 

2. Buster station NO5’ 20.162’ 
E006’ 14 .781’’ 0.017 0.014 0.0155 0.005 0.8250.27 

3 NGC Station NO5’ 19.751’ 
E006’ 14.762’ 0.016 0.019 0.01750.006 0.9310.32 

4 Flow station 
Gate 

N05’ 19.627’ 
E006’ 14.655’ 0.027 0.028 0.02750.013 1.4630.69 

5 
L & S Tango 
crude flow 

pipe 

N05’ 19.167’ 
E006. 14.642’ 0.022 0.024 0.2300.010 1.2240.53 

6 Flare knock 
out down 

N05’ 19.601’ 
E006” 14. 633’ 0.020 0.018 0.01900 

0.008 1.0110.43 

7 Flare stack site N05’ 19.584’ 
E006’ 14.566’ 0.017 0.021 0.01900.007 1.0110.37 

8 Well 6 N05” 19.251’ 
E006” 15.960’ 0.019 0.023 0.02050.009 1.2770.64 

9 Well 2 N05” 19 .421’ 
E006’ 15.862’ 0.022 0.026 0.02400.012 1.2770.64 

10 Uzere 
community 

N05’ 20.268’ 
E006” 14.338’ 0.016 0.019 0.01750.007 0.9310.27 

 MEAN FIELD LEVEL   0.02020.008 1.0750.45 

Table 11. Uzere East and West Oil and Gas Field 

 
Area 
Code 

Oil and 
Gas Field 

Host 
Community 

Mean field 
dose rate 
(mSvy-1) 

Host Community 
dose rate  
(mSvy-1) 

Difference 
(%) 

OUT Otorugu Otujeremi 1.1340.31 1.1170.37 1.51 

EVN Evwreni Evwreni 0.8390.34 0.6120.16 22.70 
OWT Oweh Otoweh 0.9490.37 0.6920.27 37.14 

OLO Olomoro-
Oleh Olomoro 0.9430.37 0.9310.27 1.29 

UZE Uzere West 
& East Uzere 1.0750.45 0.9310.37 14.4 

Table 12. Comparison of Studies fields and Host Communities Radiation Data 
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Table 12 shows that the highest mean dose rate for the oil fields, 1.1340.31mSvy-1 was 
recorded at the Otorugu field and its host community, Otujeremi, recorded the highest dose 
rate, 1.1170.37mSvy-1, for the host communities. It would appear that the preponderance of 
gas operations in Otorugu as compared to the other fields has resulted in an increased 
release of radon gas into the atmosphere over the oilfield and its host community leading to 
significant impact on the radiation level of the oilfield and its host community. 

8. Water and soil analyses 
The Niger delta has a plethora of interconnected underground and surface waterways and 
this can have some impact on the dispersal of ionizing radiation in the environment as they 
have the potential to transport particulate radioactive matter. Sediments from different 
water bodies and industrial effluents discharged into the water bodies are transported from 
location to location. Furthermore, evaluating the water in the region for radioactivity 
becomes especially important as the water from creeks, streams and rivers in much of the 
region is also used for such activities as washing, bathing, cooking and drinking! Through 
any of this means radionuclide ingestion and consequent radiation contamination of the 
populace can attend epidemic proportions. Another route for radionuclide ingestion by the 
human population is through the consumption by man of fish and other sea foods that have 
been contaminated by radiation.  
A study conducted in Delta state, another Nigeria Niger delta state, using Exploranium - 
The-Identifier GR-135 model, assessed the natural radioactivity concentration in river 
Forcados (Avwiri et al, 2008). 20 water samples were collected from 20 different locations 
separated a distance of 100m from each other. The study identified three radionuclides, 
namely 40K, 226Ra and 232Th with respective average specific activity of 13.94+1.97Bq/l, 
12.80+2.84Bq/l and 34.62+3.71Bq/l. The mean absorbed dose rates and dose equivalent 
were computed to be 9.90+1.61nGy/h and 0.084+0.003mSv/y respectively. The survey did 
not indicate any radionuclide concentration gradient as the values in the survey were found 
to be randomly distributed. This can be attributed to the water transportation mechanism 
and effluent discharge.  
Also, the results show low concentration of the identified radionuclides in the water and 
may therefore not pose any radiological effects on the populace that use the water from this 
river. Furthermore, the values are comparable to previous surveys within the Niger delta 
region (Arogunjo et al, 2004), however, they are higher than the value of 1.2mBq/l (226Ra) 
reported for Lake Ontario (Baweja et al, 1987) and 28 x 10-6 Bq/l (232Th) for Lake Michigan. 
This disparity can be attributed to the activities of the hydrocarbon industry in the Niger 
delta. 
In a survey of the gross alpha and beta radionuclide activity in the Okpare Creek in Delta 
State, Nigeria, Avwiri and Agbalagba (2007) classified the creek into three zones and 
reported average alpha activities in the classified zones as 1.003±0.097, 4.261 ± 0.109 and 
10.296±0.489Bql-1 respectively, and the beta activities as 0.129±0.100, 0.523+0.003 and 0.793+ 
0.010Bql-1 respectively. These values are far above the 0.1Bq/l for alpha and 1.0Bq/l for beta 
WHO maximum recommended level for screening for drinking water (WHO, 2003). A 
previous study by Avwiri et al (2005) assessed the radionuclide contents of soil, sediments 
and water in Aba River in the Niger delta state of Abia state. In addition to these, the 
radionuclide content of the fish in the river was also evaluated. The work employed a 
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S/N SAMPLED 
AREA 

GEOGRAPHICAL 
LOCATION 

RADIATION 
LEVEL mRh-1 AVE. RAD 

VALUE 
mRh-1 

EQ. DOSE 
mSvy-1 RAD 

50 
RAD 
100 

1 Manifold NO5’ 20.080’ 
E006 14.865 ’ 0.016 0.015 0.01550.006 0.5250.32 

2. Buster station NO5’ 20.162’ 
E006’ 14 .781’’ 0.017 0.014 0.0155 0.005 0.8250.27 

3 NGC Station NO5’ 19.751’ 
E006’ 14.762’ 0.016 0.019 0.01750.006 0.9310.32 

4 Flow station 
Gate 

N05’ 19.627’ 
E006’ 14.655’ 0.027 0.028 0.02750.013 1.4630.69 

5 
L & S Tango 
crude flow 

pipe 

N05’ 19.167’ 
E006. 14.642’ 0.022 0.024 0.2300.010 1.2240.53 

6 Flare knock 
out down 

N05’ 19.601’ 
E006” 14. 633’ 0.020 0.018 0.01900 

0.008 1.0110.43 

7 Flare stack site N05’ 19.584’ 
E006’ 14.566’ 0.017 0.021 0.01900.007 1.0110.37 

8 Well 6 N05” 19.251’ 
E006” 15.960’ 0.019 0.023 0.02050.009 1.2770.64 

9 Well 2 N05” 19 .421’ 
E006’ 15.862’ 0.022 0.026 0.02400.012 1.2770.64 

10 Uzere 
community 

N05’ 20.268’ 
E006” 14.338’ 0.016 0.019 0.01750.007 0.9310.27 

 MEAN FIELD LEVEL   0.02020.008 1.0750.45 

Table 11. Uzere East and West Oil and Gas Field 

 
Area 
Code 

Oil and 
Gas Field 

Host 
Community 

Mean field 
dose rate 
(mSvy-1) 

Host Community 
dose rate  
(mSvy-1) 

Difference 
(%) 

OUT Otorugu Otujeremi 1.1340.31 1.1170.37 1.51 

EVN Evwreni Evwreni 0.8390.34 0.6120.16 22.70 
OWT Oweh Otoweh 0.9490.37 0.6920.27 37.14 

OLO Olomoro-
Oleh Olomoro 0.9430.37 0.9310.27 1.29 

UZE Uzere West 
& East Uzere 1.0750.45 0.9310.37 14.4 

Table 12. Comparison of Studies fields and Host Communities Radiation Data 
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Table 12 shows that the highest mean dose rate for the oil fields, 1.1340.31mSvy-1 was 
recorded at the Otorugu field and its host community, Otujeremi, recorded the highest dose 
rate, 1.1170.37mSvy-1, for the host communities. It would appear that the preponderance of 
gas operations in Otorugu as compared to the other fields has resulted in an increased 
release of radon gas into the atmosphere over the oilfield and its host community leading to 
significant impact on the radiation level of the oilfield and its host community. 

8. Water and soil analyses 
The Niger delta has a plethora of interconnected underground and surface waterways and 
this can have some impact on the dispersal of ionizing radiation in the environment as they 
have the potential to transport particulate radioactive matter. Sediments from different 
water bodies and industrial effluents discharged into the water bodies are transported from 
location to location. Furthermore, evaluating the water in the region for radioactivity 
becomes especially important as the water from creeks, streams and rivers in much of the 
region is also used for such activities as washing, bathing, cooking and drinking! Through 
any of this means radionuclide ingestion and consequent radiation contamination of the 
populace can attend epidemic proportions. Another route for radionuclide ingestion by the 
human population is through the consumption by man of fish and other sea foods that have 
been contaminated by radiation.  
A study conducted in Delta state, another Nigeria Niger delta state, using Exploranium - 
The-Identifier GR-135 model, assessed the natural radioactivity concentration in river 
Forcados (Avwiri et al, 2008). 20 water samples were collected from 20 different locations 
separated a distance of 100m from each other. The study identified three radionuclides, 
namely 40K, 226Ra and 232Th with respective average specific activity of 13.94+1.97Bq/l, 
12.80+2.84Bq/l and 34.62+3.71Bq/l. The mean absorbed dose rates and dose equivalent 
were computed to be 9.90+1.61nGy/h and 0.084+0.003mSv/y respectively. The survey did 
not indicate any radionuclide concentration gradient as the values in the survey were found 
to be randomly distributed. This can be attributed to the water transportation mechanism 
and effluent discharge.  
Also, the results show low concentration of the identified radionuclides in the water and 
may therefore not pose any radiological effects on the populace that use the water from this 
river. Furthermore, the values are comparable to previous surveys within the Niger delta 
region (Arogunjo et al, 2004), however, they are higher than the value of 1.2mBq/l (226Ra) 
reported for Lake Ontario (Baweja et al, 1987) and 28 x 10-6 Bq/l (232Th) for Lake Michigan. 
This disparity can be attributed to the activities of the hydrocarbon industry in the Niger 
delta. 
In a survey of the gross alpha and beta radionuclide activity in the Okpare Creek in Delta 
State, Nigeria, Avwiri and Agbalagba (2007) classified the creek into three zones and 
reported average alpha activities in the classified zones as 1.003±0.097, 4.261 ± 0.109 and 
10.296±0.489Bql-1 respectively, and the beta activities as 0.129±0.100, 0.523+0.003 and 0.793+ 
0.010Bql-1 respectively. These values are far above the 0.1Bq/l for alpha and 1.0Bq/l for beta 
WHO maximum recommended level for screening for drinking water (WHO, 2003). A 
previous study by Avwiri et al (2005) assessed the radionuclide contents of soil, sediments 
and water in Aba River in the Niger delta state of Abia state. In addition to these, the 
radionuclide content of the fish in the river was also evaluated. The work employed a 
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rigorously calibrated sodium iodide (NaI) detector. The radionuclides identified were 226Ra, 
228Ra and 40K for all three study samples. For the soil samples the respective average specific 
activity levels obtained were 4.73±0.71Bq/kg, 4.26±0.9Bq/kg, and 118.75±10.54Bq/kg. The 
activity levels of the radionuclides for the water samples were 3.34±0.43Bq/l, 3.69±0.17Bq/l 
and 111.39±10.04Bq/l respectively. In the case of the sediments the study gave 
11.56±2.35Bq/kg, 17.50±1.77Bq/kg and 253.42±21.10 respectively. And for the catfish from 
the river, the activity levels were 19.14±4.33Bq/kg, 22.58± 5.58Bq/kg and 63.42±14.09Bq/kg 
respectively. These results show significantly higher concentrations compared to a previous 
study (Jibiri et al, 1999). The operations of the Industrial Zone in Aba account for these 
significantly high values as they discharge their effluents directly into the river. An 
analogous study to assess the radiological impact of the petrochemical industry on the Aleto 
Eleme River showed a significant elevation of the ionizing radiation levels at the point of 
effluent discharge into the river (Avwiri and Tchokossa, 2006).  
A study carried out to assess the level of natural radionuclides in borehole water in some 
selected wells in Port Harcourt, Rivers State showed that the mean specific activity of the 
resulting annual effective doses for 226Ra, 228Ra and 40K were 3.51±2.22, 2.04 ± 0.29 at 23.03 
±4.37 and 0.36 ± 0.12, 0.51± 0.02 and 0.05 ±0.01mSy/y respectively (Avwiri et al, 2006). The 
results of this survey are within the range obtained elsewhere. Generally, public places 
showed the highest activity concentration due to poor sanitation. 
Waste management in urban centres is important for environmental health. In many parts of 
the Niger delta region, wastes are sometimes collected and heaped up and no further action 
taken until they are scattered again by wind; disposed of indiscriminately or they may be 
disposed of in landfills. Landfills are openings in the soil used for waste disposal. They 
could be purpose-made or an abandoned pit or quarry. Many of the landfills in the Niger 
delta region are usually not differentiated and therefore will hold a mixture of different 
types of wastes, including those from the hydrocarbon industry. Landfills are an important 
source of groundwater pollution and may also result in the elevation of the ionizing 
radiation profile of the environment due to its radionuclide content. One survey conducted 
in the city of Port Harcourt, Rivers State, assessed the radionuclide content, the ionizing 
radiation level and associated dose rates of a landfill around the Eliozu area of the city 
(Avwiri et al, 2011). The Eliozu landfill is composed of different types of wastes including 
industrial wastes, chemical wastes, medical wastes, scraps, metals and other debris. 
10 samples each of soil and water were collected from different parts of the landfill and 
analyzed for their radioactivity and radionuclide content using the gamma-ray spectrometer 
NaI (Tl) detector system. The results are shown in Table 13 for the soil samples and in Table 
14 for the water samples. 
The radionuclides found in both the soil and water samples were 232Th, 238U and 40K. The 
study reported that for the soil samples, the mean activity concentration were 27.41 ± 9.97 
Bq/kg for 238U, 19.27 ± 8.14 Bq/kg for 232Th and 326.08 ± 66.74 Bq/kg for 40K (Table 7). And 
for the water samples, the mean activity concentration were 7.92 ± 2.69 Bq/l, 6.96 ± 2.37 Bq/l 
and 24.77 ± 8.33 Bq/l for 238U, 232Th, 40K respectively (Table 8). The calculated absorbed dose 
rates for the soil had a range of 23.53 nGy.h−1 to 50.39 nGy.h−1 and a mean of 38.17 ±12.45 
nGy.h−1 while for the water the range was 6.62 nGy.h−1 to 10.71 nGy.h−1 with a mean of 
9.03±3.07 nGy.h−1. The mean absorbed dose rate for the area is lower than the world’s 
average of 55 nGy.h−1for soil. It should however be observed that the upper limit of 50.39 
nGy.h−1 is quite close to the world average.  
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 Soil (Bq/kg)  

S/No Sample K-40 U-238  
(Ra-226) 

Th-232  
(Ra-228) 

Absorbed 
dose rates 
(nGy/hr) 

Equivalent 
dose rate 
(mSv/yr) 

1 A1 570.08  
87.6 20.52  5.2 18.95  9.9 45.25 ± 12.5 0.3964 ± 0.1 

2 A2 105.57  
24.9 18.94  8.4 16.62  6.7 23.53 ± 9.1 0.2061 ± 0.1 

3 A3 404.95  
99.8 34.81  13.6 19.33  6.5 44.68 ± 14.3 0.3914 ± 0.1 

4 A4 140.49  
35.8 23.87  9.7 17.84  6.5 27.92 ± 10.0 0.2446 ± 0.1 

5 A5 254.55  
79.5 38.28  11.4 29.54  11.5 46.60 ± 15.8 0.4082 ± 0.1 

6 A6 256.22  
68.6 26.54  9.7 22.46  8.7 36.97 ± 12.8 0.3239 ± 0.1 

7 A7 527.91  
89.5 35.91  11.4 19.41  9.9 50.39 ± 15.2 0.4414 ± 0.1 

8 A8 545.13  
87.5 26.41  11.1 18.63  7.8 46.52 ± 13.6 0.4075 ± 0.1 

9 A9 323.64  
75.9 29.36  9.3 13.43  7.3 35.05 ± 12.0 0.3070 ± 0.1 

10 A10 132.23  
18.7 19.44  9.9 16.52  6.5 24.80 ± 9.3 0.2173 ± 0.1 

Mean 
Values  326  66.7 27.41  10.0 19.27  8.1 38.17 ± 12.5 0.3344 ±0.1 

Table 13. Radionuclide Concentration of Soil Samples (BqKg-1) (Avwiri et al, 2011) 

 Water (Bq/l)  

S/N Sample K-40 U-238  
(Ra-226) 

Th-232 
(Ra-228) 

Absorbed  
dose rates 
(nGy/hr) 

Equivalent 
dose rates 
(mSv/yr) 

1 W1 16.40  7.3 8.24  2.8 5.87  2.0 7.80 ± 2.8 0.0683 ± 0.03 
2 W2 26.74  7.7 7.48  3.3 7.44  2.2 9.24 ± 3.2 0.0809 ± 0.03 
3 W3 24.98  9.8 9.32  2.3 8.32  2.5 10.54 ± 3.0 0.0923 ± 0.03 
4 W4 19.84  7.0 7.89  3.0 7.89  2.1 9.43 ± 3.0 0.0826 ± 0.03 
5 W5 23.51  9.7 8.04  2.1 6.78  2.3 8.91 ± 2.9 0.0781 ± 0.03 
6 W6 32.08  8.2 9.06  3.2 8.29  3.1 10.71 ± 3.8 0.0938 ± 0.03 
7 W7 16.12  7.2 9.41  2.7 7.89  2.5 9.92 ± 3.1 0.0869 ± 0.03 
8 W8 27.16  9.0 6.94  3.5 5.20  2.0 7.55 ± 3.2 0.0661 ± 0.03 
9 W9 21.67  7.4 5.99  2.1 4.76  2.1 6.62 ± 2.6 0.0580 ± 0.02 

10 W10 39.15  
10.0 6.85  1.8 7.34  2.9 9.68 ± 3.1 0.0848 ±0.03 

Mean Values 24.77 8.3 7.922.7 6.962.4 9.03 ± 3.1 0.0791 ± 0.03 

Table 14. Radionuclide Concentrations of Water Samples (Bql-1) (Avwiri et al, 2011) 
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rigorously calibrated sodium iodide (NaI) detector. The radionuclides identified were 226Ra, 
228Ra and 40K for all three study samples. For the soil samples the respective average specific 
activity levels obtained were 4.73±0.71Bq/kg, 4.26±0.9Bq/kg, and 118.75±10.54Bq/kg. The 
activity levels of the radionuclides for the water samples were 3.34±0.43Bq/l, 3.69±0.17Bq/l 
and 111.39±10.04Bq/l respectively. In the case of the sediments the study gave 
11.56±2.35Bq/kg, 17.50±1.77Bq/kg and 253.42±21.10 respectively. And for the catfish from 
the river, the activity levels were 19.14±4.33Bq/kg, 22.58± 5.58Bq/kg and 63.42±14.09Bq/kg 
respectively. These results show significantly higher concentrations compared to a previous 
study (Jibiri et al, 1999). The operations of the Industrial Zone in Aba account for these 
significantly high values as they discharge their effluents directly into the river. An 
analogous study to assess the radiological impact of the petrochemical industry on the Aleto 
Eleme River showed a significant elevation of the ionizing radiation levels at the point of 
effluent discharge into the river (Avwiri and Tchokossa, 2006).  
A study carried out to assess the level of natural radionuclides in borehole water in some 
selected wells in Port Harcourt, Rivers State showed that the mean specific activity of the 
resulting annual effective doses for 226Ra, 228Ra and 40K were 3.51±2.22, 2.04 ± 0.29 at 23.03 
±4.37 and 0.36 ± 0.12, 0.51± 0.02 and 0.05 ±0.01mSy/y respectively (Avwiri et al, 2006). The 
results of this survey are within the range obtained elsewhere. Generally, public places 
showed the highest activity concentration due to poor sanitation. 
Waste management in urban centres is important for environmental health. In many parts of 
the Niger delta region, wastes are sometimes collected and heaped up and no further action 
taken until they are scattered again by wind; disposed of indiscriminately or they may be 
disposed of in landfills. Landfills are openings in the soil used for waste disposal. They 
could be purpose-made or an abandoned pit or quarry. Many of the landfills in the Niger 
delta region are usually not differentiated and therefore will hold a mixture of different 
types of wastes, including those from the hydrocarbon industry. Landfills are an important 
source of groundwater pollution and may also result in the elevation of the ionizing 
radiation profile of the environment due to its radionuclide content. One survey conducted 
in the city of Port Harcourt, Rivers State, assessed the radionuclide content, the ionizing 
radiation level and associated dose rates of a landfill around the Eliozu area of the city 
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study reported that for the soil samples, the mean activity concentration were 27.41 ± 9.97 
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 Soil (Bq/kg)  

S/No Sample K-40 U-238  
(Ra-226) 

Th-232  
(Ra-228) 

Absorbed 
dose rates 
(nGy/hr) 

Equivalent 
dose rate 
(mSv/yr) 

1 A1 570.08  
87.6 20.52  5.2 18.95  9.9 45.25 ± 12.5 0.3964 ± 0.1 

2 A2 105.57  
24.9 18.94  8.4 16.62  6.7 23.53 ± 9.1 0.2061 ± 0.1 

3 A3 404.95  
99.8 34.81  13.6 19.33  6.5 44.68 ± 14.3 0.3914 ± 0.1 

4 A4 140.49  
35.8 23.87  9.7 17.84  6.5 27.92 ± 10.0 0.2446 ± 0.1 

5 A5 254.55  
79.5 38.28  11.4 29.54  11.5 46.60 ± 15.8 0.4082 ± 0.1 

6 A6 256.22  
68.6 26.54  9.7 22.46  8.7 36.97 ± 12.8 0.3239 ± 0.1 

7 A7 527.91  
89.5 35.91  11.4 19.41  9.9 50.39 ± 15.2 0.4414 ± 0.1 

8 A8 545.13  
87.5 26.41  11.1 18.63  7.8 46.52 ± 13.6 0.4075 ± 0.1 

9 A9 323.64  
75.9 29.36  9.3 13.43  7.3 35.05 ± 12.0 0.3070 ± 0.1 

10 A10 132.23  
18.7 19.44  9.9 16.52  6.5 24.80 ± 9.3 0.2173 ± 0.1 

Mean 
Values  326  66.7 27.41  10.0 19.27  8.1 38.17 ± 12.5 0.3344 ±0.1 

Table 13. Radionuclide Concentration of Soil Samples (BqKg-1) (Avwiri et al, 2011) 

 Water (Bq/l)  

S/N Sample K-40 U-238  
(Ra-226) 

Th-232 
(Ra-228) 

Absorbed  
dose rates 
(nGy/hr) 

Equivalent 
dose rates 
(mSv/yr) 

1 W1 16.40  7.3 8.24  2.8 5.87  2.0 7.80 ± 2.8 0.0683 ± 0.03 
2 W2 26.74  7.7 7.48  3.3 7.44  2.2 9.24 ± 3.2 0.0809 ± 0.03 
3 W3 24.98  9.8 9.32  2.3 8.32  2.5 10.54 ± 3.0 0.0923 ± 0.03 
4 W4 19.84  7.0 7.89  3.0 7.89  2.1 9.43 ± 3.0 0.0826 ± 0.03 
5 W5 23.51  9.7 8.04  2.1 6.78  2.3 8.91 ± 2.9 0.0781 ± 0.03 
6 W6 32.08  8.2 9.06  3.2 8.29  3.1 10.71 ± 3.8 0.0938 ± 0.03 
7 W7 16.12  7.2 9.41  2.7 7.89  2.5 9.92 ± 3.1 0.0869 ± 0.03 
8 W8 27.16  9.0 6.94  3.5 5.20  2.0 7.55 ± 3.2 0.0661 ± 0.03 
9 W9 21.67  7.4 5.99  2.1 4.76  2.1 6.62 ± 2.6 0.0580 ± 0.02 

10 W10 39.15  
10.0 6.85  1.8 7.34  2.9 9.68 ± 3.1 0.0848 ±0.03 

Mean Values 24.77 8.3 7.922.7 6.962.4 9.03 ± 3.1 0.0791 ± 0.03 

Table 14. Radionuclide Concentrations of Water Samples (Bql-1) (Avwiri et al, 2011) 
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The determination of the equivalent radiation exposure (effective dose rate) for the 
immediate neighbourhood of the dumpsite indicate that the population in the vicinity of the 
site receives a dose that lies in the range of 0.2061 to 0.4414 mSv.y−1 with a mean of 
0.3344±0.1091 mSv.y−1 from the soil and a dose that ranges from 0.0580 to 0.0938 mSv.y−1 
with a mean of 0.0791±0.0269 mSv.y−1 from the water. The dumpsite therefore appears to 
pose minimal ionizing radiation risk to the environment and the population.  

9. Ionizing radiation control strategies for Nigeria’s hydrocarbon industry 
The following strategies are proposed for the control and management of ionizing radiation 
in the region: 

9.1 Identification of areas of radiation risks 
Activities and locations with high ionizing radiation risks or potential for radiation hazards 
should be delineated. The reason for this is that radiation pollution and risks cannot be 
controlled if the location of the risk is unknown. Therefore, regular radiation monitoring in 
the region is to be sustained. Such radiation monitoring should include baseline surveys of 
oil and gas facilities and host communities, water and soil analyses, monitoring of well 
heads, production manifolds, storage tanks, flow stations, etc. 

9.2 Establishment and enforcement of ionizing radiation limits for the hydrocarbon 
industry 
Here such government agencies as the Nigeria Nuclear Regulatory Authority (NNRA) must 
enforce compliance with relevant laws by industry operators. Where existing laws are 
inadequate or obsolete they should be reviewed and appropriate legislations enacted. 

9.3 Education and public enlightenment 
Education of industry personnel and proper enlightenment of members of the public should 
form critical components of any ionizing radiation control strategy. Industry personnel, 
especially those most likely to be exposed to radiation, need to be trained to work safe and 
ensure that ionizing radiation is not spread. 
Also, the general public, especially residents of communities that host oil and gas 
installations should be educated on the hazards of ionizing radiation. 

9.4 Handling of ionizing radiation contaminated waste 
Ionizing radiation contaminated waste generated by the hydrocarbon industry include 
sludge, scale, drilling pipes, storage tanks, etc. In the absence of appropriate control 
mechanisms, unintended spreading of ionizing radiation contamination with consequent 
contamination of areas of land and the environment and eventual exposure of the public can 
occur in the course of the handling, storage and transportation of ionizing radiation 
contaminated equipment or waste.  
Used oilfield equipments should therefore be evaluated first to determine their radioactivity 
status before transportation; otherwise unintended spreading of ionizing radiation can occur 
when such materials as contaminated pipes and tanks are transported. Possible strategies 
for handling radioactive waste generated in the oil and gas industry include among others 
disposal in salt caverns, underground injection, and smelting (OGP, 2003). 
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Industry operators will have to study the Niger delta environment to determine the most 
appropriate strategies for the region. 

9.5 Decommissioning of oil and gas production facilities 
At some point in its productive cycle, an oil and gas facility such as a reservoir will become 
economically unviable for further exploitation and must therefore be properly disposed of 
rather than just abandoning it. This is the process of decommissioning. For example, 
available statistics (NNPC, 2004) show that there are 606 oil fields in the Niger Delta region, 
251 of which are offshore, while the balance of 355 wells are on‐shore. Also, of these, 193 
wells are currently being exploited while 23 have been shut in or abandoned as no more 
viable and would therefore need to be properly decommissioned. 
Among other reasons for decommissioning is the desire to limit the hazards of radioactive 
contamination. The steps in oilfield facility and equipment decommissioning include the 
following (IAEA, 2003): 
i. Radiological assessment of equipments and facilities to ascertain radiation levels and 

therefore level of risk to personnel, the general populace and the environment. 
ii. Submission of decommissioning plans, surveys and radiological reports on the 

equipments and facilities to relevant regulatory authorities such as the Nigeria Nuclear 
Regulatory Authority (NNRA) and such other agencies responsible for environmental 
health and safety especially as it relates to ionizing radiation.  

iii. Decontamination of equipments and facilities to levels set by relevant regulatory 
bodies, especially if such equipments and facilities will become available for 
unrestricted public use. 

iv. Radioactive waste management. This is the last step in the decommissioning procedure, 
where all hazardous radioactive wastes and the remaining contaminated items are 
disposed of in designated and approved radioactive waste disposal facilities.  

10. Conclusion and suggestions for future research 
It is obvious from this study that the Niger delta region of Nigeria is inundated with 
ionizing radiation as a result of the activities of the hydrocarbon industry and its subsidiary 
services. Though the profile in general does not indicate any immediate health 
complications both for the industry personnel and the general populace, the ionizing 
radiation patterns of the region is still crucial for the following reasons: 
10.1. Low level radiations have long-term cumulative effects (Chang et al, 1997). Moreover 
for the hydrocarbon industry evidence exists on long term effect of low radiation dose. It has 
been observed that there is prevalence among hydrocarbon industry retirees and host 
community members of such diseases as eye cataracts, various kinds of cancer such as lung 
and bone cancer, leukaemia and mental disorder (UNDP, 2006; Otarigho, 2007). In the long 
term therefore, the current low radiation exposure could become a serious health hazard. It 
is therefore apparent that the present low radiation level in Nigeria’s hydrocarbon belt 
should not be ignored. 
10.2. Various research findings presented in this study show that in many specific locations, 
radiation levels exceed the expected normal background levels. The implication of this is 
that the ionizing radiation levels in the region are rising progressively so that the 
environment is gradually becoming unsafe for the general populace in the region. 
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Used oilfield equipments should therefore be evaluated first to determine their radioactivity 
status before transportation; otherwise unintended spreading of ionizing radiation can occur 
when such materials as contaminated pipes and tanks are transported. Possible strategies 
for handling radioactive waste generated in the oil and gas industry include among others 
disposal in salt caverns, underground injection, and smelting (OGP, 2003). 
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Industry operators will have to study the Niger delta environment to determine the most 
appropriate strategies for the region. 

9.5 Decommissioning of oil and gas production facilities 
At some point in its productive cycle, an oil and gas facility such as a reservoir will become 
economically unviable for further exploitation and must therefore be properly disposed of 
rather than just abandoning it. This is the process of decommissioning. For example, 
available statistics (NNPC, 2004) show that there are 606 oil fields in the Niger Delta region, 
251 of which are offshore, while the balance of 355 wells are on‐shore. Also, of these, 193 
wells are currently being exploited while 23 have been shut in or abandoned as no more 
viable and would therefore need to be properly decommissioned. 
Among other reasons for decommissioning is the desire to limit the hazards of radioactive 
contamination. The steps in oilfield facility and equipment decommissioning include the 
following (IAEA, 2003): 
i. Radiological assessment of equipments and facilities to ascertain radiation levels and 

therefore level of risk to personnel, the general populace and the environment. 
ii. Submission of decommissioning plans, surveys and radiological reports on the 

equipments and facilities to relevant regulatory authorities such as the Nigeria Nuclear 
Regulatory Authority (NNRA) and such other agencies responsible for environmental 
health and safety especially as it relates to ionizing radiation.  

iii. Decontamination of equipments and facilities to levels set by relevant regulatory 
bodies, especially if such equipments and facilities will become available for 
unrestricted public use. 

iv. Radioactive waste management. This is the last step in the decommissioning procedure, 
where all hazardous radioactive wastes and the remaining contaminated items are 
disposed of in designated and approved radioactive waste disposal facilities.  

10. Conclusion and suggestions for future research 
It is obvious from this study that the Niger delta region of Nigeria is inundated with 
ionizing radiation as a result of the activities of the hydrocarbon industry and its subsidiary 
services. Though the profile in general does not indicate any immediate health 
complications both for the industry personnel and the general populace, the ionizing 
radiation patterns of the region is still crucial for the following reasons: 
10.1. Low level radiations have long-term cumulative effects (Chang et al, 1997). Moreover 
for the hydrocarbon industry evidence exists on long term effect of low radiation dose. It has 
been observed that there is prevalence among hydrocarbon industry retirees and host 
community members of such diseases as eye cataracts, various kinds of cancer such as lung 
and bone cancer, leukaemia and mental disorder (UNDP, 2006; Otarigho, 2007). In the long 
term therefore, the current low radiation exposure could become a serious health hazard. It 
is therefore apparent that the present low radiation level in Nigeria’s hydrocarbon belt 
should not be ignored. 
10.2. Various research findings presented in this study show that in many specific locations, 
radiation levels exceed the expected normal background levels. The implication of this is 
that the ionizing radiation levels in the region are rising progressively so that the 
environment is gradually becoming unsafe for the general populace in the region. 
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10.3. Though the overall ionizing radiation profile for the region is that of low exposure 
rates, however evidence from the study indicates that in some of the locations the radiation 
levels exceed internationally recommended standards, especially for the general populace. 
10.4. The activities of the industry are not abating. On the contrary, there appears to be more 
aggressive activities aimed at exploiting the abundant resources of the region with attendant 
increased introduction into the region of ionizing radiation. Increased oil and gas 
exploration, exploitation and production activities will result in increased radiation 
pollution due to increased radioactive waste generation and increased generation of such 
hydrocarbon industry sources of ionizing radiation as scales, sludge, formation water, etc. 
10.5. The current practise of gas flaring poses the danger of radionuclide build-up in the 
atmosphere. As the work has shown, areas of high gas-related activities in the region have 
tended to experience marked ionizing radiation levels. Furthermore, when the flared gas 
comes in contact with rain water, it results in the radioactive pollution of the rain water. 
And like the water from the creeks and rivers, rain water in many parts of the Niger delta is 
an important source of water for various activities like bathing, washing, cooking and 
drinking. 
10.6. It will be helpful to investigate the health challenges of the workers at the oil and gas 
facilities in the Niger delta to see if there is any correlation between ionizing radiation 
exposure and the health complaints of the workers.  
10.7. Further research in the area should include: 
i. Mathematical modelling of oil spill phenomenon in the area 
ii. Mathematical modelling of impact of gas flaring in the area 
iii. More extensive soil and water analyses of areas affected by oil spillage in the region so 

as to properly establish the impact of oil spillage especially considering that much of 
the population of the region are fishermen and rural subsistence farmers 

iv. A study of the health challenges of oil and gas industry personnel and host community 
residents to determine any possible correlation between ionizing radiation and the 
prevailing health issues of these respective groups 
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1. Introduction 
Radiotherapy is the major form of treatment for many human cancer. During the course of 
treatment, the ionising radiation produces many biological effects not only in cancer but also 
in normal cells. Due to the risk of toxicity to normal cells, the radioprotectors are needed to 
reduce the normal tissue injury during the irradiation of tumours without influence on 
effectiveness on cancer treatment. Most of the compounds that showed the radioprotective 
capacity in laboratory studies failed because of their toxicity to the normal cells. The good 
radioprotector should be non-toxic and should selectively eliminate the cancer cells. A 
number of natural dietary ingredients show capacity to protect cells from damage induced 
by ionising radiation (Arora et al., 2008).  
It is well known that antioxidant vitamins such as ascorbic acid and vitamin E protect 
cellular DNA and membranes from radiation-induced damage (Noroozi et al., 1998; 
Konopacka & Rzeszowska-Wolny, 2001; Kumar et al., 2002; Jagetia, 2007). Recently, several 
flavonoids, polyphenols and phenolic acids have become more popular as diet compounds 
due to their beneficial impact on human health. One of them is ferulic acid. It renders 
preferential radioprotection to normal tissue, but not to tumour cells under both ex vivo and 
in vivo conditions (Maurya et al., 2005; Maurya & Nair, 2006). Ferulic acid is present in 
many plant products such as giant fennel, green tea, coffee beans and grains. It is 
monophenolic phenylpropanoid that acts as an antioxidant against peroxyl radicals-induced 
oxidation in neuronal culture and in synaptosomal membranes (Kanski et al., 2002). It was 
found that ferulic acid reduced the number of radiation-induced DNA strand breaks and 
enhanced the DNA repair processes in peripheral blood lymphocytes but not influenced the 
level of radiation-induced damage in fibroblastoma tumour cells in mice (Maurya  
et al., 2005).  
It has been also showed that the α-tocopherole can preferentially reduce the level of 
radiation-induced chromosomal damage in normal human cells, but in cancer cells it 
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actually increases the level of damage (Jha et al., 1999; Kumar et al., 2002). Although there is 
much evidence about the modulating effects of antioxidants in cells directly irradiated the 
effects of low dose of scattered radiation are poorly studied.  
Our previous study showed that the cells placed outside the irradiation field were exposed 
to very low doses of scattered radiation that induced the micronuclei (Konopacka et al., 
2009) and decreased the cell viability (Rogolinski et al., 2009). The extent of micronuclei 
formation and apoptosis as well as the decrease of viability of cells exposed to scattered 
radiation was higher that could be predicted by dosimetric methodology based on the linear 
non-treshold model (LNT). In this situation, the radioprotection of normal tissues placed 
outside the irradiation field during radiotherapy of cancer seems to be very crucial. In 
present study, we compared the influence of vitamin C, vitamin E and ferulic acid on 
micronuclei formation in human cancer cells directly irradiated and in normal human cells 
placed outside the irradiation field during exposure. This study was performed to answer 
the question whether the antioxidants selected by us could preferentially protect normal 
cells but not cancer cells during exposure to radiation in conditions mimicking the 
radiotherapy. We tested the modulating effects of vitamin C, vitamin E and ferulic acid on 
micronuclei formation in directly irradiated cancer A549 cells as well as in normal BEAS-2B 
cells exposed outside of the radiation field. 

2. Experimental procedures 
2.1 Cell culture 
Human lung carcinoma cells (A549 line) and normal human bronchial epithelial cells 
(BEAS-2B) were grown on DMEM/F12 medium supplemented with 10% fetal bovine serum 
(Immuniq) in a humidified atmosphere of 5% CO2 at 37oC. Before irradiation the cells were 
trypsinized and 20 μl of cell suspension, containing approximately 103 cells, were transferred 
to an Eppendorf`s tubes and then the tubes were filled with medium up 0.5 ml so the cells 
were irradiated without presence of air.  

2.2 Preparation of antioxidants 
Vitamin C (Serva, Germany) was dissolved in culture medium and filter sterilized. Vitamin 
E (α- tocopherole, Sigma) and ferulic acid (Linegal) were dissolved in ethanol. Antioxidants 
were added to cultures 1 h before irradiation at final concentration from 1 to 100 µg/ml. 
Experiments included control cultures treated with ethanol alone at the same volume as 
volume of vitamin E or ferulic acid added to cultures. 

2.3 Irradiation of cells 
The cancer cells in Eppendorf`s tubes were placed in a special stand on 3 cm of depth in a 
water phantom and expose to 5 Gy. The normal cells in Eppendorf`s tubes were placed in a 
water phantom at distance of 4 cm outside the radiation field. These cells were exposed to 
scattered radiation at dose of 0.2 Gy. The tubes were placed horizontally in the water 
phantom in such a way that the A549 cancer cells were within the radiation beam field, 
whereas the normal BEAS-2B cells were placed 4 cm outside the beam field, as is presented 
in Fig.1.  
Experiments were performed for electron (22 MeV) radiation generated in a linear 
accelerator Clinac series Varian Medical system, for 300 Mu/min accelerator mode and dose 
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of 5 Gy in build-up (3 cm) depth in a water environment. After irradiation the cells were 
transferred into plastic dishes (50 mm diameter) and supplemented with up 5 ml of the 
culture medium.  
 

     H2O 
d= 3 cm

Source 

Within the beam field 

Water phantom  

SSD 

Outside of the beam field 

Cancer cells 

Normal cells 

 
Fig. 1. The scheme of the irradiation set-up 

2.4 Cytokinesis-block micronucleus test 
The micronucleus test was performed according to the standard procedure (Fenech & 
Morley, 1985). After irradiation and transferring of cells to culture dishes, the cytochalasin B 
was added to medium to a final concentration 2 μg/ml and cells were incubated for 48h 
prior fixation. The cells were fixed in situ with a cold solution of 1 % glutaraldehyde (Sigma) 
in phosphate buffer (pH=7.5) and stained by Feulgen reaction. At least 500 binucleate cells 
were examined for the presence of micronuclei (MN-BN cells) under microscope. 

2.5 Statistical analysis 
Experiments were repeated three times. Means ± SD were calculated from experimental data 
and the Student`s t-test was used to determine the statistical significance of differences in 
the number of micronuclei between cells cultured and irradiated in the presence or absence 
of antioxidants. 

3. Results 
The effect of ferulic acid, vitamin C and vitamin E on the micronuclei formation in the 
normal human BEAS-2B cells is presented in Tab.1.  
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Concentration 
(μg/ml) 

Frequency of MN-BN cells (%) 
Ferulic acid Vitamin C Vitamin E 

0 3.83 ± 0.44 
1 3.50 ± 0.32 3.44 ± 0.28 3.75 ± 0.43 
0 3.33 ± 0.40 3.50 ± 0.42 3.80 ± 0.53 
50 4.00 ± 0.62 3.85 ± 0.49 3.66 ± 0.44 

100 4.98* ± 0.66 4.00 ± 0.55 4.10 ± 0.58 
Ethanol 3.90 ± 0.42 

*- significantly different from control at p < 0.01. 

Table 1. Influence of ferulic acid, vitamin C and vitamin E on the micronucleus formation in 
BEAS-2B cells. Means ±SD of three experiments are shown.  

The background level of micronuclei was 3.83 ± 0.44 and none of the antioxidants at their 
concentration below 50 μg/ml caused any changes above this value. When the 
concentration of antioxidants was increased to 100 μg/ml the frequency of micronucleated 
cells was higher in comparison with background value but this difference was significant 
only for ferulic acid. Ethanol used as a solvent of ferulic acid and vitamin E did not change 
the spontaneous level of micronuclei in BEAS-2B cells. 
 

Concentration 
(μg/ml) 

Frequency of MN-BN cells (%) 
Ferulic acid Vitamin C Vitamin E 

0 2.10 ± 0.32 
1 2.18 ± 0.35 2.21 ± 0.33 2.25 ± 0.33 
10 6.62* ± 0.55 2.26 ± 0.36 2.27 ± 0.20 
50 9.16** ± 0.74 2.16 ± 0.29 2.20 ± 0.29 

100 10.20** ± 0.98 2.23 ± 0.25 2.34 ± 0.42 
Ethanol 2.16 ± 0.47 

Significantly different from control at: * p < 0.01, **p < 0.001. 

Table 2. Influence of ferulic acid, vitamin C and vitamin E on the micronucleus formation in 
A 549 cells. Means ±SD of three experiments are shown.  

Tab.2 presents the effect of antioxidants on the micronuclei formation in tumour A549 cells. 
Addition of vitamin C or vitamin E at concentrations ranging from 1 up to 100 μg/ml did 
not cause any measurable changes in the spontaneous level of micronuclei (2.10 ± 0.32). 
Ferulic acid at the concentrations 10 μg/ml and higher increased significantly the number of 
micronucleated cells in comparison with the control cells incubated without antioxidants. 
Ethanol did not cause any changes above the background in A549 cells.  
In the next experiments we tested the effect of antioxidants on the level of radiation-induced 
micronuclei in cells irradiated in a water phantom (see Material and Methods). Antioxidants 
were tested at concentrations 1, 10 and 25 μg/ml. The results of this experiment in normal 
BEAS-2B cells exposed to radiation outside the field are showed in Fig.2.  
Vitamin C at the concentrations of 1 and 10 μg/ml protected cells from radiation-induced 
DNA damage but at concentration of 25 μg/ml it was not effective in reducing this damage. In 
contrast to ascorbic acid, vitamin E was effective as a radioprotector at concentration above 10 
μg/ml. Ferulic acid showed the best protective effect against radiation-induced micronuclei in 
normal cells. It inhibited significantly the micronuclei formation in dose-dependent manner. 

The Effects of Antioxidants on Radiation-Induced Chromosomal  
Damage in Cancer and Normal Cells Under Radiation Therapy Conditions 

 

439 

0

2

4

6

8

10

12

0 1 10 25

M
N

-B
N

 [%
]

Concentration [mg/l]

FA

VC

VE

IR

*
*

*

*

* *
*

 
Values are means ±SD of three experiments. 
* p < 0.01 refers to differences between irradiated only and preincubated with antioxidants cells 
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Fig. 2. Effect of ferulic acid, vitamin C and vitamin E on the micronuclei formation in BEAS-
2B cells exposed to radiation outside the field. 
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Fig. 3. Effect of ferulic acid, vitamin C and vitamin E on the micronuclei formation in A-549 
cells irradiated in a beam axis. 
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Table 2. Influence of ferulic acid, vitamin C and vitamin E on the micronucleus formation in 
A 549 cells. Means ±SD of three experiments are shown.  
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Ferulic acid at the concentrations 10 μg/ml and higher increased significantly the number of 
micronucleated cells in comparison with the control cells incubated without antioxidants. 
Ethanol did not cause any changes above the background in A549 cells.  
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micronuclei in cells irradiated in a water phantom (see Material and Methods). Antioxidants 
were tested at concentrations 1, 10 and 25 μg/ml. The results of this experiment in normal 
BEAS-2B cells exposed to radiation outside the field are showed in Fig.2.  
Vitamin C at the concentrations of 1 and 10 μg/ml protected cells from radiation-induced 
DNA damage but at concentration of 25 μg/ml it was not effective in reducing this damage. In 
contrast to ascorbic acid, vitamin E was effective as a radioprotector at concentration above 10 
μg/ml. Ferulic acid showed the best protective effect against radiation-induced micronuclei in 
normal cells. It inhibited significantly the micronuclei formation in dose-dependent manner. 
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Fig. 2. Effect of ferulic acid, vitamin C and vitamin E on the micronuclei formation in BEAS-
2B cells exposed to radiation outside the field. 
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Fig. 3. Effect of ferulic acid, vitamin C and vitamin E on the micronuclei formation in A-549 
cells irradiated in a beam axis. 
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Fig.3 shows the radioprotective capacity of antioxidants in cancer cells irradiated in beam of 
axle. Vitamin C at low concentration (below 10 μg/ml) diminished the level of radiation-
induced micronuclei. At the concentration of 25 μg/ml we observed no effect of this vitamin 
on formation of micronuclei in irradiated cells in comparison with the cells irradiated 
without vitamin treatment. Vitamin E at all concentrations did not influence the level of 
radiation-induced chromosomal damage. In cells irradiated in the presence of ferulic acid at 
concentrations 1 or 10 μg/ml we did not observe any protective effect in reducing the level 
of radiation-induced micronuclei but at the highest concentration (25 μg/ml) ferulic acid 
significantly increased the number of radiation induced micronuclei.  

4. Discussion 
Radioprotectors should selectively protect the normal tissues during radiotherapy of cancer 
without inhibition of damaging of cancer cells. In present work we tested the 
radioprotective activity of known antioxidants, namely, ferulic acid, vitamin C and vitamin 
E, in normal cells versus cancer cells. To answer the question whether these antioxidants can 
preferentially protect the normal cells during radiotherapy, we performed experiments 
under conditions like those that would be utilized in radiation therapy treatment 
procedures: tumour cells were irradiated directly (in a beam axle), whereas the normal cells 
were placed outside the radiation field during exposure. Our results indicate that the 
radioprotective effect of vitamin C is concentration-dependent and similar in normal and 
cancer cells; vitamin C at low concentration diminished the radiation-induced micronuclei 
whereas at high concentration it enhanced the level of damage, that was stronger in cancer 
than in normal cells. It is known that high concentration of ascorbic acid can potentate the 
production of hydroxyl radicals from hydrogen peroxide via Fenton reaction, which 
enhances the level of radiation-induced DNA damage (Halliwell & Gutteridge, 1985). This 
action of vitamin C varied among cell types due to the differences in the intracellular 
concentration of the ascorbic acid ranging from 10 μM in serum blood cells to 700 μM in 
bone marrow cells (Umegaki et al., 1995). It has been showed that vitamin C supplemented 
with vitamin K3 was effective in killing of cancer cells via activation of DNase, which 
degrades tumour cell DNA and induces cell death (Jamison et al., 2004).  
Our results indicate that ferulic acid and vitamin E are potentially very good radioprotectors 
of normal cells during radiotherapy because they reduced the number of radiation-induced 
micronuclei in normal cells and simultaneously they did not influence the damaging effect 
of radiation in cancer cells and at high concentration they enhanced the damaging effect of 
radiation in cancer cells. Moreover ferulic acid showed selectively clastogenicity expressed 
as a micronuclei formation in tumour cells. The number of micronucleated cancer cells 
increased over the background value in concentration-dependent manner.  
Our observations are in agreement with published data that indicated that ferulic acid 
preferentially protected normal mouse bone marrow and blood cells but not cancer 
fibroblastoma cells in mice exposed to 4 Gy of γ-radiation (Maurya & Nair, 2006). It was also 
shown that it protected human lymphocytes against radiation-induced chromosomal 
damage (Prasad et al., 2006). Moreover, it was found that vitamin E selectively protected 
normal human fibroblasts but not human cervical cancer and ovarian carcinoma cells 
against radiation-induced chromosomal damage (Kumar et al., 2002) and cell cycle 
inhibition (Jha et al., 1999). It has been suggested that the preferential protection of normal 
cells against radiation can be connected with alteration of genes encoding the elements of 
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the cell signalling pathways such as transcriptional factor E2F (Turley et al., 1997) and repair 
processes (Maurya & Nadir, 2006).  

5. Conclusions 
The results presented in this paper indicate that antioxidants such as ferulic acid and 
vitamin E protect to normal cells exposed to low dose of scattered radiation present outside 
the radiation field. Recently, there is increasing attention for the low dose radiation 
exposure including non-target phenomena such as bystander effect and low dose 
hypersensitivity and genetic instability (Morgan & Sowa, 2007) that can be responsible for 
the induction of secondary cancer. The protection of normal cells against these distant 
effects appears to be important element in radiotherapy and out to be taken into 
consideration in clinical practice. Ferulic acid and vitamin E seem to be the promising 
protectors of normal cells during radiotherapy. 
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1. Introduction 
Radiations exist ubiquitously in the environment since the Earth's creation in soil, water and 
plants. Radiation exposure is a concern in the health industry and other occupations in the 
world. Apart from diagnostic, therapeutic and industrial purposes, humans also are 
exposed to ionizing radiations during air and space travel and exploration, background 
radiation, nuclear accidents, and nuclear terror attacks. Elevated radiation levels have been 
detected following Chernobyl on April 1986 at Ukraine, and recently Fukushima Daiichi 
Nuclear Power Plants on March 2011 at Japan. This raised the need for finding out efficient 
and reliable radioprotectors especially when a whole nation is exposed at high or even low 
levels for a prolonged period. The fallout and radioactivity cause concern during the weeks 
and months after the accidents. In addition, radiations are commonly used in a number of 
medical and industrial situations; however, their pro-oxidative effects limit their 
applications. Therefore, it is essential to protect humans from ionizing radiations by efficient 
pharmacological intervention. A valid approach to halt normal tissue radiotoxicity is the use 
of radioprotectors that when present prior to radiation exposure protect normal tissues from 
radiation effects. This view has also been used as a successful preventative measure for 
possible nuclear/radiological situation. From a practical point of view radioprotectors 
should perfectly have several criteria that relate to the ability of the agent to improve the 
therapeutic outcome. Ionizing radiation causes oxidative damage to tissues within an 
extremely short period, and possible protection against it would require the rapid transfer of 
smart antioxidants to the sensitive sites in cells. At this point, melatonin (N-acetyl-5-
methoxytryptamine; MW= 232), an innate antioxidant produced mainly by the pineal gland, 
seems unique among antioxidants because of its multiple properties and reactions which 
reviewed and documented in several publications and summarised herein.  
While ionizing radiation exposures, due to free radical generation, present an enormous 
challenge for biological and medical safety, melatonin is a potent radioprpotector. In several 
investigations, melatonin has been recognized for successful amelioration of oxidative injury 
and illness due to direct and indirect effects of ionizing radiation and against oxidative 
stress in several experimental and clinical settings. Furthermore, numerous studies have 
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applications. Therefore, it is essential to protect humans from ionizing radiations by efficient 
pharmacological intervention. A valid approach to halt normal tissue radiotoxicity is the use 
of radioprotectors that when present prior to radiation exposure protect normal tissues from 
radiation effects. This view has also been used as a successful preventative measure for 
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should perfectly have several criteria that relate to the ability of the agent to improve the 
therapeutic outcome. Ionizing radiation causes oxidative damage to tissues within an 
extremely short period, and possible protection against it would require the rapid transfer of 
smart antioxidants to the sensitive sites in cells. At this point, melatonin (N-acetyl-5-
methoxytryptamine; MW= 232), an innate antioxidant produced mainly by the pineal gland, 
seems unique among antioxidants because of its multiple properties and reactions which 
reviewed and documented in several publications and summarised herein.  
While ionizing radiation exposures, due to free radical generation, present an enormous 
challenge for biological and medical safety, melatonin is a potent radioprpotector. In several 
investigations, melatonin has been recognized for successful amelioration of oxidative injury 
and illness due to direct and indirect effects of ionizing radiation and against oxidative 
stress in several experimental and clinical settings. Furthermore, numerous studies have 



 
Current Topics in Ionizing Radiation Research 

 

444 

established that melatonin is a highly efficient free radical scavenger, broad antioxidant and 
stimulator of several antioxidants in biological systems. Because of its unique characteristics; 
melatonin has effects not only at the cell level but also within subcellular organelles and 
structures. The antioxidant and prophylatic properties of melatonin allow the use of 
radiation during radiotherapy to get better therapeutic outcomes. Several published articles 
documented that melatonin’s anticancer and oncostatic effects make melatonin an excellent 
candidate and good choice to be used in routine radiotherapies, space travel and following 
nuclear accidents occupational settings where accidental exposure may occur. This article 
will review antioxidant features that put melatonin on top of potentially efficient 
pharmacological radioprotectors. 

2. Ionizing radiation, free radicals & oxidative stress 
Ionizing radiations are types of particle radiation (such as neutron, alpha particles, beta 
particles and cosmic ray) or electromagnetic (such as ultraviolet, X-rays and gamma rays) 
with sufficient energy to ionize atoms or molecules by detaching electrons from their 
valence orbitals. The degree and nature of such ionization depends on the energy of the 
individual particles or on frequency of electromagnetic wave. It is well known that exposure 
to ionizing radiation at sufficiently high doses results in various types of adverse biological 
effects. The biological effect of radiation involves direct and indirect actions. Both actions 
produce molecular changes that mostly need enzymatic repair. Indirect effect involves the 
production of reactive free radicals which produce oxidative mutilation on the key 
molecules. The environmental sources of oxidative attack include, in particularly, specific 
exposures of the organism to ionizing radiations like X-, γ- or cosmic rays and α-particles 
from radon decay as well as UVA and UVB solar light. Ionizing radiations prevalent in 
space, involve a broad range of radiation types and energies from cosmic and unpredictable 
solar sources, representing a very diverse range of ionization qualities and biological 
effectiveness. Linear energy transfer (LET) is a measure of the energy transferred to tissue or 
cells as an ionizing particle travels through it. The LET of the potential radiations can cover 
several orders of magnitude from <1.0 keV µm_1 to > several 100 keV µm_1 (Blakely and 
Chang 2007) Low LET radiation causes damage through reactive oxygen species (ROS) 
production mainly by the radiolysis of water present in living system.  
From a chemical point of view, reactive oxygen species (ROS) and reactive nitrogen species 
(RNS) are oxygen and nitrogen containing molecules constitute the main category of free 
radicals which may be defined as any chemical moiety generated with an unpaired number 
of electrons in valancy orbital. ROS include oxygen-based free radicals, the superoxide anion 
(O2•−), hydroxyl (•OH), alkoxyl (RO•), peroxyl (ROO•), and hydroperoxyl (HOO•). RNS 
include peroxynitrite (ONOO−), nitric oxide (NO•), and nitrogen dioxide (NO2•). ROS may 
be radical, such as, O2•− and •OH, or non-radical, such as, hydrogen peroxide (H2O2) and 
singlet oxygen (1O2). At high concentrations, free radicals can be harmful to living 
organisms. Some ROS damage biomolecules indirectly. For example, H2O2 and O2•− initiate 
DNA and lipids damage by interaction with transition metal ion, in particular iron and 
copper, in the metal-catalysed Haber–Weiss reaction, producing •OH. It is the most 
electrophilic and reactive of the ROS, with a half-life of~10-9 s (Draganic and Draganic 1971). 
•OH can be produced by ultraviolet and ionizing radiations (Von Sonntag 1987). This 
radical is considered the most frequently damaging species. It has been estimated that the 
•OH is responsible for 60–70% of the tissue damage caused by ionizing radiations (Galano 
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et al. 2011). Moreover, •OH has great ability to react with almost any molecule in the 
vicinity of where it is generated (Reiter et al. 2010). Chemical nature and reactivity of free 
radicals in biological systems has been recently reviewed (Galano et al. 2011). Once formed 
ROS and RNS can produce a chain reaction. The transfer of the free radical to a biological 
molecule can be sufficiently damaging to cause bond breakage or inactivation of key 
functions. The organic ROO• can transfer the radical from molecule to molecule causing 
damage at each encounter. Thus, a cumulative effect can occur, greater than a single 
ionization or broken bond.  
A variety of external events, in particular, exposure to ionizing or ultraviolet radiation, can 
lead to an increase in the generation of ROS in comparison with available antioxidants 
leading to oxidative stress. Oxidative stress is caused by the presence of excessive amount of 
ROS which the cell is unable to counterbalance. This implies that the steady state balance of 
pro-oxidant/anti-oxidant systems in intact cells is shifted to the former. When excessive 
oxidative events occur, the pro-oxidants outbalance the anti-oxidant systems. Moreover, 
oxidative stress may result by overwhelming of antioxidant and DNA repair mechanisms in 
the cell by ROS. In radiation sickness oxidative stress is a factor as either cause or effect. The 
result is oxidation of critical cellular macromolecules including DNA, RNA, proteins and 
lipids eventually leading to cell death in severe oxidative stress. On the other hand, 
moderate oxidative stress may lead to activation of cytoplasmic/nuclear signal transduction 
pathways, modulation of gene and protein expression and alteration of DNA polymerase 
activity, affect the endogenous anti-oxidant systems by down-regulating proteins that 
participate in these systems, and by depleting cellular reserves of anti-oxidants (Acharya et 
al. 2010, Cadet et al. 2010, Little 2000).  

3. Molecular biology effects of ionizing radiation due to free radical 
generation 
As a matter of fact, ionizing radiation penetrating living tissue and can damage all 
important cellular components both through direct ionization and through generating ROS 
due to water radiolysis and induce oxidative damage. Radiation-induced oxidative stress 
was evaluated by three independent approaches; DNA damage, lipid peroxidation and 
protein oxidation. 

3.1 DNA damage 
Cells and their genomic constituent of the living organisms are continually exposed to 
oxidative attacks. Acute exposure to ionizing radiation can create oxidative stress in a cell 
and chronic exposure to this stress can result in permanent changes in the genome (Cooke et 
al. 2003). The main target of ionizing radiation has long since been indicated to be DNA 
which shows wide range of lesions. The oxidatively DNA damage commonly are 
apurinic/apyrimidinic (abasic) DNA sites, oxidized purines and pyrimidines, single strand 
(SSBs) and double strand (DSB) DNA breaks and non-DSB (Kryston et al. 2011). Other initial 
chemical events induced in DNA by ionizing radiation include cross-links, oxidative base 
modification (Hutchinson 1985) and clustered base damage (Goodhead 1994), sugar moiety 
modifications, and deaminated and adducted bases (Cooke et al. 2003, Sedelnikova et al. 
2010, Sutherland et al. 2000, Ward 1994). The numbers of DNA lesions per cell that are 
detected immediately after a radiation dose of 1 Gy have been estimated to be 
approximately greater than 1000 base damage, 1000 SSBs, 40 DSBs, 20 DNA–DNA cross-
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DNA and lipids damage by interaction with transition metal ion, in particular iron and 
copper, in the metal-catalysed Haber–Weiss reaction, producing •OH. It is the most 
electrophilic and reactive of the ROS, with a half-life of~10-9 s (Draganic and Draganic 1971). 
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molecule can be sufficiently damaging to cause bond breakage or inactivation of key 
functions. The organic ROO• can transfer the radical from molecule to molecule causing 
damage at each encounter. Thus, a cumulative effect can occur, greater than a single 
ionization or broken bond.  
A variety of external events, in particular, exposure to ionizing or ultraviolet radiation, can 
lead to an increase in the generation of ROS in comparison with available antioxidants 
leading to oxidative stress. Oxidative stress is caused by the presence of excessive amount of 
ROS which the cell is unable to counterbalance. This implies that the steady state balance of 
pro-oxidant/anti-oxidant systems in intact cells is shifted to the former. When excessive 
oxidative events occur, the pro-oxidants outbalance the anti-oxidant systems. Moreover, 
oxidative stress may result by overwhelming of antioxidant and DNA repair mechanisms in 
the cell by ROS. In radiation sickness oxidative stress is a factor as either cause or effect. The 
result is oxidation of critical cellular macromolecules including DNA, RNA, proteins and 
lipids eventually leading to cell death in severe oxidative stress. On the other hand, 
moderate oxidative stress may lead to activation of cytoplasmic/nuclear signal transduction 
pathways, modulation of gene and protein expression and alteration of DNA polymerase 
activity, affect the endogenous anti-oxidant systems by down-regulating proteins that 
participate in these systems, and by depleting cellular reserves of anti-oxidants (Acharya et 
al. 2010, Cadet et al. 2010, Little 2000).  
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As a matter of fact, ionizing radiation penetrating living tissue and can damage all 
important cellular components both through direct ionization and through generating ROS 
due to water radiolysis and induce oxidative damage. Radiation-induced oxidative stress 
was evaluated by three independent approaches; DNA damage, lipid peroxidation and 
protein oxidation. 

3.1 DNA damage 
Cells and their genomic constituent of the living organisms are continually exposed to 
oxidative attacks. Acute exposure to ionizing radiation can create oxidative stress in a cell 
and chronic exposure to this stress can result in permanent changes in the genome (Cooke et 
al. 2003). The main target of ionizing radiation has long since been indicated to be DNA 
which shows wide range of lesions. The oxidatively DNA damage commonly are 
apurinic/apyrimidinic (abasic) DNA sites, oxidized purines and pyrimidines, single strand 
(SSBs) and double strand (DSB) DNA breaks and non-DSB (Kryston et al. 2011). Other initial 
chemical events induced in DNA by ionizing radiation include cross-links, oxidative base 
modification (Hutchinson 1985) and clustered base damage (Goodhead 1994), sugar moiety 
modifications, and deaminated and adducted bases (Cooke et al. 2003, Sedelnikova et al. 
2010, Sutherland et al. 2000, Ward 1994). The numbers of DNA lesions per cell that are 
detected immediately after a radiation dose of 1 Gy have been estimated to be 
approximately greater than 1000 base damage, 1000 SSBs, 40 DSBs, 20 DNA–DNA cross-
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links, 150 DNA–protein cross-links and 160–320 non-DSB clustered DNA damage and 
defective DNA mismatch repair proteins (MMP) (Martin et al. 2010). Recently, it is 
suggested that radiation dose and the type of DNA damage induced may dictate the 
involvement of the MMP system in the cellular response to ionizing radiation. In particular, 
the literature supports a role for the MMP system in DNA damage recognition, cell cycle 
arrest, DNA repair and apoptosis (Martin et al. 2010). In addition, The DNA oxidation 
products are a direct risk to genome stability, and of particular importance are oxidative 
clustered DNA lesions, defined as two or more oxidative lesions present within 10 bp of 
each other (Sedelnikova et al. 2010). 
The most common cellular DNA base modifications are 8-oxo-7,8-dihydroguanine (8-
oxoGua) and 2,6- diamino-4-hydroxy-5-formamidopyrimidine. Both originate from the 
addition of the •OH to the C8 position of the guanine ring producing a 8-hydroxy-7,8-
dihydroguanyl radical which can be either oxidized to 8-oxoGua or reduced to give the ring-
opened FapyGua (Altieri et al. 2008, Kryston et al. 2011). The •OH interact with pyrimidines 
(thymine and cytosine) at positions 5 or 6 of the ring, and yield several base lesions. The 
most abundant and well known products, 5,6-dihydroxy-5,6-dihydrothymine (thymine 
glycol) and 5,6-dihydroxy-5,6-dihydrocytosine (cytosine glycol). It is generally accepted that 
8-oxodG and thymine glycol are reliable biomarkers of high levels of oxidative stress and 
damage in the human body. These lesions ultimately are not lethal to the cell, but are 
considered to be highly mutagenic. Oxidized bases in DNA are potentially mutagenic and 
so are implicated in the process of carcinogenesis. It has been reported that X-radiation 
induced a significant increase in 8-OHdG concentration in mammary gland DNA (Haegele 
et al. 1998). High levels of 8-OHdG have been observed in normal human epidermis or 
purified DNA exposed to ultraviolet radiation (Wei et al. 1997). Thus, genome stability is 
crucial for maintaining cellular and individual homeostasis, but it is subject to many 
changes due to free radicals attack induced by the exposure to ionizing radiation. DNA 
breaks and fragments resulted from chromosomal damage appear as micronuclei in rapidly 
proliferating cells micronuclei frequency was markedly enhanced in bone marrow cells of 
mouse exposed to 5Gy radiation (Verma et al. 2010). 
Comprehensive reviews have been appeared to give structural and mechanistic information 
on the radiation-induced damage to DNA (Cadet et al. 2010, Cadet et al. 2005). However, 
these authors showed that there is still a dearth of precise data on the formation of 
radiation-induced base injury to DNA in cells and tissues. This is because the determination 
of the radiation-induced base damage within DNA is achieved indirectly by methods 
utilizing hydrolysis of the biopolymer then followed by analysis of the free fragments. The 
situation is even more difficult for cellular DNA since highly sensitive assays are required to 
monitor the formation of very low amounts of injury, typically within the range of one 
modified base per 106 normal nucleotides.  
Direct damage to DNA caused by ionizing radiation has been considered as a significant 
initiator of mutation and cancer. However, some reports suggest that extracellular and 
extranuclear targets may contribute to the genotoxic effects of radiation (Little 2000, Morgan 
2003). In addition, it has been shown that irradiation of the cytoplasm produces gene 
mutations in the nucleus of the hit cells and that this process is mediated by free radicals 
(Wu et al. 1999). Recently, it is proposed that a possible extracellular signal-related kinase 
pathway involving ROS/RNS and COX-2 in the cytoplasmic irradiation-induced 
genotoxicity effect (Hong et al. 2010). Furthermore, it has been demonstrated that nitric 
oxide synthase (NOS) produces sustained high concentrations of nitric oxide (NO) in 
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various mammalian cells after exposure to radiation (Matsumoto et al. 2001). In 
cytoplasmic-irradiated cells, 3-nitrotyrosine, a nitrosated protein product used as a marker 
of ONOO-, was significantly elevated and dramatically inhibited by L-NMMA, (NO 
inhibitor) implicating a critical role of RNS in the mutagenicity induced by cytoplasmic 
irradiation (Hong et al. 2010). 

3.2 Lipid peroxidation 
The direct and indirect destructive effects of ionizing radiation lead to peroxidation of 
macromolecules, especially those present in lipid-rich membrane structures, lipoproteins 
and chromatin lipids. Phospholipids in membranes and triglycerides in LDL are highly 
susceptible to free radical attacks. Once the process of lipid peroxidation is started, it 
proceeds as a free radical-mediated chain reaction involving initiation, propagation, and 
termination (Gago-Dominguez et al. 2005). The first step (initiation) in the lipid peroxidation 
process is the abstraction of a hydrogen atom, from a methylene group next to a double 
bond in polyunsaturated fatty acids. This produces a carbon centered radical which undergo 
rearrangement of the double bond to form a stable conjugated diene. In propagation step, 
carbon centered radicals react with oxygen to form new ROO• that react further with 
another neighboring lipid molecule forming a hydroperoxy group and a new carbon 
centered radicals. The lipid hydroperoxide will react further to form cyclic peroxide, cyclic 
endoperoxide, and finally aldehydes. The propagation phase can repeat many times until it 
is terminated by chain breaking antioxidants (Halliwell 2009, Reed 2011). 
During lipid peroxidative pathway, several end products are formed such as 
malondialdehyde (MDA) and 4-hydroxy-2-nonenal (4-HNE), pentane and ethane, 2,3 
transconjugated dienes, isoprostanes and cholesteroloxides (Catala 2009, Tuma 2002). These 
aldehydes are highly reactive and bind with DNA and proteins and form adducts which 
inhibit proteins functions and can disrupt nuclear events. The aldehydes are more diffusible 
than free radicals, thus injury can occur in distant locations. The aldehyde can be found in 
measurable concentrations in biological fluids and analytical methods used are sometimes 
complex and require sample preparation involving extraction and purification steps. 
Isoprostanes, prostaglandin like compounds, are generated from the free radical-initiated 
peroxidation of arachidonic acid. F2-isoprostanes are the most specific markers of lipid 
peroxidation and the most difficult to measure (Comporti et al. 2008). The mostly frequently 
lipid peroxidation markers used in free radical research are MDA and 4-HNE. Lipid 
peroxidation was assessed as thiobarbituric acid reactive substances (TBARS) in biological 
materials using thiobarbituric acid reaction method (Esterbauer and Zollner 1989, Moller 
and Loft 2010).  
Several studies have examined the radiation-induced free radical damage evidenced by the 
elevation of lipid peroxidation levels. Lipid peroxidation-derived products have been 
implicated in the pathogenesis of oxidative stress-associated radiation sickness and diseases. 
Aldehydes showed significant increase with increasing doses of ionizing radiation in several 
organs (Bhatia and Manda 2004, Sener et al. 2003) and mitochondrial membranes (Kamat et 
al. 2000). A significant increase in DNA strand breaks and TBARS concentrations was found 
in rat brain exposed to 10Gy ionizing radiation (Undeger et al. 2004). Exposure to 5 Gy 
irradiation led to considerable elevation of MDA level in thymus, brain, jejunum liver and 
kidney of total body irradiated mice (Taysi et al. 2003, Verma et al. 2010) after 24 hrs of 
irradiation continued up to 48 hrs. Lipid peroxidation due to •OH attack were found to be 
in a radiation dose-dependent manner but no significant differences between radiation 
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links, 150 DNA–protein cross-links and 160–320 non-DSB clustered DNA damage and 
defective DNA mismatch repair proteins (MMP) (Martin et al. 2010). Recently, it is 
suggested that radiation dose and the type of DNA damage induced may dictate the 
involvement of the MMP system in the cellular response to ionizing radiation. In particular, 
the literature supports a role for the MMP system in DNA damage recognition, cell cycle 
arrest, DNA repair and apoptosis (Martin et al. 2010). In addition, The DNA oxidation 
products are a direct risk to genome stability, and of particular importance are oxidative 
clustered DNA lesions, defined as two or more oxidative lesions present within 10 bp of 
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The most common cellular DNA base modifications are 8-oxo-7,8-dihydroguanine (8-
oxoGua) and 2,6- diamino-4-hydroxy-5-formamidopyrimidine. Both originate from the 
addition of the •OH to the C8 position of the guanine ring producing a 8-hydroxy-7,8-
dihydroguanyl radical which can be either oxidized to 8-oxoGua or reduced to give the ring-
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considered to be highly mutagenic. Oxidized bases in DNA are potentially mutagenic and 
so are implicated in the process of carcinogenesis. It has been reported that X-radiation 
induced a significant increase in 8-OHdG concentration in mammary gland DNA (Haegele 
et al. 1998). High levels of 8-OHdG have been observed in normal human epidermis or 
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changes due to free radicals attack induced by the exposure to ionizing radiation. DNA 
breaks and fragments resulted from chromosomal damage appear as micronuclei in rapidly 
proliferating cells micronuclei frequency was markedly enhanced in bone marrow cells of 
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Comprehensive reviews have been appeared to give structural and mechanistic information 
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these authors showed that there is still a dearth of precise data on the formation of 
radiation-induced base injury to DNA in cells and tissues. This is because the determination 
of the radiation-induced base damage within DNA is achieved indirectly by methods 
utilizing hydrolysis of the biopolymer then followed by analysis of the free fragments. The 
situation is even more difficult for cellular DNA since highly sensitive assays are required to 
monitor the formation of very low amounts of injury, typically within the range of one 
modified base per 106 normal nucleotides.  
Direct damage to DNA caused by ionizing radiation has been considered as a significant 
initiator of mutation and cancer. However, some reports suggest that extracellular and 
extranuclear targets may contribute to the genotoxic effects of radiation (Little 2000, Morgan 
2003). In addition, it has been shown that irradiation of the cytoplasm produces gene 
mutations in the nucleus of the hit cells and that this process is mediated by free radicals 
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pathway involving ROS/RNS and COX-2 in the cytoplasmic irradiation-induced 
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various mammalian cells after exposure to radiation (Matsumoto et al. 2001). In 
cytoplasmic-irradiated cells, 3-nitrotyrosine, a nitrosated protein product used as a marker 
of ONOO-, was significantly elevated and dramatically inhibited by L-NMMA, (NO 
inhibitor) implicating a critical role of RNS in the mutagenicity induced by cytoplasmic 
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carbon centered radicals react with oxygen to form new ROO• that react further with 
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resistant and radiation sensitive rats were detectable after whole-body-irradiation with x-
rays at 2, 4, and 6 Gy. Among the subcellular organelles mitochondria are one of the key 
components of the cell injured by radiation-induced oxidative stress. In an interesting study, 
mitochondria from rat brain and liver was isolated then exposed to 450Gy gamma radiation. 
In this study there was considerable increase in lipid hydroperoxide (LOOH) and MDA in 
rat liver and brain mitochondria (Lakshmi et al. 2005). Recent research showed that 
increased free radicals due to radiation exposure damage membrane lipids, which results in 
cell lysis due to altered membrane fluidity (Gulbahar et al. 2009).  
The ideas about the leading role of lipid peroxidation in radiation damage of cells and 
tissues arose from the damaging of cell membrane structures. Peroxidation of lipids can 
greatly alter the physicochemical properties of membrane lipid bilayers, resulting in severe 
cellular dysfunction. It causes the change in structure, fluidity and permeability of 
membranes and inactivates several membrane associated enzymes and protein receptors. In 
biological membranes, lipid peroxidation is also usually accompanied by oxidation of 
membrane proteins. In consequence, peroxidation of lipids may change the agreement of 
proteins in bilayers and by that interfere with their physiological role on the membrane 
function.  

3.3 Protein oxidation  
As defined earlier, ionizing radiation can interact and modify all cellular components both 
through direct ionization and through induction of ROS resulting in a variety of subtle and 
profound biological effects. Radiation-induced oxidative protein damage can be started by 
even quite low doses of radiation and can produce an alteration of the cellular redox 
balance, which lasts for substantial time after exposure and may contribute to changes in cell 
survival, proliferation, and differentiation(Shuryak and Brenner 2009). Several damages to 
the peptide chain or to the side-chains of amino acid residues have been identified, and 
some of their mechanisms of formation has been described (Griffiths et al. 2002).  
Available data from various studies raveled that the most sensitive amino acids, cysteine, 
tryptophan, tyrosine and methionine, bear aromatic or sulphur-containing side-chains. 
Furthermore, protein oxidation can lead to hydroxylation of aromatic groups and aliphatic 
amino acid side chains, nitration of aromatic amino acid residues, nitrosylation of sulfhydryl 
groups, sulfoxidation of methionine residues, chlorination of aromatic groups and primary 
amino groups, and to conversion of some amino acid residues to carbonyl derivatives 
(Catala 2007). The fundamental mechanisms involved in the oxidation of proteins by ROS 
were described by studies in which amino acids, peptides, and proteins were exposed to 
ionizing radiations under conditions where •OH or a mixture of •OH and O2•− are formed 
(Stadtman 2004). It has been demonstrated that the attack by •OH leads to an abstraction of 
a hydrogen atom from the protein polypeptide backbone and form a carbon-centered 
radical (Klaunig et al. 2011, Stadtman 2004). Oxidation due to radiation exposure can lead 
also to cleavage of the polypeptide chain and formation of cross-linked protein aggregates. 
Because the generation of carbonyl derivatives occurs by many different mechanisms, the 
level of carbonyl groups in proteins is widely used as a marker of oxidative protein damage 
(Guajardo et al. 2006). Studies performed with various tissues have revealed that radiation 
increases protein oxidation and carbonyl levels as well as produces structural and functional 
changes (Gulbahar et al. 2009).  
In most reports describing the in vivo experiments on radiation sickness, the carbonyl levels 
were determined in tissue homogenates or soluble cytoplasmic proteins. Moreover, it is very 
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important to consider the carbonyl levels in different subcellular fractions, since they may 
show different susceptibility to oxidative damage, probably due to differences in their 
protein composition or activities of their antioxidant defenses, and, therefore, make different 
contribution to the impairment of cell functioning with radiation responses. 
Numerous investigations showed that protein carbonyls, a marker of primary protein 
damage indicated a higher magnitude of damage in irradiated mice brains exposed to 1.5 
Gy high-LET 56Fe beams (500 MeV/nucleon, 1.5 Gy). This effect was associated with 
impaired cognitive behavior of mice at day 30 post-exposure as well as apoptotic and 
necrotic cell death of granule cells and Purkinje cells (Manda et al. 2008). γ-irradiation of rats 
at a dose of 10 Gy caused increases in protein carbonyl groups in mitochondria and 
cytoplasm both in liver and spleen. Similar results have been obtained for homogenates of 
different tissues isolated from γ-irradiated gerbils and rats (Sohal et al. 1995). Post-
irradiation accumulation of oxidized proteins in subcellular fractions, especially if occurring 
in nuclei, might probably affect not only the catalytic properties of enzymes but also the 
regulation of radiation-induced gene expression by interfering with the activation of 
transcription factors (Whisler et al. 1997). Among the nuclear proteins, histones are likely 
most susceptible to oxidative modification, due to high contents of lysine and arginine 
residues in their molecules. Information on the formation of radicals on peptides and 
proteins and how radical damage may be propagated and transferred within protein 
structures have been reviewed (Hawkins and Davies 2001). 

4. Defenses against free radicals 
Human and all of the aerobic organisms have a very efficient defense network of 
antioxidants against oxidative stress. An antioxidant can be defined as a molecule or an 
element that, when present at low concentrations compared to those of the oxidizable 
substrate, significantly combat, delays and inhibit oxidation of that substrate, thus, prevent 
free radicals from damaging healthy cells (Halliwell 1997, 2009). Under normal condition, 
cells have well coordinated and efficient endogenous antioxidant defense systems, which 
protect against the injurious effects of oxidants. 
From the viewpoint of mechanistic functions, antioxidant defense mechanisms can be 
classified into the following five lines of defenses: preventing antioxidants, scavenging 
antioxidants, repair and de novo antioxidants, adaptive antioxidants, and finally cellular 
signaling messenger (Halliwell 1997, Niki 2010). The first line of defense is the preventing 
antioxidants which act by suppressing the formation of ROS and RNS by reducing H2O2 and 
lipid hydroperoxides that are generated during lipid peroxidation, to water and lipid 
hydroxides, respectively, or sequestering pro-oxidant metal ions such as iron and copper by 
some binding of proteins (e.g., transferrin, metallothionein). The second line of defense can 
be described as the scavenging antioxidants which exist to intercept, or scavenge free 
radicals and remove active species rapidly before attacking biologically essential molecules. 
For example; superoxide dismutase (SOD) converts O2•− to H2O2, while α-tocopherol and 
carotenoids are efficient scavenger of 1O2 (Inoue et al. 2011). Many phenolic compounds and 
aromatic amines act as a free radical-scavenging antioxidant. There is a general agreement 
that electron transfer and hydrogen transfer are the main mechanisms involved in the 
reactions of melatonin with free radicals. The third line of defenses is various enzymes 
which function by repairing damages, clearing the wastes, and reconstituting the lost 
function. The adaptation mechanism is considered the fourth line of defense, in which 
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resistant and radiation sensitive rats were detectable after whole-body-irradiation with x-
rays at 2, 4, and 6 Gy. Among the subcellular organelles mitochondria are one of the key 
components of the cell injured by radiation-induced oxidative stress. In an interesting study, 
mitochondria from rat brain and liver was isolated then exposed to 450Gy gamma radiation. 
In this study there was considerable increase in lipid hydroperoxide (LOOH) and MDA in 
rat liver and brain mitochondria (Lakshmi et al. 2005). Recent research showed that 
increased free radicals due to radiation exposure damage membrane lipids, which results in 
cell lysis due to altered membrane fluidity (Gulbahar et al. 2009).  
The ideas about the leading role of lipid peroxidation in radiation damage of cells and 
tissues arose from the damaging of cell membrane structures. Peroxidation of lipids can 
greatly alter the physicochemical properties of membrane lipid bilayers, resulting in severe 
cellular dysfunction. It causes the change in structure, fluidity and permeability of 
membranes and inactivates several membrane associated enzymes and protein receptors. In 
biological membranes, lipid peroxidation is also usually accompanied by oxidation of 
membrane proteins. In consequence, peroxidation of lipids may change the agreement of 
proteins in bilayers and by that interfere with their physiological role on the membrane 
function.  

3.3 Protein oxidation  
As defined earlier, ionizing radiation can interact and modify all cellular components both 
through direct ionization and through induction of ROS resulting in a variety of subtle and 
profound biological effects. Radiation-induced oxidative protein damage can be started by 
even quite low doses of radiation and can produce an alteration of the cellular redox 
balance, which lasts for substantial time after exposure and may contribute to changes in cell 
survival, proliferation, and differentiation(Shuryak and Brenner 2009). Several damages to 
the peptide chain or to the side-chains of amino acid residues have been identified, and 
some of their mechanisms of formation has been described (Griffiths et al. 2002).  
Available data from various studies raveled that the most sensitive amino acids, cysteine, 
tryptophan, tyrosine and methionine, bear aromatic or sulphur-containing side-chains. 
Furthermore, protein oxidation can lead to hydroxylation of aromatic groups and aliphatic 
amino acid side chains, nitration of aromatic amino acid residues, nitrosylation of sulfhydryl 
groups, sulfoxidation of methionine residues, chlorination of aromatic groups and primary 
amino groups, and to conversion of some amino acid residues to carbonyl derivatives 
(Catala 2007). The fundamental mechanisms involved in the oxidation of proteins by ROS 
were described by studies in which amino acids, peptides, and proteins were exposed to 
ionizing radiations under conditions where •OH or a mixture of •OH and O2•− are formed 
(Stadtman 2004). It has been demonstrated that the attack by •OH leads to an abstraction of 
a hydrogen atom from the protein polypeptide backbone and form a carbon-centered 
radical (Klaunig et al. 2011, Stadtman 2004). Oxidation due to radiation exposure can lead 
also to cleavage of the polypeptide chain and formation of cross-linked protein aggregates. 
Because the generation of carbonyl derivatives occurs by many different mechanisms, the 
level of carbonyl groups in proteins is widely used as a marker of oxidative protein damage 
(Guajardo et al. 2006). Studies performed with various tissues have revealed that radiation 
increases protein oxidation and carbonyl levels as well as produces structural and functional 
changes (Gulbahar et al. 2009).  
In most reports describing the in vivo experiments on radiation sickness, the carbonyl levels 
were determined in tissue homogenates or soluble cytoplasmic proteins. Moreover, it is very 
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important to consider the carbonyl levels in different subcellular fractions, since they may 
show different susceptibility to oxidative damage, probably due to differences in their 
protein composition or activities of their antioxidant defenses, and, therefore, make different 
contribution to the impairment of cell functioning with radiation responses. 
Numerous investigations showed that protein carbonyls, a marker of primary protein 
damage indicated a higher magnitude of damage in irradiated mice brains exposed to 1.5 
Gy high-LET 56Fe beams (500 MeV/nucleon, 1.5 Gy). This effect was associated with 
impaired cognitive behavior of mice at day 30 post-exposure as well as apoptotic and 
necrotic cell death of granule cells and Purkinje cells (Manda et al. 2008). γ-irradiation of rats 
at a dose of 10 Gy caused increases in protein carbonyl groups in mitochondria and 
cytoplasm both in liver and spleen. Similar results have been obtained for homogenates of 
different tissues isolated from γ-irradiated gerbils and rats (Sohal et al. 1995). Post-
irradiation accumulation of oxidized proteins in subcellular fractions, especially if occurring 
in nuclei, might probably affect not only the catalytic properties of enzymes but also the 
regulation of radiation-induced gene expression by interfering with the activation of 
transcription factors (Whisler et al. 1997). Among the nuclear proteins, histones are likely 
most susceptible to oxidative modification, due to high contents of lysine and arginine 
residues in their molecules. Information on the formation of radicals on peptides and 
proteins and how radical damage may be propagated and transferred within protein 
structures have been reviewed (Hawkins and Davies 2001). 

4. Defenses against free radicals 
Human and all of the aerobic organisms have a very efficient defense network of 
antioxidants against oxidative stress. An antioxidant can be defined as a molecule or an 
element that, when present at low concentrations compared to those of the oxidizable 
substrate, significantly combat, delays and inhibit oxidation of that substrate, thus, prevent 
free radicals from damaging healthy cells (Halliwell 1997, 2009). Under normal condition, 
cells have well coordinated and efficient endogenous antioxidant defense systems, which 
protect against the injurious effects of oxidants. 
From the viewpoint of mechanistic functions, antioxidant defense mechanisms can be 
classified into the following five lines of defenses: preventing antioxidants, scavenging 
antioxidants, repair and de novo antioxidants, adaptive antioxidants, and finally cellular 
signaling messenger (Halliwell 1997, Niki 2010). The first line of defense is the preventing 
antioxidants which act by suppressing the formation of ROS and RNS by reducing H2O2 and 
lipid hydroperoxides that are generated during lipid peroxidation, to water and lipid 
hydroxides, respectively, or sequestering pro-oxidant metal ions such as iron and copper by 
some binding of proteins (e.g., transferrin, metallothionein). The second line of defense can 
be described as the scavenging antioxidants which exist to intercept, or scavenge free 
radicals and remove active species rapidly before attacking biologically essential molecules. 
For example; superoxide dismutase (SOD) converts O2•− to H2O2, while α-tocopherol and 
carotenoids are efficient scavenger of 1O2 (Inoue et al. 2011). Many phenolic compounds and 
aromatic amines act as a free radical-scavenging antioxidant. There is a general agreement 
that electron transfer and hydrogen transfer are the main mechanisms involved in the 
reactions of melatonin with free radicals. The third line of defenses is various enzymes 
which function by repairing damages, clearing the wastes, and reconstituting the lost 
function. The adaptation mechanism is considered the fourth line of defense, in which 
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appropriate antioxidants are released at the right time and transported to the right site in 
right concentration. Some antioxidants constitute the fifth line of defense by functioning as a 
cellular signaling messenger to control the level of antioxidant compounds and enzymes 
(Niki and Noguchi 2000, Noguchi and Niki 2000). 

5. Radioprotectors and mitigators of radiation induced injury 
Generally, any chemical/biological agents given before to or at the time of irradiation to 
prevent or ameliorate damage to normal tissues are termed radioprotectors. While 
mitigators of normal tissue injury are agents delivered at the end of irradiation, or after 
irradiation is complete, but prior to the manifestation of normal tissue toxicity. The 
estimated time scale to use mitigators efficiently ranges from seconds to hours after 
radiation exposure. Agents delivered to improve established normal tissue toxicity are 
considered treatments which can be monitored over weeks to years after radiation exposure 
(Citrin et al. 2010). Since radiotherapy, occupational, accidental exposure to radiation or 
space travel and exploration can produce unwanted side effects, it is important to prevent 
such effects by the use of radioprotectors or mitigators. Ideally, radioprotective and 
mitigative agent should fulfill several characteristics that relate to the ability of the agent to 
improve the therapeutic results. First, the agent should have protective effects on the 
majority of organs and tissues. Second, the agent must reach all cells and organelles and can 
easily penetrate cellular membranes. Third, it must have an acceptable route of 
administration (preferably oral or alternatively intramuscular) and with minimal toxicity. 
Fourth, to be useful in the radiotherapy settings, radioprotectant should be selective in 
protecting normal tissues from radiotherapy without protecting tumor tissue. Finally, to a 
large extent radioprotectors should be compatible with the wide range of other drugs that 
will be prescribe to patients. Moreover, because free radicals are responsible for injury 
caused by ionizing radiation, therefore, for an agent to protect cells from primary free 
radical damage, the agent needs to be present at the time of radiation and in sufficient 
concentration to compete with radicals produced through radical-scavenging mechanisms 
(Citrin et al. 2010, Hosseinimehr 2007, Shirazi et al. 2007). 
A large body of literature describes radioprotection or mitigation with a variety of agents 
after total body or localized exposures. A complete and comprehensive review of these 
agents is outside the scope of this chapter. Herein, we briefly highlight melatonin that have 
been described as radiation protectors and mitigators, and attempt to focus on it with 
demonstrated or anticipated usefulness for therapeutic radiation exposures. As defined 
above, an ideal radioprotectors need to have radical-scavenging properties and can also 
exert broad antioxidant activity. Whereas all antioxidants cannot afford full radioprotection, 
melatonin verify most of the criteria needed for efficient radioprotector , mitigators and 
treatment agent with antioxidant potential, radical scavenging characteristics and stimulator 
of intrinsic antioxidants. 

6. Melatonin  
6.1 Synthesis, distribution, and metabolism 
Melatonin synthesis in the pineal gland has been reviewed in significant detail (Reiter 2003). 
In summary, pinealocytes take up L-tryprophane from blood. Via several enzymatic steps 
including tryptophan 5-hydroxylation, decarboxylation, N-acetylation and O-methylation, 
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in that sequence, N-acetyl-5-methoxytryptamine (melatonin) is synthesized. It is secreted 
upon biosynthesis into the extracellular fluid to the general circulation from which it easily 
crosses various cellular membranes. It is secreted by the pineal gland and its levels have 
diurnal variation and also fluctuate with sleep stages. They are higher during night 
(Luboshitzky et al. 1999). The diurnal/nocturnal levels of blood melatonin can range 
between 8 ± 2 pg/mL (light phase) and 81 ± 11 pg/mL (dark phase). The synthesis and 
presence of melatonin have also been demonstrated in non-pineal tissues such as retina, 
Harderian gland, gastrointestinal track, testes, and human lymphocytes. Furthermore, the 
distribution of melatonin in the human being is very broad (Reiter 2003). Once synthesized, 
the majority of melatonin diffuses directly towards the cerebrospinal fluid of the brain's 
third ventricle, while another fraction is released into the blood stream where it is 
distributed to all tissues and body fluids (Cheung et al. 2006). It is found in serum, saliva 
(Cutando et al. 2011, Novakova et al. 2011), cerebrospinal fluids (Rousseau et al. 1999), and 
aqueous humor of the eye (Chiquet et al. 2006), ovarian follicular fluid, hepato-
gastrointestinal tissues (Messner et al. 2001). Melatonin in the milk of lactating mothers 
exhibits a marked daily rhythm, with high levels during the night and undetectable levels 
during the day (Illnerova et al. 1993, Sanchez-Barcelo et al. 2011). Moreover, melatonin 
production is not confined exclusively to the pineal gland, but other tissues including retina, 
Harderian glands, gut, ovary, testes, bone marrow and lens also produce it (Esposito and 
Cuzzocrea 2010). 
Melatonin has two important functional groups which determine its specificity and 
amphiphilicity; the 5-methoxy group and the N-acetyl side chain. In liver melatonin is 
metabolized by P- 450 hepatic enzymes, which hydroxylate this hormone at the 6- carbon 
position to yield 6- hydroxymelatonin which conjugated with sulfuric or glucuronic acid, to 
produce the principal urinary metabolite, 6-sulfatoxymelatonin. In the final stage, 
conjugated melatonin and minute quantities of unmetabolized melatonin are excreted 
through the kidney. In addition to hepatic metabolism, oxidative pyrrole-ring cleavage 
appears to be the major metabolic pathway in other tissues, including the central nervous 
system (Esposito and Cuzzocrea 2010). 
A plethora of evidence suggests that melatonin mediates a variety of physiological 
responses through membrane and nuclear binding sites. In mammals, the mechanisms of 
action of melatonin include the involvement of high affinity G protein-coupled membrane 
receptors (MT1, MT2), cytosolic binding sites (MT3 and calmodulin), and nuclear receptors 
of the RZR/ROR family. Melatonin also has receptor-independent activity and can directly 
scavenge free radicals. A disulfide bond between Cys 113 and Cys 190 is essential for high-
affinity melatonin binding to MT2 and possibly to MT1 receptors (Dubocovich and 
Markowska 2005). RZR/ROR family is expressed in a variety of organs. It presumably 
regulates the immune system and circadian cycles via the nuclear receptor and these also 
may be involved in its regulation of antioxidative enzymes (Cutando et al. 2011). 

6.2 Melatonin and factors that determine antioxidant capacity 
A number of criteria that characterize an ideal free radical scavenging antioxidant can be 
identified. First, because free radicals are highly reactive with very short half life time, 
therefore, an efficient antioxidant should be ubiquitous and present in adequate amounts in 
tissues and cells. Furthermore, the biological systems are heterogeneous in nature, which 
affects the action and efficacy of antioxidants. Both hydrophilic and lipophilic antioxidants 
act at respective site. Some antioxidants are present in free form, but others as metabolite or 
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appropriate antioxidants are released at the right time and transported to the right site in 
right concentration. Some antioxidants constitute the fifth line of defense by functioning as a 
cellular signaling messenger to control the level of antioxidant compounds and enzymes 
(Niki and Noguchi 2000, Noguchi and Niki 2000). 

5. Radioprotectors and mitigators of radiation induced injury 
Generally, any chemical/biological agents given before to or at the time of irradiation to 
prevent or ameliorate damage to normal tissues are termed radioprotectors. While 
mitigators of normal tissue injury are agents delivered at the end of irradiation, or after 
irradiation is complete, but prior to the manifestation of normal tissue toxicity. The 
estimated time scale to use mitigators efficiently ranges from seconds to hours after 
radiation exposure. Agents delivered to improve established normal tissue toxicity are 
considered treatments which can be monitored over weeks to years after radiation exposure 
(Citrin et al. 2010). Since radiotherapy, occupational, accidental exposure to radiation or 
space travel and exploration can produce unwanted side effects, it is important to prevent 
such effects by the use of radioprotectors or mitigators. Ideally, radioprotective and 
mitigative agent should fulfill several characteristics that relate to the ability of the agent to 
improve the therapeutic results. First, the agent should have protective effects on the 
majority of organs and tissues. Second, the agent must reach all cells and organelles and can 
easily penetrate cellular membranes. Third, it must have an acceptable route of 
administration (preferably oral or alternatively intramuscular) and with minimal toxicity. 
Fourth, to be useful in the radiotherapy settings, radioprotectant should be selective in 
protecting normal tissues from radiotherapy without protecting tumor tissue. Finally, to a 
large extent radioprotectors should be compatible with the wide range of other drugs that 
will be prescribe to patients. Moreover, because free radicals are responsible for injury 
caused by ionizing radiation, therefore, for an agent to protect cells from primary free 
radical damage, the agent needs to be present at the time of radiation and in sufficient 
concentration to compete with radicals produced through radical-scavenging mechanisms 
(Citrin et al. 2010, Hosseinimehr 2007, Shirazi et al. 2007). 
A large body of literature describes radioprotection or mitigation with a variety of agents 
after total body or localized exposures. A complete and comprehensive review of these 
agents is outside the scope of this chapter. Herein, we briefly highlight melatonin that have 
been described as radiation protectors and mitigators, and attempt to focus on it with 
demonstrated or anticipated usefulness for therapeutic radiation exposures. As defined 
above, an ideal radioprotectors need to have radical-scavenging properties and can also 
exert broad antioxidant activity. Whereas all antioxidants cannot afford full radioprotection, 
melatonin verify most of the criteria needed for efficient radioprotector , mitigators and 
treatment agent with antioxidant potential, radical scavenging characteristics and stimulator 
of intrinsic antioxidants. 

6. Melatonin  
6.1 Synthesis, distribution, and metabolism 
Melatonin synthesis in the pineal gland has been reviewed in significant detail (Reiter 2003). 
In summary, pinealocytes take up L-tryprophane from blood. Via several enzymatic steps 
including tryptophan 5-hydroxylation, decarboxylation, N-acetylation and O-methylation, 
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in that sequence, N-acetyl-5-methoxytryptamine (melatonin) is synthesized. It is secreted 
upon biosynthesis into the extracellular fluid to the general circulation from which it easily 
crosses various cellular membranes. It is secreted by the pineal gland and its levels have 
diurnal variation and also fluctuate with sleep stages. They are higher during night 
(Luboshitzky et al. 1999). The diurnal/nocturnal levels of blood melatonin can range 
between 8 ± 2 pg/mL (light phase) and 81 ± 11 pg/mL (dark phase). The synthesis and 
presence of melatonin have also been demonstrated in non-pineal tissues such as retina, 
Harderian gland, gastrointestinal track, testes, and human lymphocytes. Furthermore, the 
distribution of melatonin in the human being is very broad (Reiter 2003). Once synthesized, 
the majority of melatonin diffuses directly towards the cerebrospinal fluid of the brain's 
third ventricle, while another fraction is released into the blood stream where it is 
distributed to all tissues and body fluids (Cheung et al. 2006). It is found in serum, saliva 
(Cutando et al. 2011, Novakova et al. 2011), cerebrospinal fluids (Rousseau et al. 1999), and 
aqueous humor of the eye (Chiquet et al. 2006), ovarian follicular fluid, hepato-
gastrointestinal tissues (Messner et al. 2001). Melatonin in the milk of lactating mothers 
exhibits a marked daily rhythm, with high levels during the night and undetectable levels 
during the day (Illnerova et al. 1993, Sanchez-Barcelo et al. 2011). Moreover, melatonin 
production is not confined exclusively to the pineal gland, but other tissues including retina, 
Harderian glands, gut, ovary, testes, bone marrow and lens also produce it (Esposito and 
Cuzzocrea 2010). 
Melatonin has two important functional groups which determine its specificity and 
amphiphilicity; the 5-methoxy group and the N-acetyl side chain. In liver melatonin is 
metabolized by P- 450 hepatic enzymes, which hydroxylate this hormone at the 6- carbon 
position to yield 6- hydroxymelatonin which conjugated with sulfuric or glucuronic acid, to 
produce the principal urinary metabolite, 6-sulfatoxymelatonin. In the final stage, 
conjugated melatonin and minute quantities of unmetabolized melatonin are excreted 
through the kidney. In addition to hepatic metabolism, oxidative pyrrole-ring cleavage 
appears to be the major metabolic pathway in other tissues, including the central nervous 
system (Esposito and Cuzzocrea 2010). 
A plethora of evidence suggests that melatonin mediates a variety of physiological 
responses through membrane and nuclear binding sites. In mammals, the mechanisms of 
action of melatonin include the involvement of high affinity G protein-coupled membrane 
receptors (MT1, MT2), cytosolic binding sites (MT3 and calmodulin), and nuclear receptors 
of the RZR/ROR family. Melatonin also has receptor-independent activity and can directly 
scavenge free radicals. A disulfide bond between Cys 113 and Cys 190 is essential for high-
affinity melatonin binding to MT2 and possibly to MT1 receptors (Dubocovich and 
Markowska 2005). RZR/ROR family is expressed in a variety of organs. It presumably 
regulates the immune system and circadian cycles via the nuclear receptor and these also 
may be involved in its regulation of antioxidative enzymes (Cutando et al. 2011). 

6.2 Melatonin and factors that determine antioxidant capacity 
A number of criteria that characterize an ideal free radical scavenging antioxidant can be 
identified. First, because free radicals are highly reactive with very short half life time, 
therefore, an efficient antioxidant should be ubiquitous and present in adequate amounts in 
tissues and cells. Furthermore, the biological systems are heterogeneous in nature, which 
affects the action and efficacy of antioxidants. Both hydrophilic and lipophilic antioxidants 
act at respective site. Some antioxidants are present in free form, but others as metabolite or 
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in bound form (Niki 2010). In contrast to other antioxidants that are either hydrophilic or 
lipophilic, melatonin is an amphiphilic small size molecule (Giacomo and Antonio 2007). 
These features of melatonin allow it to cross all morphophysiological barriers and to interact 
with toxic molecules throughout the cell and its organelles, thereby reducing oxidative 
damage to molecules in both the lipid and aqueous environments of cells. Numerous 
articles documented that melatonin is widely distributed and found in all body fluids, 
organs, cells and organelles. Recently, melatonin levels in the cell membrane, cytosol, 
nucleus, and mitochondrion was found to vary over a 24-hr cycle, although these variations 
do not exhibit circadian rhythms. The cell membrane has the highest concentration of 
melatonin followed by mitochondria, nucleus, and cytosol (Venegas et al. 2011). 
Second, an efficient antioxidant should react with most of free radicals because as it is well 
known that free radicals are variable in their biological, chemical and physical properties 
that involved in the oxidative stress. In functional terms, have reported that melatonin 
exerts a host of antioxidant effects that can be described as a broad spectrum antioxidant 
(Karbownik and Reiter 2000). Initially, (Hardeland et al. 1993a, Hardeland et al. 1993b, Tan 
et al. 1993) are the first who documented that melatonin is a remarkably potent scavenger of 
the particularly reactive, destructive, mutagenic and carcinogenic •OH. It is documented 
that, melatonin is a more efficient •OH scavenger than either glutathione or mannitol, and 
that melatonin reacts at a diffusion-controlled rate with the •OH. Thus, melatonin is 
probably an important endogenously produced antioxidant. Extensive studies have 
established that melatonin is much more specific than its structural analogs in undergoing 
reactions which lead to the termination of the radical reaction chain and in avoiding 
prooxidant, carbon or oxygen centered intermediates (Hardeland et al. 2011, Poeggeler et al. 
2002, Tan et al. 1993). Besides the •OH, melatonin in cell-free systems has been shown to 
directly scavenge H2O2, 1O2 and HOCl with little ability to scavenge the O2•–. Furthermore, 
melatonin scavenges nitric oxide (NO•) and suppresses the activity of its rate limiting 
enzyme, nitric oxide synthase (NOS), thereby inhibiting the formation of the ONOO-. In 
addition, melatonin scavenges a number of RNS including ONOO- and peroxynitrous acid 
(ONOOH). Moreover, melatonin has proven to scavenge alkoxyl, peroxyl radicals. The 
peroxyl radical (POO•), which is formed during the complex process of lipid peroxidation, 
is highly destructive to cells, because, once formed, it can propagate the process of lipid 
peroxidation. Therefore, agents that neutralize the POO• radical are generally known as 
chain breaking antioxidants, is important to maintaining the optimal function of not only 
cell membranes, but of cells themselves. It is estimated that each molecule of melatonin 
scavenged four POO• molecules (Pieri et al. 1994, Pieri et al. 1995), which would  
make it twice as effective as vitamin E, the principal well known chain-breaking  
lipid antioxidant and POO• scavenger. The most important products of melatonin’s 
interaction with H2O2, N1-acetyl-N2-formyl-5-methoxykynuramine (AFMK), N-acetyl-5-
methoxykynuramine(AMK), and 6-hydroxymelatonin, are also a highly efficient radical 
scavenger (Maharaj et al. 2003). The cascade of reactions where the secondary metabolites 
are also effective scavenges is believed to contribute to melatonin’s high efficacy in reducing 
oxidative damage. 
Very relevant to the development of this chapter is an alternate concept proposed to explain 
the protective effects of melatonin at the level of radical generation rather than 
detoxification of radicals already formed. It has been suggested that if melatonin is capable 
of decreasing the processes leading to enhanced radical formation, this might be achieved 
by low concentrations of the indole (Hardeland et al. 2011). Therefore, the main sources of 
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free radicals should be investigated with regard to their modulation by melatonin and their 
sensitivity to the stressor. In addition to free radicals generated by leukocytes, mitochondria 
should be mentioned as main sources. In support of this suggestion, melatonin may also 
reduce free radical generation in mitochondria by improving oxidative phosphorylation, 
thereby lowering electron leakage and increasing ATP generation (Acuna-Castroviejo et al. 
2001). 
In addition to its direct free radical scavenging actions, melatonin influences both functional 
integrity of other antioxidative enzymes and cellular mRNA levels for these enzymes. Many 
studies documented the influence of melatonin on the activity and expression of the 
antioxidants both under physiological and under conditions of elevated oxidative stress. As 
an indirect antioxidant, melatonin stimulates gene expression and activity of SOD, thereby 
inducing the rapid conversion of O2•– to H2O2. The removal of O2•– by SOD also leads to a 
reduced formation of the highly reactive and damaging ONOO-. Catalase (CAT) and 
glutathione peroxidase (GSH-Px), enzymes that metabolizes H2O2 to H2O, have also been 
shown to be stimulated by melatonin (Karbownik and Reiter 2000). In fact, it was 
demonstrated by several investigator that melatonin stimulates the rate-limiting enzyme, γ-
glutamylcysteine synthase thereby increasing the level of an important endogenous 
antioxidant, glutathione (GSH) (El-Missiry et al. 2007, Othman et al. 2008, Urata et al. 1999) 
which, besides being a radical scavenger, is used by GSH-Px as a substrate to metabolize 
H2O2. In this process, GSH is converted to oxidized glutathione (GSSG). To maintain high 
levels of GSH, melatonin promotes the activity of glutathione reductase, which converts 
GSSG back to GSH. The possible intracellular mechanisms and pathways by which 
melatonin regulates antioxidant enzymes were reviewed (Rodriguez et al. 2004). 
An added value of melatonin is that its metabolite N1-acetyl-N2-formyl-5-
methoxykynuramine (AFMK) also has remarkable antioxidant properties and redox 
potential (Tan et al. 2001). It is formed when melatonin interacts with ROS, in particular, 1O2 
and H2O2. AFMK can be then enzymatically converted, by CAT, to N1-acetyl-5- 
methoxykynuramine (AMK). Cyclic 3-hydroxymelatonin (C3-OHM) is another product 
formed from melatonin by its interactions with free radicals, (Tan et al. 1998), which can be 
further metabolized by free radicals to AFMK (Tan et al. 2003). All these findings indicate 
that AFMK is a central metabolite of melatonin oxidation especially in nonhepatic tissues.  
Interestingly, melatonin was shown to prevent the loss of important dietary antioxidants 
including Vitamins C and E (Susa et al. 1997), bind iron and participate in maintaining iron 
pool at appropriate level resulting in control of iron haemostasis, thereby providing tissue 
protection (Othman et al. 2008). Furthermore, melatonin enhances antioxidant action of a-
tocopherol and ascorbate against NADPH- and iron-dependent lipid peroxidation in human 
placental mitochondria (Milczarek et al. 2010). 
The bioavailability is the main factor that determines the capacity of antioxidants in vivo. 
The antioxidants should be absorbed, transported, distributed, and retained properly in the 
biological fluids, cells and tissues (Cheeseman and Slater 1993, Niki 2010). Recently, it has 
been suggested that melatonin present in edible plants may improve human health, by 
virtue of its biological activities and its good bioavailability (Iriti et al. 2010). This could add 
a new factor to the of health benefits for patients associated to radiotherapy. Melatonin’s 
interactions with other drugs that influence its bioavailability were summarized (Tan et al. 
2007). Furthermore, melatonin can be administered by virtually any route, including orally, 
via submucosal or transdermal patches, sublingually, intranasally, intravenously (Reiter 
2003). 
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in bound form (Niki 2010). In contrast to other antioxidants that are either hydrophilic or 
lipophilic, melatonin is an amphiphilic small size molecule (Giacomo and Antonio 2007). 
These features of melatonin allow it to cross all morphophysiological barriers and to interact 
with toxic molecules throughout the cell and its organelles, thereby reducing oxidative 
damage to molecules in both the lipid and aqueous environments of cells. Numerous 
articles documented that melatonin is widely distributed and found in all body fluids, 
organs, cells and organelles. Recently, melatonin levels in the cell membrane, cytosol, 
nucleus, and mitochondrion was found to vary over a 24-hr cycle, although these variations 
do not exhibit circadian rhythms. The cell membrane has the highest concentration of 
melatonin followed by mitochondria, nucleus, and cytosol (Venegas et al. 2011). 
Second, an efficient antioxidant should react with most of free radicals because as it is well 
known that free radicals are variable in their biological, chemical and physical properties 
that involved in the oxidative stress. In functional terms, have reported that melatonin 
exerts a host of antioxidant effects that can be described as a broad spectrum antioxidant 
(Karbownik and Reiter 2000). Initially, (Hardeland et al. 1993a, Hardeland et al. 1993b, Tan 
et al. 1993) are the first who documented that melatonin is a remarkably potent scavenger of 
the particularly reactive, destructive, mutagenic and carcinogenic •OH. It is documented 
that, melatonin is a more efficient •OH scavenger than either glutathione or mannitol, and 
that melatonin reacts at a diffusion-controlled rate with the •OH. Thus, melatonin is 
probably an important endogenously produced antioxidant. Extensive studies have 
established that melatonin is much more specific than its structural analogs in undergoing 
reactions which lead to the termination of the radical reaction chain and in avoiding 
prooxidant, carbon or oxygen centered intermediates (Hardeland et al. 2011, Poeggeler et al. 
2002, Tan et al. 1993). Besides the •OH, melatonin in cell-free systems has been shown to 
directly scavenge H2O2, 1O2 and HOCl with little ability to scavenge the O2•–. Furthermore, 
melatonin scavenges nitric oxide (NO•) and suppresses the activity of its rate limiting 
enzyme, nitric oxide synthase (NOS), thereby inhibiting the formation of the ONOO-. In 
addition, melatonin scavenges a number of RNS including ONOO- and peroxynitrous acid 
(ONOOH). Moreover, melatonin has proven to scavenge alkoxyl, peroxyl radicals. The 
peroxyl radical (POO•), which is formed during the complex process of lipid peroxidation, 
is highly destructive to cells, because, once formed, it can propagate the process of lipid 
peroxidation. Therefore, agents that neutralize the POO• radical are generally known as 
chain breaking antioxidants, is important to maintaining the optimal function of not only 
cell membranes, but of cells themselves. It is estimated that each molecule of melatonin 
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free radicals should be investigated with regard to their modulation by melatonin and their 
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6.3 Radioprotective effect of melatonin and its metabolites 
The radiosensitivity of cells to ionizing radiation depends on several factors including the 
efficiency of the endogenous antioxidative defense systems to prevent oxidative stress. A 
number of natural and synthetic compounds have been investigated for their antioxidative 
as well as radioprotective potential. Most of the effective compounds were found to have 
some inconvenient side effects such as hypotention, hypocalcemia, nausea, vomiting and 
hot flashes. Furthermore, most of compounds must be given intravenously or 
subcutaneously which restrict their clinical application outside of controlled clinical 
situations. Thus, a need still exists for identifying a non-toxic, effective, and convenient 
compound to protect humans against radiation damage in accidental, occupational, clinical 
settings and space-travel. Melatonin received much attention for its unique antioxidative 
potential at a very low concentration compared with other antioxidants.  
A number of in vitro and in vivo studies have reported that exogenously administered 
melatonin provides profound protection against radiation induced lipid peroxidation and 
oxidative stress (El-Missiry et al. 2007, Taysi et al. 2003). As indicated above, radiation-
induced lipid peroxidation is a three steps free radical process. Melatonin inhibits lipid 
peroxidation by preventing the initiation phase of lipid peroxidation and interrupting the 
chain reaction. This is mainly due to melatonin ability to quench •OH and several other 
ROS and RNS. It has been reported to scavenge the several ROS, in particular •OH and the 
ONOO-•. When melatonin interacts with •OH it becomes indolyl (melatonyl) radical which 
has very low toxicity. After some molecular rearrangements, the melatonyl radical 
scavenges a second •OH to form cyclic 3-hydroxymelatonin (3-OHM). Thus, this reaction 
pathway suggests that 3-OHM is the footprint product of the interaction between melatonin 
with •OH. 3-OHM was also detected in the urine of both rats and humans. This provides 
direct evidence that melatonin, under physiological conditions, functions as an antioxidant 
to detoxify the most reactive and cytotoxic endogenous •OH (Tan et al., 1999). When rats 
were exposed to ionizing radiation which results in •OH generation, urinary 3-OHM 
increased significantly compared to that of controls (Tan et al. 1998). This provided direct 
evidence that radiation induced oxidative stress increases melatonin consumption in rats. 
The rapid decrease in circulating melatonin under conditions of excessive stress can be 
considered a protective mechanism for organisms against highly damaging free radicals; in 
this sense, melatonin can be categorized as a first line of defensive molecule (Tan et al. 2007).  
Along this line, the melatonin’s metabolite AFMK protected against space radiation induced 
impairment of memory and hippocampal neurogenesis in adult C57BL mice (Manda et al. 
2008). This study demonstrated that radiation exposure (2.0 Gy of 500 MeV/nucleon 56Fe 
beams, a ground-based model of space radiation) significantly reduced the spatial memory 
of mice without affecting their motor activity. It is also reported that AFMK pretreatment 
significantly ameliorated radiation induced neurobehavioral ailments and reduced the loss 
of doublecortin and cell proliferation. Radiation exposure dramatically augmented the level 
of 8-OHdG in serum as well as DNA migration in the comet tail were impaired by AFMK 
pretreatment. In addition, radiation-induced augmentation of protein carbonyl content and 
4-HNE + MDA and reduced the level of brain sulfhydryl contents was ameliorated by 
AFMK pretreatment (Manda et al. 2008). The ameliorating action of AFMK against radiation 
induced lipid peroxidation was attributed to free-radical scavenging property of AFMK. In 
vitro, AFMK showed a very high level of •OH scavenging potential which was measured 
by an electron spin resonance spin study of the 2-hydroxy-5,5-dimethyl-1-pyrrolineN-oxide 
(DMPO-OH) adduct. In this experiment, 10 Gy of X-ray for the radiolysis of water with 
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different concentration of AFMK was used and intensity of spin adduct (DMPO-OH) were 
measured by ESR (Manda et al. 2007). 
Extensive studies have established that pretreatment with melatonin at physiological dose 5 
mg/kg or pharmacological dose 10 mg/kg bw significantly decreased MDA and NO• 
levels. The data documented that melatonin reduces tissue damage inflicted by irradiation 
when given prior to the exposure to ionizing radiation (Babicova et al. 2011, Taysi et al. 
2003, Verma et al. 2010). These authors explained that NO• is formed in higher amounts 
from L-arginine by inducible nitric oxide synthase (iNOS) during early response to ionizing 
radiation presumably as a part of signal transduction pathways (Babicova et al. 2011). Its 
cytotoxicity is primarily due to the production of ONOO-, a toxic oxidant, generated when 
the NO• couples with O2•- (El-Sokkary et al. 2002). The processes triggered by ONOO- 
include initiation of lipid peroxidation, inhibition of mitochondrial respiration, inhibition of 
membrane pumps, depletion of GSH, and damage to DNA. Melatonin is reported to 
scavenge ONOO- both in vitro and in vivo (El-Sokkary et al. 1999, Gilad et al. 1997) and to 
inhibit iNOS activity thereby reducing excessive NO• generation.  
It should emphasized that ionizing radiation causes oxidative damage to tissues within an 
extremely short period, and possible protection against it would require the rapid transfer of 
antioxidants to the sensitive sites in cells. At this point, melatonin seems unique among 
cellular antioxidants because of its physical and chemical properties; it can easily cross 
biological membranes and reach the cytosol, nucleus, and cellular compartments 
(Menendez-Pelaez and Reiter 1993). The effect of melatonin in maintaining normal hepatic 
and renal functions may be related to its ability to localize mainly in a superficial position in 
the lipid bilayer near the polar heads of membrane phospholipids (El-Sokkary et al. 2002). 
The protective action of melatonin against lipid and protein oxidation as a factor modifying 
membrane organization may also be related to melatonin’s ability to scavenge the oxidation-
initiating agents, which are produced during the oxidation of proteins and lipids. Since 
membrane functions and structure are influenced by proteins in membranes and radiation is 
known to damage thiol proteins (Biaglow et al. 2003), it is possible that the protective action 
of melatonin against membrane damage may be related partially to the ability of melatonin 
to prevent lipid and protein oxidative damage (Le Maire et al. 1990). Changes in membrane 
structure and fluidity due to ROS reactivity after irradiation are also attributed to graded 
alterations in the lipid bilayer environment (Karbownik and Reiter 2000). It has been 
suggested that the protective role of melatonin in preserving optimal levels of fluidity of the 
biological membranes may be related to its ability to reduce lipid peroxidation (Garcia et al. 
1997, Garcia et al. 2001). 
Moreover, melatonin prevents inflammation and MDA caused by abdominopelvic and total 
body irradiation of rat (Taysi et al. 2003). Thus, the radioprotective effect of melatonin is 
likely achieved by its ability to function as a scavenger for free radicals generated by 
ionizing radiation. Furthermore, these findings may suggest that melatonin may enable the 
use of higher doses of radiation during therapy and may therefore allow higher dose rates 
in some patients with cancer. In another study, pretreatment with melatonin (10mg/kg bw) 
for 4 days before acute γ-irradiation significantly abolished radiation induced elevations in 
MDA and protein carbonyl levels in the liver and significantly prevented the decrease in 
hepatic GSH content, GST, and CAT activities. Moreover, preirradiation treatment with 
melatonin showed significantly higher hepatic DNA and RNA contents than irradiated rats. 
The levels of total lipids, cholesterol, triglycerides (TG), high density lipoproteins (HDL), 
low density lipoproteins (LDL), total proteins, albumin, total globulins, creatinine, and urea, 
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as well as the activities of AST, ALT, and GGT in serum were significantly ameliorated 
when melatonin was injected before irradiation. The protection evidenced by normalization 
of the clinical parameters was associated with and attributed to decreased lipid peroxidation 
in the presence of melatonin. This data indicate that melatonin has a radioprotective impact 
against ionizing-radiation induced oxidative stress and organ injury (El-Missiry et al. 2007). 
At sufficiently high radiation doses, GSH becomes depleted, leaving highly reactive ROS, 
beyond the immediate and normal needs of the cell, to react with critical cellular 
biomolecules and cause tissue damage. The concentration of intracellular GSH, therefore, is 
the key determinant of the extent of radiation-induced tissue injury. Thus, interest has been 
focused on melatonin, which acts as an antioxidant and is capable of stimulating GSH 
synthesis. It has been shown that melatonin enhances intracellular GSH levels by 
stimulating the rate-limiting enzyme in its synthesis, γ-glutamylcysteine synthase, which 
inhibits the peroxidative enzymes NOS and lipoxygenase. Experimentally, melatonin is 
demonstrated to increase hepatic GSH content, (El-Missiry et al. 2007, Sener et al. 2003), and 
hence to inhibit formation of extracellular and intracellular ROS (Reiter et al. 2004). It is also 
proposed that prevention of GSH depletion is the most efficient method of direct protection 
against radiation-induced oxidative toxicity. A significant decrease in hepatic GST activity 
and increase in serum GGT activity was recorded after exposure to 2&4 Gy (El-Missiry et al. 
2007, Sridharan and Shyamaladevi 2002), and 10 Gy gamma irradiation (Samanta et al. 
2004). Melatonin treatment at a dose level of 10mg/Kg bw before irradiation significantly 
countered radiation-induced decrease in the activities of these enzymes in the liver and 
serum. Furthermore, melatonin increases the activity of GSH-Px (Barlow-Walden et al. 1995) 
and superoxide dismutase (Antolin et al. 1996). These findings support the conclusion that 
melatonin affords radioprotection by modulating antioxidative enzyme activities in the 
body (El-Missiry et al. 2007). 
Al the level of clinical markers, like cholesterol, TG, LDL, and free radicals are also risk 
factors that tend to damage arteries, leading to cardiovascular diseases. Pre-irradiation 
treatment with melatonin is found to reduce serum cholesterol, TG, and LDL levels in 
serum, indicating modulation of lipid metabolism in cells. It is well reported that 
antioxidants reduce oxidation susceptibility of HDL (Schnell et al. 2001) and control 
hyperlipidaemia (Mary et al. 2002). This might potentiate antiatherogenic effects of 
antioxidants including melatonin. Therefore, it is suggested that preirradiation treatment 
with melatonin appears to be hypolipidemic which might potentate its beneficial use in 
occupational, clinical, and space settings (El-Missiry et al. 2007). 
Ionizing irradiation is among reproductive harmful agent and is widely identified to affect 
testicular function, morphology and spermatogenesis. Irradiation of the testes can produce 
reversible or permanent sterility in males. In an experiment, rats were subjected to sublethal 
irradiation dose of 8 Gy, either to the total body or abdominopelvic region using a 60Co 
source. In this experiment, melatonin pretreatment resulted in less apoptosis as indicated by 
a considerable decrease in caspace-3 immunoreactivity. Electron microscopic examination 
showed that all spermatogenic cells, especially primary spermatocytes, displayed 
considerably inhibited of degeneration in the groups treated with melatonin before total 
body and abdominopelvic irradiation (Take et al. 2009). 
An extensive literature implicates cellular DNA as the primary target for the biological and 
lethal effects of ionizing radiation. Melatonin has the ability to protect the DNA of 
hematopoietic cells of mice from the damaging effects of acute whole-body irradiation 
(Vijayalaxmi et al. 1999). The radioprotective ability of melatonin was investigated in the 
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Indian tropical rodent, Funambulus pennanti during its reproductively inactive phase when 
peripheral melatonin is high and the animal is under the influence of environmental 
stresses. Exogenous melatonin with its anti-apoptotic and antioxidant properties additively 
increased the immunity of the squirrels, by protecting their hematopoietic system and 
lymphoid organs against X-ray radiation induced cellular toxicity (Sharma et al. 2008). 
Human keratinocytes is the main target cells in epidermal photodamage. Protection against 
UVR-induced skin damage was manifested by suppression of UV-induced erythema by 
topical pretreatment with melatonin with  without combination of vitamins C and E 
(Bangha et al. 1997, Dreher et al. 1998). Melatonin increased cell survival of HaCaT 
keratinocytes and ensured keratinocyte colony growth under UV-induced stress and 
showed decrease of UV-induced DNA fragmentation. Also, transcription of several classical 
target genes which are up-regulated after UV-exposure and play an important role in the 
execution of skin photodamage were down-regulated in HaCaT keratinocytes by melatonin 
pretreatment. It has been previously reported that melatonin reduces UVB-induced cell 
damage and polyamine levels in human skin fibroblasts (Lee et al. 2003). Furthermore, it 
was reported that melatonin increases survival of HaCaT keratinocytes by suppressing UV-
induced apoptosis (Fischer et al. 2006). The molecular mechanisms underlying protective 
effects of melatonin on human keratinocytes and human fibroblasts upon UVB induced-
apoptotic cell death was investigated (Cho et al. 2007). In this study, cDNA microarray 
analysis was perform from HaCaT keratinocytes, exposed to 100 mJ cm2 and pretreated 
with melatonin for 30 min. Data showed that melatonin inhibits the expression of apoptosis 
related protein-3, apoptotic chromatin condensation inducer in the nucleus, and glutathione 
peroxidase 1 in UVB-irradiated HaCaT cells. The inhibitory effect of melatonin upon UVB 
irradiation is likely to be associated with antioxidant capacity of melatonin, thereby 
suggesting that melatonin may be used as a sunscreen agent to reduce cell death of 
keratinocytes after excessive UVB irradiation. 
Radiotherapy plays an important role as part of the multimodality treatment for a number 
of malignancies in children. In young children, significant growth arrest was demonstrated 
with fractionated doses of 15 Gy and above as well as, in children less than one year of age, 
with doses as low as 10 Gy (Robertson et al. 1991). Proliferating chondrocytes, distal 
metaphyseal vessels, and epiphyseal vasculature are main targets for radiation-induced 
injury of bone growth plate (Kember 1967). Proliferating chondrocytes show marked 
cytological changes and cell death with a single fraction of 5 Gy. Melatonin with its 
antioxidant capacity protected against the hypoxic conditions of chondrocytes and 
promoted continued proliferation despite exposure to radiation. Moreover, in vitro studies 
showed that melatonin is capable of promoting osteoblast proliferation directly and 
stimulating these cells to produce increased amounts of several bone matrix proteins such as 
bone sialoprotein, alkaline phosphatase, osteocalcin (Roth et al. 1999) and procollagen type I 
c-peptide (Nakade et al. 1999), responsible for bone formation. Osteoprotegerin, an 
osteoblastic protein that inhibits the differentiation of osteoclasts is also increased by 
melatonin in vitro (Koyama et al. 2002). This data may support the radioprotective effect of 
melatonin on bone growth. The effects of fractionated radiotherapy combined with 
radioprotection by melatonin compared with fractionated radiotherapy alone in preserving 
the integrity and function of the epiphyseal growth plate from radiation damage in a 
weanling rat model was investigated. Data revealed that melatonin is more protective for 
bone growth protection than amifostine and a potential exists to implement the use of 
melatonin in an effort to maximize the radiotherapeutic management of children with less 
long-term morbidity than previous clinical experience (Yavuz et al. 2003). 
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Recent studies have documented that radiation in general and radiotherapy in particular 
has effects on brain function, such as thinking, memory and learning ability (Hsiao et al. 
2010). Because cognitive health of an organism is maintained by the ability of hippocampal 
precursors to proliferate and differentiate, radiation exposures have been shown to inhibit 
neurogenesis and are associated with the onset of cognitive impairments. In recent 
investigation, on the protection by melatonin against the delayed effects of cranial 
irradiation on hippocampal neurogenesis melatonin maintained adult hippocampal 
neurogenesis and cognitive functions after irradiation (Manda and Reiter 2010). In this 
study the pretreatment with melatonin showed a significantly higher count of microtubule 
binding protein doublecortin and the proliferation marker Ki-67 positive cells compared 
with irradiated only animals. The protection was achieved by a single intraperitoneal 
injection of 10 mg melatonin/kg bw prior to irradiation. These protective effects were 
accompanied by significant control of oxidative stress indicated by reduction in the count of 
immunohistochemical localization of DNA damage and lipid peroxidation using the anti-8-
hydroxy-2-deoxyguanosin the anti-hydroxynonenal. This indicated that melatonin minimize 
cell death. 

6.4 Melatonin modulates apoptosis in radiotherapy and space radiation 
Recent studies have showed the exposure to heavy ions such as 56Fe or 12C particle can induce 
detrimental physiological and histological changes in the brain, which lead to behavioral 
changes, spatial learning, and memory deficits. During space travel, astronauts are exposed to 
high-LET galactic cosmic rays at higher radiation doses and dose rates than humans received 
on Earth is one of the acknowledged showstoppers for long duration manned interplanetary 
missions. Hadrontherapy is an innovative modality of high precision tool for radiotherapy 
which consists in using hadrons (mainly protons or carbon ions) to irradiate tumors. This 
technique is used in certain cases to treat patients whose tumors are resistant to conventional 
X-ray radiotherapy. Given cancer therapy and space radiation protection, there is a demand 
for reliable agent for the protection of the brain against oxidative stress induced by heavy-ion 
radiation. It is well known that ionizing radiations can induce apoptosis. It is well known that 
oxidative stress is a mediator of apoptosis by compromising the fine balance between 
intracellular oxidant and their defense systems to produce abnormally high levels of ROS. 
Melatonin supplementation at 1,3&10mg/Kg bw reduced irradiation-induced oxidative 
damage, and stimulated the activities of SOD & CAT together with total antioxidant capacity 
in brain of rats exposed to heavy-ion radiation. Furthermore, pretreatment with melatonin 
significantly elevated the expression of Nrf2 which regulates redox balance and stress. In 
addition, pre-irradiation treatment with melatonin mitigated apoptotic rate, maintained 
mitochondrial membrane potential, decreased cytochrome C release from mitochondria, 
down-regulated Bax/Bcl-2 ratio and caspase-3 levels, and consequently inhibited the 
important steps of irradiation-induced activation of mitochondrial pathway of apoptosis (Liu 
et al. 2011). Studies performed by other investigators documented that melatonin pretreatment 
inhibited the cerebellum cell apoptosis after mice received 2 Gy 56Fe particle irradiation 
(Manda and Reiter 2010) and that decreased apoptosis by melatonin was associated with a 
reduction in Bax/Bcl-2 ratio in mice splenocytes exposed to 2 Gy X-ray irradiation (Jang et al. 
2009). Along this line, melatonin supplementation suppresses NO-induced apoptosis via 
induction of Bcl-2 expression in immortalized pineal PGT-β cells (Yim et al. 2002). A similar 
pathway of inhibitory effects of melatonin on apoptosis induced by ischemic neuronal injury 
has been determined (Sun et al. 2002).  
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Relevant to this context, it has been recently proposed that ERK MAPK plays a central role 
to determine whether cells will live or die in response to apoptotic stimuli. It is well 
documented that the apoptotic signaling activated during UVB stress mainly converges at 
the mitochondrial level into intrinsic pathway and supporting evidence consider this 
pathway might be the principle target of melatonin to prevent apoptosis in human 
leukocytes (Radogna et al. 2008) as well as in other tumor cell lines and in vivo models 
(Acuna-Castroviejo et al. 2007). An in vitro stress model for the cell protection and 
antiapoptotic functions of melatonin was studied using U937 cells exposed to UVB radiation 
(Luchetti et al. 2006). Melatonin sustained the activation of the survival-promoting pathway 
ERK MAPK (extracellular signal-regulated kinase) which controls the balance between 
survival and death-promoting genes throughout the MAPK pathway, and is required to 
antagonize UVB induced apoptosis of U937 cells. This kinase was found to modulate the 
antioxidant and mitochondrial protection effects of melatonin that may find therapeutic 
applications in inflammatory and immune diseases associated with leukocyte oxidative 
stress and accelerated apoptosis (Luchetti et al. 2009, Luchetti et al. 2006). Recently, it is 
reported that redox-sensitive components are included in the cell protection signaling of 
melatonin and in the resulting transcriptional response that involves the control of NF-κB, 
AP-1, and Nrf2. Through these pathways, melatonin stimulates the expression of 
antioxidant and detoxification genes, acting in turn as a glutathione system promoter 
(Luchetti et al. 2010). 
It is suggested that ionizing radiation produces oxidative stress due formation of 
mitochondrial ROS resulting in calcium influx into the mitochondria with opening of the 
mitochondrial permeability transition pore (MPTP) (Andrabi et al. 2004, Halestrap 2006) and 
depolarization of the mitochondrial membrane potential as the end result of radiation-
induced mitochondrial damage and cell apoptosis. The different regulatory mechanisms of 
apoptosis and their modification by treatment with melatonin were tested in different cells 
after irradiation. It is found that the mitochondrial pathway was strongly influenced by 
melatonin by reducing mitochondrial ROS generation and calcium release as well as 
inhibiting the opening of the MPTP as shown in rat brain astrocytes (Jou et al. 2004), mouse 
striatal neurons (Andrabi et al. 2004) and rat cerebellar granule neurons (Han et al. 2006). 
Moreover, the prevented decreases in the mitochondrial membrane potential resulted from 
irradiation suggests that melatonin, due to its physiochmeical characters crosses the blood–
brain barrier and biological membranes to easily reach mitochondria, stabilizes oxidative 
stress-mediated dysfunction and integrity of mitochondria by preserving its membrane 
potential and increasing the efficiency of mitochondrial electron transfer chain and ATP 
synthesis (Acuna-Castroviejo et al. 2001). When melatonin treated cultured keratinocytes 
were irradiated with UVB radiation (50 mJ/cm2), there were less cell leaky, more uniform 
shape and less nuclear condensation as compared to irradiated, nonmelatonin-treated 
controls (Fischer et al. 2006). Exogenous melatonin with its anti-apoptotic and antioxidant 
properties additively increased the immunity of the animals, by protecting their 
hematopoietic system and lymphoid organs against X-ray radiation induced cellular toxicity 
(Sharma et al. 2008). These findings strongly highlight melatonin as a potential 
antiaopoptotic neuroprotective and mitigative agent against the space radiation hazards and 
the side effect risk in hadrontherapy. Consistent with all the overwhelming experimental 
evidence described above it may be concluded that melatonin can efficiently protect against 
and mitigate radiation induced oxidative stress. The majority of the published works on its 
ROS scavenging action coincide on the conclusion that melatonin is excellent for this task 
and make melatonin efficient pharmacological radioprotectors.  
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7. Toxicity and biosafety of melatonin 
The melatonin doses chosen in several studies were between 5 and 15 mg/kg bw, which are 
rather minimal effective doses as reported in animal studies. Whereas, pharmacological 
studies in rats of up to 250 mg/kg doses did not indicate any adverse effects. In addition, 
human volunteers who ingested a single oral dose of 1–300 mg and 1 g of melatonin daily 
for 30 days did not report any adverse side effects. In a study, none of the 15 weanling rats 
administered with 5–15 mg/kg of melatonin died during the 6-wk observation period 
(Yavuz et al. 2003). In addition, ip treatment with melatonin for 45 days did not show 
abnormal singes (El-Missiry et al. 2007). All of these observations provide support for the 
non-toxic nature of melatonin (Cheung et al. 2006).  

8. Conclusion 
Apart from nuclear accidents, radiation has been used increasingly in medicine and 
industry to help with diagnosis, treatment, and technology. However, radiation hazards 
present an enormous challenge for the biological and medical safety. The deleterious effects 
of ionizing radiation in biological systems are mainly mediated through the generation ROS 
in cells as a result of water radiolysis leading to oxidative stress. •OH considered the most 
damaging of all free radicals generated in organisms, are often responsible for biomolecular 
damage caused by ionizing radiation. Oxidative stress greatly contributes to radiation-
induced cytotoxicity and to metabolic and morphologic changes in animals and humans 
during occupational settings, radiotherapy, and space flight. Melatonin is an indoleamine 
hormone synthesized from tryptophan in pinealocytes. It is distributed ubiquitously in 
organisms and in all cellular compartments, and it easily passes through all biological 
membranes. Several studies have indicated that melatonin may act as a scavenger of ROS 
such as hydroxyl radical, alkoxyl radical, hypochlorous acid and singlet oxygen. A number 
of in vitro and in vivo studies have reported that exogenously administered melatonin 
provides protection against radiation induced oxidative stress in different species. Its ability 
to reduce DNA damage, lipid peroxidation, and protein damage may originate from its 
function as a preventive antioxidant (scavenging initiating radicals directly or indirectly). 
Furthermore, this indoleamine manifests its antioxidative properties by upregulation of 
endogenous antioxidant defense mechanisms, increases the efficiency of the electron 
transport chain thereby limiting electron leakage and free radical generation, protects the 
integrity of the mitochondria and promotes ATP synthesis. Furthermore, several metabolites 
that are formed when melatonin neutralizes damaging reactants are themselves scavengers 
suggesting scavenging cascade reaction that greatly increase the efficacy of melatonin in 
preventing oxidative damage. Several observations provide support for the non-toxic nature 
of melatonin. The radioprotective and mitigative effects of melatonin against cellular 
damage caused by oxidative stress and its low toxicity make this innate antioxidant a 
potential drug in situations where the effects of ionizing radiation are to be controlled.  
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1. Introduction 
Radiosensitization effects of hyperthermia and chemotherapeutic agents as currently 
exploited in the clinic are discussed with respect to the linear quadratic parameters of dose-
survival curve presentations. Studies of different human tumour cell lines show that a 
synergistic interaction can be obtained between hyperthermia, chemotherapy and radiation 
and that this interaction is more likely to occur in cell lines which are relatively sensitive to 
chemotherapy. The influence of modifying agents on radiation dose survival curves can 
adequately be analysed with the use of the linear-quadratic model: S(D)/S(O)= exp-
(αD+βD2). The linear parameter, α, represents lethal damage from single particle events and 
describes the low dose area while the quadratic parameter, β, indicating sub lethal damage 
(SLD) dominates the effectiveness in the high dose region (Barendsen, 1990, 1994, 1997). 
The linear-quadratic model is based on well accepted biophysical concepts, involving the 
assumption that lethal damage can be induced by single-particle tracks and by interaction of 
damage from multiple particles. It has been found to describe the low-dose region of the 
survival curves up to 6 Gy rather accurately. Furthermore the LQ-model has been shown to 
describe adequately dose fractionation effects for normal tissue tolerance and for 
experimental tumours. The LQ-model has also the advantage that it requires only two 
parameters to describe radiation dose-survival curves. It allows the separate analysis of 
changes in effectiveness in the low dose range, mainly determined by the linear term and in 
the high dose range determined mainly by the quadratic term (Barendsen, 1982; Joiner & 
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Kogel, 2009). An additional advantage of the LQ model is that its parameters can be 
discussed in terms of specific mechanisms of cell inactivation by radiation (Barendsen, 1990, 
1994). Linear-quadratic analyses of hyperthermia- or chemotherapy-induced radiation 
sensitisation have been reported for exponentially growing and plateau phase human 
tumour cells in culture and for different experimental rodent cell lines (Franken et al., 1997a, 
1997b; van Bree et al., 1997, 2000; Castro Kreder et al., 2004; Bergs et al., 2006, 2007abc). 
When the additional treatment results in increases of the value of the α-parameter, this 
indicates that this treatment radiosensitizes at clinically relevant doses. When the additional 
treatment influences the value of the β-parameter it indicates that the additional treatment 
has an effect on the repair of sublethal damage.  
In order to determine the linear and quadratic parameters and the effects of the different 
agents on these parameters clonogenic assays (Franken et al., 2006) were conducted of cells 
after ionizing radiation only and after combined hyperthermia or chemotherapy with 
radiation treatment. Radiation dose survival curves have been obtained and analysed 
according to the LQ formula: S(D)/S(0)= exp-(αD+βD2). (Barendsen, 1982; Barendsen et al., 
2001; Franken et al., 2004, 2006). The effects of the different agents on the linear parameter, α 
and quadratic parameter, β will be described. If significant changes are derived, the values 
of / ratio’s are also of interest, because these ratio’s show whether the influence of the 
dose per fraction, dose fractionation and dose rate in radiation treatments is larger or 
smaller due to the combined treatments. These ratio’s may increase with increasing  or 
decreasing . A change in the / ratio might be clinically of interest for the selection of 
fractionation schedules. 

2. Hyperthermia 
Hyperthermia refers to heat treatments if cells or malignancies in which the temperature is 
elevated in the range of 39C to 45C. It is used in combination with chemo- and/or 
radiotherapy since it is has been shown to enhance the anti-cancer effects of both therapies 
(Gonzalez Gonzalez et al., 1995; Van Der Zee et al., 2002; Crezee et al. 2009). Many in vitro 
studies on the combination of hyperthermia and radiation have shown a synergistic 
interaction between the two modalities, especially at higher temperatures (above 42ºC) 
(Dewey et al., 1978; Roti Roti, 2004; Raaphorst et al., 1991). This interaction is believed to 
result from inhibition of repair of radiation-induced DNA damage by hyperthermia 
(Kampinga et al., 2001; Hildebrandt et al., 2002). The sequence of combined radiation and 
hyperthermia treatment is important. Optimal sensitization is obtained when radiation and 
hyperthermia are applied simultaneously or with a short interval (Hall & Giaccio, 2006). In 
the clinic this is not always possible. In our experiments hyperthermia was applied 
immediately after radiation treatment. 
Despite the clinical goal to reach (cytotoxic) temperatures as high as 43 ºC, tumour 
temperature distributions are in practice heterogeneous. In large areas of the tumour 
temperatures are often lower than 43ºC. Nonetheless, good results have been obtained in 
locally advanced cervical cancers with tumour temperatures below 43 ºC (van der Zee et al., 
2000). Mild temperatures have more subtle effects than high temperatures, such as tumour-
reoxygenation (Dewhirst et al., 2005; Bergs et al., 2007abc). Recently it has been shown that 
hyperthermia (42 ºC for 1h) transiently breaks down the BRCA2 protein (Krawczyk et al., 
2011). In this paragraph the effects of hyperthermia treatment for 1h at 41 or 43 C on the 
linear quadratic parameters are summarized. Several different cell types have been studied.  
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2.1 Effect of hyperthermia treatment on radiosensitivity of RKO cells  
The RKO cells, derived from human colon cancer, are relatively sensitive to hyperthermia 
treatment. Hyperthermia treatment for 1h at 43ºC decreases the relative survival to less than 
0.01 and combination with radiation doses in excess of 5 Gy always resulted in a situation in 
which no colony formation was observed. Treatment  of cells  with  41ºC  hyperthermia  (1h)  
alone  had  little  effect and resulted in a surviving fraction of 0.8 ± 0.4 in immediately plated 
(ip) cells and of 0.9 ± 0.1 in delayed plated (dp) cells. When cells were treated at 41C for 1h 
immediately prior to irradiation, a significant (p < 0.001) enhancement of cellular 
radiosensitivity was observed both in ip (figure 1A) and dp (figure 1B) cells.  
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The effects of hyperthermia on the LQ parameters are summarized in table 1. The value of 
the linear parameter α increased by a factor 1.7-1.8 while the value of the β parameter even 
increased with a factor as high as 2.5-7.0. One must bear in mind that the quadratic 
component in this cell line is very small and small changes can have a large effect on the 
numerical values of . 

2.2 Effect of hyperthermia treatment on radiosensitivity of SW-1573 cells 
SW-1573 cells are derived from a human lung tumour and are much less sensitive to 
hyperthermia treatment than RKO cells. Studies were performed to evaluate whether 
pretreatment with hyperthermia at 41C or at 43C in SW-1573 cells was able to enhance the 
radiosensitivity of these cells. Hyperthermia treatment at 41C for 1h without radiation did 
not result in a decrease of the surviving fraction for ip and dp cells as compared to radiation 
alone. One hour hyperthermia treatment at 43 ºC decreased survival to 0.5 ± 0.1 for ip and to 
0.4 ± 0.2 for dp cells. Pre-treatment of cells at 41C for 1h did not alter cellular 
radiosensitivity of both ip and dp cells (figure 2A). However, 1h treatment at 43C resulted 
in a significant (p < 0.001) radiation enhancement both in ip and dp cells (figure 2B). In table 
I the values of the linear-quadratic parameters for radiation alone and for combined 
treatments are given. Hyperthermia treatment for 1 h at 41C did result in an increase of the 
value of β by a factor 1.3-1.8 while the value of α even decreased. Hyperthermia treatment 
for 1 h at 43C result in an increase of the value of α by a factor 2.3-4.4 while the value β 
increased with a factor 1.8-2.0.  
 
 

 
 

Fig. 2. Radiation survival curves of confluent cultures of SW-1573 cells (human lung tumour 
cells) plated immediately after irradiation (ip) or 24h after irradiation (dp) with or without 
hyperthermia pre-treatment at 41ºC (left) or at 43ºC (right) for 1h. Means with standard 
errors of at least three experiments are shown. 
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Cells Treatment α (Gy-1) β (Gy-2) α/β α-enhanc 
factor 

β-enhanc 
factor 

RKO ip sham 0.55  0.09 0.02  0.01 27.5  14.1   
 HT 41 1h 0.93  0.09* 0.05  0.02 18.6  7.7 1.7  0.3 2.5  1.6 

RKO dp sham 0.47  0.09 0.01  0.01 47.0  47.61   
 HT 41 1h 0.83  0.08* 0.07  0.02 11.9  3.6 1.8  0.4 7.0  7.3 

SW1573 ip sham 0.21  0.02 0.06  0.02 3.5  1.2   
 HT 41 1h 0.06  0.02 0.11  0.03 0.6  0.2 0.3  0.1 1.8  0.8 
 HT 43 1h 0.49  0.04* 0.12  0.03 4.1  1.1 2.3  0.3 2.0  0.8 

SW1573 dp sham 0.09  0.02 0.06  0.02 1.5  1.6   
 HT 41 1h 0.05  0.02 0.08  0.02 0.6  0.6 0.6  0.3 1.3  0.6 
 HT 43 1h 0.40  0.04* 0.11  0.03 3.6  1.1 4.4  1.1 1.8  0.8 

Sham= is radiation only; ip=immediately plated; dp=delayed plated. * Significant from sham p<0.05. 
1The α/β has a large variation because of the high uncertainty of the value of β.  

Table 1. Values of the linear-quadratic parameters α and β, α/β and enhancement factors 
from cells treated with ionizing radiation only and after combined radiation and 
hyperthermia treatment 

3. Cisplatin 
Cisplatin is a widely used anti-cancer drug, often combined with radiotherapy (Gorodetsky et 
al., 1998). Chemo-radiation application based on cisplatin has now become the standard 
treatment for, among others, locally advanced cervical carcinoma (Duenas-Gonzalez et al., 
2003) and locally advanced non-small cell lung cancer (NSCLC) (Loprevite et al., 2001). 
There have been many studies on the radiation sensitizing effect of cisplatin, but results 
vary from a clear cisplatin-induced radiosensitization (Begg et al., 1986; Nakamoto et al., 
1996; Bergs et al., 2006, 2007ab) to only an additive effect on cell survival (Fehlauer et al., 
2000). Cisplatin and radiation have in common that their cellular target is DNA (Rabik & 
Dolan, 2007).  
Cisplatin causes DNA damage by the formation of inter- and intrastrand adducts (Crul et 
al., 2002). The cisplatin-DNA adducts can cause cell cycle arrest, inhibition of DNA 
replication and transcription, and eventually apoptosis (Myint et al., 2002). Repair inhibition 
of DNA has also been implicated (Lawrence et al., 2003) The most important repair 
pathways reported to be involved in cisplatin-induced DNA damage repair are nucleotide 
excision repair (NER) and/or homologous recombination (HR) (Haveman et al., 2004; De 
Silva et al., 2002). An additional route for the repair of cisplatin-DNA interstrand adducts is 
the post-replication/translation repair pathway which helps the cell to tolerate or bypass the 
lesion (Dronkert & Kanaar, 2001). Irradiation causes repairable (potentially lethal) and non-
repairable (lethal) lesions to the DNA which are induced independently. The ultimate effect 
of the repairable lesions depends on competing processes of repair and misrepair. The 
repair of the potentially lethal damage (PLDR) is reflected by the difference in survival 
between immediately and delayed plated cells. Inhibition of PLDR is implicated to play a 
role in cisplatin-induced radiation sensitization (Bergs et al., 2006). More specifically, 
cisplatin-induced radiation sensitization has been shown to occur through inhibition of the 
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The effects of hyperthermia on the LQ parameters are summarized in table 1. The value of 
the linear parameter α increased by a factor 1.7-1.8 while the value of the β parameter even 
increased with a factor as high as 2.5-7.0. One must bear in mind that the quadratic 
component in this cell line is very small and small changes can have a large effect on the 
numerical values of . 

2.2 Effect of hyperthermia treatment on radiosensitivity of SW-1573 cells 
SW-1573 cells are derived from a human lung tumour and are much less sensitive to 
hyperthermia treatment than RKO cells. Studies were performed to evaluate whether 
pretreatment with hyperthermia at 41C or at 43C in SW-1573 cells was able to enhance the 
radiosensitivity of these cells. Hyperthermia treatment at 41C for 1h without radiation did 
not result in a decrease of the surviving fraction for ip and dp cells as compared to radiation 
alone. One hour hyperthermia treatment at 43 ºC decreased survival to 0.5 ± 0.1 for ip and to 
0.4 ± 0.2 for dp cells. Pre-treatment of cells at 41C for 1h did not alter cellular 
radiosensitivity of both ip and dp cells (figure 2A). However, 1h treatment at 43C resulted 
in a significant (p < 0.001) radiation enhancement both in ip and dp cells (figure 2B). In table 
I the values of the linear-quadratic parameters for radiation alone and for combined 
treatments are given. Hyperthermia treatment for 1 h at 41C did result in an increase of the 
value of β by a factor 1.3-1.8 while the value of α even decreased. Hyperthermia treatment 
for 1 h at 43C result in an increase of the value of α by a factor 2.3-4.4 while the value β 
increased with a factor 1.8-2.0.  
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cells) plated immediately after irradiation (ip) or 24h after irradiation (dp) with or without 
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Cells Treatment α (Gy-1) β (Gy-2) α/β α-enhanc 
factor 

β-enhanc 
factor 

RKO ip sham 0.55  0.09 0.02  0.01 27.5  14.1   
 HT 41 1h 0.93  0.09* 0.05  0.02 18.6  7.7 1.7  0.3 2.5  1.6 

RKO dp sham 0.47  0.09 0.01  0.01 47.0  47.61   
 HT 41 1h 0.83  0.08* 0.07  0.02 11.9  3.6 1.8  0.4 7.0  7.3 

SW1573 ip sham 0.21  0.02 0.06  0.02 3.5  1.2   
 HT 41 1h 0.06  0.02 0.11  0.03 0.6  0.2 0.3  0.1 1.8  0.8 
 HT 43 1h 0.49  0.04* 0.12  0.03 4.1  1.1 2.3  0.3 2.0  0.8 

SW1573 dp sham 0.09  0.02 0.06  0.02 1.5  1.6   
 HT 41 1h 0.05  0.02 0.08  0.02 0.6  0.6 0.6  0.3 1.3  0.6 
 HT 43 1h 0.40  0.04* 0.11  0.03 3.6  1.1 4.4  1.1 1.8  0.8 

Sham= is radiation only; ip=immediately plated; dp=delayed plated. * Significant from sham p<0.05. 
1The α/β has a large variation because of the high uncertainty of the value of β.  

Table 1. Values of the linear-quadratic parameters α and β, α/β and enhancement factors 
from cells treated with ionizing radiation only and after combined radiation and 
hyperthermia treatment 

3. Cisplatin 
Cisplatin is a widely used anti-cancer drug, often combined with radiotherapy (Gorodetsky et 
al., 1998). Chemo-radiation application based on cisplatin has now become the standard 
treatment for, among others, locally advanced cervical carcinoma (Duenas-Gonzalez et al., 
2003) and locally advanced non-small cell lung cancer (NSCLC) (Loprevite et al., 2001). 
There have been many studies on the radiation sensitizing effect of cisplatin, but results 
vary from a clear cisplatin-induced radiosensitization (Begg et al., 1986; Nakamoto et al., 
1996; Bergs et al., 2006, 2007ab) to only an additive effect on cell survival (Fehlauer et al., 
2000). Cisplatin and radiation have in common that their cellular target is DNA (Rabik & 
Dolan, 2007).  
Cisplatin causes DNA damage by the formation of inter- and intrastrand adducts (Crul et 
al., 2002). The cisplatin-DNA adducts can cause cell cycle arrest, inhibition of DNA 
replication and transcription, and eventually apoptosis (Myint et al., 2002). Repair inhibition 
of DNA has also been implicated (Lawrence et al., 2003) The most important repair 
pathways reported to be involved in cisplatin-induced DNA damage repair are nucleotide 
excision repair (NER) and/or homologous recombination (HR) (Haveman et al., 2004; De 
Silva et al., 2002). An additional route for the repair of cisplatin-DNA interstrand adducts is 
the post-replication/translation repair pathway which helps the cell to tolerate or bypass the 
lesion (Dronkert & Kanaar, 2001). Irradiation causes repairable (potentially lethal) and non-
repairable (lethal) lesions to the DNA which are induced independently. The ultimate effect 
of the repairable lesions depends on competing processes of repair and misrepair. The 
repair of the potentially lethal damage (PLDR) is reflected by the difference in survival 
between immediately and delayed plated cells. Inhibition of PLDR is implicated to play a 
role in cisplatin-induced radiation sensitization (Bergs et al., 2006). More specifically, 
cisplatin-induced radiation sensitization has been shown to occur through inhibition of the 
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non-homologous end joining (NHEJ) pathway and recombinational repair (Myint et al., 
2002; Haveman et al., 2004; Dolling et al., 1999).  
In this paragraph the radiation sensitization of cisplatin on the lung tumour cell line SW1573 
and the cervical tumour cell line Siha is described as changes in linear and quadratic 
parameters. In figure 3 survival curves are shown for SW1573 lung tumour cells after 
radiation alone and after radiation combined with cisplatin treatment (1 μM for 1 h). 
Cisplatin was added to the cultures just before radiation. The survival curves are obtained 
directly (ip) and 24 h after (dp) treatment to determine potentially lethal damage repair. A 
slight, but statistically significant effect of cisplatin on the radiosensitivity was only   
 

 
 

 
Fig. 3. Radiation survival curves of confluent cultures of SW-1573 cells plated immediately 
after irradiation, ip (top) or 24 h after irradiation, dp (below) with or without 1µM cisplatin 
treatment for one hour. Means with standard errors of at least three experiments are shown. 
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observed in delayed plated cells (p = 0.02). This was also described by an increase in the α- 
and β-value (table 2). Only for the delayed plated cells an increase with a factor of 2.5 for the 
value of α was obtained by cisplatin treatment. For both plating conditions an increase with 
a factor of 1.2 was obtained for the value of β. In the table 2 also the effects on the linear and 
quadratic parameters of different plating conditions are presented as well as a 1 h 
incubation with 1 or 5 μM cisplatin and a continuous incubation with cisplatin during the 
complete duration of the clonogenic assay. It is obvious that the cervical tumour cells Siha are 
more radiosensitzed with 1 μM continous cisplatin incubation than the SW1573 lung tumour 
cells. 
 

Cells Treatment α (Gy-1) 
 

β (Gy-2) 
 α/β α-enhanc 

factor 
β-enhanc 

factor 
SW1573 ip sham 0.21  0.09 0.061  0.016 3.4  1.7   

 1 μM cisplatin 
(1h) 

0.21  0.08 0.072  0.018 2.9  1.3 1.0  0.6 1.2  0.4 

SW1573 dp sham 0.10  0.09 0.063  0.016 1.6  1.5   
 1 μM cisplatin 

(1h) 
0.25  0.09* 0.077  0.017 3.3  1.4 2.5  2.4 1.2  0.4 

SW1573 ppi sham 0.37  0.12 0.014 0.034 26.4  64.81   
 1 μM cisplatin 

(cont) 
0.41  0.08 0.019  0.025 21.6  28.71 1.1  0.4 1.4  3.8 

 5 μM cisplatin 
(cont) 

0.58  0.20* 0.030  0.008* 19.3  8.4 1.6  0.7 2.1  5.2 

Siha ppi sham 0.41  0.04 0.01  0.01 41.0  41.21   
 1 μM cisplatin 

(cont) 
0.81  0.12* 0.02  0.02 40.5  41.01 2.0  0.4 2.0  2.8 

Sham is radiation only; ip=immediately plated; dp=delayed plated; ppi=plated prior to irradiation. * 
Significant from sham p<0.05. / values show that with SW1573 cells the quadratic term is affected 
more than the linear term, while with Siha cells only the linear term is significantly increased.  1 The α/β 
has a large variation because of the high uncertainty of the value of β.  

Table 2. Values of the linear-quadratic parameters α and β and enhancement factors from 
SW1573 and Siha cells treated with ionizing radiation only and after combined radiation 
cisplatin (1 μM for 1h; 1 μM continuously; 5 μM continuously) treatment 

4. Gemcitabine 
Gemcitabine (dFdC, Difluorodeoxycytidine) is a deoxycytidine analogue with clinical 
activity in non-small cell lung cancer (NSCLC) and pancreatic cancer (Fosella et al., 1997; 
Manegold et al., 2000; Castro Kreder et al., 2004). It requires phosphorylation to its active 
metabolites, gemcitabine-diphosphate (dF-dCTP) and gemcitabine-triphosphate (dF-dCTP), 
with the initial phophorylation by deoxycytidine kinase (dCK) being the rate limiting step 
(Heinemann et al., 1992; Shewach et al., 1994). The dF-dCTP inhibits ribonucleotide 
reductase which regulates the production of deoxynucleotides necessary for DNA synthesis 
and repair (Plukett et al., 1995). The depletion of the deoxynucleotides leads to an increased 
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parameters. In figure 3 survival curves are shown for SW1573 lung tumour cells after 
radiation alone and after radiation combined with cisplatin treatment (1 μM for 1 h). 
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observed in delayed plated cells (p = 0.02). This was also described by an increase in the α- 
and β-value (table 2). Only for the delayed plated cells an increase with a factor of 2.5 for the 
value of α was obtained by cisplatin treatment. For both plating conditions an increase with 
a factor of 1.2 was obtained for the value of β. In the table 2 also the effects on the linear and 
quadratic parameters of different plating conditions are presented as well as a 1 h 
incubation with 1 or 5 μM cisplatin and a continuous incubation with cisplatin during the 
complete duration of the clonogenic assay. It is obvious that the cervical tumour cells Siha are 
more radiosensitzed with 1 μM continous cisplatin incubation than the SW1573 lung tumour 
cells. 
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factor 
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0.21  0.08 0.072  0.018 2.9  1.3 1.0  0.6 1.2  0.4 

SW1573 dp sham 0.10  0.09 0.063  0.016 1.6  1.5   
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(1h) 
0.25  0.09* 0.077  0.017 3.3  1.4 2.5  2.4 1.2  0.4 

SW1573 ppi sham 0.37  0.12 0.014 0.034 26.4  64.81   
 1 μM cisplatin 
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0.41  0.08 0.019  0.025 21.6  28.71 1.1  0.4 1.4  3.8 
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0.58  0.20* 0.030  0.008* 19.3  8.4 1.6  0.7 2.1  5.2 

Siha ppi sham 0.41  0.04 0.01  0.01 41.0  41.21   
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(cont) 
0.81  0.12* 0.02  0.02 40.5  41.01 2.0  0.4 2.0  2.8 

Sham is radiation only; ip=immediately plated; dp=delayed plated; ppi=plated prior to irradiation. * 
Significant from sham p<0.05. / values show that with SW1573 cells the quadratic term is affected 
more than the linear term, while with Siha cells only the linear term is significantly increased.  1 The α/β 
has a large variation because of the high uncertainty of the value of β.  
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SW1573 and Siha cells treated with ionizing radiation only and after combined radiation 
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Gemcitabine (dFdC, Difluorodeoxycytidine) is a deoxycytidine analogue with clinical 
activity in non-small cell lung cancer (NSCLC) and pancreatic cancer (Fosella et al., 1997; 
Manegold et al., 2000; Castro Kreder et al., 2004). It requires phosphorylation to its active 
metabolites, gemcitabine-diphosphate (dF-dCTP) and gemcitabine-triphosphate (dF-dCTP), 
with the initial phophorylation by deoxycytidine kinase (dCK) being the rate limiting step 
(Heinemann et al., 1992; Shewach et al., 1994). The dF-dCTP inhibits ribonucleotide 
reductase which regulates the production of deoxynucleotides necessary for DNA synthesis 
and repair (Plukett et al., 1995). The depletion of the deoxynucleotides leads to an increased 
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incorporation of the dF-dCTP into DNA, blocking DNA synthesis (masked chain 
termination). After incorporation of the dF-dCTP into the DNA an increase in the number of 
DNA single-strand breaks, chromosome breaks and micronuclei has been observed (Auer et 
al., 1997).  
Both in vitro and in vivo studies have shown that gemcitabine is a potent radiosensitizer 
(Shewach et al., 1994; Rockwell & Grindey, 1992; Lawrence et al., 1996; Latz et al., 1998; 
Gregoire et al. 1998; Milas et al., 1999; van Putten et al., 2001, Wachters et al., 2003, Castro 
Kreder et al., 2003). However, in an early study in non-small cell lung cancer patients, 
concurrent gemcitabine and radiotherapy resulted in unacceptable pulmonary toxicity 
related to the large volume of radiation delivered to the lung (Scalliet et al., 1998). More 
recent ongoing phase I trials show that concurrent gemcitabine at lower doses and 
radiotherapy is feasible without severe pulmonary toxicity (Manegold et al., 2000; 
Blackstock et al., 2001). Its unique mechanism of action, its lack of overlapping toxicity and 
its favourable toxicity profile define gemcitabine as an ideal candidate for combination 
therapy (Manegold et al., 2000). Currently many randomized studies are ongoing in which 
gemcitabine is combined with radiotherapy. 
Gemcitabine radiosensitization is studied in a gemcitabine sensitive and resistant human 
lung tumour cells, SWp and SWg, resp., and in gemcitabine sensitive and resistant human 
ovarian tumour cells, A2780 and AG6000, resp. (Van Bree et al., 2002; Bergman et al., 2000). 
Gemcitabine was given 24 h before radiation treatment. The SWp is in fact similar to the 
SW1573 cell line which has been described above. It is called here SWp to distinguish it from 
SWg, the gemcitabine resistant counterpart which has been developed by van Bree et al. 
(2002). The lung tumour cells have different sensitivities to radiation alone as compared to 
the ovarian cancer cells (Van Bree et al., 2002; Bergman et al., 2000).  
In table 3 the linear and quadratic parameters of the different cell lines obtained after 
analyses of the radiation dose survival curves for radiation alone and after combined 
radiation and gemcitabine treatment are summarized. SWp and SWg were almost equally 
sensitive to ionizing radiation alone with respect to the low dose region described by the α-
value of the linear quadratic formula (Table 3). A slight increase in survival was observed in 
SWg cells in the high dose region which was reflected by a slightly lower β-value of the 
linear-quadratic formula (0.040 ± 0.006 vs 0.055 ± 0.008). The human ovarian carcinoma cell 
line A2780 and its gemcitabine-resistant variant AG6000 were equally sensitive to ionizing 
radiation. The surviving fractions of the different cell lines after incubation with gemcitabine 
alone are: SWp 10 nM: 0.52 ± 0.06; SWg 10 μM: 0.95 ± 0.03, 100 μM: 0.24 ± 0.11; A2780 2 nM: 
0.82 ± 0.08, 10 nM: 0.21 ± 0.08; AG6000 20 μM: 0.62 ± 0.07, 50 μM: 0.22 ± 0.04.  
As can be observed in figure 4 and table 3 radiosensitization is observed with gemcitabine-
sensitive as well as in gemcitabine resistant cells. For the resistant cells much higher 
gemcitabine doses are needed for the radiation sensitization to result in similar cytotoxicity. 
Both gemcitabine-sensitive cell lines SWp and A2780 are sensitized by incubation with 10 
nM of gemcitabine for 24 h before irradiation while the SWg and AG6000 are not sensitized 
with this dose of gemcitabine. The sensitization is described by an increase in the α-values 
with factors of 3 and 1.4 respectively, whereas the -values are not significantly altered. 
Higher concentrations of Gemcitabine (50 and 100 nM resp.) are required to sensitize 
gemcitabine-resistant AG6000 and SWg cells to irradiation. For the SWg cells, the 
radiosensitization was reflected by an increase by a factor of 2.25 in the value of , whereas 
in the AG6000 only the α-value was increased by factor of 1.3.  
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Fig. 4. Radiation sensitization after 24 h incubation with different concentrations of 
gemcitabine in gemcitabine sensitive SWp and resistant SWg lung tumour cells and in 
gemcitabine sensitive A2780 and resistant AG6000 ovary cancer cells. Surviving fractions are 
corrected for gemcitabine toxicity alone (for values see text). Cells are plated immediately 
after irradiation. Means with SEM of at least three separate experiments are shown. 
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incorporation of the dF-dCTP into DNA, blocking DNA synthesis (masked chain 
termination). After incorporation of the dF-dCTP into the DNA an increase in the number of 
DNA single-strand breaks, chromosome breaks and micronuclei has been observed (Auer et 
al., 1997).  
Both in vitro and in vivo studies have shown that gemcitabine is a potent radiosensitizer 
(Shewach et al., 1994; Rockwell & Grindey, 1992; Lawrence et al., 1996; Latz et al., 1998; 
Gregoire et al. 1998; Milas et al., 1999; van Putten et al., 2001, Wachters et al., 2003, Castro 
Kreder et al., 2003). However, in an early study in non-small cell lung cancer patients, 
concurrent gemcitabine and radiotherapy resulted in unacceptable pulmonary toxicity 
related to the large volume of radiation delivered to the lung (Scalliet et al., 1998). More 
recent ongoing phase I trials show that concurrent gemcitabine at lower doses and 
radiotherapy is feasible without severe pulmonary toxicity (Manegold et al., 2000; 
Blackstock et al., 2001). Its unique mechanism of action, its lack of overlapping toxicity and 
its favourable toxicity profile define gemcitabine as an ideal candidate for combination 
therapy (Manegold et al., 2000). Currently many randomized studies are ongoing in which 
gemcitabine is combined with radiotherapy. 
Gemcitabine radiosensitization is studied in a gemcitabine sensitive and resistant human 
lung tumour cells, SWp and SWg, resp., and in gemcitabine sensitive and resistant human 
ovarian tumour cells, A2780 and AG6000, resp. (Van Bree et al., 2002; Bergman et al., 2000). 
Gemcitabine was given 24 h before radiation treatment. The SWp is in fact similar to the 
SW1573 cell line which has been described above. It is called here SWp to distinguish it from 
SWg, the gemcitabine resistant counterpart which has been developed by van Bree et al. 
(2002). The lung tumour cells have different sensitivities to radiation alone as compared to 
the ovarian cancer cells (Van Bree et al., 2002; Bergman et al., 2000).  
In table 3 the linear and quadratic parameters of the different cell lines obtained after 
analyses of the radiation dose survival curves for radiation alone and after combined 
radiation and gemcitabine treatment are summarized. SWp and SWg were almost equally 
sensitive to ionizing radiation alone with respect to the low dose region described by the α-
value of the linear quadratic formula (Table 3). A slight increase in survival was observed in 
SWg cells in the high dose region which was reflected by a slightly lower β-value of the 
linear-quadratic formula (0.040 ± 0.006 vs 0.055 ± 0.008). The human ovarian carcinoma cell 
line A2780 and its gemcitabine-resistant variant AG6000 were equally sensitive to ionizing 
radiation. The surviving fractions of the different cell lines after incubation with gemcitabine 
alone are: SWp 10 nM: 0.52 ± 0.06; SWg 10 μM: 0.95 ± 0.03, 100 μM: 0.24 ± 0.11; A2780 2 nM: 
0.82 ± 0.08, 10 nM: 0.21 ± 0.08; AG6000 20 μM: 0.62 ± 0.07, 50 μM: 0.22 ± 0.04.  
As can be observed in figure 4 and table 3 radiosensitization is observed with gemcitabine-
sensitive as well as in gemcitabine resistant cells. For the resistant cells much higher 
gemcitabine doses are needed for the radiation sensitization to result in similar cytotoxicity. 
Both gemcitabine-sensitive cell lines SWp and A2780 are sensitized by incubation with 10 
nM of gemcitabine for 24 h before irradiation while the SWg and AG6000 are not sensitized 
with this dose of gemcitabine. The sensitization is described by an increase in the α-values 
with factors of 3 and 1.4 respectively, whereas the -values are not significantly altered. 
Higher concentrations of Gemcitabine (50 and 100 nM resp.) are required to sensitize 
gemcitabine-resistant AG6000 and SWg cells to irradiation. For the SWg cells, the 
radiosensitization was reflected by an increase by a factor of 2.25 in the value of , whereas 
in the AG6000 only the α-value was increased by factor of 1.3.  
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Fig. 4. Radiation sensitization after 24 h incubation with different concentrations of 
gemcitabine in gemcitabine sensitive SWp and resistant SWg lung tumour cells and in 
gemcitabine sensitive A2780 and resistant AG6000 ovary cancer cells. Surviving fractions are 
corrected for gemcitabine toxicity alone (for values see text). Cells are plated immediately 
after irradiation. Means with SEM of at least three separate experiments are shown. 
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Cells Treatment α (Gy-1) β (Gy-2) α/β α -enhanc 
factor 

β -enhanc 
factor 

SWp sham 0.10  0.03 0.055  0.008 1.8  0.6   
 10nM 

gemcitabine 
0.30  0.06* 0.053  0.007 5.7  1.4 3.0  2.8 0.96  0.2 

SWg sham 0.09  0.02 0.040  0.006 2.3  0.6   
 100 µM 

gemcitabine 
0.09  0.03 0.090  

0.041† 
1.0  0.6 1.0  0.5 2.3  1.1 

A2780 sham 0.80  0.10 na    
 10nM 

gemcitabine 
1.10  0.15* na  1.4  0.3  

AG6000 sham 0.83  0.13 na    
 50µM 

gemcitabine 
1.11  0.20† na  1.3  0.3  

significant difference with *P<0.01, †P<0.05, na is not applicable 

Table 3. Values of the linear-quadratic parameters α and β and enhancement factors from 
cells treated with ionizing radiation only and gemcitabine-sensitized radiation dose survival 
curves of gemcitabine-sensitive (SWp and A2780) and gemcitabine-resistant (SWg and 
AG6000) cells. 

5. Halogenated pyrimidines 
Incorporation of halogenated pyrimidines (HPs), chloro-, bromo- and iodo-deoxyuridine 
(CldUrd, BrdUrd, IdUrd) into DNA is known to sensitise cells to ionizing radiation (Franken 
et al. 1997ab, 1999ab; van Bree et al. 1997; Iliakis et al. 1999; Miller et al. 1992ab). The induced 
radiosensitisation increases with the degree of thymidine-replacement. The mechanism of 
radiation sensitisation by the HPs has been suggested to be either an increase in the amount 
of DNA damage induced by radiation, an influence on repair of sublethal damage (SLD), 
and/or an enhanced expression of potentially lethal damage (PLD) (Jones et al. 1995; 
Franken et al. 1997). Since different processes are involved in these phenomena several 
mechanisms might contribute to the radiosensitisation.  
HPs have been suggested to provide an advantage in radiotherapy as radiosensitisers of 
cells in rapidly growing tumours, in particular in clinical conditions in which critical normal 
tissues show limited proliferation and as a consequence take up less HP. Labelling depends 
on the growth fraction, cell loss, cell cycle time and potential doubling time. Of special 
importance for sensitisation is the rate at which non-cycling cells are recruited into the 
proliferative compartment during exposure to HPs and a course of radiotherapy. However, 
even in rapidly growing tumours, cells may, after proliferative cycles, move into a non-
proliferative stage. This might compromise the degree of radiation sensitisation if resting 
cells are less affected by HPs, or are better able to cope with additional damage by repair of 
PLD.  
Here the results of radiosensitization after incubation with 4 μM IdUrd for 72 h are 
presented. IdUrd-induced radio sensitisation was obtained in all studied cell lines, SW1573, 
RUCII (Rat urether carcinoma), R1 (Rat rhabdomyosarcoma) and V79, in exponentially 
growing and in plateau-phase cells. Values of α and β derived by linear-quadratic analyses 
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of survival curves of exponentially growing cells and plateau-phase cells are presented in 
table 4. Survival curves of SW cells and V79 cells are given in figure 5. The plating 
conditions of the V79 cells, i.e. exponentially growing cells plating before or after irradiation 
(ppi or dp resp.), and plateau phase cells plated immediately or 6-24 h delayed after 
irradiation (ip or dp resp.) had no influence on the factor of increase of the α-value. It is 
shown that the value of the linear parameter, α can be enhanced by a factor of 1.9 to 7.5 and 
that in general low values of α are enhanced more than higher values of α. The value of β is 
less enhanced and the enhancement factor ranges from 0.7 to 2.4. 
The direct comparison between immediate and delayed plating of plateau-phase cells and 
between plateau phase and exponentially growing cells shows significant quantitative 
differences. The data on the linear and quadratic parameters described here provide 
various new insights in the interpretation of radiosensitisation of delay plated plateau-
phase cells. It is demonstrated that in delay plated HP-sensitized plateau phase cells PLD 
is not abolished. 
 
 
 
 

 
 
 

Fig. 5. Radiation dose-survival curves of exponentially growing SW-1573 cells (left) without 
IdUrd (open triangles) and after incubation with 4 M IdUrd (closed triangles) and plateau-
phase cells (right) plated immediately after irradiation (dashed lines) and plated 24 h after 
irradiation (solid lines) without IdUrd (open symbols) and after incubation with 4 M IdUrd 
(closed symbols). Each point represents the mean value of 3 different experiments  sem. 
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Cells Treatment α (Gy-1) β (Gy-2) α/β α -enhanc 
factor 

β -enhanc 
factor 

SWp sham 0.10  0.03 0.055  0.008 1.8  0.6   
 10nM 

gemcitabine 
0.30  0.06* 0.053  0.007 5.7  1.4 3.0  2.8 0.96  0.2 

SWg sham 0.09  0.02 0.040  0.006 2.3  0.6   
 100 µM 

gemcitabine 
0.09  0.03 0.090  

0.041† 
1.0  0.6 1.0  0.5 2.3  1.1 

A2780 sham 0.80  0.10 na    
 10nM 

gemcitabine 
1.10  0.15* na  1.4  0.3  

AG6000 sham 0.83  0.13 na    
 50µM 

gemcitabine 
1.11  0.20† na  1.3  0.3  

significant difference with *P<0.01, †P<0.05, na is not applicable 

Table 3. Values of the linear-quadratic parameters α and β and enhancement factors from 
cells treated with ionizing radiation only and gemcitabine-sensitized radiation dose survival 
curves of gemcitabine-sensitive (SWp and A2780) and gemcitabine-resistant (SWg and 
AG6000) cells. 

5. Halogenated pyrimidines 
Incorporation of halogenated pyrimidines (HPs), chloro-, bromo- and iodo-deoxyuridine 
(CldUrd, BrdUrd, IdUrd) into DNA is known to sensitise cells to ionizing radiation (Franken 
et al. 1997ab, 1999ab; van Bree et al. 1997; Iliakis et al. 1999; Miller et al. 1992ab). The induced 
radiosensitisation increases with the degree of thymidine-replacement. The mechanism of 
radiation sensitisation by the HPs has been suggested to be either an increase in the amount 
of DNA damage induced by radiation, an influence on repair of sublethal damage (SLD), 
and/or an enhanced expression of potentially lethal damage (PLD) (Jones et al. 1995; 
Franken et al. 1997). Since different processes are involved in these phenomena several 
mechanisms might contribute to the radiosensitisation.  
HPs have been suggested to provide an advantage in radiotherapy as radiosensitisers of 
cells in rapidly growing tumours, in particular in clinical conditions in which critical normal 
tissues show limited proliferation and as a consequence take up less HP. Labelling depends 
on the growth fraction, cell loss, cell cycle time and potential doubling time. Of special 
importance for sensitisation is the rate at which non-cycling cells are recruited into the 
proliferative compartment during exposure to HPs and a course of radiotherapy. However, 
even in rapidly growing tumours, cells may, after proliferative cycles, move into a non-
proliferative stage. This might compromise the degree of radiation sensitisation if resting 
cells are less affected by HPs, or are better able to cope with additional damage by repair of 
PLD.  
Here the results of radiosensitization after incubation with 4 μM IdUrd for 72 h are 
presented. IdUrd-induced radio sensitisation was obtained in all studied cell lines, SW1573, 
RUCII (Rat urether carcinoma), R1 (Rat rhabdomyosarcoma) and V79, in exponentially 
growing and in plateau-phase cells. Values of α and β derived by linear-quadratic analyses 
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of survival curves of exponentially growing cells and plateau-phase cells are presented in 
table 4. Survival curves of SW cells and V79 cells are given in figure 5. The plating 
conditions of the V79 cells, i.e. exponentially growing cells plating before or after irradiation 
(ppi or dp resp.), and plateau phase cells plated immediately or 6-24 h delayed after 
irradiation (ip or dp resp.) had no influence on the factor of increase of the α-value. It is 
shown that the value of the linear parameter, α can be enhanced by a factor of 1.9 to 7.5 and 
that in general low values of α are enhanced more than higher values of α. The value of β is 
less enhanced and the enhancement factor ranges from 0.7 to 2.4. 
The direct comparison between immediate and delayed plating of plateau-phase cells and 
between plateau phase and exponentially growing cells shows significant quantitative 
differences. The data on the linear and quadratic parameters described here provide 
various new insights in the interpretation of radiosensitisation of delay plated plateau-
phase cells. It is demonstrated that in delay plated HP-sensitized plateau phase cells PLD 
is not abolished. 
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Cell line 
α  

(Gy-1) 
control 

β  
(Gy-2) 

control 

α (Gy-1) 
IdUrd-

sens 

β (Gy-2) 
IdUrd-

sens 

α/β 
control 

α/β 
IdUrd-

sens 

α -
enhanc 
factor 

β -
enhanc 
factor 

SW 1573 
cells 
Exp 

growing 
ip 

0.22 ± 0.01 0.022 ± 
0.001 0.83 ± 0.06 na 10.0 ± 0.6 na 3.8 ± 0.3 na 

SW 1573 
cells 

Plateau 
phase ip 

0.17 ± 0.03 0.042 ± 
0.004 0.31 ± 0.03 0.047 ± 

0.005 4.1 ± 0.8 6.6 ± 1.0 1.8 ± 0.4 1.1 ± 0.2 

SW 1573 
cells 

Plateau 
phase dp 

0.09  0.02 0.046  
0.002 0.37  0.04 0.033  

0.006 2.0 ± 0.4 11.2 ± 2.4 4.1 ± 1.0 0.7 ± 0.1 

RUCII 
cells Exp 
growing 

ppi 

0.008  0.007 0.025  
0.001 0.06  0.02 0.026  

0.001 0.3 ± 0.3 2.3 ± 0.8 7.5 ± 7.0 1.0 ± 0.1 

R1 cells 
Exp 

growing 
ppi 

0.23  0.01 0.068  
0.003 0.44  0.05 0.075  

0.016 3.4 ± 0.2 5.9 ± 1.4 1.9 ± 0.3 1.1 ± 0.2 

V79 cells 
Exp 

growing 
ip 

0.18  0.02 0.017  
0.003 0.38  0.04 0.023  

0.007 10.6 ±2.2 16.5 ± 5.3 2.1 ± 0.3 1.4 ± 0.5 

V79 cells 
Exp 

growing 
ppi 

0.15  0.02 0.013  
0.003 0.29  0.03 0.016  

0.004 11.5 ± 3.1 18.1 ± 4.9 1.9 ± 0.3 1.2 ± 0.4 

V 79 cells 
Plateau 
phase ip 

0.09  0.03 0.026  
0.004 0.17  0.02 0.062  

0.005 3.5 ± 1.3 2.7 ± 0.4 1.9 ± 0.7 2.4 ± 0.4 

V 79 cells 
Plateau 

phase dp 
0.07  0.02 0.020  

0.002 0.30  0.03 0.024  
0.004 3.5 ± 1.1 12.5 ± 2.4 4.3 ± 1.3 1.2 ± 0.2 

Means with SEM of at least three separate experiments are shown. ip=immediately plated after 
irradiation; dp=delayed plated after irradiation; ppi=plated prior to irradiation; na=not applicable. 

Table 4. Values of the linear-quadratic parameters α and β and enhancement factors of 
several cell lines treated with ionizing radiation only and after sensitization with 
iododeoxyuridine (incubation with 4 μM IdUrd for 72 h) 
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6. PARP-1 inhibitors 
The effect of the Parp-1 inhibitor NU-1025 on the linear and quadratic parameters was tested 
in Mouse embryonic fibroblasts. Parp1 also known as Poly (ADP-ribose) polymerase is an 
enzyme which is involved in the single strand break (SSB) repair of the DNA. The DNA SSB 
induced by ionizing radiation are mostly repaired by the base excision repair system, BER, 
wheras the DNA DSB are repaired by non homologous endjoining NHEJ or homologous 
recombination, HR. Inhibiting Parp-1 activity reduces the single strand break repair 
(Bouchard, 2003). Besides its role in BER Parp-1 is involved in many nuclear processes like 
DNA replication, transcription, DSB repair, apoptosis and genome stability (Rouleau et al. 
2010; Bouchard et al. 2003, Löser et al.  2010). Recently it was hypothesized that cells 
deficient in BRCA2 or BRCA1 are particularly sensitive to inhibition of Parp-1 (Rouleau et 
al. 2010, Krawczyck et al. 2011). During DNA replication SSBs are induced. In the absence of 
Parp-1 these SSB are transformed in DSB. These DSB are repaired with homologous 
recombination (HR). Therefore cells deficient in HR (e.g. BRCA1 or BRCA2 tumours) might 
be sensitive to Parp-1 inhibitors. As Parp-1 is involved in many DNA repair processes, Parp-
1 inhibitors might work well as radiosensitizers (Löser et al.  2010).  As can be observed in 
figure 6 a modest sensitization effect by the Parp-1 inhibitor NU-1025 was obtained and 
increase of the value of α in the repair deficient cell line was larger than in the repair 
proficient cell line, 1.4 vs 1.2 respectively (table 5). The radiation dose survival curves of 
these MEF cells did not show a shoulder and therefore the quadratic parameter, β, could not 
be determined. 
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Fig. 6. Radiation dose-survival curves of Mouse embryonic fibroblasts (A: LigIV+/+, 
Rad54+/+) A and LigaseIV deficient and RAD54 deficient (B: LigIV-/-, Rad54-/-) mouse 
embryonic fibroblasts. Open circles radiation only curves, closed squares:  radiation + Parp 
inhibitor. Cells were treated with 100 μM Nu-1025 for 24 h before irradiation.  
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Cell line 
α  

(Gy-1) 
control 

β  
(Gy-2) 

control 

α (Gy-1) 
IdUrd-

sens 

β (Gy-2) 
IdUrd-

sens 

α/β 
control 

α/β 
IdUrd-

sens 

α -
enhanc 
factor 

β -
enhanc 
factor 

SW 1573 
cells 
Exp 

growing 
ip 

0.22 ± 0.01 0.022 ± 
0.001 0.83 ± 0.06 na 10.0 ± 0.6 na 3.8 ± 0.3 na 

SW 1573 
cells 

Plateau 
phase ip 

0.17 ± 0.03 0.042 ± 
0.004 0.31 ± 0.03 0.047 ± 

0.005 4.1 ± 0.8 6.6 ± 1.0 1.8 ± 0.4 1.1 ± 0.2 

SW 1573 
cells 

Plateau 
phase dp 

0.09  0.02 0.046  
0.002 0.37  0.04 0.033  

0.006 2.0 ± 0.4 11.2 ± 2.4 4.1 ± 1.0 0.7 ± 0.1 

RUCII 
cells Exp 
growing 

ppi 

0.008  0.007 0.025  
0.001 0.06  0.02 0.026  

0.001 0.3 ± 0.3 2.3 ± 0.8 7.5 ± 7.0 1.0 ± 0.1 

R1 cells 
Exp 

growing 
ppi 

0.23  0.01 0.068  
0.003 0.44  0.05 0.075  

0.016 3.4 ± 0.2 5.9 ± 1.4 1.9 ± 0.3 1.1 ± 0.2 

V79 cells 
Exp 

growing 
ip 

0.18  0.02 0.017  
0.003 0.38  0.04 0.023  

0.007 10.6 ±2.2 16.5 ± 5.3 2.1 ± 0.3 1.4 ± 0.5 

V79 cells 
Exp 

growing 
ppi 

0.15  0.02 0.013  
0.003 0.29  0.03 0.016  

0.004 11.5 ± 3.1 18.1 ± 4.9 1.9 ± 0.3 1.2 ± 0.4 

V 79 cells 
Plateau 
phase ip 

0.09  0.03 0.026  
0.004 0.17  0.02 0.062  

0.005 3.5 ± 1.3 2.7 ± 0.4 1.9 ± 0.7 2.4 ± 0.4 
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Plateau 

phase dp 
0.07  0.02 0.020  

0.002 0.30  0.03 0.024  
0.004 3.5 ± 1.1 12.5 ± 2.4 4.3 ± 1.3 1.2 ± 0.2 

Means with SEM of at least three separate experiments are shown. ip=immediately plated after 
irradiation; dp=delayed plated after irradiation; ppi=plated prior to irradiation; na=not applicable. 

Table 4. Values of the linear-quadratic parameters α and β and enhancement factors of 
several cell lines treated with ionizing radiation only and after sensitization with 
iododeoxyuridine (incubation with 4 μM IdUrd for 72 h) 
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6. PARP-1 inhibitors 
The effect of the Parp-1 inhibitor NU-1025 on the linear and quadratic parameters was tested 
in Mouse embryonic fibroblasts. Parp1 also known as Poly (ADP-ribose) polymerase is an 
enzyme which is involved in the single strand break (SSB) repair of the DNA. The DNA SSB 
induced by ionizing radiation are mostly repaired by the base excision repair system, BER, 
wheras the DNA DSB are repaired by non homologous endjoining NHEJ or homologous 
recombination, HR. Inhibiting Parp-1 activity reduces the single strand break repair 
(Bouchard, 2003). Besides its role in BER Parp-1 is involved in many nuclear processes like 
DNA replication, transcription, DSB repair, apoptosis and genome stability (Rouleau et al. 
2010; Bouchard et al. 2003, Löser et al.  2010). Recently it was hypothesized that cells 
deficient in BRCA2 or BRCA1 are particularly sensitive to inhibition of Parp-1 (Rouleau et 
al. 2010, Krawczyck et al. 2011). During DNA replication SSBs are induced. In the absence of 
Parp-1 these SSB are transformed in DSB. These DSB are repaired with homologous 
recombination (HR). Therefore cells deficient in HR (e.g. BRCA1 or BRCA2 tumours) might 
be sensitive to Parp-1 inhibitors. As Parp-1 is involved in many DNA repair processes, Parp-
1 inhibitors might work well as radiosensitizers (Löser et al.  2010).  As can be observed in 
figure 6 a modest sensitization effect by the Parp-1 inhibitor NU-1025 was obtained and 
increase of the value of α in the repair deficient cell line was larger than in the repair 
proficient cell line, 1.4 vs 1.2 respectively (table 5). The radiation dose survival curves of 
these MEF cells did not show a shoulder and therefore the quadratic parameter, β, could not 
be determined. 
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Fig. 6. Radiation dose-survival curves of Mouse embryonic fibroblasts (A: LigIV+/+, 
Rad54+/+) A and LigaseIV deficient and RAD54 deficient (B: LigIV-/-, Rad54-/-) mouse 
embryonic fibroblasts. Open circles radiation only curves, closed squares:  radiation + Parp 
inhibitor. Cells were treated with 100 μM Nu-1025 for 24 h before irradiation.  
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MEF Cells Treatment with 
Parp-i α (Gy-1) β (Gy-2) α -enhanc. 

factor 
LigIV+/+,Rad54+/+ No 0.28  0.01 na  
LigIV+/+,Rad54+/+ yes 0.33  0.03 na 1.2 
LigIV-/-,Rad54-/- no 1.59  0.18 na  
LigIV-/-,Rad54-/- yes 2.28  0.42 na 1.4 

Na= not applicable. 

Table 5. Values of the linear parameter, α, and the enhancement factors. The quadratic 
parameter β could not be determined in these MEF cells.  

7. Discussion and conclusion 
In most cases an increase of the α-component was observed which corresponds to an 
enhanced (potentially) direct lethal damage (PLD) at low doses. The β-component, which is 
assumed to depend on the interaction of sublethal lesions (SLD), was rarely affected by the 
studied radiosensitization agents. Moreover, it appeared that more radioresistant cell lines 
were more sensitised than the radiosensitive lines. Furthermore it can be concluded that 
radiosensitization is also dependent on cell cycle stage like plateau or exponentially growing 
phase or post treatment plating conditions. 
Hyperthermia is an excellent radiosensitizer which can already be effective at mild 
temperatures. One hour hyperthermia treatment at 41ºC without radiation had only a small 
cytotoxic effect in both the heat sensitive and the heat resistant cell line. This is in agreement 
with the general idea of cell kill induction at temperatures 42ºC for 1h or more (Dewhirst, 
2005). Hyperthermia treatment at 43ºC for 1h did not have a large cytotoxic effect in heat 
resistant SW-1573 cells. Radiosensitization by 41C temperature hyperthermia was observed 
in RKO, but not in SW-1573 cells. The ability of mild temperatures (in the range of 40-42C) 
hyperthermia to increase radiosensitivity of human tumor cells has been shown to be cell 
line dependent (Ruy et al., 1996; Franken et al., 2001; Bergs et al., 2007ab; Larsson & Ng, 
2003; Murthy et al., 1977). In a study by Xu et al. (1999) 41.1C pre-treatment of cells for 1h 
did not induce radiosensitization whereas treatment for 2h or more resulted in 
radiosensitization, in the hyperthermia resistant, but not in the hyperthermia sensitive cell 
line (Xu et al., 1999]. However, simultaneous treatment of the sensitive cell line with 1h 
41.1C hyperthermia and radiation did increase cellular radiosensitivity (Xu et al., 2002). An 
important mechanism of mild hyperthermia induced radiosensitization in vivo is the 
reoxygenation of tumors by an increase in blood flow (Vujaskovic et al., 2004; Oleson & 
Robertson, 1995; Song et al., 1995). Recently it was demonstrated that the BRCA-2 protein is 
transiently inhibited by mild hyperthermia (Krawzcyk et al., 2011). Also translocation of the 
Mre11 DSB repair protein from the nucleus to the cytoplasm has been implicated (Xu et al., 
2002, 2007). However, disappearance of Mre11 protein foci at the sites of irradiation induced 
DNA double strand breaks by 41ºC pre-incubation of cells was not observed (Krawzcyk et 
al., 2011; Bergs, 2007a). A role for mitotic catastrophe occurring as a result of G2/M 
checkpoint abrogation has also been suggested (Mackey & Ianzini, 2000). It has been shown 
that radiosensitization by 41-43C hyperthermia correlates with an increased number of 
chromosomal fragments, but not of color junctions, at 24h after treatment compared to 
radiation alone (Bergs et al., 2008).  
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It is shown that cisplatin causes radiosensitization as measured by clonogenic survival, but 
only after allowing a potentially lethal damage repair (PLDR) time of 24 hours. These results 
are in agreement with those of Wilkins et al. (1993) who investigated the effect of cisplatin 
and radiation on PLDR in confluent cultures of two different brain tumor cell lines. Wilkins 
et al. (1993) also observed no radiosensitization by cisplatin in immediately plated cells 
whereas a cisplatin-induced radiosensitization was seen in cells plated eight hours after 
irradiation. Their results indicate that the radiosensitizing effect of cisplatin occurs through 
the inhibition of post-irradiation recovery. The strongest inhibition of PLDR was achieved 
when cisplatin was administered shortly before or after irradiation (Wilkins et al., 1993). In 
our experiments, cells were irradiated while cisplatin was present in the medium. 
Results from studies using exponentially growing cell cultures vary from a cisplatin-
induced radiosensitization (Loprevite et al., 2001; Begg et al. 1986; Nakamoto et al. 1996; 
Huang et al. 2004) to only an additive effect (Gorodetsky et al., 1998; Loprevite et al., 2001; 
Britten et al., 1996; Monk et al., 2002). The effect of cisplatin treatment on radiosensitivity 
may depend on the cell type used. Loprevite et al (2001) observed synergism in a squamous 
lung carcinoma cell line when exposed to cisplatin, whereas an adenocarcinoma of the lung 
was not sensitized by cisplatin. Even cell lines derived from a single biopsy can differ in the 
response to cisplatin and radiation combination therapy (Britten et al., 1996).  
Although dependence on cell cycle phase (Meyn et al., 1980; Krishnaswamy & Dewey, 
1993), cisplatin incubation time and the sequence of treatment modalities have been 
implicated (Gorodetsky et al., 1998; Meyn et al., 1980; Krishnaswamy & Dewey, 1993), there 
is currently no consensus to account for the varying response of cells to cisplatin and 
radiation. 
The mechanism of cisplatin induced radiosensitization might be due to the inhibition of the 
DNA repair, NHEJ and HR, pathways (Myint et al., 2002; Dolling et al., 1998). The Ku 
protein complex, which plays an important role in NHEJ, was demonstrated to show a 
reduced ability to translocate on DNA containing cisplatin-DNA adducts compared with 
undamaged DNA. This resulted in a decreased interaction between Ku and DNA-PKcs 

(Turchi et al., 2000) However, the biochemical processes that cisplatin undergoes in the cell 
are complex and the intracellular fate of cisplatin may be linked to copper transport (Muffia 
& Fojo, 2004). Therefore, other processes such as the formation of peroxy complexes inside 
the cell might be involved in cisplatin-induced radiosensitization (Dewit, 1987). Bergs et al. 
(2006) demonstrated an increase in the induction of apoptosis after combined treatment as 
compared to radiation or cisplatin alone at 24 h after treatment. This was confirmed in 
several other studies (Kumala et al., 2003; Guchelaar et al. (1998). These apoptotic effects 
observed by Bergs et al. (2006) correlated with clonogenic survival. Fujita et al. (2000) also 
observed an inhibitory effect of the combination of cisplatin and radiation on the survival of 
lung tumor cells and ascribed this effect on the induction of tumor cell apoptosis.  
In conclusion, a radiosensitizing effect of cisplatin on cell survival is observed in confluent 
cultures when cells were replated after a 24 hour incubation period during which PLD 
repair could take place. In contrast, cisplatin did not induce a significant radiosensitization 
after immediate plating.  
Several studies have shown that gemcitabine is a potent sensitizer of ionizing radiation 
(Shewach et al., 1994; Gregoire et al., 1999; Ostruszka & Shewach, 2000). Among other 
proposed mechanisms of action, the effect of gemcitabine on cell cycle distributions may be 
the most important (Milas et al., 1999; Van Putten et al., 2001). In our studies, both 
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MEF Cells Treatment with 
Parp-i α (Gy-1) β (Gy-2) α -enhanc. 

factor 
LigIV+/+,Rad54+/+ No 0.28  0.01 na  
LigIV+/+,Rad54+/+ yes 0.33  0.03 na 1.2 
LigIV-/-,Rad54-/- no 1.59  0.18 na  
LigIV-/-,Rad54-/- yes 2.28  0.42 na 1.4 

Na= not applicable. 

Table 5. Values of the linear parameter, α, and the enhancement factors. The quadratic 
parameter β could not be determined in these MEF cells.  

7. Discussion and conclusion 
In most cases an increase of the α-component was observed which corresponds to an 
enhanced (potentially) direct lethal damage (PLD) at low doses. The β-component, which is 
assumed to depend on the interaction of sublethal lesions (SLD), was rarely affected by the 
studied radiosensitization agents. Moreover, it appeared that more radioresistant cell lines 
were more sensitised than the radiosensitive lines. Furthermore it can be concluded that 
radiosensitization is also dependent on cell cycle stage like plateau or exponentially growing 
phase or post treatment plating conditions. 
Hyperthermia is an excellent radiosensitizer which can already be effective at mild 
temperatures. One hour hyperthermia treatment at 41ºC without radiation had only a small 
cytotoxic effect in both the heat sensitive and the heat resistant cell line. This is in agreement 
with the general idea of cell kill induction at temperatures 42ºC for 1h or more (Dewhirst, 
2005). Hyperthermia treatment at 43ºC for 1h did not have a large cytotoxic effect in heat 
resistant SW-1573 cells. Radiosensitization by 41C temperature hyperthermia was observed 
in RKO, but not in SW-1573 cells. The ability of mild temperatures (in the range of 40-42C) 
hyperthermia to increase radiosensitivity of human tumor cells has been shown to be cell 
line dependent (Ruy et al., 1996; Franken et al., 2001; Bergs et al., 2007ab; Larsson & Ng, 
2003; Murthy et al., 1977). In a study by Xu et al. (1999) 41.1C pre-treatment of cells for 1h 
did not induce radiosensitization whereas treatment for 2h or more resulted in 
radiosensitization, in the hyperthermia resistant, but not in the hyperthermia sensitive cell 
line (Xu et al., 1999]. However, simultaneous treatment of the sensitive cell line with 1h 
41.1C hyperthermia and radiation did increase cellular radiosensitivity (Xu et al., 2002). An 
important mechanism of mild hyperthermia induced radiosensitization in vivo is the 
reoxygenation of tumors by an increase in blood flow (Vujaskovic et al., 2004; Oleson & 
Robertson, 1995; Song et al., 1995). Recently it was demonstrated that the BRCA-2 protein is 
transiently inhibited by mild hyperthermia (Krawzcyk et al., 2011). Also translocation of the 
Mre11 DSB repair protein from the nucleus to the cytoplasm has been implicated (Xu et al., 
2002, 2007). However, disappearance of Mre11 protein foci at the sites of irradiation induced 
DNA double strand breaks by 41ºC pre-incubation of cells was not observed (Krawzcyk et 
al., 2011; Bergs, 2007a). A role for mitotic catastrophe occurring as a result of G2/M 
checkpoint abrogation has also been suggested (Mackey & Ianzini, 2000). It has been shown 
that radiosensitization by 41-43C hyperthermia correlates with an increased number of 
chromosomal fragments, but not of color junctions, at 24h after treatment compared to 
radiation alone (Bergs et al., 2008).  
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are in agreement with those of Wilkins et al. (1993) who investigated the effect of cisplatin 
and radiation on PLDR in confluent cultures of two different brain tumor cell lines. Wilkins 
et al. (1993) also observed no radiosensitization by cisplatin in immediately plated cells 
whereas a cisplatin-induced radiosensitization was seen in cells plated eight hours after 
irradiation. Their results indicate that the radiosensitizing effect of cisplatin occurs through 
the inhibition of post-irradiation recovery. The strongest inhibition of PLDR was achieved 
when cisplatin was administered shortly before or after irradiation (Wilkins et al., 1993). In 
our experiments, cells were irradiated while cisplatin was present in the medium. 
Results from studies using exponentially growing cell cultures vary from a cisplatin-
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may depend on the cell type used. Loprevite et al (2001) observed synergism in a squamous 
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was not sensitized by cisplatin. Even cell lines derived from a single biopsy can differ in the 
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1993), cisplatin incubation time and the sequence of treatment modalities have been 
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reduced ability to translocate on DNA containing cisplatin-DNA adducts compared with 
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are complex and the intracellular fate of cisplatin may be linked to copper transport (Muffia 
& Fojo, 2004). Therefore, other processes such as the formation of peroxy complexes inside 
the cell might be involved in cisplatin-induced radiosensitization (Dewit, 1987). Bergs et al. 
(2006) demonstrated an increase in the induction of apoptosis after combined treatment as 
compared to radiation or cisplatin alone at 24 h after treatment. This was confirmed in 
several other studies (Kumala et al., 2003; Guchelaar et al. (1998). These apoptotic effects 
observed by Bergs et al. (2006) correlated with clonogenic survival. Fujita et al. (2000) also 
observed an inhibitory effect of the combination of cisplatin and radiation on the survival of 
lung tumor cells and ascribed this effect on the induction of tumor cell apoptosis.  
In conclusion, a radiosensitizing effect of cisplatin on cell survival is observed in confluent 
cultures when cells were replated after a 24 hour incubation period during which PLD 
repair could take place. In contrast, cisplatin did not induce a significant radiosensitization 
after immediate plating.  
Several studies have shown that gemcitabine is a potent sensitizer of ionizing radiation 
(Shewach et al., 1994; Gregoire et al., 1999; Ostruszka & Shewach, 2000). Among other 
proposed mechanisms of action, the effect of gemcitabine on cell cycle distributions may be 
the most important (Milas et al., 1999; Van Putten et al., 2001). In our studies, both 
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gemcitabine-sensitive cell lines SWp and A2780 could be sensitized to irradiation when 
cytotoxic gemcitabine-treatments were given. The radiosensitization was accompanied by a 
clear arrest of cells in early S phase which has been argued to be vital for gemcitabine-
induced radiosensitization (Latz et al., 1998). Both cell lines showed an increase in α-value 
indicating the efficacy of gemcitabine-induced radiosensitization in the clinically relevant 
dose range. Although the gemcitabine resistant cells still could be sensitized only much 
higher gemcitabine doses were necessary to reach an effect. In the resistant ovarian 
carcinoma cell line AG6000 this was demonstrated by an increase in the value of α. In 
contrast with this change, in the gemcitabine resistant lung tumour cell line an increase in 
the β-value was obtained, the α-value was not affected. In both gemcitabine-resistant cell 
lines the sensitivity to ionizing radiation alone was not altered. It is reported that 
gemcitabine resistant tumours are cross-resistant to related drugs like Ara-c (Ruiz van 
haperen et al., 1994; Peters et al., 1996). In both gemcitabine-resistant cell line, AG6000 and 
SWg, this was indeed the case (Van Bree et al., 2002). Moreover, the AG6000 cells were also 
more resistant to cisplatin and taxoids (Bergman et al., 2000). However, no altered 
sensitivity was found in SWg cells for cDDP, paclitaxel, MTX and 5 FU, while AG6000 cells 
were 2.5-fold more sensitive to MTX (Bergman et al., 2000). These findings indicate that 
patients previously treated with gemcitabine may receive additional radiotherapy with or 
without cDDP or paclitaxel.  
The HP-induced-radiosensitisation is mainly due to an increase in the linear parameter α. 
The quadratic parameter, β, is only rarely influenced. Different mechanisms involved in the 
radiosensitisation induced by halogenated pyrimidines have been described. Wang  
et al. (1994) suggested that in exponentially growing cells increased DNA damage 
production was the major component of radiosensitisation while in plateau-phase cells 
radiosensitisation occurred through inhibited repair and/or enhanced fixation of potentially 
lethal damage. The increase of the α values for exponentially growing cells as found in our 
study, indicates an increase in the number of directly lethal events due to the HPs. This is in 
agreement with observations of Webb et al. (1993) and Jones et al. (1995) which suggest that 
an important mechanism of radiosensitisation involves an increase of effective DNA double 
strand breaks. Miller et al. (1992ab) have suggested that radiation-induced damage in cells 
which have HPs incorporated into the DNA after low-LET irradiation resembles the damage 
produced by high-LET radiation. In plateau-phase cells plated immediately after irradiation 
the increase of α might be due to the same mechanism as involved in exponentially growing 
cells. In these cells also an increase of β was observed indicating that accumulation of 
sublethal lesions contributed significantly (Barendsen 1990). Due to the immediate plating 
after irradiation this sublethal damage might be fixated.   
Greatest increases in α were found in delayed plated plateau-phase cells. This 
radiosensitisation can be interpreted as an enhanced fixation of potentially lethal damage 
due to immediate DNA damage and/or to damaged DNA repair function in these cells 
expressed during the interval before delayed plating. The value of β in these cells returned 
to values as found in cells not containing HPs. This demonstrates that sublethal damage has 
been repaired in HP-containing plateau-phase cells. 
Because Parp-1 is implicated in several DNA repair processes, Parp-1 inhibitors might be 
good radiosensitizers. Several studies have already demonstrated the radiosensitizing effect 
of Parp-1 inhibitors (Albert et al. 2007; Löser et al. 2010; Krawczyk et al. 2011). Loser et al 
concluded that the effects of Parp-1 inhibitors are more pronounced on rapidly dividing 
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and/or DNA repair deficient cells. In our study at time of treatment most of the cells in 
culture had accumulated in G1 phase. Therefore radiosensitization effects are modest. 
However, the increase of value of the linear parameter, α, of the repair deficient cells was 
more increased after the parp-1 inhibition than of the repair proficient cells.  
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induced radiosensitization (Latz et al., 1998). Both cell lines showed an increase in α-value 
indicating the efficacy of gemcitabine-induced radiosensitization in the clinically relevant 
dose range. Although the gemcitabine resistant cells still could be sensitized only much 
higher gemcitabine doses were necessary to reach an effect. In the resistant ovarian 
carcinoma cell line AG6000 this was demonstrated by an increase in the value of α. In 
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an important mechanism of radiosensitisation involves an increase of effective DNA double 
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which have HPs incorporated into the DNA after low-LET irradiation resembles the damage 
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the increase of α might be due to the same mechanism as involved in exponentially growing 
cells. In these cells also an increase of β was observed indicating that accumulation of 
sublethal lesions contributed significantly (Barendsen 1990). Due to the immediate plating 
after irradiation this sublethal damage might be fixated.   
Greatest increases in α were found in delayed plated plateau-phase cells. This 
radiosensitisation can be interpreted as an enhanced fixation of potentially lethal damage 
due to immediate DNA damage and/or to damaged DNA repair function in these cells 
expressed during the interval before delayed plating. The value of β in these cells returned 
to values as found in cells not containing HPs. This demonstrates that sublethal damage has 
been repaired in HP-containing plateau-phase cells. 
Because Parp-1 is implicated in several DNA repair processes, Parp-1 inhibitors might be 
good radiosensitizers. Several studies have already demonstrated the radiosensitizing effect 
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and/or DNA repair deficient cells. In our study at time of treatment most of the cells in 
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1. Introduction 
Recent studies have resulted in a variety of therapeutic options for cancer. However, tumor 
patients, even a same patient at different disease stages, respond(s) to a treatment protocol 
with different efficacy. A concept of personalized medicine has been developed to deliver 
individually tailored treatment upon the unique responsiveness of each patient. Currently, it 
is still challenging to predict treatment outcomes due to the genetic complexity and 
heterogeneity of cancers, which underlies the varied responses to treatment. To efficiently 
design treatment strategies and monitor the outcomes of therapies for individual patient, 
tumor responsiveness to a specific treatment regimen needs to be assesses in a time- and 
cost-efficient manner.  
Non-invasive imaging technologies have demonstrated great potentials in diagnosis and 
treatment management by monitoring individual patient’s disease condition and 
progression. Currently, anatomic and functional imaging modalities have been generally 
applied to detect, stage, and monitor tumors. Compared to the anatomic imaging that 
measures tumor size, functional or molecular imaging provides more information on tumor 
metabolism, biomarker expression, cell death or proliferation and thus is more relevant to 
the imaging assessment of tumor responsiveness to a treatment regimen, especially when 
the treatment affects tumors through blocking the tumor progression instead of shrinking 
the tumor size. Discovery of novel probes that specifically binds to tumor-limited targets 
with sound biological relevance is a limiting factor to develop such functional imaging 
modality.  
Compared to antibody (~150 kD), peptide is in a much smaller size (1-2 kD) that enables an 
improved tissue penetration, faster clearance from circulation system, and less 
immunogenic property that are expected for a imaging probe, especially in the repeated 
assessment of treatment responsiveness in solid tumors. Advances in phage display-related 
technologies have facilitated the discovery and development of peptide derivatives as 
imaging probes for a variety of tumors. By using one example of HVGGSSV peptide that has 
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been discovered and tested for non-invasive imaging assessment of tumor response to 
ionizing radiation (IR) and receptor tyrosine kinase (RTK) inhibitors in multiple tumor 
types, this review demonstrates that phage-displayed peptides hold potentials in 
personalized medicine by facilitating molecular imaging, discovery of diagnostic biomarker 
or therapeutic target, and tumor-targeted drug delivery. 

2. Advancement in radiation therapy of cancer  
Cancer is the leading cause of death worldwide, deaths from cancer worldwide are 
projected to continue rising, with an estimated 12 million deaths in 2030 (World Health 
Organization). Currently, radiotherapy is one of the most important modalities for the 
treatment of cancers. Over 60% of cancer patients received radiotherapy as part of their 
treatments. 

2.1 Radiotherapy 
Radiotherapy is the medical use of ionizing radiation as part of cancer treatment to control 
malignant cells. Radiation therapy may be used to treat localized solid tumors, such as 
cancers of the skin, tongue, larynx, brain, breast, lung, prostate or uterine cervix. It can also 
be used to treat leukemia and lymphoma. It works by damaging the DNA of cancerous cells 
through the use of one of two types of high energy radiation, photon or charged particle. 
This damage is either direct or indirect ionizing the atoms which make up the DNA chain. 
Indirect damage happens as a result of the ionization of water by high energy radiations, 
such as X-ray or gamma ray, forming free radicals, notably hydroxyl radicals, which then 
damage the DNA and form single- or double-stranded DNA breaks. Direct damage to DNA 
occurs through charged particles such as proton, boron, carbon or neon ions. Due to their 
relatively large mass, charged particles directly strike DNA and transfer high energy to 
DNA molecules and usually cause double-stranded DNA breaks. The accumulating 
damages to cancer cells’ DNA cause them to die or proliferate more slowly. To minimize the 
damage to normal cells, the total dose of radiation therapy is usually fractionated into 
several smaller doses to allow normal cells time to recover. In clinics, to spare normal tissues 
from the treatment, shaped radiation beams are aimed from several angles of exposure to 
intersect at the tumor, providing a much larger absorbed dose in the tumors than in the 
surrounding tissues. Brachytherapy, in which a radiation source is placed inside or next to 
the cancer area, is another technique to minimize exposure to healthy tissues during 
treatment of cancers in the breast, prostate and other organs. It is also common to combine 
radiotherapy with surgery, chemotherapy, hormone therapy or immunotherapy to 
maximize treatment efficiency. 

2.2 Radiosensitizer 
Besides the rapid advances in radiotherapy technologies, the increased understanding of 
cancer biology and signaling networks behind radiotherapy has led to the development of 
newer chemotherapy agents that help to increase radiation treatment efficiency. Pathways 
targeted for radiosensitization include DNA damage repair, cell cycle progression, cell 
survival and death, angiogenesis, or modulation of tumor microenvironment. For example, 
hypoxia is one general characteristic associated with fast-growing solid tumors. It stimulates 
tumor malignant progression and induces HIF-1a. A few studies have found that low 
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oxygen levels in tumors are associated with a poor response to radiotherapy (Overgaard, 
2007). Well-oxygenated cells show an approximately 2-3 fold increases in radiosensitivity 
compared to hypoxic cells (Dasu and Denekamp, 1998). This discovery results in the 
development of a family of drugs – oxygen radiosensitizers. From initial attempts to 
increase oxygen delivery to the tumor by using hyperbaric oxygen in radiotherapy (Mayer 
et al., 2005), to later use oxygen mimetics/Electron-affinity agents, such as nitroimidazoles 
(Brown, 1975), or transition metal complexes, such as cisplatin (Liu et al., 1997), oxygen 
radiosensitizers significantly increase the radiotherapy efficiency. Currently, attention has 
been given to hypoxic cytotoxins, a group of drugs that selectively or preferably destroys 
cells in a hypoxic environment. These classes of compounds, such as mitomycin (De Ridder 
et al., 2008; Moore, 1977), are different from classic radiosensitizer in that they can be 
converted to cytotoxic agents under low oxygenation states, and they provide valuable 
adjuncts to radiotherapy. Recently, a wide variety of drugs that influence the DNA damage 
and repair pathways are being evaluated in conjunction with radiation. It includes 
topoisomerase inhibitors (e.g. camptothecin, topotecan), the hypoxia-activated 
anthraquinone AQ4N, and alkylating agents such as temozolomide. Proteins involved in 
tumor malignant progresses are also drawn attention as attractive targets of radiosensitizers, 
such as HIF-1a (Palayoor et al., 2008), survivin (Miyazaki et al.), Ras (Cengel and McKenna, 
2005), epidermal growth factor receptors and related kinases (Sartor, 2004; Williams et al., 
2004). Inhibitors for receptor tyrosine kinases such as vascular endothelial growth factor 
have been extensively studied and applied to improve the therapeutic efficacy of 
radiotherapy (Vallerga et al., 2004).  

3. Assessment of tumor responses to radiotherapy  
Different types of cancers possessed different mutations. Even the same type of cancers, 
they show different growth characteristics at different locations and in different patients. 
The heterogeneity of cancers underlies the different responses of cancers to the same 
treatment. Currently, cancer response is measured by imaging assessment of tumor 
volumes or by repeated biopsy. The whole processes are time consuming and inefficient. 
The recent advancement in imaging technologies has revolutionized medical diagnosis 
and prognosis. From the macroscopic anatomical sites down to a functional assessment of 
processes within tumors, imaging provide us a method to evaluate tumor response to 
irradiation treatment in a non-invasive, reliable and repeatable way (Lowery et al., 2011). 
So far, a few biomarkers have been explored for imaging to predict patients’ outcomes 
after radiation treatment. 

3.1 Cell metabolism 
Cell metabolism is the earliest biomarker being studied after radiation treatment. Positron 
emission tomography (PET) has been used to evaluate tumor metabolism. 18F-
fuorodeoxyglucose (FDG) is the most common PET tracer for metabolism study. FDG, a 
glucose analog, is taken up by high-glucose-consuming cells, such as cancer cells. But FDG 
cannot be further metabolized during glycolysis and it becomes trapped and rapidly 
accumulates within the cell. As a result, the distribution of 18F-FDG is a good reflection of 
the location of cancer cells. It is routinely used for the staging of cancer and for the 
monitoring of therapy (Allal et al., 2004). 
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adjuncts to radiotherapy. Recently, a wide variety of drugs that influence the DNA damage 
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3.1 Cell metabolism 
Cell metabolism is the earliest biomarker being studied after radiation treatment. Positron 
emission tomography (PET) has been used to evaluate tumor metabolism. 18F-
fuorodeoxyglucose (FDG) is the most common PET tracer for metabolism study. FDG, a 
glucose analog, is taken up by high-glucose-consuming cells, such as cancer cells. But FDG 
cannot be further metabolized during glycolysis and it becomes trapped and rapidly 
accumulates within the cell. As a result, the distribution of 18F-FDG is a good reflection of 
the location of cancer cells. It is routinely used for the staging of cancer and for the 
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3.2 Cell proliferation 
The development of proliferation probes for PET imaging has enabled the in vivo evaluation 
of cell proliferation (Shields et al., 1998). Among those probes, nucleoside-based imaging 
probes (3’deoxy-3’-18F-fluorothymidine, FLT) or amino acids based imaging probes are 
gaining popularity. 18F-FLT is a pyrimidine analog that, after uptake into the cell, is 
phosphorylated by thymidine kinase 1. The phosphorylated 18F-FLT can not leave the cell 
and result in the intracellular accumulation of radioactivity. Thymidine kinase 1 is a 
principal enzyme in the salvage pathway of DNA synthesis and exhibits increased activity 
during the S phase of the cell cycle. 18F-FLT uptake, therefore, reflects cellular proliferation. 
Amino acid metabolism is increased in fast proliferating tumor cells. Among the 20 essential 
amino acids, l-[11C]MET, [18F]fluorotyrosine, l-[11C]leucine, and [18F]fluoro-α-methyl 
tyrosine have been widely used in the detection of tumors (Laverman et al., 2002). Changes 
in l-[11C]MET uptake have already been shown to reflect response to radiotherapy treatment 
in patients suffering from a wide variety of tumors (Team, 2005b). 

3.3 Tumor vasculature and hypoxia 
Although being characterized as vasculature-rich structures, tumors often develop regions 
of hypoxia due to the leaky and disorganized tumor blood vessels. Low oxygen 
environment will promote tumor angiogenesis, metastasis and render tumors resistant to 
radiation treatment (Tatum et al., 2006). Therefore, the tumor vasculature structure and 
oxygen level are valuable biomarkers for prognosis after treatment. 18F-fluoromisonidazole 
is the most widely used PET tracer for detecting tumor hypoxia. After uptake in cell, it is 
reduced and binds selectively to macromolecules under hypoxic conditions (Team, 2005a). 
One recent study indicates that 18F-fluoromisonidazole uptake is correlated with radiation 
treatment outcome in Head and neck cancer (Thorwarth et al., 2005). As to the tumor 
vasculature, several studies have been proposed using two different techniques - quantified 
power Doppler sonography or Dynamic contrast-enhanced MRI (DCE-MRI). And both 
showed promising results (Hormigo et al., 2007; Kim et al., 2006; Mangla et al., 2010). 

3.4 Apoptosis 
Since its recognition as one of the major forms of cell death after radiation, apoptosis is 
being increasingly studied as a biomarker of cellular radiosensitivity and a prognosis 
marker for radiotherapy outcome. During the apoptosis process, phosphatidylserine (PS) 
flips from the inner leaflet of the cell membrane to the exterior of the cells. Annexin V, a 
cellular protein of the Annexin family, binds to the exposed PS. To date, Annexin V has been 
fluorinated for PET and radioiodinated for SPECT. Annexin V labeled with 99mTc has 
demonstrated significant uptake in patients suffering form myocardial infarction (Narula et 
al., 2001). Studies assessing quantitative 99mTc-Annexin V uptake in human tumors and their 
relationship to radiotherapy outcome are underway. 

4. Phage-displayed peptides as novel imaging probes for assessing tumor 
response to treatment 
Recently, advances in phage display-related technologies facilitate the use of small peptide 
derivatives as probe molecules for recognition and targeting tumors. Phage display enables 
discovery and optimization of affinity probes for the known tumor-specific biomarkers. 
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Furthermore, this technology makes it possible to de novo discover novel imaging probes, 
and eventually identify novel diagnostic markers or therapeutic targets of cancer. In vivo 
screening against heterogeneous tumor targets have generated a diverse group of peptides 
for cancer-targeted delivery of imaging or therapeutic agents.  

4.1 Principle of phage display  
A phage is a type of viruses that infect bacteria. Typically, phages consist of a protein capsid 
enclosing genetic materials. Due to its simple structure, phages have been developed into a 
powerful tool in biological studies. Phage display was originally invented by George P. 
Smith in 1985 when he demonstrated the display of exogenous peptides on the surface of 
filamentous phage by fusing the DNA of the peptide on to the capsid gene of filamentous 
phages (Smith, 1985) (Fig. 1). This technology was further developed and improved to 
display large proteins such as enzymes and antibodies (Fernandez-Gacio et al., 2003; Han et 
al., 2004). The connection between genotype and phenotype enables large libraries of 
peptides or proteins to be screened in a relative fast and economic way. The most common 
phages used in phage display are M13 filamentous phage and T7 phage (Krumpe et al., 
2006; Smith and Petrenko, 1997). The functional moiety on the phage surface can be short 
peptides, recombinant proteins, engineered antibody fragments or scaffold proteins. 
Screening can be conducted on the purified organic or inorganic materials, cells, or tissues.  
 

 
Fig. 1. Schematic illustration of phage display. Foreign gene sequences encoding short 
peptides, recombinant proteins or large antibody fragments can be fused with capsid 
protein genes with recombinant DNA technologies. As a result, the recombinant phages 
express the foreign peptides or proteins on the phage surface for affinity-based selection. 
The affinity-selected phages can be replicated in bacterial host for further rounds of selection 
or DNA-sequencing to identify the affinity peptides or proteins expressed on the phage 
surface.  

4.2 Applications of phage display 
4.2.1 General applications 
The application of phage display technology include determination of binding partners of 
organic (proteins, polysaccharides, or DNAs) (Gommans et al., 2005) or inorganic materials 
(Hattori et al., 2010; Whaley et al., 2000). The technique is also used to study enzyme evolution 
in vitro for engineering biocatalysts (Pedersen et al., 1998). Phage display has been widely 
applied in drug discovery. It can be used for finding new ligands, such as enzyme inhibitors, 
receptor agonists and antagonists, to target proteins (Hariri et al., 2008; Pasqualini et al., 1995; 
Perea et al., 2004; Ruoslahti, 1996; Uchino et al., 2005). Invention of antibody phage display 
revolutionized the drug discovery (Han et al., 2004). Millions of different single chain 
antibodies on phages are used for isolating highly specific therapeutic antibody leads. One of 
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antibodies on phages are used for isolating highly specific therapeutic antibody leads. One of 
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the most successful examples was adalimumab (Abbott Laboratories), the first fully human 
antibody targeted to TNF alpha (Spector and Lorenzo, 1975).  

4.2.2 In vivo phage display and its application in clinical oncology 
Because isolating or producing recombinant membrane proteins for use as target molecules 
in phage library screening is often facing insurmountable obstacles, innovative selection 
strategies such as panning against whole cells or tissues were devised (Jaboin et al., 2009; 
Molek et al., 2011; Pasqualini and Ruoslahti, 1996). Due to cells inside the body may express 
different surface markers and possess different characteristics from cell lines in culture, in 
vivo phage bio-panning was developed to identify more physiologically relevant biomarkers 
(Fig. 2) (Pasqualini and Ruoslahti, 1996). Since its invention, in vivo phage display has been 
used extensively to screen for novel targets for tumor therapy. Majority of those studies 
focused on analyzing the structure and molecular diversity of tumor vasculature and 
selecting tumor stage- and type-specific markers on tumor blood vessels (Arap et al., 2002; 
Rajotte and Ruoslahti, 1999; Sugahara et al., 2010; Valadon et al., 2006). Recently, the use of 
this technique was expanded to the field of discovering new biomarkers for evaluation of 
cancer treatment efficacy. (Han et al., 2008; Passarella et al., 2009). 
 

 
Fig. 2. In vivo phage display for screening peptides specifically target to radiation- or drug-
treated tumors. 
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4.3 Peptides as probes for tumor targeted imaging 
4.3.1 Advantages of peptide vs. antibody for tumor targeting 
Antibodies, especially monoclonal antibodies, have been successfully utilized as cancer-
targeting therapeutics and diagnostics due to their high target specificity and affinity. 
However, due to antibody large size (150 kDa) and limited tissue permeability, non-specific 
uptake into the reticuloendothelial system, and immunogenicity, most antibody-based 
therapeutics are of limited efficacy (Lin et al., 2005; Stern and Herrmann, 2005). In contrast to 
antibodies, peptides are much smaller molecules (1-2 kDa). Peptides have favorable 
biodistribution profiles compared to antibody, characterized by high uptake in the tumor 
tissue and rapid clearance from the blood. In addition, peptides have increased capillary 
permeability, allowing more efficient penetration into tumor tissues. Also peptides are easy to 
make and safe to use, they will not elicit an immune response (Ladner et al., 2004). With all 
these advantages, peptides have been increasingly considered as a good tumor targeted 
imaging probe (Aloj and Morelli, 2004; Okarvi, 2004; Reubi and Maecke, 2008).  

4.3.2 Peptide as imaging probe 
To date, a large number of peptides derived from natural proteins have already been 
successfully identified and characterized for tumor targeting and tumor imaging, such as 
integrin (RGD), somatostatin, gastrin-releasing peptide, cholecystokinin, glucagon-like 
peptides-1 and neuropeptide-Y (Cai et al., 2008; Hallahan et al., 2003; Korner et al., 2007; 
Miao and Quinn, 2007; Reubi, 2003; Reubi, 2007). A list of a few tumor homing peptides 
isolated using phage display technique is shown in Table 1. 
 

Tumor Types Tumor- targeting peptides 

Prostate carcinoma 
IAGLATPGWSHWLAL (Newton et al., 2006) 
ANTPCGPYTHDCPVKR (Deutscher et al., 2009) 
R/KXXR/K (Sugahara et al., 2009) 

Colon carcinoma CPIEDRPMC (Kelly et al., 2004) 
Breast carcinoma EGEVGLG (Passarella et al., 2009) 
Hepatocellular 
carcinoma 

AWYPLPP (Jia et al., 2007) 
AGKGTAALETTP (Du et al., 2010) 

Pancreatic carcinoma KTLLPTP (Kelly et al., 2008)  
Head and Neck Cancer SPRGDLAVLGHKY (Nothelfer et al., 2009) 
Osteosarcoma ASGALSPSRLDT (Sun et al., 2010) 
Fibrosarcoma SATTHYRLQAAN (Hadjipanayis et al., 2010) 
Esophageal Cancer YSXNXW and PXNXXN (Zhivotosky and Orrenius, 2001) 
Bladder Cancer CSNRDARRC (Ginestier et al., 2007) 

Table 1. Phage display-derived tumor-targeting peptides 

For use as in vivo imaging probes, peptides can be directly or indirectly labeled with a wide 
range of imaging moieties according to the imaging modality. For instance, near-infrared 
(NIR) fluorescent dyes or quantum dots have been labeled for optical imaging (Fig. 3), 
several radionuclides have been employed for positron emission tomography (PET) or 
single-photon emission computed tomography (SPECT), and paramagnetic agents have 
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been used for magnetic resonance imaging (MRI) (Frangioni, 2003; Reubi and Maecke, 2008). 
Peptides can also be conjugated to other tumor targeted polymers or nanoparticles and 
dramatically increase their tumor targeted selectivity and efficiency (Hariri et al., 2010; 
Lowery et al., 2010; Passarella et al., 2009). 
 

 
Fig. 3. HVGGSSV peptide labeled with near-infrared (NIR) fluorescent dyes specifically 
located to radiation-treated tumors. a) brain tumor (D54 human glioblastoma cell), b) lung 
tumor (H460 cell), c) colon cancer liver metastasis (HT22 cell), d) prostate cancer 
subcutaneous model (PC-3 cell), and e) breast cancer subcutaneous model (MDA-MB-231 
cell). (Adapted from Han et al., 2008).  

5. HVGGSSV peptide as one imaging probes to detect tumor response to 
radiation and tyrosine kinase inhibitor (TKI) in vivo 
5.1 Discovery of HVGGSSV peptide 
In our recent studies, we employed in vivo phage display technique and intended to identify 
peptides that will specifically home to radiation or drug treatment responsive tumors (Han 
et al., 2008; Passarella et al., 2009). During the studies, we first treated tumors in mice with 
radiation and tyrosine kinase inhibitors. Then a peptide phage library was injected from the 
tail vein of tumor bearing mice for tumor binding screening. After several rounds of in vivo 
screening and enrichment of phages isolated from the treated tumors (Fig. 2), one phage 
clone, encoding HVGGSSV peptides, was identified preferentially target to treatment 
responsive tumors. The binding preference of those phages were confirmed by fluorescence 
labeled phage or peptide imaging (Han et al., 2008; Passarella et al., 2009). 

5.2 HVGGSSV peptide as imaging/targeting probe for radiation responsive tumors 
To explore HVGGSSV peptide’s clinical application in noninvasive imaging of tumor 
response to treatment, fluorescent labeled HVGGSSV peptide were used to target human 
tumors in several mouse models. Optical imaging studies indicated that the signal 
intensities of peptide binding within tumors correlate to the overall efficacy of treatment 
regimens on tumor growth control in multiple tumor models that had been treated with a 
variety of RTK inhibitors with or without combination of radiation (Han et al., 2008). 
SPECT/CT provides high spatial resolution and sensitivity in functional imaging. We  
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Fig. 4. SPECT/CT imaging of the HVGGSSV peptide within LLC tumors after treatment. 
The biotinylated HVGGSSV peptide was complexed with iodine-125-labeled streptavidin. 
The implanted tumor was treated once with radiation (5 Gy) alone (A), or combination of 
Sunitinib (40 mg/Kg) and radiation (5 Gy) (B) before intravenous administration of the 
imaging probe. Shown are 3D virtual rendering (3D-VR) images (far left) and hybrid 
SPECT/CT fusion images in the coronal, sagittal, and transaxial planes (the second to the 
fouth from the left, respectively) acquired 4 hours after the imaging probe administration. 
The LLC tumors was pointed with arrows, high resolution images enable spatially localizing 
the radiation-responding cells within the peripheral and central regions of the tumors.  
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employed this imaging modality to detect tumor response to radiation by using the 
HVGGSSV peptide. The mice were treated with radiation alone or combination of radiation 
and one TKI - Sunitinib (40 mg/Kg,). After the treatment, the HVGGSSV peptide complexed 
with 125I-labeled streptavidin was selectively targeted to the tumors treated with radiation or 
radiation combined with Sunitinib. High resolution SPECT/CT images (Fig. 4) also showed 
that majority of the imaging probes were located in the peripheral area of the tumors that 
were treated with radiation alone. However, treatment with radiation and Sunitinib 
extended the imaging probe binding to both the peripheral and central parts of the 
subcutaneous tumors. This data might reflect the radiosensitization effect of Sunitinib. 
The tumor targeting potential of HVGGSSV peptide has been further explored in several 
drug delivery studies. In these studies, HVGGSSV peptide has been conjugated to different 
nanoparticles, such as liposome, FePt, and nanoparticle albumin bound (nab) (Hariri et al., 
2011; Hariri et al., 2010; Lowery et al., 2011), and selectively targeted those nanoparticles to 
irradiated tumors. One study also showed >5-fold increase in paclitaxel levels within 
irradiated tumors in HVGGSSV-nab-paclitaxel-treated groups and significantly increase 
tumor growth delay as compared with controls (Hariri et al., 2010). 

5.3 The biological basis of the HVGGSSV peptide imaging 
5.3.1 Peptide receptor identification 
To understand the physiology underlines peptides binding, we need to identify the 
molecular targets of peptides. However, peptides are usually unstable. Their surface charges 
and structures will change dramatically in different environment. And peptides usually 
interact with their targets with low binding affinity due to their small sizes. Therefore, 
traditional affinity purification methods are of little use because of high background of non-
specific binding. To date, there are very few identified receptors for peptides in contrast to 
the great number of discovered cancer targeting peptides (Sugahara et al., 2009). New 
strategies are needed for identifying peptide’s receptors.  

5.3.2 TIP-1 as a molecular target of HVGGSSV peptide 
In our recent studies of one peptide (HVGGSSV), we utilized a phage cDNA library 
screening to search for peptide’s receptors. Because several rounds of phage display 
screening can significantly enrich the low-affinity or low-abundance proteins, we 
successfully identified a PDZ protein - TIP-1 as the target of HVGGSSV peptide (Wang et al., 
2010). Through the PDZ domain, TIP-1 binds to the classic C-terminal PDZ motif within the 
HVGGSSV peptide. One TIP-1-specific antibody that inhibited the in vitro interaction 
between TIP-1 and the HVGGSSV peptide attenuated the peptide’s accumulation within 
irradiated tumors. Imaging with TIP-1-specific antibody recapitulated the pattern of peptide 
imaging in tumor-bearing mice. Mutation in the classic PDZ binding motif of the HVGGSSV 
peptide destroyed the specific binding within irradiated tumors. These results also 
demonstrated the potentials of screening phage-displayed cDNA library in discovery of 
molecular targets of the peptides with a simple structure and low affinity. 

5.3.3 The biological relevance of TIP-1 relocation onto tumor cell surface to the 
radiation response of tumor cells 
With a TIP-1 specific antibody, it was further identified that radiation induced translocation 
of the basically intracellular TIP-1 protein onto the cell surface in a dose-dependent manner. 
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The treatment-induced TIP-1 expression on the cell surface is detectable in the first few 
hours after the treatment and before the onset of treatment associated apoptosis or cell 
death. Majority of the cells expressing TIP-1 on the cell surface are the live albeit such cells 
are less potent in proliferation and more susceptible to subsequent radiation treatment 
(Wang et al., 2010). The increased susceptibility to the subsequent irradiation might explain 
why the peptide binding is predictive in assessing tumor overall responsiveness in the early 
stage of treatment course. The treatment-inducible TIP-1 translocation before the onset of 
cell apoptosis or death further suggests potentials of the HVGGSSV peptide in non-invasive 
imaging assessment of tumor response to radiation and tyrosine kinase inhibitors.  

6. Perspectives 
The development of imaging technologies revolutionizes medial diagnosis and clinical 
management. Functional molecular imaging becomes one critical part of personalized 
medicine. Peptide, with its small sizes and versatile structures, is increasingly recognized as 
a promising imaging probe to predict the outcomes of radiotherapy and other medical 
treatments. Although some disadvantages associated with peptides, such as its degradation 
inside human body and its low affinity with its targets, with chemical modification to 
improve its stability and association with nanoparticles to increase its binding affinity, 
peptides will play a major role in the future molecular imaging. 
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1. Introduction 
Physics is the science that studies the interaction between matter and energy. This discipline 
studies the general properties of bodies, the forces that modify the transfer of energy and the 
interaction between particles. Physics now has many branches, and one of them is the 
Biomedical Physics.  
Biomedical Physics in Medicine applies the principles and methods of physics. This will 
generate new knowledge and progress towards new horizons in the management of certain 
diseases. Thus the study of radiation led to progress in the field of diagnosis and therapy of 
some diseases. 
Radiation it's called all energy that propagates as a wave through space. Radiation can be 
classified as ionizing radiation (cosmic rays, gamma rays, x-rays) and non-ionizing 
radiation. The concept of non-ionizing radiation includes ultraviolet (UV), infrared (IR) and 
others lasers.  
Non-ionizing radiations are those that radiation interaction with matter does not generate 
ions due to its energy content is relatively low.  
Non-ionizing radiation (laser, ultraviolet and infrared) are commonly used in medicine for 
diagnosis and therapy. However, they have a deleterious effect on organogenesis (organ 
formation).  

1.1 Ultraviolet radiation (UV)  
UV radiation is part of the natural light. According to its wavelength is recognized groups A 
(400 - 320 nm), B (320 - 290 nm) and C (290 - 200 nm).  
UV radiation sources are natural (the sun) and artificial (hospitals, industries, cosmetics, etc.). 
UVC radiation does not reach the surface because it is retained by the layer of ozone in the 
stratosphere.  
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The natural radiation that reaches us is UVA and UVB. The UVC is the most dangerous to 
health because of its higher energy.  
As for the benefits of using ultraviolet (UV), is recognized for use in phototherapy of 
patients with psoriasis, vitiligo and other skin diseases. In addition, ultraviolet rays have a 
bactericidal action, allowing its use in pressure ulcers.  
However, involvement of UV radiation in different pathologies has led to the approach of 
concepts such as photo-aging, accelerated aging process due to modification by UV 
radiation, DNA (deoxyribonucleic acid) and lipids membrane and induction of 
programmed cell death (apoptosis) of epithelial cells and the activation of enzymes 
degrading the collagen in the skin.  
While studying the effects of ultraviolet radiation on the apoptotic induction and 
angiogenesis the results are mixed for use in the therapy of skin diseases including cancer 
and photocarcinogenesis, understood as the mechanism of DNA mutation due to the 
alteration of repair when damaged by UV radiation.  
Ultrviolet radiation is involved in the alterations of protein synthesis, the 
immunosuppressive properties and Its relationship to skin cancer and change in the 
synthesis of melanin. 
Ultraviolet radiation B are related to the induction and progression of cutaneous melanoma 
in mice, so its use helps to know the specific immune processes committed to these cancers, 
and thus to develop new treatments for melanoma. This type of radiation has also been used 
experimentally to elucidate the mechanisms of cellular radioresistance in ovarian cell lines.  

1.2 Infrared radiation (IR)  
Other natural rays are infrared (IR) or infrared radiation (the prefix infra means below, 
correspond to an emission of energy in the form of electromagnetic waves in the spectrum 
located immediately after the red zone). These rays have wavelengths between 800 and 0.25 
nm and cause heating of the exposed regions, being the less penetrating wavelength 
formerly called them "calorific rays."  
As for the infrared rays have a wavelength between 800 and 0.25 nm, cause heating of the 
exposed areas and those are more penetrating radiation of shorter wavelength. Special 
lamps are used commercially to produce 14,000 to infrared.  
Its heating effect allows blood vessels to dilate and increase blood flow.  
They are also used in conjunction with hyperthermia and photodynamic therapy to treat 
tumor in the ablation of organs, and therapy of processes related to inflammation of nerves, 
muscles and joints.  
It has been postulated that IR produce a higher activity of phagocytosis and metabolic 
reactivity in infectious and has been used in phototherapy of patients with certain skin 
tumors.  
However, the intracellular level, has shown that infrared radiation acting microtubule 
disrupting the centrosome (organoids) in mammalian cells in vitro.  

1.3 Laser radiation  
The laser light (artificial) could be defined as an amplification process that culminates in the 
production of a light. In turn, electricity is the band of the electromagnetic spectrum 
including UV radiation, visible light and IR radiation. The laser light is not normally found 
in nature and is of extraordinary intensity.  
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The best known property is the emission of beams of highly monochromatic, coherent and 
directional light.  
There are different laser for medical use, classified as high-power-like carbon dioxide (CO2), 
for surgical use, and low power-such as Helium-Neon (He-Ne) for clinical use.  
The term laser means in English Light Amplification by Stimulated Emission of Radiation. 
The laser is a device or devices that produce a very special light (visible or invisible 
depending on their wavelength), created by man and acts like solid matter.  
Einstein laid the theoretical basis for his work on the Quantum Theory of Radiation in 1917, 
by which the energy (light) can be converted into mass and mass into energy.  
As light is reflected, the laser is absorbed, burning, and changes its direction through 
different lenses. As solid mass you can cut, melt, burn, and transmit.  
The use of laser energy is not without several problems as the high price of the apparatus 
and the need for prior learning to use. In addition there is one type of laser that fits all 
applications, but each type has it sitting indications, many of which are unique to it.  
From the medical point of view the use of laser can be used to remove tumors, seal blood 
vessels to reduce blood loss, sealed lymph vessels to reduce swelling and decrease the 
spread of tumor cells and nerve endings sealed to reduce postoperative pain. 
Aesthetic laser therapy treatments can be used to remove warts and moles and to remove 
tattoos. It is also used to treat stretch marks, cellulite, sagging skin, acne sequels.It is based 
on the fundamental physiological properties of the laser, anti-inflammatory, spasmolytic 
and antiphlogistic effects and bio-stimulants. (Andreu & Valiente Zaldivar 1996). 
Lasers and biomedical use:  
 Solid lasers: the most used is Neodymium-Yag laser. In ophthalmology it is used to 

coagulate tissue. It is also used to treat hyperpigmentation of the skin  
 Gas lasers: they are the most widely used therapeutic and amongst these the helium-

neon laser, used in beauty treatments, therapies reductive, etc. (red), the argon laser 
used in dermatology (bluish green) and the laser CO2 used in surgery as a scalpel.  

The Helium-Neon laser is used to treat various conditions "satisfactory" mainly 
osteomioarticular (rehabilitation), skin disorders and wound healing.  
Among the lasers used in medical practice are the 308nm excimer. This type of laser emits 
85% of ultraviolet (UV) B and 15% of UV radiation type A.  
Contraindications: The laser should not be used in patients affected by neoplasia (cancer). 
Nor can it be used in the presence of acute infections and in patients treated with 
photosensitizing drugs or remedies. Not recommended laser surgery in people with 
pacemakers or pregnant women.  
In a previous study, we irradiated chick embryos and new born chickens with He-Ne laser, 
infrared and ultraviolet radiation, finding post irradiation histopathologic changes. (Samar 
et al., 1993, Avila et al., 1994 , Samar et al., 1995) 

1.4 Intense Pulsed Light (IPL)  
In addition to the laser, since 1995 it also has been available a device that emits at 308 nm, 
called intense pulsed light (IPL) which is basically a XeCl lamp that has proved to be a 
useful tool for the treatment of the changes of the skin. The IPL provides high energy pulsed 
excitation consisting of 85% of ultraviolet radiations UV B and 15% of radiations UV A. This 
technology is also known as “Photoderm”. Although the active medium of this lamp is also 
XeCl, the emission is polychromatic but also non-coherent; therefore is not a laser. However, 
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The natural radiation that reaches us is UVA and UVB. The UVC is the most dangerous to 
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the use in medicine and the risks associated with it are comparable to the medical lasers of 
the high energy (class 3b and 4) and therefore their use should be subject to the same safety 
guidelines. (Spencer & Hadi, 2004). (Town, et al. 2007). 
The IPL is used in a similar way to the excimer laser in the treatment of various pathologies 
of the skin: psoriasis, vitiligo, etc. Clinically it is also used to stimulate the regeneration of 
the cartilage in degenerative processes. It has been postulated that its action is based on the 
activation of the cell division, collagenous and elastic fibers formation, regeneration of blood 
vessels, cicatrisation of bone tissue and reepithelization of damaged tissue. ( Schoenewolf et 
al. 2011)  
Nevertheless, there are some discrepancies in results obtained with animal experimentation 
on the medical use of not-ionizing radiations. (Chan et al. 2007 )  
However, the biological effect of the 308 nm IPL has not been investigated using the chick 
embryos as sensor.  

1.5 Objective  
Different studies led us to establish preliminary results concerning the action of He-Ne laser, 
ultraviolet, infrared, LIP on the different tissues of chick embryos and in salivary glands and 
tongue of newly hatched chicks.  
We also carry out the observation of effects that these types of radiation have on the 
chorioallantoic membrane of chick embryos, particularly on the formation of new blood 
vessels.  
Moreover, the exposure time and the amount of non-ionizing radiation doses used in animal 
experiments and in medical practice are not yet fully known. Thus, our experimental design 
established in embryonated eggs and newly hatched chicks will contribute to the 
quantitative analysis (exposure and dose) of radiation mentioned above.  
The purpose of this chapter describes the biological effects comparison between laser 
radiation, intense pulsed light and infrared and ultraviolet lamps in an experimental model 
in chicken embryos. 
The chick embryo is a good model to evaluate direct effects of ionizing radiation because of 
easy handling and availability ITS.  
Describe the most important results with different sources that emit non-ionizing radiation.  

2. Materials and methods  
2.1 Experimental model of chicken embryo  
We used the chick embryo model as a mechanism for measuring biological effects of 
radiation on tissues, and this is an interesting method to be easily replicable.  
Also to compare the results obtained by applying the radiation we have established in 
previous studies, the sequence of morphological changes, biochemical and histochemical 
occurring during differentiation and growth of the tongue, stomach, and ovaries both 
mesonephros "in ovo" as "in vitro" from 7 to 21 days post-birth immediately.  
The problem groups were irradiated for 5 minutes through a window opened in the egg 
shell, and the eggs were maintained aseptically for 24hs in an incubator.We used the 
following radiations: intense pulsed light (excimer laser wavelength 308 nm) He-Ne laser 
(power 5mV, wavelength 632.8 nm), UV germicidal lamp and IR lamp OSRAM infraphil.  
The control group were irradiated and only opened a window in the eggshell. All controls 
and aseptically problems remained in an incubator at 37 ° C for 24 hours post-irradiation.  
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The samples taken was fixed in Bouin and were processed by routine histological technique 
and stained with: hematoxylin and eosin; conventional Histochemistry: PAS for the 
demonstration of glycoproteins, Alcian Blue at pH 2.5 and 1.0 for the demonstration of 
glycosaminoglycans sulfated and sulfated; Toluidine blue at pH 3.8 to demonstrate 
basophilic and metachromatic substances, alcohol-resistant.  
 

 
Sample (egg) with thermic sensor (ts ). Egg holder (eh). Window in the egg shell (we).  

Fig. 1. The system adaptable to the experimental requirements. 
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2.2 Infrared radiations 
In 1996 we published design of a thermic detection system applied to chick embryonated 
eggs irradiated with infrared rays (Avila et al. 1996). 
Infrared radiations are widely used in medical therapeutics. It has been argued that doses 
and periods of time employed in experimental animals are higher than those used in clinic. 
Thus, we considered of interest to analyse aspects of dosimetry and thermic effects of 
infrared rays with current methods in medical practice, using in ovo chick embryo as a 
model of easy control.  
To this end we designed a system to measure temperatures and their acquisitions and 
software for its handling. The system consists of: a) thermic points: thermocouples or 
termistores adaptable to the experimental requirements and calibrated with a greater 
precision within a range of ten degrees around the incubation temperature; b) acquirer 
circuit of thermic data (hardware): it generates a time base that varies with the thermic 
sensor. Software: the PC XT or AT detects changes in the time base by means of a programs' 
in a Turbo Pascal; c) storage and analysis of data allows, through a menu the scale selection, 
time of program data to be acquired, storage and recovery of the diskette information and 
graphic impression; d) chick's embryonated eggs.  
This system allows to measure temperature distribution in small physical spaces with little 
disturbance of the system to be measured in irradiated bodies, to analyse variations of the 
temperatures in time and to secure a greater confidence and automatism to obtain the 
required data. Figure 1. 

2.3 Experimental Intense Pulsed Light (IPL) system with and without different filters 
(Avila et al. 2009)  
To carry out the studies of the effects of the radiation on the different tissues in embryos of 
chicken we designed the experimental plan that is shown in the Figure 2.  
The system consists of an Intense Pulsed Light (IPL) radiation source of 308 nm from DEKA 
model: Excilite (XeCl Excimer Light) wave length of 308 nm, capable to emit a radiation 
density of 4,5 J/cm2. The emission spectrum of this lamp was characterized in this work and 
is shown in the Figure 2. 
Besides we used a filter set: 
Acetate: Colorless, Orange, Green, Blue and Yellow. 
Cellophane: Colorless, Orange, Green, Blue, Yellow and Red 
A spectrometer (E1) Ocean Optics model HR4000 was used to characterize the emission of 
the IPL and the filters used in this work. The measurements of energy were carried out with 
an energy meter (E2) Scientech model 756 and a sensor (E3) model 362 with complete range 
(200nm to 1m). With this system we measured the total emitted energy per surface unit, 
mJ/cm2, on each sample with the different filters used and also the variation of the emission 
spectrum of the IPL after passing through the filter.  
Optical characteristics of the light emitted by the XeCl lamp were determined, Intense 
Pulsed Light (IPL), using the experimental plan shown in Figure 2. The typical emission 
spectrum of this lamp was obtained by means of this system We determined that 85% of 
UVB radiation emitted by the IPL corresponds to 307.94 nm and only 15% to UVA centered 
in 367,5 nm. This implies that the effects seen on the tissue samples were due mainly by only 
one emission with very similar characteristics to the effects that could be caused by a laser 
radiation of this wave length. 
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E1: Spectrometer Ocean Optics HR4000, E2: Energy meter, E3: Energy sensor, S1: sample (egg), LPI: IPL 
source (308 nm). (Avila et al, 2009) 

Fig. 2. Scheme of the experimental setup 

In Table 1 we shown the light intensity transmitted in the different units by the IPL with the 
different filters used of acrylic (Ac) and cellophane (Cel) with the exposure time that are 
normally given for skin treatment. The selection criteria used for the filters to work with 
were those which showed a transmittance grater than 30%. This transmittance percentage 
guarantees the possibility to observe the effects of radiation on tissues.  
 

Filter Exposure 
time /s 

Transmitted 
Intensity 

(mW) 

Transmitted 
Fluence  

(mJ/cm2) 

Filter 
absorbance 

Filter 
transmittance 

(%) 
None 20 18.1 147.50 0.00 100 
F1: Green acetate 20 0.46 3.74 1.59 2.5 
F2: Blue acetate 20 0.00 0.00 2.00 0.0 
F3: Clear acetate 20 0.00 0.00 2.00 0.0 
F4: Yellow acetate 20 0.00 0.00 2.00 0.0 
F5: Orange acetate 20 6.70 54.60 0.43 37.0 
F6: Red Cellophane 10 3.29 13.40 1.04 9.1 
F7: Clear 
Cellophane 10 18.0 73.34 0.30 49.7 

F8:Yellow 
Cellophane 10 2.2 8.96 1.21 6.07 

F9: Blue 
Cellophane 10 0.48 1.95 1.87 1.32 

F10: Orange 
Cellophane 10 9.2 37.50 0.60 25.0 

F11:Green 
Cellophane 20 5.25 42.8 0.53 30.0 

Table 1. Intensity of the light from the XeCl lamp (IPL) transmitted through the different 
filters, measured at 30 cm from the lamp. (Avila et al. 2009). 
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Once we characterized the IPL emission and the filter absorption we proceeded to radiate 
the chicken embryos by previously removing their white membrane (below the shell of the 
egg). We first carried out a set of measurements without using any filters and later using the 
filters that were previously selected.  
Before starting the radiation process in the different samples we determined the absorption 
spectrum of the albumen of the egg and of the white membrane. From these results we 
determined that the white membrane should be removed before the radiation of each 
sample since it has a very large absorption coefficient to the study wave length and would 
not permit to determine the effects of the radiation in the embryo tissues.  
The acetate filters (transparent and orange) and cellophane filters (transparent orange and 
green) allow to the passage of the radiations producing biological effects in the organs of the 
chicken embryo, for this reason it is not recommended to be used as a filter.  
The acetate filters (green, blue and yellow) and cellophane filters (red, yellow and blue) do 
not allow to the passage of radiation, without showing any biological effects in the chicken 
embryo. 

3. Results 
3.1 He-Ne laser irradiation  
3.1.1 Chick embryo mesonephros 
A study on the effects of He-Ne laser irradiation on glomeruli and renal tubules of the chick 
embryo mesonephros at 7 days of in ovo development was made. (Avila et al, 1992) 
To this purpose, He-Ne laser irradiation (potency: 5 mW, wavelength: 632.8 nm) was 
beamed for 5 minutes through a window opened in the egg shell, and the eggs were 
maintained aseptically for 24 h in an incubator.  
Mesonephros were dissected out and processed for hematoxylin/eosin, periodic acid-Schiff, 
and Alcian blue at pH 2.5 and 1.0, toluidine Blue at pH 3.8.  
In controls, the glomeruli were formed by coiled capillaries with a homogeneous basement 
membrane, the proximal tubules presented a high cubic epithelium with acidophilic 
cytoplasm and a developed brush border. Distal and collecting segments were lined by 
cubic epithelium. An alcianophilic and PAS-positive reaction stood out at the membrane 
coats of the proximal tubules and tubular and glomerular basement membranes. No 
glomerular alterations were observed during the experiment. However, there was a marked 
enlargement of the tubular interstitium, with edema and lymphohistiocytic inflammatory 
infiltration. Some tubular cells desquamated to the lumen. Other cells presented a raveled 
apical surface. Some nuclei were dispersed out, and mixing with chromatin, formed 
diminutive granules. Pyknotic nuclei were seen occasionally. Epithelial necrosis and 
cytoplasmic debris in the lumen were also noted. For mucins, some zones showed brush 
border coats of the proximal tubules as discontinuous. 

3.1.2 Chick embryo ovary 
We published in 1992 the structural changes induced by He-Ne laser on the chick embryo 
ovary. (Avila et al. 1992) 
The morpho-histochemical alterations that occur in the chicken ovary at 7 days of incubation 
after irradiation with He-Ne laser of a potency of 5 mw and at a wavelength of 632.8 nm 
were studied.  
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The embryos were irradiated for 5 minutes through a window opened in the eggshell and 
aseptically maintained in incubator for 24 hours. The gonads were dissected out and 
processed for the following techniques: H/E, PAS, Alcian blue, and Toluidine blue.  
Controls: The ovaries were formed by a germinative or superficial epithelium, with germ 
and epithelial cells, and by primary sex cords compressed between them, although 
separated by a reduced stroma. The cords contained germ cells The surface coat of the 
germinative epithelium presented a thin layer of PAS positive, alcianophilic at pH 2.5 and 
orthochromatic material. Basement membranes and intercord extracellular substance were 
also PAS positive. Problems: Disorganization of the tissue structure was well manifest in 
irradiated gonads, accompanied by negativization of the histochemical reactions. A 
lymphocytic infiltration was also found. No structural alterations were observed in germ or 
epithelial cells.  
It is concluded that laser radiations would act producing decrease of the mucosubstances 
associated to the plasma membrane and basement membrane.  
They would also provoke the appearance of an inflammatory mononuclear infiltration. 

3.1.3 Newborn chicken 
3.1.3.1 Structural and cytochemical modifications in the lingual glands of the newborn 
chicken irradiated with He-Ne laser (Avila et al. 1997) 
Despite the increasing and successful use of laser in Medicine and Odontology, the possible 
iatrogenic and otherwise deleterious side effects of this radiation remain mostly unknown. 
In previous studies, it was shown that both the embryonic and the post-hatched chicken 
constitute reliable experimental models for this type of studies.  
Hence, the purpose of the present work was to analyze the structural and cytochemical 
alterations of the lingual glands of the newborn chicken irradiated with low energy  
He-Ne laser.  
This laser produced regressive structural changes of the glands towards the embryonic stage 
as well as hyperplasia of the reserve glandular basal cells. Furthermore, a decrease in the 
glycoprotein content and a rise in the sulfated glycosaminoglycans were also found.  
These results corroborate the pathogenic effects of the He-Ne- laser on the experimental 
model employed and, at the same time, emphasize the importance of considering, regarding 
clinical applications, possible previous neoplastic alterations as well as adverse reactions 
which might appear once laser therapy has been installed. 
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traditional therapies. The improvement and even the elimination of many significant skin 
lesions can be achieved with reduced risks to patients. However, it is important to keep 
security measures and understand the possible effects on an experimental model.  
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Once we characterized the IPL emission and the filter absorption we proceeded to radiate 
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3.1.2 Chick embryo ovary 
We published in 1992 the structural changes induced by He-Ne laser on the chick embryo 
ovary. (Avila et al. 1992) 
The morpho-histochemical alterations that occur in the chicken ovary at 7 days of incubation 
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histological findings in organs of the chick embryo with and without protective barrier to be 
subjected to radiation excimer.  
We used the following emitter: intense pulsed light (excimer Xe-Cl laser of 308 nm 
wavelength). It was irradiated embryos through an open window on eggshells. Aseptically 
the eggs were kept for 24 hours in an incubator. The protective barriers were used with and 
without colored glass, latex, cellophane, paper, polycarbonate of different colors and 
thicknesses.  
The tissue changes observed are consistent with possible side effects of these fotothermical 
radiations we warned about possible side effects when they are applied indiscriminately. 
We believe it is important to explore different means to safeguard the safety of operators 
and patients. Figure 3. 
 

 
Fig. 3. Tongue of chicken 15 days of incubation in "ovo" irradiated with Intense Pulsed Light 
(Xe-Cl) 308 nm wavelength. Stain: hematoxylin and eosin.  5 x . The most striking findings 
consisted degenerative changes at the level of cartilage necrosis following groups glandular 
mucosa nature, accompanied by leukocyte infiltration, vascular wall thickening at the 
expense of the tunica media, perivascular edema. 

3.2.2 Chick embryo wing 
3.2.2.1 Histopathologic findings in epithelium and stroma of the chick embryo wing 
irradiated with intense pulsed light of 308 nm 
Intense Pulsed Light (IPL) is used in medical practice enabling improved significantly even 
elimination of many skin lesions of patients. However, it is important to keep safety 
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measures and know the possible effects on an experimental model. The chick embryo is a 
good model to evaluate the direct effects of ionizing radiation is its easy handling and 
availability.  
The purpose of this communication is to show our histopathological findings in chick 
embryo wings with and without barrier protection when subjected to intense pulsed light 
radiation.  
We used intense pulsed light of 308 nm wavelength Excilite model DEKA brand, Luz 
Excimer (XeCl) Wavelength 308 nm. Embryos were irradiated through an open window in 
the eggshell without barriers (controls) or barriers (problems). The eggs were maintained 
aseptically for 24 hours in an incubator. The barrier used was transparent cellophane 
without color and a green.  
The most outstanding results obtained without a barrier, with clear cellophane and green 
were epithelial haematic fibrinous exudate and epithelial hyperplasia. In the stroma are 
varying degrees of vasocongestion, erythrocyte extravasation, and focal hemorrhage and 
edema, mononuclear infiltrate. It is concluded that tissue changes observed are consistent 
with possible changes produced by these collateral photothermal radiation, which warns of 
possible adverse effects when these are applied indiscriminately. Figure 4. 
We believe it is important to study the means to ensure the safety of operators and patients. 
 

 
1. Control. 10 X H / E. 2. Problem:epithelial hyperplasia. 40 X. H / E. 3. Problem: Extravasation 
erythrocytes. 40 X H / E. 4. Problem: Fibrinous exudate 40 X. H / E. 5. Problem: epithelial hyperplasia, 
edema and mononuclear infiltrate (3), which migrate into the epithelium sectors 40 XH / E. 6. Issue: 
Stromal with vessels congestion and epithelial hyperplasia. 10 X. H / E 

Fig. 4. Epithelium and stroma of the chick embryo wing 15 days irradiated with (problem) 
or without (control) intense pulsed light of 308 nm. 
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3.2.3 Heart of the chick embryo 
3.2.3.1 Biological effects on the heart of the chick embryo 
The 308 nm excimer laser is a new application in cardiology for the treatment of congenital 
heart malformations, vascular and ischemic cardiomyopathy. (Spencer & Hadi, S. M. 2004). 
This type of laser emits 85% of ultraviolet (UV) type B and 15% of UV radiation type A. 
However, the literature does not describe the changes that occur in myocardial cells and 
surrounding embryonic tissue when exposed to this type of laser. 
Moreover, the intense pulsed light therapy with high-energy UVB spectrum is used in a 
manner similar to the excimer laser in different conditions. Intense Pulsed Light (IPL), is 
based on generating a polychromatic light source, high intensity incoherent. 

 

A. Control: cardiomyocytes. Coloration hematoxylin / eosin. B. Problem: disorganized tissue with 
interstitial edema, vasocongestion, exudate. Pericardium with leukocyte exudate. Coloration 
hematoxylin / eosin. C. Problem: Interstitium with blood vessels. Cardiomyocytes. Masson's Trichrome 
Staining. D. Problem: Interstitium and cardiomyocytes. Reduction of glycoproteins. PAS Staining 

Fig. 5. Heart of the chick embryo 15 days days irradiated with (problem) or without 
(control) intense pulsed light of 308 nm. 
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4. Discussion and conclusion  
The chick embryo is a good model to evaluate direct effects of ionizing radiation is its easy 
handling and availability. 
We irradiated chick embryos and newly hatched chicks with He-Neon laser and infrared 
radiation (IR) and ultraviolet (UV) radiation found histopathological changes post. On the 
other hand, in the databases searched found no experimental studies on the biological 
effects of radiation from pulsed light of 308 nm (XeCl Excimer Light) in chick embryo 
organs. So also did experiments with intense pulsed light corroborating deleterious effects 
on organs of chicken embryos. 
On the other hand, in the databases searched found no experimental studies on the 
biological effects of radiation from pulsed light of 308 nm (XeCl Excimer Light) in chick 
embryo organs. So also did experiments with intense pulsed light corroborating deleterious 
effects on organs of chicken embryos. 
Authors studied the Influence of UV-B radiation on embryonic development of chickens 
Hampshire breed and considered that it is possible to state that short-lasting UV radiation 
appealing can have positive influence on organisms, which can be used in medicine for 
preventive end treating purposes. (Veterany et al. 2004) 
Some authors ( Schroeder et al. 2008) imply that IRA-radiation is capable of altering gene 
expression which brings forward a pro-aging phenotype of the skin. Apart from minimising 
exposure to natural IRA and responsible use of artificial IRA sources, the questions arises 
how a protection against the detrimental effects of IRA can be achieved. 
The XeCl (IPL) lamp used in these experiments present a very monochromatic spectrum of 
emission of 307,94 nm and its effects could be very similar to those corresponding to a XeCl 
laser. The IPL is normally used for skin treatment for which the spectroscopic 
characterization carried out lets us determine the effects of this wave length on the tissues. 
(Nahavandi  et al., 2008) The filters used basically acted only as intensity attenuators and 
they let us determine which optic material is more convenient for the protection of the 
personnel that uses this type of IPL.  
It is because of this that we investigated the histopathological changes produced on an 
organ of the oral cavity of the chicken, the tongue and especially those centered in the 
cartilage, being similar to those described in prior publications produced in different organs 
of the embryo of chicken radiated with ultraviolet radiation, infrared and HeNe Lasers. 
(Samar et al., 1993, Avila et al., 1994 , Samar et al., 1995) 
Clinically it is used as cartilage stimulus for its regeneration in the degenerative processes. 
It’s been postulated that its action is based on the cell multiplication, the formation  
of collagen and elastic fibers, the vessel regeneration, the scar formation of bony tissues  
and the re-epithelization of the damaged tissue. (Baumanna et al., 2006 and Andreu & 
Zaldivar 1996). 
Others authors. (Baumanna et al., 2006) studied the influence of laser radiation in human 
osteoartritic condrocites using different wave lengths (laser diode of 690nm and laser Nd: 
YAG of 1064 nm), power densities and exposition times and they observed that uaing a 
specific set of parameters (2 W; 16W/cm2; 60 s; 120 J) they observed an increase in the 
synthesis of the matrix (material of cartilage originating from 36 patients). They also 
describe that, using a very high power density, but a constant energy density, a reduction of 
the rate was produced (28%) of synthesis of the matrix.  
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By using only the filters with a transmittance grater than 30%, we could guarantee the 
possibility to observe the biological effects in tissue radiation.  
Many countries have published safety guidelines for the use of lasers and most of them are 
harmonized with the international standards of the International Electrotecnic Commission 
(IEC). The maximum limit permitted of the exposure with the (MPE) laser used in 
international safety standards of the IEC are based on guidelines of the International 
Commission in the protection against the not-ionizing radiation (ICNIRP). (Moseley 1994; 
Sliney 2006; Parker,2007). 
The CIS 825-1 norm (1993) is set for the manufacturers; However, it also offers some 
limitations oriented on the safety for users. All commercial lasers must exhibit the risk 
classification indicated.  
We repeat that the use of IPL in spite of having similar biological effects than UV Lasers, do 
not have an equal standard safety classification.  
The study of different types of radiation in our experimental model allowed to obtain 
information regarding the behavior of cells and tissues. We believe it is important to study 
the various means to ensure the safety of patients and operators. Also allow those 
responsible for advising on the lamps to regulate medical and aesthetic use. 
We conclude that these tissue changes are compatible with photothermal side effects of 
this radiation that warn us about possible adverse effects of dose and time used 
experimentally. 
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1. Introduction 
There has been a massive paradigm shift in investigatory tools at present. A greater surge of 
interest in soft tissue analysis, real time imaging and functional recordings to enhance our 
understanding of the complexity of the biological system is underway; with high emphasis 
on non-invasiveness and cost effectiveness. Current studies are looking at the possibilities of 
using non-ionizing alternatives to derive the required parameters to diagnose, treatment 
plan and evaluate the orthodontic case. This is in stark contrast to some decades ago where 
static hard tissue investigations were considered gold standard. 
This chapter will explore the different investigations traditionally used for Orthodontic 
treatment planning and evaluation of treatment objectives. Since the introduction of lateral 
cephalometrics in 1931 by Broadbent and Hoffrath this 2 dimensional investigation has been 
considered the ultimate. However, it has several key limitations – radiation exposure 
particularly for growing children, 2 dimensional representation of a 3 dimensional living 
body with static image output. The need to provide a more holistic view to the case 
assessment with new investigatory tools like 3D imaging, ultrasonography, video 
recordings and EMG are perhaps the way for the future to assess growing living functioning 
body. 
At the time of writing there is a wide array of imaging technology with innovative 
developments occurring at a phenomenal pace. Nearly every time one searches the world 
wide web something new is presented. The new hype- 3D video softwares are considered to 
be the next big thing 1. The imaging industry finds wide application in defence, architecture, 
resource industries and general entertainment. In the medical field, it has immense 
application for diagnosis and potential to generate understanding not previously possible 
with 2D investigations. The classic examples are MRI and CT scans 2-6.  
In orthodontics, the focus is more based on the external features and soft tissues and 3D 
reproductions are invaluable not only for diagnosis in general medical scenarios, but more 
so for treatment evaluation and long-term growth changes. However, the majority of 
published work tends to come from Japan followed by European and USA researchers 7-9.  
In this chapter a brief historical background of the different imaging techniques namely 
Lateral cephalometrics, sEMG, Ultrasonography & 3D imaging as used in contemporary 
investigations along with important findings from recent studies from author’s research 
involving such technology are discussed.  
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2. Lateral cephalometrics 
Lateral cephalometric techniques have dominated in mainstream orthodontic, orthognathic 
and dentofacial growth studies for over seven decades. It is considered a versatile tool and 
has served the profession well since it was first introduced in 1931 by Broadbent 10. 
Cephalograms have improved our understanding of growth through seminal research 11,12. 
It is an important diagnostic tool utilized extensively in orthodontics. Recent literature 
search brought out 28,200 items related to “lateral cephalometrics in Orthodontics” while a 
similar search on PubMed found 808 documents on related topics. This highlights the 
volume of work done in the field. 
There are two major limitations with cephalometrics; primarily, the additive radiation 
dosage of progressive films and, secondly, it is a two dimensional representation of the three 
dimensional craniofacial region. Moreover, the validity of cephalometric analyses has been 
questioned13 and there have been concerns about the application of such simple analyses in 
diagnosis and treatment planning. Errors generally are attributed to orientation, geometry 
and association. A meta-analysis was conducted on six studies for random and systematic 
error along with repeatability and reproducibility 14 with good repeatability found for 
limited landmarks namely menton (Me) posterior nasal spine (PNS) anterior nasal spine 
(ANS) sella (S) pterygomaxillary fissure(Ptm) point A deepest point on the anterior 
maxillary margin (A) and point B deepest point on the anterior symphysis region of the 
mandible(B).  
A number of computer software sites such as the Dolphin®  (Los Angeles CA, USA), Mona 
Lisa® (Tidbinbilla, Canberra, Australia) (Fig.2) etc. are available to analyse the lateral 
cephalogram with multiple analyses at a click or a mouse scroll. However, the computer 
analyses have also been criticized for error through loss of contrast, related to pixel size and 
poor calibration. Overall, the trained eye can effectively trace and resolve finer details up to 
0.1mm or smaller 15 as compared to 2.48mm accuracy recorded from Active Appearance 
Models (AAM) which is a computer program designed to locate landmarks 16. Such 
technology needs refinement with mathematical model in order to provide a higher level of 
accuracy and reproducibility with work in progress by most of the softwares. 
Furthermore, the lateral cephalogram has been supplemented with other radiographic 
conventional images such as panoramic radiography, periapicals, and hand wrist films. The 
later is now being replaced by the cervical maturation index (CMI) which can be derived 
from standard lateral cephalograms reinforcing the trend towards minimizing radiation 
exposure in growing individuals.  
There is a galaxy of analyses to choose from. One needs to be mindful of the analyses being 
a composite of several unique dimensions often with a signature eponym. So it is imperative 
to choose specific dimensions of relevance to the study at hand. Prudent selection of analysis 
proves to be time efficient. Figure 1 depicts the basic linear, angular and proportional 
analysis for majority of diagnostic features commonly required for treatment planning in 
Orthodontics. 
The common range and standard deviations for the different variables from a recent study 
are given in Table 1. These reflect the general spread for the variables elicited in Fig.1( part 
of the research project of Dr S Naser-ud-Din for the fulfillment of PhD University of 
Adelaide 2009)18. 
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Fig. 1. Lateral Cephaolmetric with Linear (Blue)- 9 linear ( Co-Go, Ar-Go, Go-Me, Masseter 
Length, R1-R2, R3-R4, N-Me, N-Gn, AGoNotch).Angular ( Green) -6 angular ( GoAngle, 
UGoAngle, LGoAngle, Max-Man, Frankfort Horizontal to Mandibular plane, ODI) & 
Proportional (Red) analysis-5 proportional (NGn-ArGo, LAFH/TAFH,LPFH/TPFH, ArGo-
GoMe, Jarabak Ratio)17  
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  Variables Abbreviations Mean SD Range 

Li
ne

ar
  V

ar
ia

bl
es

 

1 Condylion-Gonion Co-Go 64.3mm (6.0) 55.4-79.7 

2 Ante-Gonial Notch Ago-Notch 1.9mm (0.6) 0.9-3.2 

3 Articulare-Gonion Ar-Go 45.8mm (5.2) 35.3-55.4 

4 Gonion-Menton Go-Me 73.7mm (4.6) 65.4-80.8 

5 Nasion-Gnathion N-Gn 107.7mm (6.8) 96.9-121.3 

6 Ricketts R1-R2 R1-R2 29.2mm (3.9) 21.7-36.2 

7 Ricketts R3-R4 R3-R4 48.0mm (6.5) 39.6-58.0 

8 Masseter Length ML 56.3mm (5.6) 44.6-65.8 

9 Nasion-Menton N-Me 110.4mm (7.4) 99.2-126.6 

A
ng

ul
ar

  V
ar

ia
bl

es
 

1 Maxillary - 
Mandibular Plane Max-Man 21.3° (6.2) 10.2-36.5 

2 Frankfort Horizontal 
–Mandibular Plane FH-Man 21.8° (6.3) 13.2-36.1 

3 Upper Gonial Angle Go Angle U 49.9° (5.5) 41.6-63.6 

4 Lower Gonial Angle Go Angle L 68.3° (5.2) 60.1-82.1 

5 Gonial Angle Go Angle 118.2° (7.8) 102.7-134.6 

6 Overbite Depth 
Indicator ODI 73° (7.8) 56.5-92.3 

Pr
op

or
tio

na
l V

ar
ia

bl
es

 

1 Nasion-Gnathion/ 
Articulare Gonion NGn/ArGo 2.2 (0.2) 1.8-2.7 

2 Articulare Gonion / 
Gonion Menton ArGo/GoMe 0.7 (0.1) 0.6-0.9 

3 Lower Anterior Face 
Height LAFH/TAFH 57.1% (3.9) 47.1-63.3 

4 Lower Posterior 
Face Height LPFH/TPFH 73.4% (6.4) 59.1-84.2 

5 Jarabak Ratio J Ratio 83.6% (6.5) 71.0-95.7 

 

Table 1. Common distribution for the variables from cephalometrics. ( Part of the doctorate 
project Dr S Naser-ud-Din University of Adelaide Australia, 2009)  
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Fig. 2. MonaLisa ® Program for custom made cephalometric analysis. For efficient and 
standardized analysis computer based software packages are widely utilized. 

3. sEMG (surface Electro Myo Graphy) 
Our understanding of the neurophysiology of the muscles of mastication has increased 
substantially in the past 60 years. With the introduction of electrophysiological tools in the 
1950’s 19, an array of experimental protocols have become available around the globe. 
Although, the majority of studies have used animal models due to the invasiveness of the 
procedures, results from such studies still provide valuable data that is extrapolated into 
humans. The earliest EMG studies reported on muscles of mastication during basic 
mandibular movements were from Carlsöö(1952), Göpfert & Göpfert (1955) in Moller( 
Moller 196620. These preliminary studies improved our fundamental understanding of the 
complex masticatory system. Other work of historical interest is from Perry & Ahlgren21,22. 
EMG registers signals of muscle contractility through action potentials delivered by the 
motoneurones. Highly refined bipolar surface electrodes are sensitive to these electrical 
signals and, once amplified, are visible as the EMG recordings. 
In the human model, indirect methods are employed and are preferably, non-invasive. 
Surface electromyography (sEMG) is a tool that is used extensively to explore the neural 
circuitry. Although, it has its limitations (discussed later) is overall considered user-friendly, 
non-invasive and has extensive applications in neurophysiology.  
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3.1 Development of sEMG devices  
The first chewing apparatus was described by Moller in 1966 20. It was a landmark 
achievement in which bipolar recordings could be saved on photographic oscilloscopes 
rather than printed by inkwriters. Therefore, several experiments were designed to enhance 
our understanding of muscle activity during chewing, postural activities, full effort 
clenching, swallowing patterns and even facial morphology. This innovative apparatus only 
required an EMG recorder with electrodes. The electrical activity was recorded on three 
channels. Although, an advanced methodology for its time, Moller’s apparatus had the 
serious limitation of un-standardized positioning of the subject. This produced a lack of 
reproducibility, albeit the reproducibility factor poses a challenge even with contemporary 
advancements. Other methodological issues arose from interference from neighbouring 
potentials, rejection of common voltage, distortion of amplitude and uneven distribution of 
electrical activity 20. Over time, several global studies have been conducted which have 
improved designs and chewing devices 23,24 leading to an enhanced understanding of the 
reflexes in the oro-facial regions.  
The periodontal-masseteric reflex was first described by Goldberg 1971 25 highlighting the 
importance of not only PMR but also the role of the masseter muscle and central 
connections, due to the short latency. This study concluded that there was a central 
connection located in the mesencephalic nucleus that was responsible for the excitatory 
masseteric reflex evoked by PMR and gingival receptors. One can appreciate that, even with 
a very simplistic methodology and manual tapping of the teeth, Goldberg was able to 
deduce these important findings. 

3.2 EMG studies and significance in orthodontics 
Work in this field has resulted in few conclusive findings. A canonical correlation analysis 
between facial morphology, age, gender and EMG during rest and contraction has not 
found a statistically significant correlation 26. EMG and bite force have been studied 
extensively20,27,28 with consistent findings of reduced force levels in dolichofacial patterns. 
Different vertical facial types, both in adults and children, produce differences in EMG 
responses recorded over the course of a day 29. Masseter muscle EMG activity was found to 
be consistently longer in short vertical dimension facial types as compared to high 
mandibular plane angle individuals. The variables of bite force, muscle efficiency and 
mechanical advantage in children with vertical growth patterns 30 were negatively 
correlated with muscle efficiency and vertical proportions.  
Morimitsu et al. documented recordings of EMG from masseter muscles which showed 
positive correlations with linear cephalometric measurements; particularly, the muscle 
activity was significantly related to mandibular dimensions such as (Co-Go) and body 
length (Go- Me) 31. In fact, the muscle activity increased with decrease in vertical 
proportions such as mandibular plane angle. Furthermore, they compared the muscle 
activities with anterior-posterior skeletal base relationships indicated by Sella Nasion Point 
A (SNA) and Sella Nasion Point B (SNB) variables. Morimitsu et al. strongly advocated the 
use of EMG for examining masticatory activity, but one could argue that the reproducibility 
with electrode placement at subsequent visits may prove to be a challenge 32. 
A comprehensive study by Tuxen et al. 33 compared masseter muscle fibre types along with 
function from EMG and facial morphology. They concluded that even with intensive 
analysis of different dimensions, linear regression analyses failed to show any significant 
association highlighting, once again, the complexity of the craniofacial region. 
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Muscle spindle reflexes are stronger in short face height individuals17,34 which may explain 
the phenomenon with bruxism and brachyfacial tendency. Moreover, this information may 
translate into better designs for splints and Orthodontic appliances. 
A recent publication 35 has utilized EMG to analyse masseter muscle differences in 
individuals who brux in their sleep. The authors believe their system can help diagnose 
different types of bruxism and is aptly termed the innovative bruxism analysing system. 
Once again, the literature supports the use of sEMG as a useful mode of investigation.  

3.3 Limitations & methodological issues 
EMG has provided insight into the neuromuscular system but there are inherent limitations 
which must be minimized in order to derive meaningful data. This has been reviewed 
thoroughly 36. EMG accuracy may be enhanced by the use of intramuscular electrodes 
compared with sEMG electrodes. However, sEMG electrodes with built-in amplifiers can 
assist in reducing cross-talk and movement artifact. Passive surface electrodes require skin 
preparation and monitoring of resistance below 10Ω for clear data recording. Contemporary 
sEMG involves the use of bipolar electrodes, which suppress noise. The amplification 
should counter distortion, preferably 10 x higher than the electrode-to-skin electrical 
resistance. The filter level is dependent upon skin thickness and the frequencies recorded. It 
should not eliminate any of the frequencies within the range of recording and the choice lies 
between upper (high-cut or low pass) and lower (low-cut or high pass). 
 
 

 
Fig. 3. Subject seated comfortably throughout the experiment session. sEMG recorded 
bilaterally from the masseter and the digastric muscles: (a) biting on a custom made 
impression; (b) left central incisor mechanically stimulated by an orthogonal probe;(c) local 
anaesthetic was infiltrated to eliminate periodontal mechanoreceptor input during the 
spindle trials. An ear clip provided the electrical ground. 
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In addition, the quality of data production is dependent on the recording and display 
devices, the sophistication of the computer programs to reliably identify the initiation of 
muscle activity, the type of ground used, and obviating the use of long leads which 
contribute to noise and, therefore, contamination of the data. Several different types of 
ground have been utilized in human studies such as forehead, wrist, elbow, ear lobe and lip 
clips. Currently the ear lobe is selected due to ease of placement and distance from the 
experiment site (Fig 3).  
Minimizing artifacts is essential for clear data recording and minimizing movements from 
adjacent muscles is very helpful. In the study by author34, the customized nose rest and the 
head halo provided stabilization during the chewing and static phases of the experiments 
(Fig. 3). 
Cross-talk is a phenomenon commonly experienced in sEMG recordings where adjacent 
muscle activity leads to electrical volume added to the data. Cross-talk can be minimized by 
standardizing the experimental conditions. Moreover, double deferential techniques can 
also assist in eliminating cross-talk 37-43. This is the prime cause of criticism in telemetry 
sEMG recording where cross-talk and noise can compromise the results 44. 
Finally, correct processing of the data is essential and custom-made software programs are 
routinely used. IZZY® 45, in Fig. 4 provides an array of systematic offline analysis which 
allows the data from sEMG to be full wave rectified and further processed as CUSUM 
(Cumulative Sum). 
Normalization (Fig.5) is a standardization process for data acquisition which allows 
comparison between different subjects and with the same subject data on different 
occasions. It means normalizing sEMG levels to the percentage of an individual subject’s 
MVC (maximum voluntary contraction) for each muscle group, hence reducing the 
variability between records. 
 

 
Fig. 4. Recording sEMG screen shot of the computer generated triggers (white), profile of 
stimulus (red), Jaw force (green), Jaw position in opening and closing (blue) and raw sEMG 
recorded from left masseter (yellow), right masseter (pink) and anterior digastric (orange). 
Total of seven channels were operating at the time of the experiments. 
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Fig. 5. sEMG (A) was recorded from the masseter (B) during experimental conditions with 
normalization of the raw scan in A to C1, C2 and C3 ( control, with low tap and high force 
tap to the central incisors). 

4. US (Ultra Sonography) 
Ultrasonography is developing rapidly as the mainstream investigatory tool.  
Ultrasonography (US), as the name implies, utilizes sound waves within the frequency of 2-
18MHz that bounce off the tissue to provide the depth and density of the image 
conventionally captured on the screen as a real time image. It was developed for medical 
use in the 1940’s with parallel developments across the Atlantic in the USA and Sweden. It 
has since been widely accepted as the safest investigating tool and is applied widely in 
obstetrics. However, it has applications across several medical disciplines including 
physiotherapy therapeutic outcomes for muscular-skeletal conditions. It is now easily 
available infact handheld devices which are easy to use and with higher resolution are 
making way into the clinical set ups and for field work. The 3D graphics along with real 
time color coding will indeed provide greater understanding and acceptance in the future to 
evaluate functioning muscles. There has been a major paradigm shift with realization that 
form and function are inextricably intertwined in Orthodontics. Our understanding of the 
hard tissue relationship has been comprehensive, with extensive clinical trials both cross 
sectional and longitudinal over the past several decades. The majority of studies have used 
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standardized cephalograms that reflect our current concepts. However, the same cannot be 
stated for soft tissues and, more specifically, the muscles that envelope the skeletal bases. 
Hence, the interest with non-invasive soft tissue real time evaluation with US. 
The hypothesis was that if such a simple non-invasive investigation can provide diagnostic 
data then it would obviate the need for radiation investigations, in particular for 
randomized controlled clinical trials (RCCT) that are currently considered the highest 
caliber of evidence based literature. Such study designs require several radiographs which 
are difficult to justify ethically. Hence, non-invasive US could prove vital for long term 
studies. 
US is advancing from 2D to 3D imaging whereby a series of 2D images are collated and 
rendered into 3D. The main limitation is cost as it needs a specialized probe and the image 
acquisition speed is relatively slow, especially in moving tissues such as contracting 
muscles. Further advances with colour Doppler technology are of value for imaging 
tortuous vessels. Generally speaking, conventional US serves well and is good for imaging 
muscles and soft tissues, but has poor acoustic impedance for bone. 
Muscles of mastication have been studied extensively with US which has been considered to 
be a valuable, precise technique for analysing muscle shapes 46-49.  
Furthermore, US is superior to radiographs for soft tissue evaluation and definitely 
overcomes the radiation hazards. The surface topography for the masseter muscle is 
excellent due to its superficial anatomical position Fig. 6 &7); however, the volume and 
cross-section assessments have been difficult 50. Hence, the present study sought to evaluate 
these dimensions with a simplified approach and using arithmetical formulas 51. 
A comprehensive meta analysis was recently presented by Serra in 200850 which reported 
masseter muscle thickness in contraction to range from 5-14.1mm 52,53. One could argue that 
this wide variation would be due to racial or ethnic diversity not to mention the time of 
recording be the muscle relaxed or tensed in contraction. US has recorded thickness 
variations in masseter muscle contraction and relaxation 49 during function which would 
otherwise have been impossible with snap exposure type investigations. 
US has been extended to determine association between several variables such as the 
masticatory muscle thickness, TMD and bite forces 54. The study found a positive correlation 
between masseter muscle thickness and posterior facial dimensions. The study concluded 
that muscle thickness is related to vertical facial dimensions and bite force. Previous studies 
have had similar findings in large samples where not only negative relations between 
muscle thickness and anterior facial heights and mandibular lengths were noted but positive 
relationships existed with intergonial width and bizygomatic facial width according to 
anthropometric measurements55,56. Likewise, a Swedish study consistently found a 
relationship between thin masseter and longer faces in females 57. This study found US to be 
a reliable and accurate method for muscle assessment. 
Hatch and associates have clearly indicated the importance of multivariate analyses of the 
masticatory system for comprehensive diagnosis in dentistry 58. They went so far as to 
include blood glucose levels along with bite force and cross-sectional area of the masseter 
muscle.  
Overall, US has been documented as a reproducible and reliable investigating tool for 
masseter muscle assessment 59,60 and could produce useful, non-radiological information to 
enhance orthodontic practice. 
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Fig. 6. US Scan of the left masseter showing (dotted lines) the length (horizontal line) and 
the thickness (vertical line) 

 

 
Fig. 7. Area measured manually by tracing the circumference of the masseter muscle (B). 
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5. 3D imaging 
3D imaging has come a long way in the last 20 years, particularly since its introduction six 
decades ago [Thalmann-Degen 1944]61. Primarily developed for application in industry 62 as 
an effective and non-invasive method, it quickly found its way into clinical applications, 
particularly in orthodontics 63 and oral surgery. 3D applications in restorative dentistry with 
the Cerec technique and CAD-CAM are already in main stream clinical application and 
boast high accuracy at the level of 70 microns 64. Scanning of comparably smaller 
dimensions of hard surfaces with accurate reproduction has evolved over the past few 
years7. A similar level of precision is desired for facial soft tissue imaging. It’s only a matter 
of time and refinement of technology until 3D imaging becomes a routine part of private 
orthodontic practice 65. With innovative robotic wire bending, tailormade appliances both 
labial and lingual ( Insignia, SureSmile66 and Incognito-3M Unitek USA ) 3 D imaging is 
gaining an integral component of how Orthodontics shall be delivered in 21st century. 
In orthodontics, 3D imaging was tested for the first time in 1981 with optical surface scans 67-

69. A major change came with the use of a hand-held scanner making the scan portable 
(McCallum et al.; 1996 in Moss70) followed by a probe to record 3D coordinates 55. Imaging is 
sensitive to the surface acquisition and sufficient data are required to appreciate the subtle 
changes that occur in soft tissues over a period of time.  
There are various types of imaging techniques ranging from stereo photogrammetry, to 3D 
laser scanning, vision-based scans like Moiré tomography along with the latest, safest and 
most cost- effective structured light 3D imaging 9. Innovative approaches are under way to 
integrate the conventional lateral cephalogram with stereo photogrammetry and digital 
fusion. It is claimed that such techniques will obliterate errors through image sensors and 
3D orientation 71. 
Structured light creates a superficial shell-like reproduction of the face enabling the 
digitized topology of the face to be displayed in 3D without any ionizing radiation 71. It is a 
simple and cost effective method of generating three-dimensional images with minimal time 
required for exposure, usually within one second.  
The structured light (SL) technique provides reasonable accuracy when following certain 
protocols such as the exposure should be frontal with deviations of up to +/-15° only 
because with increasing profile view there is proportionally reduced accuracy. Linear 
measurements can be erroneous up to 1mm and if that is acceptable to the operator and 
duly accounted for it should not be of much concern. Likewise, the smaller inter-distance 
between the two cameras creates a limited field of view leading to diminished accuracy in z-
coordinate measurements 72.  
Overall, SL is considered a simple, cost effective and readily applied 3D imaging system 73. 
It is based on stereoimaging and triangulation to produce a 3D image. From a light grid or 
pattern which is usually horizontal Fig.8. The mean absolute error for linear measurements 
with SL 3D imaging in the current study was 0.53mm 18,74,75. 
3D imaging is valuable in assessing the growth changes in soft tissues over time, because 
previous investigating methods were not able to adequately assess soft tissue changes 
related to growth. A large scale growth study with 3D optical surface scanning 76 found 
significant changes in the vertical facial dimension with increase in the cross sectional cohort 
age range 5-10 years old. Moreover, they found a significant increase in dimension in the 
masseter muscle mass across the age range. Hence, age-related changes can be appreciated 
and quantified with 3D imaging. Furthermore, a longitudinal study analysing facial 
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morphology changes also found similar results with an increase in the vertical dimension 
being gender dependent with greater significance in males 8. 
Similarly, growth changes have been evaluated with 3D facial morphometry and Fourier 
analyses depicting changes in profile 77. Another area where 3D imaging is used extensively 
concerns pre- and post-orthodontic treatment effects on soft tissues. The very controversial 
and anecdotal references often made regarding functional orthopaedic appliances has been 
backed with evidence 78-80. Yet another highly contentious issue in orthodontics has been the 
extraction and non-extraction debate, where the treatment decision pendulum keeps 
swinging by the decade. A study in London 81 used 3D optical surface scans for patients 
with fixed appliances; one group with extractions and another without. The results were 
conclusive and laid the age-long controversy to rest with no significant facial soft tissue 
changes discernable in either study group. 
 
 

    

  
 
Fig. 8. Capturing an image with the 3D structured light projector placed 1.5m from the 
subject. The grid of light with horizontal pattern is flashed on the subject’s face for 1sec. 
Triangulation helps to generate the 3D effect.  
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morphology changes also found similar results with an increase in the vertical dimension 
being gender dependent with greater significance in males 8. 
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analyses depicting changes in profile 77. Another area where 3D imaging is used extensively 
concerns pre- and post-orthodontic treatment effects on soft tissues. The very controversial 
and anecdotal references often made regarding functional orthopaedic appliances has been 
backed with evidence 78-80. Yet another highly contentious issue in orthodontics has been the 
extraction and non-extraction debate, where the treatment decision pendulum keeps 
swinging by the decade. A study in London 81 used 3D optical surface scans for patients 
with fixed appliances; one group with extractions and another without. The results were 
conclusive and laid the age-long controversy to rest with no significant facial soft tissue 
changes discernable in either study group. 
 
 

    

  
 
Fig. 8. Capturing an image with the 3D structured light projector placed 1.5m from the 
subject. The grid of light with horizontal pattern is flashed on the subject’s face for 1sec. 
Triangulation helps to generate the 3D effect.  
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Work is underway to fabricate user-friendly analysis methods especially as 3D imaging is 
relatively contemporary and lacking well-established quantification and comparison 
techniques. 3D studies conducted with Procrustes analysis have determined the translation 
of soft tissues in monozygotic and dizygotic twins 70. Another study has used the Procrustes 
registration method in conjunction with 3D CT scan and Virtual Reality Modelling 
Language (VRML) to assess the registration error associated with such techniques and 
found it to be within +/- 1.5mm in most parts 82. A South Korean study 83 found negligible 
error of 0.37mm and less than 0.66% magnification with laser scanners. They claim that the 
soft tissue rendering was highly reliable and reproducible. However, one would argue 
about the safety of such imaging as the study was not conducted on humans but 
mannequins.  
Unique to anthropometry and 3D imaging is the ability to measure and evaluate the 
transverse dimensions of the face. Although, a large list of measurements are presented 
from the frontal aspect in the Farkas textbook 55 for diagnostic purposes one should consider 
selected ones. 
Two horizontal planes commonly used for facial widths are the bizygomatic diameter, inter- 
zygonion (zy-zy), and mandibular or lower face width, inter-gonion (go-go). Generally, such 
evaluations assist in picking up asymmetry greater than 2mm 84. These dimensions form 
indices for facial proportions. Thus, the Facial Index was calculated with horizontal (zy-zy) 
as a percentage of vertical from nasion and gnathion (n-gn). Similarly, the (go-go) width is 
used in the Jaw Index with stomion to gnathion as the lower face proportion (Fig.9).  
The midline landmarks were used for vertical proportions which were Index of lower jaw to 
facial height and Index of Jaw to facial height. These proportions are related to the lateral 
cephalogram and the correlations can be beneficial substitutes in progressive evaluation 
over the course of the treatment.  
The curvilinear measurements were included because they are more biologically meaningful 
than straight line representations of complex 3D structures (Fig.10). For example, our 
findings show a significant difference (p < 0.0001) at 95% CI and with a standard error of 
0.52 and SD = +/- 1.65 for the linear mandibular depth compared to the curvilinear 
mandibular depth. The mandibular curvilinear arc extended from left tragus to subnasale to 
right tragus (t-sn-t) and did not have an equivalent linear counterpart75. The use of 
curvilinear measures is gaining application in tooth morphology studies where curvilinear 
measurements are deemed superior to the conventional linear ones 85,86. 
3D imaging was used for the superficial soft tissue measurements and transverse indices 
(Figs.9-11). Once again the findings were similar to past work. Currently, the imaging is still 
a single capture in time and presents limited insight into the true functional assessment. 
Even though there are several existing packages available for 3D imaging it has yet to 
become a routine diagnostic tool. There are several reasons for not having 3D imaging in 
mainstream clinical set ups. Primarily the cost, followed by not completely realistic imaging 
which still needs refinement for accurate and life-like reproduction of the face. Also, the 
data acquired from such analyses needs to be unique and provide information that cannot 
be generated by other more conventional means. Finally, the product needs to be user-
friendly and easy to apply by the clinician or auxiliary staff. Above all, the suggestion that 
3D imaging could be a surrogate for lateral cephalograms with predictive correlations 
obviating the need for serial radiography and radiation exposure, could make it an 
attractive choice.  
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Fig. 9. Anthropometric Indices of Farkas55 applied to 3D images for transverse and vertical 
assessments. 
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Fig. 10. Curvilinear and linear mandibular measurements for the left side of the subject. 
There is a clear advantage with 3D images over photographs. 
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Fig. 11. Analysis of 3D scanned images using MeshLab® shows point selection for 
computing distances between the landmarks. 

Author’s study has found high correlation of certain lateral cephalometric variables, 
particularly the vertical ones, with 3D imaging indices. However, before it enters into 
mainstream clinical practice, the following criteria need to be fulfilled.  
a. Reliability is considered a composite of repeatability and reproducibility 87 and different 

3D imaging techniques have been scrutinized for accuracy and reliability. Kusnoto and 
Evans 88 used a surface laser scanner (Minolta Vivid 700) to assess various objects 
ranging from cylinders to cast analyses and facial models. They found accuracy in the 
range of 1.9 +/- 0.8mm for facial imaging which was not as high as for cast analyses 0.2 
+/- 0.2mm. Hence, one can conclude that the larger the surface to scan and the greater 
the data acquisition, the higher the error rate with current 3D scans. Likewise, the 
suggestions for improvement and exploring more user-friendly options in 3D 
technology have been highlighted in a review article addressing these issues 89. 

b. Standardization is equally essential for the translation of the predictive equations across 
the board with different imaging packages. This has been norm with many software 
cephalometric packages currently in use and could become an overall package.  
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cephalometric packages currently in use and could become an overall package.  
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c. Cost Effectiveness and ease of accessibility with perhaps even free downloads such as 
used in this study can enhance its wider applicability. Such off-line computer analyses 
can provide flexibility and effective access 90. However, one has to be wary of the 
quality of such softwares; reproducibility, reliability, accuracy of reproduction and ease 
of manipulation. Perhaps custom-made software packages specifically tailored to 
orthodontic case assessment 85,86 with higher resolution and reproducibility would be 
welcomed by the profession. Overall such endeavour will aid in patient education and 
serve as a vital teaching tool to students to appreciate subtle changes during treatment 
and growth. 

d. Safety Efforts are being made to assess mandibular growth with 3D MRI 91. However, 
there is real concern about the justification of such expensive investigations and is often 
under fire for overuse in certain countries. Clearly, for the conventional orthodontic 
patient such scans would not be routinely recommended.  

Multiple investigations used in the past such as CT, MRI and radiographs can be replaced with 
carefully selected diagnostic and evaluating tools which provide maximum information with 
minimal hazard along with the added bonus of being cost-effective. The current work has 
addressed this issue and future investigations should be geared to validate it. 
Recent work has explored the correlations between anthropometric and cephalometric 
measurements of vertical profile 92. The study found nasion and menton to be highly 
correlated between the two investigation, but landmarks such as subnasale, supradentale 
and infradentale varied significantly. This could be due to the overlying soft tissue and its 
variability among individuals. For this particular reason we chose landmarks that would be 
more closely related to the cephalometric counterparts such as glabella, nasion, gnathion, 
subnasale, gonion, zygonion, orbitale, tragus and stomion.  
However, due to difficulties in lateral projections inherent to the Structured Light (SL) 
technique we consistently had difficulty in locating the tragus. Overall, our best and most 
highly repeatable landmarks were soft tissue subnasale (y-axis) with Dahlberg’s statistic 
(DS) = 0.009, followed by zygonion (y-axis) DS=0.004, glabella (z-axis) with DS=0.005 and 
stomion (z-axis) DS=0.01. The above mentioned landmarks provide a reliable array of 
reference points to include in future 3D assessments. However, the majority of the 3D 
landmarks were within an acceptable range. Perhaps the repeatability could be enhanced 
with refined software with greater matrix size and pixel ratio 87. This would further refine 
the accuracy of the prediction equations and improve overall reliability. 
Currently, work is in progress in Liverpool where Brook et al. are evaluating 3D imaging for 
better assessment of surface contours of teeth 85,86,93. Precision and accuracy with e-tools will 
improve the way we measure. Thus, more studies will be needed to explore landmark 
assessment and measurement.  

6. Prediction equations 
Predictive equations were developed from multiple linear regressions which were 
significant18,75. Unfortunately very few variables qualified as the projection from one 
medium of investigation to the other was diverse, highlighting that each has its own 
individual data set that is novel and there is very little overlap. However, those that showed 
somewhat strong correlations were developed with ß- weights which act as constants for a 
given equation. 
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Predictive Equation R2 MSE SIG 
Linear Variables    
R3-R4 = 25.44932 + 0.48688*t-go  0.33 5.46 * 
Masseter = -37.9501 + 0.81574*FaceHt  0.88 2.19 * 
N-Gn = 75.76050 + 0.20701*go-gn + 0.10290*ManDepthLinear  0.42 3.83 * 
Masseter = -45.1784 + 0.67128*FaceHt + 0.20006*Mandiblewidth  0.92 1.98 * 
Go-Me = 58.13533 + 0.06039*Mandibulararc  0.17 4.06  
Co-Go = 28.11536 + 0.76730*t-go  0.58 5.14 * 
Ar-Go = -8.69762 + 2.50677*ManDepthLinear + -
1.93239*ManDepthCurvilinear  0.67 4.16 * 

    
Angular Variables    
GoangleU = 71.06816 + -0.36734*ManIncli  0.49 4.13  
Goangle = 144.2894 + -0.46133*ManIncli  0.47 5.33  
    
Proportional Variables    
AFH = 52.67724 + 0.11825*Indexjawwidthfacialheight  0.01 3.06  
AFH = 52.71398 + 0.18845*JawIndex  0.07 2.96  
AFH = 54.06144 + -0.03102*Indexjawwidthfacialheight + 
0.19646*JawIndex  0.07 3.17  

JarabakR = 109.0283 + -0.20828*Indexjawfacialwidth  0.11 6.62  
JarabakR = 69.87241 + 0.24662*IndexJaw-FH  0.13 6.52  
JarabakR = 101.1132 + -0.27080*Indexjawfacialwidth + 
0.30918*IndexJaw-FH  0.32 6.2  

Table 2. Predictive Tables for the various 3D imaging variables that can provide information 
pertaining to lateral cephalometric variables. Starred equations show significance at the 
level of p < 0.05. Linear measurements have the statistically significant predictive equations. 
Gray bars are the ß-weights. 

We used simple methods to produce prediction equations rather than the more resource 
intensive Besaynian or Monte Carlo factor models with the aim of, decreasing the 
complexity and making it more clinically applicable. The concept of generating predictive 
equations from 3D images for lateral cephalometric variable estimation has been presented 
for the first time. Although, it can be debated that with a small sample size the value of such 
prediction is questionable, it does set the scene for future work75. 
Compared to the reported Eigenvalues from Benington et al 94 our values were lower. Also 
their study was the first to document the masseter volume measurements with high 
technology 3D US scanning. Likewise, the current study by author did measure masseter 
volume, albeit indirectly, utilizing a simple, portable US unit that could find application in 
clinical settings75. Similarly, when compared with Radsheer 95, our values were slightly 
lower but their study included, 121 adults and previous work with 329 subjects aged 7-22 
from a Greek population 56. Our result differences could be attributed to the sample size and 
also the population from which they are selected.  
The method error indicated that there were certain landmarks that had reduced 
repeatability. This may be explained by background noise and lack of clear definition in 
some scans. Palpation is generally advantageous in precise positioning of soft tissue gonion, 
but it is considered a difficult point overall to determine even in anthropology 55. Nasion (n) 
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and subnasale (sn) were relatively easily identified on the 3D images. For a better view, the 
image was rotated upwards by 30°. This is an advantage of the scans because repositioning 
the live patient can be difficult and sometimes embarrassing. The accuracy and repeatability 
of 3D Imaging has been documented as exceptional 96 and, as with most recordings, in order 
to eliminate inter-operator variability all measurements should be made by the same 
investigator. The angular measurements are dependent on head position and need to be 
standardized across the sample 55.  
Baumrind eloquently stated that the “craniofacial complex system needs to be evaluated 
from different perspectives as no single view would do justice in its evaluation and future 
treatment planning” 97. 3D imaging has extended not only to facial surface analyses but is 
extending to cephalometry as well 98. Subtle soft tissue changes have been studied 
extensively in recent work particularly with pre- and post-treatment outcomes 8,64,80,89,91,99,100 
. Similar interest with mandibular growth changes91 and four-dimensional analyses for the 
TMD 100 are gaining momentum in diagnostic imaging. A common critique with new 
imaging techniques has been the reliability which is of concern and can be addressed with 
the development of self –calibrating measuring systems 64. 
New directions in technology will soon be evident with the need to enhance the quality of 
3D images with more real-life effect. This would assist in patient education and teaching 
sessions for dental students. Moreover, programs with substantial mouse manipulation 
create undue hand and wrist fatigue whereas touch screen options would be ergonomically 
valuable.  
Clinical applications of 3D imaging are vast and numerous. From treatment planning to pre- 
and post-treatment evaluation, the images can be manipulated from any direction providing 
in-depth analysis of the case without patient recalls and inconvenience of anthropometry. It 
is becoming a vital tool in orthognathic surgery planning, patient education, “tele-
orthodontics” 7 to manage global movement of patients, and where interdisciplinary 
treatments are sought. It is an effective recording method for various facial asymmetries 96 
and severe craniofacial dysostoses, hemifacial microsomias 101, and where simple 
photographs have serious limitations. The non-invasive nature of 3-D imaging will make its 
application widely accepted for sequential evaluation in growing children and on controls 
for research 96. 
However, the idea of obviating lateral cephalograms entirely may not yet be the case 
because radiographs still provide valuable skeletal and dental information vital for initial 
treatment planning. Moreover, we do acknowledge the limitations of prediction because as 
with any prognostic approach, particularly in a biological system, there will be variations. 
However, a method that can assist the clinician in reducing the number of radiographic 
investigations would surely be welcomed by the public and profession alike. 

7. Other investigations 
a. Genetic profiling 
Research is ever expanding in this novel frontier and will offer the possibility of diagnosis in 
Orthodontics. It already is promising in screening individuals with high risk of root 
resorption 102. 
Predictive and presymptomatic testing is already creating a lot of media interest and long 
term implications with financial issues related to health insurance. Most importantly the 
possibility of genetic discrimination may occur. 
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Recent work from Hong Kong is uncovering the genetic etiology of Class III 
malocclusion103,104. 
The genetic profiling is evolving and has to be refined to be reliable. 
Incomplete penetrance of the genetic code may prove challenging when considering 
probable malocclusion in the offspring. However, some conditions that have had high 
genetic predisposition e.g Class III skeletal patterns and anterior open bites (AOB) could 
provide useful genetic information with the probability of expression. 
However, caution has to be exercised as malocclusion is multifactorial and with global 
migrations miscegenation is increasing with leading to genetic dilution so to speak.  
b. Heat sensitive Scans 
Moss has shown heat sensitive scans can be utilized to determine the “hot spots” of growth 
particularly following Orthodontic intervention79. This is a simple non-invasive 
investigation albeit costly. 
c. Image Fusion  
The latest of combining various investigations for a holistic evaluation process has been 
aptly described as “Image fusion” 105 assisting in facial triad analysis ( namely soft tissues, 
skeletal basis and dentition) . The aim of this amalgamation is to recreate a virtual head for 
treatment planning, long term follow up and documentation. Moreover, it may provide a 
realistic prediction model in the future.  
d. MRI 
MRI ( Magnetic Resonance Imaging) although radiation free is a costly investigation, with 
implication for time and quality of life ( unbearably loud at the moment) . MRI usage is 
limited in Orthodontics needs to be justified and avoided when possible. 
Previous work 3 has affirmed that lower face height and masseter muscle thickness have 
inverse correlation. Generally, the increased lower face height individuals will present with 
classic cephalometric characteristics such as large gonial angles, steep mandibular planes 
and reduced posterior face height. The masseter muscle cross-section has been measured 
with MRI’s and found to be significantly smaller by nearly 30% in the dolichofacial types 3.  
A recent study has compared volume of masseter muscle derived from MRI with vertical 
facial dimensions and found volume to be more relevant than cross-sectional area 106. 
Moreover, the posterior face height was significantly correlated to masseter muscle volume. 
Although, MRI has shown high resolution for TMJ scans107 it needs to refine to a small field 
of view 108 for acceptance as an investigation tool.  
e. Videofluoroscopy 
Even though not entirely radiation free Videofluoroscopy is showing promising results in 
the investigation of Obstructive Sleep Apnoea ( OSA)109. There is the issue for 2D instead of 
3D as found in CBVT scans, perhaps image fusion would add to its limitations.  
f. Videos  
Increasingly videos are being recorded to provide a real time assessment on Orthodontic 
patient smiles, speech and expressions which were not possible with static shots in repose 
and unnatural smiles. Many of the softwares for diagnosis and data storage are adding 
video as an important tab to achieve patient motions. 

8. Conclusion 
Even though the findings from this study are not clinically applicable it has highlighted the 
importance of finding cost effective and non-invasive methods of investigations for 



 
Current Topics in Ionizing Radiation Research 546 

and subnasale (sn) were relatively easily identified on the 3D images. For a better view, the 
image was rotated upwards by 30°. This is an advantage of the scans because repositioning 
the live patient can be difficult and sometimes embarrassing. The accuracy and repeatability 
of 3D Imaging has been documented as exceptional 96 and, as with most recordings, in order 
to eliminate inter-operator variability all measurements should be made by the same 
investigator. The angular measurements are dependent on head position and need to be 
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investigation albeit costly. 
c. Image Fusion  
The latest of combining various investigations for a holistic evaluation process has been 
aptly described as “Image fusion” 105 assisting in facial triad analysis ( namely soft tissues, 
skeletal basis and dentition) . The aim of this amalgamation is to recreate a virtual head for 
treatment planning, long term follow up and documentation. Moreover, it may provide a 
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with MRI’s and found to be significantly smaller by nearly 30% in the dolichofacial types 3.  
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facial dimensions and found volume to be more relevant than cross-sectional area 106. 
Moreover, the posterior face height was significantly correlated to masseter muscle volume. 
Although, MRI has shown high resolution for TMJ scans107 it needs to refine to a small field 
of view 108 for acceptance as an investigation tool.  
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Even though not entirely radiation free Videofluoroscopy is showing promising results in 
the investigation of Obstructive Sleep Apnoea ( OSA)109. There is the issue for 2D instead of 
3D as found in CBVT scans, perhaps image fusion would add to its limitations.  
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Increasingly videos are being recorded to provide a real time assessment on Orthodontic 
patient smiles, speech and expressions which were not possible with static shots in repose 
and unnatural smiles. Many of the softwares for diagnosis and data storage are adding 
video as an important tab to achieve patient motions. 

8. Conclusion 
Even though the findings from this study are not clinically applicable it has highlighted the 
importance of finding cost effective and non-invasive methods of investigations for 
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Orthodontic case assessment. There is now a fast moving trend towards 3D imaging and 
indeed the lateral cephalometric may phase out in years ahead. 
In orthodontics there is a strong association between form and function 110. This has been 
studied extensively and proved with strong correlation that exists between the soft tissue 
and underlying osseous foundation. However, there are not many studies from the soft 
tissue perspective, particularly, the muscles of mastication including the masseter.  
There is definitely scope for US for assessment of masseter muscle in real-time. This has 
been documented widely in the literature with masseter muscle thickness demonstrating 
differences in posterior crossbite cases and their relationship to TMDs 5,54,111,112. But there is 
concern that some findings can be controversial and others produce non-conclusive results. 
For example, some studies 113 found the crossbite side had thinner masseter muscle. 
Obviously, 3D US is superior in function and would be better for oro-facial applications 94 
provided it is cost-effective. One can also anticipate the rapid advancement in technology 
and 4D US may well be the future for diagnosis and treatment evaluation. 
Our understanding of malocclusion has come a long way but it is multidimensional, 
multifaceted and highly variable and needs to be analyzed from several different 
perspectives. The emphasis is shifting from static, radiation-based investigations which are a 
snap shot in time to dynamic real-time recordings of soft tissue function. The fourth 
dimension in combination with conventional diagnostic tools could provide a 
comprehensive single diagnostic package that would not only assist in complete records 
diagnosis and evaluation but provide predictions for future expected changes.  
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1. Introduction  

The dominant modern methods by which ionizing radiation is sensed are largely based on 
materials that were developed decades ago, in the form of single crystal scintillators (such as 
sodium iodide (NaI(Tl))) or semiconductors (silicon (Si) or high purity germanium (HPGe) 
principally), and gas-filled counters (e.g. 3He for neutron detection). These legacy materials 
have survived and flourished because they have delivered adequate performance for many 
medical imaging, military, and plant-monitoring applications, and there was no low-cost 
replacement materials that delivered equivalent or superior performance. Thus, most of the 
research effort throughout the latter half of the 20th century was focused on the 
implementation of single-crystal solid and gas-filled detectors into various radiation-
detection niches.  
The elevation of the concern over the threat presented by secreted radiological and nuclear-
weapons has, however, driven a need for superior detection media. If one wishes to have 
the ubiquitous deployment of radiation sensors, then existing materials are unsuitable 
because they have either poor efficiency (Si), demanding logistical burdens (liquid nitrogen 
associated with HPGe), or unduly high cost (cadmium zinc telluride (CZT)). For simple 
counting applications, emerging solutions exist in the form of boron-coated straw based 
neutron detectors (Lacy, et al., 2010) and liquid scintillators; however, if high resolution 
imaging of the radiation field is to be accomplished, then one prefers a material that makes a 
highly accurate conversion of the particle’s energy into the information carriers in the 
detection media.  
The dominant sensing technologies of ionizing radiation depend on its namesake; that is, 
they sense the non-equilibrium charge states induced in the interaction media. Thus, either 
charges, in the form of electron-ion or electron-hole pairs, can be sensed by their effects on 
the electric field created by the surrounding device architecture, or the light that 
accompanies the radiative-recombination of that charge is monitored using scintillation 
photon detectors. Unfortunately, in the process of creating that charge, information is lost to 
phonon-creation which doesn’t participate in signal formation.  
One of the main motivations that drives the development of nanostructured materials, 
whether nanoscintillators or nanosemiconductors, is that the phonon-assisted loss-processes 
can be suppressed to a larger degree than is possible in single-crystal materials, such that 
more of the incident information is converted into the information carriers (charge, light) 
that participate in signal formation. 
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As we will discuss, realizing those properties requires careful control over: (1) the structure, 
size, and uniformity of the nanoparticles themselves, (2) effective coupling of the 
nanoparticles into a colloidal solid through which the information can flow unimpeded, and 
(3) suitable device design such that the information can be coupled into a readout circuit. 
Given the challenging tasks associated with deploying nanostructured media, one might ask 
whether one can eschew the charge-conversion modality altogether.  
If the loss of information to heat is a challenge that requires careful control over the energy-
band structure of the solid, why doesn’t one just measure the heat directly with a sensitive 
thermometer? This, in-fact, is the approach that delivers the best energy-resolution currently 
achievable, in the form of microcalorimeters. In fact, the resolution is several orders-of-
magnitude better than that produced by HPGe or the best nanocrystalline detectors. 
However, the temperature variations that accompany radiation impact are sufficiently slight 
that small detection-volumes bounded to superconducting readout circuits are required, 
whether one uses transition edge sensors (Ullom et al., 2007) or magnetic microcalorimetry 
(Boyd et al., 2009). Useful interaction rates can be achieved by multiplexed arrays of the 
underlying sensor, but the microcalorimetry technologies magnify the cost and logistical 
concerns associated with using HPGe detectors.  
The second motivation for employing nanoparticle approaches is thus that high energy-
resolution performance can be achieved with a lower-cost, larger-area alternative to 
detectors based on single-crystal materials. Although one can deploy high-vacuum, 
precisely controlled chamber-based equipment (e.g. molecular beam epitaxy) to create and 
grow nanoparticles, the most common approach is one of wet-chemistry, in which 
atmospheric pressure or low-vac processes are used to create the colloidal dispersions. 
Furthermore, the resulting solutions can then be deposited into solids of various form by the 
utilization of self-assembly during the solvent drying phase. Thus, the initial capital cost is 
far less than that required in a fabrication methodology based on microelectronic processing 
equipment, such as single-crystal growth furnaces. For instance, the current cost of 
deploying a cubic centimeter of the leading room-temperature single crystal semiconductor, 
CZT, is roughly $1,000, while we estimate that an equivalent volume of a nanostructured 
lead-selenide detector can be deployed for less than $10, based on labor and materials costs. 
In Section 2, we discuss some of those processing steps required to make the nanocrystalline 
detectors, and we show that they can produce excellent energy response utilizing large 
detection volumes. 
As will be shown, experimental results reveal that structuring semiconductors in a solid 
nanocrystalline composite can suppress the heat-loss mechanism relative to charge-creation 
processes, resulting in better estimates of the initial energy of the radiation than those 
produced by single-crystalline materials. In principle, the uncertainty in the energy-
measurement process can be reduced the size of the band-gap, which serves as the fixed 
increment that governs the number of charge-carriers created. However, we currently 
measure ~1 keV energy uncertainty rather than typical band-gap values of 1 eV, and 
substantial improvement must therefore be achieved to turn the principle into practice. In 
fact, the precision of the nanosemiconductor is such that much of the uncertainty is 
governed by the electronic noise of the readout circuit, but if that is quenched, then one 
expects the measurement uncertainty to be governed by the non-uniformities in the 
underlying material.  
One might ask: can one do better even than the uncertainty produced by the electronic band-
gap? Microcalorimetry provides one pathway because information-carrier creation is 

 
Nanoscale Methods to Enhance the Detection of Ionizing Radiation 559 

governed by the phonon energy structure. One can also utilize sensors which gauge the 
momentum of the incident particle, and therefore avoid the energy-loss pathways inherent 
to energy-conversion devices, as summarized in (Hammig et al., 2005). In fact, mechanical 
radiation detectors are close cousins to microcalorimeters because small detection volumes 
must be cooled to quench competing thermal noise sources, and arrays of sensors must be 
deployed to realize large detection efficiencies. However, holigraphic methods can be 
brought to bear to read-out an array of vibrating elements in parallel. 
When capturing the incident radiation and transforming its physical parameters into a 
measurable quantity, modern sensing technologies of neutral particles depend on an abrupt 
modality, in which the impinging photon or neutron is converted into a secondary charge-
carrier in a point interaction, which subsequently generates heat, charge, or momentum 
during its slowing in the detection medium. One might prefer to avoid the point conversion 
altogether and take advantage of the wave-mechanics of the incident particle. In Section 3, 
we will discuss some of the proposed methods by which radiation can be guided and bent 
such that its inherent information is not processed through inefficient information-carrier 
creation processes.  

2. Nanosemiconductors  

2.1 Why not nanoscintillators? 
For nanostructured media, the dominant modality currently being investigated by the 
radiation-detection community consists of composite arrays of nanoparticles that scintillate 
upon their excitation. The physics motivation is that in comparison to single crystalline 
materials, nanostructured scintillators exhibit: (1) enhanced light emission due to the 
suppression of non-radiative loss processes, and (2) more rapid emission kinematics due to 
a higher degree of intradot charge coupling, both of which yield higher imaging 
performance. Nanoscintillators consisting of lead-iodide (Withers et al., 2009), rare-earth-
doped fluorides, such as CaF2(Eu) and LaF2(Eu) (Jacobsohn et al., 2011), and rare-earth 
oxides, such as LuBO3 (Klassen et al., 2008) among many other materials are currently being 
studied, many exhibiting accelerated decay responses and high light conversion efficiency 
on a nanoparticle basis.  
The main challenge presented by the composite media is the optical self-absorption in the 
nanoparticles, the matrix, and the innumerable interfaces as the photons meander their way 
to the readout surface. To date, no nanocrystalline scintillator detector has exhibited 
comparable characteristics to the best single-crystal media, whether composed of NaI(Tl) or 
brighter scintillators such as LaBr3(Ce). More to the point, one doesn’t anticipate that an 
optimized light-emission media will ever produce a greater number of information carriers 
than a semiconductor equivalent because of the losses associated with converting the charge 
into scintillation light- and back again, at the photocathode or photodiode readout.  
Thus, our initial investigations have been into nanosemiconductor composites, in which we 
have determined if one can overcome their expected limitations; namely, (1) charge loss 
during the slowing-down of the charged-particle in the matrix, (2) charge trapping during 
subsequent electron and hole transport, and (3) small detector volumes.  
Regarding the latter point, small thin detectors typically accompany nanosemiconducting 
devices because of the inevitable colloidal defects that accumulate as a greater number of 
layers are cast onto the sample. Furthermore, biasing the device such that a high electric 
field is realized throughout the volume can, a priori, be challenging because of either poor 
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As we will discuss, realizing those properties requires careful control over: (1) the structure, 
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utilization of self-assembly during the solvent drying phase. Thus, the initial capital cost is 
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CZT, is roughly $1,000, while we estimate that an equivalent volume of a nanostructured 
lead-selenide detector can be deployed for less than $10, based on labor and materials costs. 
In Section 2, we discuss some of those processing steps required to make the nanocrystalline 
detectors, and we show that they can produce excellent energy response utilizing large 
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As will be shown, experimental results reveal that structuring semiconductors in a solid 
nanocrystalline composite can suppress the heat-loss mechanism relative to charge-creation 
processes, resulting in better estimates of the initial energy of the radiation than those 
produced by single-crystalline materials. In principle, the uncertainty in the energy-
measurement process can be reduced the size of the band-gap, which serves as the fixed 
increment that governs the number of charge-carriers created. However, we currently 
measure ~1 keV energy uncertainty rather than typical band-gap values of 1 eV, and 
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governed by the phonon energy structure. One can also utilize sensors which gauge the 
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to energy-conversion devices, as summarized in (Hammig et al., 2005). In fact, mechanical 
radiation detectors are close cousins to microcalorimeters because small detection volumes 
must be cooled to quench competing thermal noise sources, and arrays of sensors must be 
deployed to realize large detection efficiencies. However, holigraphic methods can be 
brought to bear to read-out an array of vibrating elements in parallel. 
When capturing the incident radiation and transforming its physical parameters into a 
measurable quantity, modern sensing technologies of neutral particles depend on an abrupt 
modality, in which the impinging photon or neutron is converted into a secondary charge-
carrier in a point interaction, which subsequently generates heat, charge, or momentum 
during its slowing in the detection medium. One might prefer to avoid the point conversion 
altogether and take advantage of the wave-mechanics of the incident particle. In Section 3, 
we will discuss some of the proposed methods by which radiation can be guided and bent 
such that its inherent information is not processed through inefficient information-carrier 
creation processes.  
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upon their excitation. The physics motivation is that in comparison to single crystalline 
materials, nanostructured scintillators exhibit: (1) enhanced light emission due to the 
suppression of non-radiative loss processes, and (2) more rapid emission kinematics due to 
a higher degree of intradot charge coupling, both of which yield higher imaging 
performance. Nanoscintillators consisting of lead-iodide (Withers et al., 2009), rare-earth-
doped fluorides, such as CaF2(Eu) and LaF2(Eu) (Jacobsohn et al., 2011), and rare-earth 
oxides, such as LuBO3 (Klassen et al., 2008) among many other materials are currently being 
studied, many exhibiting accelerated decay responses and high light conversion efficiency 
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The main challenge presented by the composite media is the optical self-absorption in the 
nanoparticles, the matrix, and the innumerable interfaces as the photons meander their way 
to the readout surface. To date, no nanocrystalline scintillator detector has exhibited 
comparable characteristics to the best single-crystal media, whether composed of NaI(Tl) or 
brighter scintillators such as LaBr3(Ce). More to the point, one doesn’t anticipate that an 
optimized light-emission media will ever produce a greater number of information carriers 
than a semiconductor equivalent because of the losses associated with converting the charge 
into scintillation light- and back again, at the photocathode or photodiode readout.  
Thus, our initial investigations have been into nanosemiconductor composites, in which we 
have determined if one can overcome their expected limitations; namely, (1) charge loss 
during the slowing-down of the charged-particle in the matrix, (2) charge trapping during 
subsequent electron and hole transport, and (3) small detector volumes.  
Regarding the latter point, small thin detectors typically accompany nanosemiconducting 
devices because of the inevitable colloidal defects that accumulate as a greater number of 
layers are cast onto the sample. Furthermore, biasing the device such that a high electric 
field is realized throughout the volume can, a priori, be challenging because of either poor 
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Schottky junctions or low-resistivity substrates. One might reasonably anticipate that 
depleting several centimetres of charge might be impossible without high bias voltages. 
Fortunately, these reasonable expectations are not met and sizable detector volumes can 
be realized over which rapid, clean charge transport can be achieved, as we will discuss 
next. 

2.2 Cadmium telluride NC detector responses 
Lead chalcogenide (PbS, PbSe, and PbTe) quantum dots have favorable properties for their 
use in NC applications. In contrast to a colloidal cadmium salt, such as CdTe, the large bulk 
Bohr radii of its excitons (e.g. 46 nm for PbSe) enables strong quantum confinement in 
relatively large NC structures. Since the conductivity improves sharply as the degree to 
which the particles are both mono-disperse and close-packed (cf. Remacle et al., 2002), larger 
particles result in better charge transport because the growth techniques are approaching 
the precision corresponding to the addition of an atomic layer. Another relative advantage 
of lead chalcogenides compared to CdTe is the nearly identical and small effective masses of 
the electrons and holes that can be attributed to the symmetric structure of the conduction 
and valence bands, which gives rise to relatively simple and broadly separated electronic 
energy levels that in turn, leads to much slower intraband relaxation (Schaller et al., 2005). 
Moreover, previous studies on lead chalcogenide NCs have shown that these materials have 
unique vibration states, weak electron-phonon coupling, and negligible exchange and 
Coulomb energies; thus, they have temperature-independent energy band-gap (e.g. Du et 
al., 2002; Olkhovets et al., 1998).  
Our main focus therefore lies with the lead salts. However, the cadmium chalcogenides 
have, at present, more mature fabrication recipes and more importantly, their bulk band-
gap is higher- 1.44 eV for CdTe compared to 0.26 eV for PbSe. This latter point is important 
because for low (< ~1 eV) band-gap semiconductors the fluctuations in the thermal noise 
compete vigorously with the small energy depositions that accompany radiation interaction, 
and they can swamp the measurement so that x-rays and low-energy particles are 
unresolvable.  

2.2.1 Detector fabrication  
CdTe is a II-VI semiconductor material that has been extensively investigated as a single-
crystal semiconductor radiation detector. NCs of cadimum chalcogenides are also widely 
studied for the detection of optical photons. In fact, the fabrication methods are geared 
toward thin films consistent with the stopping of non-ionizing poorly-penetrating radiation. 
Although less favorable than the lead chalcogenides for the intended application, the 
synthesis processes are more fully characterized, and we have therefore investigated both 
systems. 
One method to produce monodisperse NCs involves the mixing of all the reaction 
precursors in a vessel at a low temperature and then moderately heating the solution to 
grow the particles. An accelerated chemical reaction induced by increasing the temperature 
of the solution gives rise to supersaturation, which is relieved by the nucleation burst. The 
subsequent control of the solution temperature will induce further growing of NCs (Kim et 
al., 2009). 
For instance, NCs in the ~3 nm range can be grown in 20 minutes, whereas larger particles 
can take 24 hours or more, the size judged during growth via the UV-photoluminescence. 
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For instance, a synthesized NC dispersion may exhibit green-colored photoluminescence of 
540 nm average wavelength, which corresponds with a NC particle size of 3 - 5 nm. 
According to the chemistry of the synthetic process, the resulting dispersion contains NCs 
with a CdTe crystalline core surrounded by deprotonated –OH and –COOH groups of the 
thioglycolic acid; thus, the NCs have negative charge (Rogach, 2002). 
For electronic testing, assemblies composed of ~4 nm NCs were prepared by two methods: 
the layer-by-layer (LBL) method and via drop-casting the NC dispersion on aluminum and 
gold-metalized glass substrates. The LBL method is a well-known method for efficiently 
depositing NC colloidal dispersions into high quality and stable thin-film layers on the 
substrate, while preserving the distinctive optoelectrical and magnetic properties of the size-
quantized states of the NCs. For the LBL deposition, poly(diallyl dimethyl ammonium 
chloride) (PDDA), was induced as a polycation used for adsorbing nanoparticles. 
Thioglycolic-acid (TGA)-stabilized CdTe nanocrystal solution was spread on the PDDA 
layer and adsorbed. By an alternatively adsorbing procedure, a bilayer consisting of a 
polymer/nanocrystal composite was developed and the cycle was repeated from 1 to 30 
times, to obtain a multilayer film of the desired thickness.  
Unfortunately, in order to stop the high-energy charged particles associated with ionizing 
radiation one desires a thickness of at least 10’s of micrometers if not several centimeters, 
which requires repetitive and lengthy casting procedures; for instance, roughly 80 hours of 
aqueous layer-by-layer deposition is required to achieve 10’s of micrometers thickness. This 
can be enabled by robotic dipping tools, but for characterization studies, one can utilize sub-
micrometer layers to evaluate the material.  
The result of spin-casting the NC assembly onto a glass 4” diameter wafer is shown in Fig. 
1A. The varying color reflects the non-uniform thickness deposited towards the outside of 
the wafer. If the uniform, inner-section of the assembly is diced and bounded by metallic 
electrodes, then 1 x 1 cm2 detectors can be realized, as shown in Fig. 1B. In order to 
determine the thickness of the resulting NC assembly, we examine the cross-section of the 
layer and utilize energy dispersive x-ray spectroscopy to identify the constituent layers, as 
shown in Fig. 2. Note that the gold, indium, and cadmium signals overlap but a careful 
examination of the various structures reveals that the layer is only 130 nm thick, achieved 
after 48 drops of the LBL process was repeated (cf. Fig. 2C).  

2.2.2 Spectroscopic ion measurements  
A priori, one expects only slight energy depositions within a 130 nm layer, particularly for 
weakly ionizing electrons. Even if one exposes the assembly to 5.485 MeV alpha particles 
(from 241Am), the energy deposited from the transmission of the ion through the layer is less 
than 30 keV. This is enough energy to produce a measurable signal, as shown in Fig. 3, 
which is very promising because gamma-rays, for instance, can produce energy depositions 
that are 10 times as big if there is enough volume to fully stop the products of the 
interaction.  
Thus, even though the cadmium salts may not be as favorable as their lead equivalents- at 
least in their physics properties- they represent a promising material upon which 
nanostructured ionizing radiation detectors can be developed. Furthermore, detectors 
fabricated using the LBL method are more reproducible in their behavior than those that are 
solidified using gross drop- or spin-casting methods.  
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Schottky junctions or low-resistivity substrates. One might reasonably anticipate that 
depleting several centimetres of charge might be impossible without high bias voltages. 
Fortunately, these reasonable expectations are not met and sizable detector volumes can 
be realized over which rapid, clean charge transport can be achieved, as we will discuss 
next. 
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which the particles are both mono-disperse and close-packed (cf. Remacle et al., 2002), larger 
particles result in better charge transport because the growth techniques are approaching 
the precision corresponding to the addition of an atomic layer. Another relative advantage 
of lead chalcogenides compared to CdTe is the nearly identical and small effective masses of 
the electrons and holes that can be attributed to the symmetric structure of the conduction 
and valence bands, which gives rise to relatively simple and broadly separated electronic 
energy levels that in turn, leads to much slower intraband relaxation (Schaller et al., 2005). 
Moreover, previous studies on lead chalcogenide NCs have shown that these materials have 
unique vibration states, weak electron-phonon coupling, and negligible exchange and 
Coulomb energies; thus, they have temperature-independent energy band-gap (e.g. Du et 
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Our main focus therefore lies with the lead salts. However, the cadmium chalcogenides 
have, at present, more mature fabrication recipes and more importantly, their bulk band-
gap is higher- 1.44 eV for CdTe compared to 0.26 eV for PbSe. This latter point is important 
because for low (< ~1 eV) band-gap semiconductors the fluctuations in the thermal noise 
compete vigorously with the small energy depositions that accompany radiation interaction, 
and they can swamp the measurement so that x-rays and low-energy particles are 
unresolvable.  

2.2.1 Detector fabrication  
CdTe is a II-VI semiconductor material that has been extensively investigated as a single-
crystal semiconductor radiation detector. NCs of cadimum chalcogenides are also widely 
studied for the detection of optical photons. In fact, the fabrication methods are geared 
toward thin films consistent with the stopping of non-ionizing poorly-penetrating radiation. 
Although less favorable than the lead chalcogenides for the intended application, the 
synthesis processes are more fully characterized, and we have therefore investigated both 
systems. 
One method to produce monodisperse NCs involves the mixing of all the reaction 
precursors in a vessel at a low temperature and then moderately heating the solution to 
grow the particles. An accelerated chemical reaction induced by increasing the temperature 
of the solution gives rise to supersaturation, which is relieved by the nucleation burst. The 
subsequent control of the solution temperature will induce further growing of NCs (Kim et 
al., 2009). 
For instance, NCs in the ~3 nm range can be grown in 20 minutes, whereas larger particles 
can take 24 hours or more, the size judged during growth via the UV-photoluminescence. 
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For instance, a synthesized NC dispersion may exhibit green-colored photoluminescence of 
540 nm average wavelength, which corresponds with a NC particle size of 3 - 5 nm. 
According to the chemistry of the synthetic process, the resulting dispersion contains NCs 
with a CdTe crystalline core surrounded by deprotonated –OH and –COOH groups of the 
thioglycolic acid; thus, the NCs have negative charge (Rogach, 2002). 
For electronic testing, assemblies composed of ~4 nm NCs were prepared by two methods: 
the layer-by-layer (LBL) method and via drop-casting the NC dispersion on aluminum and 
gold-metalized glass substrates. The LBL method is a well-known method for efficiently 
depositing NC colloidal dispersions into high quality and stable thin-film layers on the 
substrate, while preserving the distinctive optoelectrical and magnetic properties of the size-
quantized states of the NCs. For the LBL deposition, poly(diallyl dimethyl ammonium 
chloride) (PDDA), was induced as a polycation used for adsorbing nanoparticles. 
Thioglycolic-acid (TGA)-stabilized CdTe nanocrystal solution was spread on the PDDA 
layer and adsorbed. By an alternatively adsorbing procedure, a bilayer consisting of a 
polymer/nanocrystal composite was developed and the cycle was repeated from 1 to 30 
times, to obtain a multilayer film of the desired thickness.  
Unfortunately, in order to stop the high-energy charged particles associated with ionizing 
radiation one desires a thickness of at least 10’s of micrometers if not several centimeters, 
which requires repetitive and lengthy casting procedures; for instance, roughly 80 hours of 
aqueous layer-by-layer deposition is required to achieve 10’s of micrometers thickness. This 
can be enabled by robotic dipping tools, but for characterization studies, one can utilize sub-
micrometer layers to evaluate the material.  
The result of spin-casting the NC assembly onto a glass 4” diameter wafer is shown in Fig. 
1A. The varying color reflects the non-uniform thickness deposited towards the outside of 
the wafer. If the uniform, inner-section of the assembly is diced and bounded by metallic 
electrodes, then 1 x 1 cm2 detectors can be realized, as shown in Fig. 1B. In order to 
determine the thickness of the resulting NC assembly, we examine the cross-section of the 
layer and utilize energy dispersive x-ray spectroscopy to identify the constituent layers, as 
shown in Fig. 2. Note that the gold, indium, and cadmium signals overlap but a careful 
examination of the various structures reveals that the layer is only 130 nm thick, achieved 
after 48 drops of the LBL process was repeated (cf. Fig. 2C).  

2.2.2 Spectroscopic ion measurements  
A priori, one expects only slight energy depositions within a 130 nm layer, particularly for 
weakly ionizing electrons. Even if one exposes the assembly to 5.485 MeV alpha particles 
(from 241Am), the energy deposited from the transmission of the ion through the layer is less 
than 30 keV. This is enough energy to produce a measurable signal, as shown in Fig. 3, 
which is very promising because gamma-rays, for instance, can produce energy depositions 
that are 10 times as big if there is enough volume to fully stop the products of the 
interaction.  
Thus, even though the cadmium salts may not be as favorable as their lead equivalents- at 
least in their physics properties- they represent a promising material upon which 
nanostructured ionizing radiation detectors can be developed. Furthermore, detectors 
fabricated using the LBL method are more reproducible in their behavior than those that are 
solidified using gross drop- or spin-casting methods.  
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Fig. 1. (A) Gold-metalized glass wafer upon which a colloidal dispersion of CdTe NCs is 
deposited via the LBL method utilizing spin-casting. (B) The 1 x 1 cm2 detectors after indium 
evaporation and dicing.  

 

 

 
Fig. 2. (A) SEM micrograph of a cross-section of the NC CdTe detectors, showing the 329 nm 
gold layer and 130 nm CdTe assembly, assignments verified using energy dispersive x-ray 
spectroscopic mappings of (B) and (C).  
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Fig. 3. (A) Preamp (yellow) and shaped (blue) signals derived from the passage of a 5.485 
MeV alpha particle through a 130 nm CdTe nanocomposite detector, in which the induced 
charge signal is measured with a Ortec 142A preamp. The time per division is 10 s and the 
volts per division are 200 mV for the preamp and 5 V for the shaped pulse. (B) An example 
alpha particle spectrum in which the alpha pulses are shown as a hump above the noise.  

Nevertheless, instead of using the dozens of hours required to grow detectors with good 
intrinsic detection efficiency, one can produce exceptional detector behavior using chemistry 
based on fast-drying organic solvents and through deposition procedures that result in 
detectors that can be realized in minutes instead of hours. Furthermore, the lead salts, with 
their higher atomic numbers and densities, have inherntly higher stopping power to either 
charged or neutral ionizing radiation, as shown next. 

2.3 Evaluation of the relative efficiencies of competing materials  
Fig. 4A shows that when one compares various common single-crystal detection media and 
the lead chalcogenides under study, PbSe and PbTe in both single-crystal and 
nanocrystalline form are superior in terms of their combined mass densities and atomic 
numbers, Z, both of which combine to yield a higher specific detection efficiency.  
The nanocrystalline forms of PbSe and PbTe are consistent with some of our current 
colloidal solids, in which spherical 10 nm PbSe nanoparticles or spherical 5 nm PbTe dots 
are spun cast into a face-centered-cubic (FCC) nanocrystalline solid with an interstitial para-
MEH-PPV polymer of order 1. In realized detectors, we vary the relative blending of the 
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polymer and NCs such that higher polymer orders are typically employed, and we grow 
rods and cubes, as well as spheres. Furthermore, the geometry of the solid deviates from a 
perfect FCC structure to a degree depending on the size dispersion of the colloidal solution; 
nevertheless, the reduction in densities between the single-crystal lead chalcogenides and 
the nanocrystalline forms reflects the values that are achieved when the ordering and 
spacing are optimized for spherical NCs. As shown in the figure, even in nanocrystalline 
form, the lead chalcogenides maximize the probability of interacting with impinging high-
energy photons, and more generally, they exhibit superior characteristics for the efficient 
stopping of primary or secondary charged particles. 
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As an example, Fig. 4B shows the photonic mean free path, as derived from the density and 
the macroscopic photoelectric-absorption linear attenuation coefficient at a photon energy of 
662 keV, which is consistent with the gamma-ray emission from 137Cs. A comparison of PbSe 
or PbTe with CZT- the most common room-temperature gamma-ray detection medium- 
shows that the mean free path in CZT is 1.85 times longer than that of either lead salt. On a 
path-length normalized basis therefore, the lead chalcogenides can form a highly efficient 
gamma-ray detection medium. Nevertheless, the question is: in a field in which device 
thicknesses are measured in nanometers to hundreds of nanometers, can the solid be formed 
into electronic structures with enough active thickness and lateral extent to take advantage 
of the inherently high interaction probabilities and stop charged particles that may range 
over hundred of micrometers? As described in Section 2.41, the drop-, dip- and spun-cast 
solids can be formed into thicknesses which yield highly efficient detector configurations.  
One not only desires high probabilities of interaction with the incident quanta, but the 
multiplicity of the subsequent charge-creation should be maximized and the trapping of the 
charge-ensemble should be minimized so that the information conversion is optimized. As 
summarized in Section 2.42, the charge transport can vary across the lateral area as well as 
in depth because of the varying field or mobilities that accompany different packing regions. 
Nevertheless, one can bias the detector such that the charge velocities are saturated, 
resulting in uniform collection across the ensemble.  
As shown in Section 2.43, even with a colloidal solid that is not optimized from a charge-
separation and transport perspective, the resulting energy-resolving behavior is comparable 
to or better than state-of-the-art single-crystal semiconductors- Si, CZT, and high-purity 
germanium operated at liquid nitrogen temperatures- which reflects the promise of the 
nanostructured approach to semiconductor device design, extending beyond the sensing 
application reported.  

2.4 Lead selenide NC detector responses  
2.4.1 Detector fabrication  
The chemical recipe used to form the colloidal dispersion, the subsequent characterization of 
the nanoparticles, and their formation into solid assemblies is described in (Kim & Hammig, 
2009). Colloidal PbSe NCs were synthesized through the high-temperature solution-phase 
routes (Murray et al., 2001), as illustrated in the Fig. 5. Lead oleate and selenide-dissolved 
trioctylphosphine (TOP-Se) were used as the organo-metallic precursor and diphenyl ether 
(DPE) as the high-temperature organic solvent. The lead oleate precursor was prepared by 
dissolving lead acetate, Pb(CH3COO)2, into a mixture of DPE, TOP and oleic acid, heated up 
to 85 C for 1 hour and cooled down. Mixed with 1 M TOP-Se solution, precursors were 
rapidly injected into rigorously stirred DPE at various reaction conditions (Tinj) in an inert 
environment. PbSe NCs were grown in Tgr for 3 - 6 minutes and cooled. 
In the fabrication of the NC assembly detector, one forms a mold in an inert substrate which 
acts as a basin into which the colloidal dispersion is dripped. Furthermore, both the top and 
bottom metal contacts must be accessible in order to connect each face of the detector to the 
readout electronics. Although we have used silicon, printed circuit board, glass, and plastic 
substrates, we typically use glass substrates for thin detectors (10’s of micrometers to 100’s 
of micrometers) and employ plastic substrates for millimeter or centimeter thick devices. 
Fig. 6 shows the typical process if a glass substrate is used, which makes use of standard 
photolithography processes.  
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Fig. 5. Schematic of the PbSe NC dispersion synthesis. 

Several fabricated substrates are shown in the Fig. 7. The lines stretching horizontally and 
vertically are due to the dicing of the substrate. Blue colored tape is attached to the backside, 
before the substrate is diced. The glass wafer-based substrates were designed in a circular 
shape to make the spin-casting procedure more efficient. Once the metalized molds are 
realized, the NC assembly can be deposited to form the active region of the sensor.  
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Fig. 6. Schematic of glass wafer-based NC assembly substrate fabrication procedure. 

 

 
 

Fig. 7. Glass wafer-based NC assembly substrate with Al and Au bottom contacts. 

Synthesized NC particles inherently self-assemble, if coordinated with organic ligands 
properly. NC particles dispersed in the chloroform solvent can be deposited on the substrate 
using many methods, but we have focused on drop- and spin-casting. Drop-casting is the 
process of depositing a droplet of the NC solution on the substrate and repeating the 
procedure, while allowing time for the solvent to evaporate between applications. Spin-
casting is the process of dripping a droplet of the solution on a spinning substrate, which 
allows more uniform spreading of the NC solution as well as more rapid drying.  
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In order to realize suitable charge transport, the PbSe NC solution is mixed with a 
conductive polymer, for instance, para-MEH-PPV, which is used as a hole transporting 
agent. Greater polymer concentrations formed a brighter, more yellow assembly, whereas 
the pure PbSe NC assembly exhibits a dark assembly, as shown in Fig. 8 and Fig. 9. Note 
that Fig. 9 shows the assemblies deposited into ~5 mm deep holes with 7 mm diameters 
milled into plastic substrates, and the detectors therefore form active depths that are several 
millimeters thick.  
 
 

 
Fig. 8. PbSe NC/MEH-PPH composite assembly deposited on the glass substrate. 

 

 
 

Fig. 9. PbSe NC/MEH-PPH composite assembly deposited on plastic substrates, before the 
top metal contact is formed (left) and after gold evaporation (right).  

Various metal contacts can be used to abut the NC assembly, in which the band-structure 
can vary significantly with the particle size. In general, the MEH-PPV is p-type and we 
therefore use metal contacts with higher work functions, such as Pt (5.6 eV) and Au (5.2 eV), 
for the ohmic contact, and we form the rectifying contact with lower work function metals, 
such as In (3.8 eV) and Al (4.2 eV). Various combinations of samples were made in order to 
study the effects of the metal contacts, including Pt/NC/Pt, Pt/NC/In, Au/NC/Au, 
Au/NC/In, etc.. Nevertheless, the behavior of the resulting detector does not depend 
strongly on the bounding Schottky barrier; rather, the charge creation and transport is more 
dependent on the uniformity of the colloidal solid underlying the electrodes, some features 
of which will be described next.  
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2.4.2 Charge transport characteristics  
As mentioned in Section 2.2, a close-packed solid with a high degree of size uniformity 
results in high conductivity. The size-dispersion in the NC solution depends on procedures 
used to prepare the liquid dispersion of coordinated-NCs. One can achieve monodisperse 
(particle size with less than 5 % uncertainty) solutions either directly from the nucleation 
and growth procedure- with finely controlled reaction conditions- or by employing size-
selective precipitation procedures. For instance, Fig. 10 shows the size separation for CdTe 
NCs that can be elicited using incompatible and compatible solvents along with 
centrifugation, into a size-stratified solution (Fig. 10A). The separated layers (Fig. 10B) then 
exhibit different particle size via their size-dependent band-gap in their color or in their 
excitation spectra. The size can be further refined by repeated application of the procedures 
if needed. 
 

 
Fig. 10. (A) The separation of a CdTe NC dispersion (with size range in the 3-5 nm range) 
into different precipitation bands following centrifugation. (B) The separation of the bands 
into different vials through pipetting.  

The importance of monodispersity is not only in the electrical characteristics but in the 
mechanical ordering properties (Coe-Sullivan et al., 2005). A large (> 10 %) distribution in 
size results in random packing, but narrow distributions that approach the uncertainty due 
to the addition of an atomic layer (< 5 %) result in high degrees of order.  
Over microscopic areas therefore, monodispersity and the coordination chemistry can be 
employed to realize close-packed assemblies. However, when one examines the solid over 
larger volumes, then defects are apparent, ranging from quantum dot (QD) crystal defects, 
such as vacancies and dislocations, to large-scale cracks, such as those shown in Fig. 11. The 
large-scale cracking, which we see in all of our samples is a natural consequence of stress-
relief during drying of the solvent. The formation of domains of differing degrees of NC 
order can be reflected in the charge transport characteristics.  
For instance, if the bias if held low enough (a value depending on the diode design), then 
Fig. 12 shows that following the interaction of a single quanta, the holes move in fits and 
starts, as reflected in the induced charge pulses (in yellow) along with their amplified and 
shaped counterparts (in blue). This reflects an underlying variation in the drift velocity as 
the charge cloud traverses different depths of the active volume, with can be caused by 
either variations in the electric field or the mobility. Although these variations could 
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potentially be problematic if one were to use pulses such as those shown in Fig. 12 to extract 
the energy deposited by the radiation, one can increase the voltage such that all of the slow-
drift regions are eliminated, and the pulse rises sharply and cleanly, such as that shown in 
Fig. 13. One explanation for this behavior is that the charge-velocities saturate across the 
various domains in the NC detector and the transport variations are therefore of no 
consequence.  
 

 
Fig. 11. The cracked and stacked dried mud-puddle look of the NC assembly at a scale of 
10’s of micrometers.  

 

 
 

Fig. 12. Two examples of preamp (yellow) and shaped (blue) signals derived following the 
stopping of an 241Am alpha particle within an under-based colloidal PbSe detector.  
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Fig. 13. The pulse shape derived from the charge-sensitive preamplifier (Ortec 142a) when 
an alpha particle from 241Am is impinged upon a silicon PIN or NC PbSe detector, both 
operated at 0 V applied bias. The PbSe nanoparticles are spherical with a mean diameter of 
7.4 nm (+ 0.5 nm). 

Thus, although the dispersion in not monodisperse and the solid is not uniform, the promise 
of the nanocrystalline approach is revealed in the fact that the results are comparable to or 
better than state-of-the art single crystal detectors, as will be shown next. 

2.4.3 Spectroscopic measurements  
Fig. 14A corresponds to a mixed spectrum derived from alpha particles- emerging from a 
thin-film 241Am alpha particle source and 133Ba gamma-rays impinging upon the 1 x 1 cm 
detector shown in Fig. 14A. The alpha source, placed 3.7 cm away from the detector surface, 
attenuates the 5.49 MeV particles to the energy range shown, and the 133Ba source was 
placed external to the box housing the detector, 5 cm distant. If one focuses on those spectral 
features whose appearance correlates to the presence of the 133Ba source, then we can 
identify the features using both the pulse amplitude and the frequency of occurrence as 
follows.  
Although the material need not be linear, the pulse amplitudes of the full-energy gamma-
ray peaks were linearly related to the energies identified in Fig. 14B. Second, the areas under 
the spectral features correspond to the expected values. For instance, if one takes the 
gamma-ray emission yield as well as the photoelectric absorption probabilities into account, 
the area of the 383.85 keV peak should be 12 % of that under the 356.02 keV peak, compared 
with a measured value of 11 %. The sizes of the x-ray escape features diminish for thicker 
detectors; however, the thin detector was utilized to characterize the charge-creation 
characteristics, minimally adulterated by charge-loss considerations, so that the inherent 
physical properties could be better estimated.  
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Fig. 14. (A) Energy spectrum derived from 133Ba gamma-rays and 241Am alpha particles, 
attenuated through 3.7 cm of air, impinging upon a 1 x 1 cm thin (10’s of micrometers) 
composite assembly of para-MEH-PPV and star-shaped PbSe nanopartiles, accumulated for 
various durations shown in the legend. The inset shows a TEM micrograph of a typical PbSe 
NC in the assembly. (B) Typical 133Ba spectrum derived from a thin detector, in which the Pb 
and Se x-ray escape peaks are prominent.  

As reported in (Hammig & Kim, 2011), Fig. 15 shows the spectral widths compared with 
three state-of-art detectors, all operated at room temperature except for the high purity 
germanium (HPGe) detector, which was cooled with liquid nitrogen.  
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Fig. 15. (A) Spectral comparison between high-resistivity silicon (green), CZT (red),  
HPGe (blue), and the PbSe nanocomposite (black), when exposed to gamma-rays emitted 
from 133Ba. The different measurement periods (e.g. 21.2 min for NC PbSe, 24 hr for HPGe) 
account for the differences in curve smoothness, and the curves were normalized to the 
number of counts in the PbSe peak. Note that the HPGe and NC PbSe traces largely overlap 
except for the x-ray escape peak from the NC PbSe detector. (B) Close-up of the 356.02 keV 
peak. (C) Spectral comparison between CZT (red), HPGe (blue), and the PbSe 
nanocomposite (black), when impinged upon by gamma-rays emitted from 137Cs. The 
energy resolutions are shown in the legend. The measurement period for the NC PbSe 
spectrum was 46.4 min. (Hammig & Kim, 2011).  

As shown in Figs. 15A and 15B, the energy resolution of the PbSe nanocomposite is superior 
to silicon and CZT and comparable to HPGe, yielding an energy resolution of 0.42 % (1.5 
keV) at 356 keV, compared with a resolution of 0.96 % (3.4 keV) for CZT and 0.39 % (1.4 
keV) for HPGe. Fig. 15C shows an equivalent comparison between the detectors when 
impinged upon by 661.7 keV gamma-rays from 137Cs. The 137Cs source was more than one 
hundred times less intense than the 133Ba source and the peak was therefore less well 
sampled. More importantly, a slight gain drift in the detector dominated the peak width 
shown in the figure. Nevertheless, the 137Cs results buttress those derived from 133Ba 
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gamma-rays; namely, the nanocomposite detector provides an energy estimate with similar 
fidelity to that produced by HPGe. The results imply that the conductive polymers are not 
only accomplishing the goal of realizing good charge transport through the device, but they 
are not substantially participating in the charge loss of the recoil electrons.  

2.5 Summary  
Nanostructured cadmium and lead salts have been extensively studied as advanced media 
for optoelectronic devices. The sensitivity of their charge-transport properties to the surface 
conditioning of the nanoparticles and their degradation under ambient conditions has 
discouraged their use in a semiconductor configuration; rather, most of the efforts geared 
toward nuclear radiation detection have concentrated on nanostructured scintillation 
materials. Furthermore, the slight thicknesses that accompany the traditional spin-, dip-, and 
drop-casting methods have argued against their use as sensors of more highly-penetrating 
radiation.  
However, we have shown that detectors with deep depletion regions can be constructed 
such that the deposited charge can be effectively drifted and the energy of the interacting 
quanta can therefore be measured. Furthermore, the accuracy of that measurement is 
comparable to those estimates provided by the best single-crystalline semiconducting 
materials, providing evidence for enhanced charge multiplication as the degree of strong 
confinement is increased.  
Nevertheless, if one does employ thin detectors, then they are susceptible to the escape of 
the primary or secondary charged particles induced by the radiation’s interaction, 
particularly for neutral particles that interact with roughly equal probability throughout the 
interaction depth of thin stopping media. The low energy tailing in the spectral features that 
are inherent to this energy loss can negatively impact the ability of the sensor to extract the 
physical characteristics of the impinging quantum, but more importantly, small volume 
detectors are inefficient for highly penetrating particles.  
For neutral species, one might prefer to avoid the abrupt modality altogether, in which the 
particle is first converted into secondary charge particles which then confer the incident 
particle’s information via electromagnetic interactions. If one can take advantage of the 
wave mechanics of the impinging quanta, then they can be guided into the detection volume 
such that the momentum and energy information is fully preserved, the potential of which 
is discussed in the next section.  

3. Extending the bandwidth of wave-guiding media via self-assembled 
metamaterials 
If one can inject the incident particle‘s energy into mechanical vibrational modes, such as the 
lever modes discussed in (Hammig, 20005) or the whispering-gallery modes discussed in 
(Zehnpfennig et al., 2011), then one can eskew the charge-conversion process altogether, as 
well as the inefficiencies inherent to the charge creation and collection processes. Utilizing 
the wave-mechanics of the radiation proceeds most simply from long wavelength 
electromagnetic waves, where microwave and optical light guiding and cloaking have 
already been demonstrated, to the shorter wavelengths that accompany ionizing radiation. 
The science of guiding electromagnetic waves is aided by the development of 
metamaterials, which permit one to exercise control over the permittivity and permeability 
of the transmission medium. If one can reduce the sizes of the nanoscale features in a 
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metamaterial, then the effective medium approximation can be extended to increasingly 
small wavelengths such that UV, x-ray, and potentially, gamma-ray wave-guiding can be 
elicited. Such a development has consequnce for not only sensing applications but it also 
provides an alternative radiation-shielding modality to the existing materials, and provides 
the promise of light-weight, high efficiency shielding systems.  
There has been no fundamental advance in the science of nuclear-radiation shielding since 
the dawn of the nuclear era. Existing shielding materials depend on particle-interaction 
models, in which one maximizes the number of high cross-section scattering sites that can 
be placed between the radiation source and the protected asset. However, the advent of 
nanostructured materials provides means through which novel physics can be realized. In 
particular, they provide a physical pathway through which the wave mechanics of 
electromagnetic radiation can be controlled via the spatial mapping of the permittivity and 
permeability. Such control can be realized over electromagnetic waves ranging from 
microwaves to optical photons. Extending that capability to shorter wavelengths requires 
either correspondingly smaller nanostructures, or new modalities for controlling the indices 
of refraction.  
Invisibility cloaks generally operate on two operational principles. In the first, 
transformational optics- in which optical conformal mapping is used to design and grade a 
refractive index profile- can be used to render an object invisible by precisely guiding the 
flow of electromagnetic radiation around the object, in a push-forward mapping cloak or a 
conformal mapping cloak (H. Chen et al., 2010). The underlying mechanism stems from the 
invariance of Maxwell’s equations to coordinate transformations, the effect of which is to 
only change constitutive parameters and field values. Thus, the space about a cloaked object 
can be removed from the space that is transformed by the coordinate transformation. 
If one utilizes a metamaterial with a negative index of refraction, then one can also cloak an 
object by cancelling the wave scattering from the target. Optical negative index 
metamaterials (NIMs) typically require a plasmonic material, which is comprised of a metal-
dielectric composite comprised of nanoscale-sized elements. For instance, Valentine et al. 
utilized a structure consisting of alternating layers of Ag and MgF2 in a cascaded fishnet 
structure, in order to realize a 3D optical metamaterial with very low losses (Valentine et al., 
2011). The unit cell dimensions were 860 x 565 x 265 nm and the material successfully 
exhibited the desired refractive index at optical wavelengths of 1200 – 1700 nm; thus, the 
nanostructural dimensions were approximately one-half to one third of the wavelength. 
Note that the regular structure of the fishnet structure, shown in Fig. 16b, was patterned 
using focused ion-beam (FIB) milling, which is capable of precise, nanoscale cutting with 
high aspect ratios.  
Another example is shown in Fig. 16a, in which an optical cloak for the transverse magnetic 
waveguide mode is comprised of isotropic dielectric materials and delivered broadband and 
low-loss invisibility in the 1400-1800 wavelength range. The hole diameter shown in Fig. 16a 
is 110 nm, approximately one-tenth the wavelength, and was again realized with FIB 
milling.  
In fact, most of the cloaking demonstrations to date have used a material-removal fabrication 
modality in which the composite structure is built-up via deposition procedures, and then 
electron beam lithography or FIB milling is used to realize the structure by etching the 
underlying composite. Unfortunately, both procedures are slow and costly when 
implemented over large areas. More importantly, they do not generally allow the precise 
patterning of materials to the levels required to realize wave optics with x- or gamma-rays. 
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gamma-rays; namely, the nanocomposite detector provides an energy estimate with similar 
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radiation.  
However, we have shown that detectors with deep depletion regions can be constructed 
such that the deposited charge can be effectively drifted and the energy of the interacting 
quanta can therefore be measured. Furthermore, the accuracy of that measurement is 
comparable to those estimates provided by the best single-crystalline semiconducting 
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are inherent to this energy loss can negatively impact the ability of the sensor to extract the 
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invariance of Maxwell’s equations to coordinate transformations, the effect of which is to 
only change constitutive parameters and field values. Thus, the space about a cloaked object 
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utilized a structure consisting of alternating layers of Ag and MgF2 in a cascaded fishnet 
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2011). The unit cell dimensions were 860 x 565 x 265 nm and the material successfully 
exhibited the desired refractive index at optical wavelengths of 1200 – 1700 nm; thus, the 
nanostructural dimensions were approximately one-half to one third of the wavelength. 
Note that the regular structure of the fishnet structure, shown in Fig. 16b, was patterned 
using focused ion-beam (FIB) milling, which is capable of precise, nanoscale cutting with 
high aspect ratios.  
Another example is shown in Fig. 16a, in which an optical cloak for the transverse magnetic 
waveguide mode is comprised of isotropic dielectric materials and delivered broadband and 
low-loss invisibility in the 1400-1800 wavelength range. The hole diameter shown in Fig. 16a 
is 110 nm, approximately one-tenth the wavelength, and was again realized with FIB 
milling.  
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modality in which the composite structure is built-up via deposition procedures, and then 
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underlying composite. Unfortunately, both procedures are slow and costly when 
implemented over large areas. More importantly, they do not generally allow the precise 
patterning of materials to the levels required to realize wave optics with x- or gamma-rays. 
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Fig. 16. (a) The carpet cloak design that transforms a mirror with a bump into a virtually flat 
mirror. Note the gradient index cloak above the bump, the pattern fabricated in a SOI wafer 
where the Si slab serves as a 2D waveguide. (b) SEM image of fabricated 21-layer fishnet 
structure, consisting of alternating layers of 30 nm silver and 50 nm magnesium fluoride 
(Valentine et al., 2011). 

That is, the greatest challenge to achieving wave-guiding effects at x- or gamma-ray 
wavelengths, is that for existing metamaterials, the material loss and fabrication difficulties 
are substantial. As suggested above, the size of the nanostructure is generally sub-
wavelength, so that the index of refraction of the material is governed by the effective 
medium approximation. The wavelength of a 1 keV x-ray is 1.23 nm; thus, a nanostructured 
metamaterial must have an ordered nano-crystalline structure in the nanometer range, 
which is beyond the capabilities of standard e-beam tools, and one must therefore deviate 
from the material-removal modality. 
Fortunately, the desired size-scale can be realized with self-assembly, in which the current 
lower limit is in this nanometer scale and thus potentially applicable to x-ray cloaking. A 

a 
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combination of sol preparation and electrophoretic deposition has been used to synthesize a 
variety of oxide nanorod arrays, such as TiO2, SiO2, Nb2O5, V2O5, BaTiO3, Pb(Zr,Ti)O3, Sn-
doped In2O3 (ITO), and Sr2Nb2O7 (Kao, 2004). We have grown nanowires from CdTe and 
PbSe semiconductors, upon which metallic shells can be deposited. There has been a myriad 
of different self-assembled nanostructures, but they do not approach the process uniformity 
and control that accompanies batch-processing methods (cf. Ko et al., 2011) , and the 
deviations in the uniformity would diminish any wave-guiding achieved from a designed 
array of plasmonic structures of similar size. Nevertheless, some wave guiding can occur 
from an array of proper materials. Thus, using fabrication techniques similar to that that 
have been successfully employed to make high-performance charge-conversion devices, one 
can conceivably change the materials in the nanostructured array in order to excercise 
control over the wave mechanics of high energy photons.  

4. Conclusion  
Nanostructured media allow us to measure ionizing radiation with greater precision than 
can be achieved with single-crystal media because one has greater experimental control over 
the detector’s governing parameters- the size and shape of the nanoparticles- than can be 
equivalently achieved in a nominally single-crystal media, in which defects and impurities 
can readily spoil the performance of the sensor. More importantly, one can yield 
fundamentally superior detection characteristics because one has a mechanism through 
which the informational processes- such as electron creation- can be controlled relative to 
the loss processes- such as phonon excitation. Fortuitously, this superior physics is also 
accompanied by a less expensive fabrication modality. 
Nanostructured materials have therefore been projected as the next-generation material for 
the detection of ionizing radiation, the adoption of which depends on overcoming the 
expected difficulties associated with using a composite material comprised of innumerable 
interfaces at which information can be lost. As we have shown in this chapter, methods exist 
that can quench interface trapping so that the promise of the material can be realized today.  
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1. Introduction 
1.1 What is glass? [Noel, 1998] 
Let’s begin with what glass is not—it is not a crystal. The atoms in a crystal are organized in 
a regular, repetitive lattice so you need only locate a few atoms in order to predict where all 
of their neighbors are (Fig.1a). The atoms are so neatly arranged that, except for occasional 
crystal defects, you can predict positions for thousands or even millions of atoms in every 
direction. This spatial regularity is called long-range order. 

 
Fig. 1. (a), a crystalline solid with long-range order, (b), an amorphous solid, no long-range 
order. 
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Glass is an amorphous solid, a material without long-range order (Fig. 1b). Locating a few 
glass atoms tells you nothing about where to find any other atoms. The atoms in glass are 
arranged in the random manner of a liquid because glass is essentially a super-stiff liquid. 
Its atoms are jumbled together in a sloppy fashion but they can’t move about to form a more 
orderly arrangement. Glass arrives at this peculiar amorphous state when hot liquid glass is 
cooled too rapidly. If molten glass were an ordinary liquid, it would begin to solidify 
abruptly during cooling once it reached its freezing temperature. At that point, its atoms 
would begin to arrange themselves in crystals that would grow in size until there was no 
liquid left. That’s what’s normally meant by freezing. However some liquids are slow to 
crystallize when you cool them slightly below their freezing temperatures. While they may 
be cold enough to grow crystals, they must get those crystals started somehow. If 
crystallization doesn’t start, material’s atoms and molecules will continue to move about 
and it will behave as a liquid. When that happens, the liquid is said to be supercooled. 
Supercooling is common in liquids that have difficulties forming the initial seed crystals on 
which the rest of the liquid can crystallize. Because almost all of the atoms in a seed crystal 
are on its surface, it has a relatively large surface tension and surface energy. Below a certain 
critical size, a crystal is unstable and tends to fall apart rather than grow. However once the 
first seed crystals manage to form, a process called nucleation, the rest of the supercooled 
liquid may crystallize with startling rapidity. Just below its freezing temperature, the atoms 
in glass don’t bind to one another long enough to form complete seed crystals, and 
nucleation takes almost forever. At somewhat lower temperatures, seed crystals begin to 
nucleate, but glass’s large viscosity (thickness) prevents these crystals from growing quickly. 
The glass remains a supercooled liquid for an unusually long time. At even lower 
temperatures, glass becomes so viscous that crystal growth stops altogether. The glass is 
then a stable supercooled liquid. At this temperature range, glass still pours fairly easily and 
can be stretched or molded into almost any shape. 
However, when you cool the glass still further, it becomes a glass. Here the word glass refers 
to a physical state of the material—a type of amorphous solid. To distinguish this use of the 
word glass from the common building material, it is italicized. Glass, the material, becomes 
a glass, the state, at the glass transition temperature (Tg). Below Tg, the atoms in the glass 
rarely move past one another; they continue to jiggle about with thermal energy but they 
don’t travel about the material. 

1.2 A quick journey with glass [Gerry, M., 2002]  
The production of glass has been occurring naturally for millions of years, but the discovery 
of manufactured glass leads us to live a luxury life. 
Natural glass has existed since the beginnings of time, formed when certain types of rocks 
melt as a result of high-temperature phenomena such as volcanic eruptions, lightning strikes 
or the impact of meteorites and then cool and solidify rapidly. The earliest man-made glass 
objects, mainly non-transparent glass beads, are thought to date back to around 3500 B.C., 
which found in Egypt. Phoenician merchants and sailors spread this new art along the 
coasts of the Mediterranean Sea. 
After 1500 B.C., Egyptian craftsmen are known to have begun developing a method for 
producing glass pots by dipping a core mould of compacted sand into molten glass and then 
turning the mould so that molten glass adhered to it. While still soft, the glass-covered 
mould could then be rolled on a slab of stone in order to smooth or decorate it. The earliest 
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examples of Egyptian glassware are three vases bearing the name of the Pharaoh 
Thoutmosis 2I (1504-1450 B.C.). 
The first instance of glass being used for windows in buildings, especially in Britain, was 
during the period of the Romans. In the 1st century A. D., it is known that the Romans used 
glass for a variety of reasons including mosaic tiles, decorating pottery and as windows. It 
seems that the glass window became more popular with the advent of churches and other 
places to worship. Most of the earliest examples of Roman window glass are colored, 
suggesting that they were glass windows for churches, for example. Around the world, the 
need for glass windows (and the manufacture of the glass) did not really take hold until the 
11th century. 

1.3 It only looks like magic (A world of glass) 
1.3.1 First types of glass 
The first types of glass invented centuries ago, scientists made that glass by mixing 
materials, melting and then cooling to form a solid. There are many different types of glass 
with different chemical and physical properties. Each can be made by a suitable adjustment 
to chemical compositions, but the main types of glass are: 
- Commercial Glass also known as soda-lime glass 
- Lead Glass 
- Borosilicate Glass 
- Glass Fiber 
Glasses may be devised to meet almost any imaginable requirement. For many specialized 
applications in chemistry, pharmacy, the electrical andelectronics industries, optics, or the 
comparatively family of materials known as glass ceramics? Glass is a practical material for 
the engineer to use. 
1.3.1.1 Commercial glass 
Most of the glass we see around us in our everyday lives in the form of bottles and jars, flat 
glass for windows or for drinking glasses is known as commercial glass or soda-lime glass, 
as soda ash is used in its manufacture. 
The main constituent of practically all commercial glass is sand. Sand by itself can be fused 
to produce glass but the temperature at which this can be achieved is ≥ 1700oC. Adding 
other minerals and chemicals to sand can considerably reduce the melting temperature. 
The addition of sodium carbonate (Na2CO3), known as soda ash, to produce a mixture of 
75% silica (SiO2) and 25% of sodium oxide (Na2O), will reduce the temperature of fusion to 
about 800oC. However, a glass of this composition is water-soluble and is known as water 
glass. In order to give the glass its stability, other chemicals like calcium oxide (CaO) and 
magnesium oxide (MgO) are needed. 
Commercial glass is normally colorless, allowing it to freely transmit light, which is what 
makes glass ideal for windows and many other uses. Additional chemicals have to be added 
to produce different colors of glass. 
Most of commercial glasses have roughly similar chemical compositions of: 
70wt% - 74wt% SiO2 (silica) 
12wt% - 16wt% Na2O (sodium oxide) 
5wt% - 11wt% CaO (calcium oxide) 
1wt% - 3wt%MgO (magnesium oxide) 
1wt% - 3wt% Al2O3 (aluminium oxide) 
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Glass is an amorphous solid, a material without long-range order (Fig. 1b). Locating a few 
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Flat glass is similar in composition to container glass except that it contains a higher 
proportion of magnesium oxide. 
Within these limits the composition is varied to suit a particular product and production 
method. The raw materials are carefully weighed and thoroughly mixed, as consistency of 
composition is of utmost importance in making glass. 
Nowadays, recycled glass from bottle banks collections, known as cullet, is used to make 
new glass. Using cullet has many environmental benefits, it prevents pollution by reducing 
quarrying, and because cullet melts more easily, it saves energy. 
Almost any proportion of cullet can be added to the mix (known as batch), but in the right 
condition. Although the recycled glass may come from manufacturers around the world, it 
can be used by any glassmaker, as the container glass compositions are very similar. It is 
however important, that glass colors are not mixed and that the cullet is free from 
impurities, especially metals and ceramics. 

1.3.1.2 Lead glass 
Commonly known as lead crystal, lead glass is used to make a wide variety of decorative 
glass objects. 
It is made by using lead oxide instead of calcium oxide, and potassium oxide instead of all 
or most of the sodium oxide. The traditional English full lead crystal contains at least 30% 
lead oxide (PbO) but any glass containing at least 24% PbO can be described as lead crystal. 
Glass containing less than 24% PbO, is known simply as crystal glass. The lead is locked into 
the chemical structure of the glass so there is no risk to human health. 
Lead glass has a high refractive index making it sparkle brightly and a relatively soft surface 
so that it is easy to decorate by cutting and engraving which highlights the crystal's 
brilliance making it popular for glasses, decanters and other decorative objects. 
Glass with even higher lead oxide contents (typically 65%) may be used as radiation 
shielding because of the well-known ability of lead to absorb gamma rays and other forms 
of harmful radiation. 

1.3.1.3 Borosilicate glass 
Most of us are more familiar with this type of glass in the form of ovenware and other heat-
resisting ware, better known under the trade name Pyrex. 
Borosilicate glass, the third major group, is made mainly of silica (70-80wt %) and boric 
oxide (7-13wt %) with smaller amounts of the alkalis (sodium and potassium oxides) and 
aluminum oxide. This type of glass has relatively low alkali content and consequently has 
good chemical durability and thermal shock resistance. As a result it is widely used in the 
chemical industry, for laboratory apparatus, for ampoules and other pharmaceutical 
containers and as glass fibers for textile and plastic reinforcement. 

1.3.1.4 Glass fiber 
Glass fiber has many uses from roof insulation to medical equipment and its composition 
varies depending on its application. 
For building insulation, the type of glass used is normally soda lime. For textiles, an 
alumino-borosilicate glass with very low sodium oxide content is preferred because of its 
good chemical durability and high softening point. This is also the type of glass fiber used in 
the reinforced plastics to make protective helmets, boats, piping, car chassis, ropes, car 
exhausts and many other items. 
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In recent years, great progress has been made in making optical fibers which can guide light 
and thus transmit images round corners. These fibers are used in endoscopes for 
examination of internal human organs, changeable traffic message signs now on motorways 
for speed restriction warnings and communications technology, without which telephones 
and the internet would not be possible. 

1.3.2 Special glass 
Types of special glass change according to human needs and development. Earlier, the 
special types of glass were: 
 Vitreous silica 
 Aluminosilicate glass 
 Alkali-barium silicate glass 
 Technical Glass 
 Glass Ceramics 
 Optical glass 
 Sealing glass 
1.3.2.1 Vitreous silica glass 
Silica glass or vitreous silica is of considerable technical importance as it has a very low 
thermal expansion. This glass contains tiny holes and is used for filtration. Porous glasses of 
this kind are commonly known as Vycor. 
1.3.2.2 Alumino-silicate glass 
An important type of glass, aluminosilicate, contains 20wt% aluminium oxide (alumina-
Al2O3), often including calcium oxide, magnesium oxide and boric oxide in relatively small 
amounts, with very small amounts of soda or potash. It is able to withstand high 
temperatures and thermal shock and is typically used in combustion tubes, gauge glasses 
for high-pressure steam boilers, and in halogen-tungsten lamps capable of operating at 
temperature as high as 750°C. 
1.3.2.3 Alkali-barium silicate glass 
Without this type of glass, watching TV would be very dangerous. A television produces X-
rays that must be absorbed; otherwise they could in the long run cause health problems. The 
X-rays are absorbed by glass with minimum amounts of heavy oxides (lead, barium or 
strontium). Lead glass is commonly used for the funnel and neck of the TV tube, while glass 
containing barium is used for the screen. 
1.3.2.4 Technical glass 
Technical is the term given to a range of glasses used in the electronics industry. 
Without borate glass, the computer revolution would not have been possible as it's vitally 
important in producing electrical components. This type of glass contains little or no silica 
and is used for soldering glass, metals or ceramics as it melts at the relatively low 
temperature (450-550oC), below that of normal glass, ceramics and many metals. 
Glass of a slightly different composition is used for protecting siliconsemi-conductor 
components against chemical attack and mechanical damage, known as passivation glass. 
Chalcogenide glass, similar semi conductor effect, is a type of glass that can be made 
without the presence of oxygen. Some of them have potential use as infrared transmitting 
materials and as switching devices in computer memories because their conductivity 
changes abruptly when particular voltage values are exceeded. 



 
Current Topics in Ionizing Radiation Research 

 

582 

Flat glass is similar in composition to container glass except that it contains a higher 
proportion of magnesium oxide. 
Within these limits the composition is varied to suit a particular product and production 
method. The raw materials are carefully weighed and thoroughly mixed, as consistency of 
composition is of utmost importance in making glass. 
Nowadays, recycled glass from bottle banks collections, known as cullet, is used to make 
new glass. Using cullet has many environmental benefits, it prevents pollution by reducing 
quarrying, and because cullet melts more easily, it saves energy. 
Almost any proportion of cullet can be added to the mix (known as batch), but in the right 
condition. Although the recycled glass may come from manufacturers around the world, it 
can be used by any glassmaker, as the container glass compositions are very similar. It is 
however important, that glass colors are not mixed and that the cullet is free from 
impurities, especially metals and ceramics. 

1.3.1.2 Lead glass 
Commonly known as lead crystal, lead glass is used to make a wide variety of decorative 
glass objects. 
It is made by using lead oxide instead of calcium oxide, and potassium oxide instead of all 
or most of the sodium oxide. The traditional English full lead crystal contains at least 30% 
lead oxide (PbO) but any glass containing at least 24% PbO can be described as lead crystal. 
Glass containing less than 24% PbO, is known simply as crystal glass. The lead is locked into 
the chemical structure of the glass so there is no risk to human health. 
Lead glass has a high refractive index making it sparkle brightly and a relatively soft surface 
so that it is easy to decorate by cutting and engraving which highlights the crystal's 
brilliance making it popular for glasses, decanters and other decorative objects. 
Glass with even higher lead oxide contents (typically 65%) may be used as radiation 
shielding because of the well-known ability of lead to absorb gamma rays and other forms 
of harmful radiation. 

1.3.1.3 Borosilicate glass 
Most of us are more familiar with this type of glass in the form of ovenware and other heat-
resisting ware, better known under the trade name Pyrex. 
Borosilicate glass, the third major group, is made mainly of silica (70-80wt %) and boric 
oxide (7-13wt %) with smaller amounts of the alkalis (sodium and potassium oxides) and 
aluminum oxide. This type of glass has relatively low alkali content and consequently has 
good chemical durability and thermal shock resistance. As a result it is widely used in the 
chemical industry, for laboratory apparatus, for ampoules and other pharmaceutical 
containers and as glass fibers for textile and plastic reinforcement. 

1.3.1.4 Glass fiber 
Glass fiber has many uses from roof insulation to medical equipment and its composition 
varies depending on its application. 
For building insulation, the type of glass used is normally soda lime. For textiles, an 
alumino-borosilicate glass with very low sodium oxide content is preferred because of its 
good chemical durability and high softening point. This is also the type of glass fiber used in 
the reinforced plastics to make protective helmets, boats, piping, car chassis, ropes, car 
exhausts and many other items. 

 
Glass as Radiation Sensor 

 

583 

In recent years, great progress has been made in making optical fibers which can guide light 
and thus transmit images round corners. These fibers are used in endoscopes for 
examination of internal human organs, changeable traffic message signs now on motorways 
for speed restriction warnings and communications technology, without which telephones 
and the internet would not be possible. 

1.3.2 Special glass 
Types of special glass change according to human needs and development. Earlier, the 
special types of glass were: 
 Vitreous silica 
 Aluminosilicate glass 
 Alkali-barium silicate glass 
 Technical Glass 
 Glass Ceramics 
 Optical glass 
 Sealing glass 
1.3.2.1 Vitreous silica glass 
Silica glass or vitreous silica is of considerable technical importance as it has a very low 
thermal expansion. This glass contains tiny holes and is used for filtration. Porous glasses of 
this kind are commonly known as Vycor. 
1.3.2.2 Alumino-silicate glass 
An important type of glass, aluminosilicate, contains 20wt% aluminium oxide (alumina-
Al2O3), often including calcium oxide, magnesium oxide and boric oxide in relatively small 
amounts, with very small amounts of soda or potash. It is able to withstand high 
temperatures and thermal shock and is typically used in combustion tubes, gauge glasses 
for high-pressure steam boilers, and in halogen-tungsten lamps capable of operating at 
temperature as high as 750°C. 
1.3.2.3 Alkali-barium silicate glass 
Without this type of glass, watching TV would be very dangerous. A television produces X-
rays that must be absorbed; otherwise they could in the long run cause health problems. The 
X-rays are absorbed by glass with minimum amounts of heavy oxides (lead, barium or 
strontium). Lead glass is commonly used for the funnel and neck of the TV tube, while glass 
containing barium is used for the screen. 
1.3.2.4 Technical glass 
Technical is the term given to a range of glasses used in the electronics industry. 
Without borate glass, the computer revolution would not have been possible as it's vitally 
important in producing electrical components. This type of glass contains little or no silica 
and is used for soldering glass, metals or ceramics as it melts at the relatively low 
temperature (450-550oC), below that of normal glass, ceramics and many metals. 
Glass of a slightly different composition is used for protecting siliconsemi-conductor 
components against chemical attack and mechanical damage, known as passivation glass. 
Chalcogenide glass, similar semi conductor effect, is a type of glass that can be made 
without the presence of oxygen. Some of them have potential use as infrared transmitting 
materials and as switching devices in computer memories because their conductivity 
changes abruptly when particular voltage values are exceeded. 



 
Current Topics in Ionizing Radiation Research 

 

584 

1.3.2.5 Glass ceramic 
Some of these "Glass ceramics", formed typically from lithium aluminosilicate glass, are 
extremely resistant to thermal shock and have found several applications where this 
property is important, including cooking ware, mirror substrates for astronomical telescopes 
and missile nose cones. 
An essential feature of glass is that it does not contain crystals. However, by deliberately 
stimulating crystal growth in glass, it is possible to produce a type of glass with a controlled 
amount of crystallization that can combine many of the best features of ceramics and glass. 
1.3.2.6 Optical glass 
Optical glasses are found in scientific instruments, microscopes, and fighter aircraft and 
most commonly in spectacles. 
The most important properties are the refractive index and the dispersion. The index is a 
measure of how much the glass bends light. The dispersion is a measure of the way the glass 
splits white light into the colors of the rainbow. Glass makers use the variations in these 
characteristics to develop optical glasses. 
1.3.2.7 Sealing glass 
A wide variety of glass compositions are used to seal metals for electrical and electronic 
components. Here the available glasses may be grouped according to their thermal 
expansion which must be matched with the thermal expansions of the respective metals so 
that sealing is possible without excessive strain being induced by differing levels of 
expansion. 
For sealing to tungsten, in making incandescent and discharge lamps, borosilicate alkaline 
earths or aluminous silicate glasses are suitable. Sodium borosilicate glasses may be used for 
sealing to molybdenum and the iron-nickel-cobalt (Fernico) alloys, are frequently employed 
as a substitute. The amount of sodium oxide permissible depending on the degree of 
electrical resistance required. With glasses designed to seal to Kovar alloy, relatively high 
contents of boric oxide (approximately 20%) are needed to keep the transformation 
temperature low and usually the preferred alkali is potassium oxide so as to ensure high 
electrical insulation. 
Where the requirement for electrical insulation is paramount, as in many types of vacuum 
tube and for the encapsulation of diodes, a variety of lead glasses (typical containing 
between 30% and 60% lead oxide) can be used. 
1.3.2.8 Colored glase (Weyl, 1959 ) 
Color is the most obvious property of a glass object. It can also be one of the most interesting 
and beautiful properties. Although color rarely defines the usefulness of a glass object it 
almost always defines its desirability. 
1.3.2.8.1 The colored glass recipe 
The earliest people who worked with glass had no control over its color. Then, through 
accident and experimentation glass makers learned that adding certain substances to the 
glass melt would produce spectacular colors in the finished product. Other substances were 
discovered that, when added to the melt, would remove color from the finished project.  
The Egyptians and the Romans both became expert at the production of colored glass. In the 
eighth century, an Arab chemist known as "Gerber" recorded dozens of formulas for the 
production of glass in specific colors. Gerber is often known as the "father of chemistry" and 
he realized that the oxides of metals were the key ingredients for coloring glass.  
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1.3.2.8.2 The glass color palette 

Once the methods of colored glass production was discovered, an explosion of 
experimentation began. The goal was to find substances that would produce specific colors 
in the glass. Some of the earliest objects made from glass were small cups, bottles and 
ornaments.  
Religious organizations were among those who provided incentive to the early glass 
artisans. Stained glass windows became very popular additions to churches and mosques 
over 1000 years ago. These artists needed a full palette of colors to make a realistic stained 
glass scene. This search for a full palette fueled research and experimentation to produce a 
vast array of colors. 
1.3.2.8.3 Colors of duration 

Then, another problem was discovered. Many of the glass colors did not stand up to year-in, 
year-out exposure to the direct rays of the sun. The result was a stained glass scene of 
deteriorating beauty. Some colors darkened or changed over time, while others faded away. 
Research and experimentation continued in an effort to meet the need for colors of duration. 
Eventually a full palette of fairly stable colors was achieved.  
I.3.2.8.4 Metals used to color glass 

The recipe for producing colored glass usually involves the adding of a metal to the glass. 
This is often accomplished by adding some powdered oxide, sulfide or other compound of 
that metal to the glass while it is molten. The table below lists some of the coloring agents of 
glass and the colors that they produce. Manganese dioxide and sodium nitrate are also 
listed. They are discoloring agents - materials that neutralize the coloring impact of 
impurities in the glass.  
 
Metals Used to Impart Color to Glass  

Cadmium Sulfide  Yellow 
Gold Chloride  Red 
Cobalt Oxide Blue-Violet 
Manganese Dioxide  Purple 
Nickel Oxide  Violet 
Sulfur Yellow-Amber 
Chromic Oxide  Emerald Green 
Uranium Oxide Fluorescent Yellow, Green  
Iron Oxide Greens and Browns  
Selenium Oxide  Reds 
Carbon Oxides  Amber Brown  
Antimony Oxides  White 
Copper Compounds Blue, Green, Red  
Tin Compounds  White 
Lead Compounds  Yellow 
Manganese Dioxide  A "decoloring" agent  
Sodium Nitrate  A "decoloring" agent  

Table 1.  
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Metals Used to Impart Color to Glass  

Cadmium Sulfide  Yellow 
Gold Chloride  Red 
Cobalt Oxide Blue-Violet 
Manganese Dioxide  Purple 
Nickel Oxide  Violet 
Sulfur Yellow-Amber 
Chromic Oxide  Emerald Green 
Uranium Oxide Fluorescent Yellow, Green  
Iron Oxide Greens and Browns  
Selenium Oxide  Reds 
Carbon Oxides  Amber Brown  
Antimony Oxides  White 
Copper Compounds Blue, Green, Red  
Tin Compounds  White 
Lead Compounds  Yellow 
Manganese Dioxide  A "decoloring" agent  
Sodium Nitrate  A "decoloring" agent  

Table 1.  



 
Current Topics in Ionizing Radiation Research 

 

586 

1.4 What types of radiation are there?  
The radiation one typically encounters is one of four types: alpha radiation, beta radiation, 
gamma radiation, and x radiation. Neutron radiation is also encountered in nuclear power 
plants and high-altitude flight and emitted from some industrial radioactive sources. 

1.4.1 Alpha radiation 
Alpha radiation is a heavy, very short-range particle and is actually an ejected helium 
nucleus. Some characteristics of alpha radiation are:  
Most alpha radiation is not able to penetrate human skin.  
Alpha-emitting materials can be harmful to humans if the materials are inhaled, swallowed, 
or absorbed through open wounds.  
A variety of instruments has been designed to measure alpha radiation. Special training in 
the use of these instruments is essential for making accurate measurements.  
A thin-window Geiger-Mueller (GM) probe can detect the presence of alpha radiation.  
Instruments cannot detect alpha radiation through even a thin layer of water, dust, paper, or 
other material, because alpha radiation is not penetrating.  
Alpha radiation travels only a short distance (a few inches) in air, but is not an external hazard.  
Alpha radiation is not able to penetrate clothing. Examples of some alpha emitters: radium, 
radon, uranium, thorium.  

1.4.2 Beta radiation 
Beta radiation is a light, short-range particle and is actually an ejected electron. Some 
characteristics of beta radiation are:  
Beta radiation may travel several feet in air and is moderately penetrating.  
Beta radiation can penetrate human skin to the "germinal layer," where new skin cells are 
produced. If high levels of beta-emitting contaminants are allowed to remain on the skin for 
a prolonged period of time, they may cause skin injury.  
Beta-emitting contaminants may be harmful if deposited internally.  
Most beta emitters can be detected with a survey instrument and a thin-window GM probe 
(e.g., "pancake" type). Some beta emitters, however, produce very low-energy, poorly 
penetrating radiation that may be difficult or impossible to detect. Examples of these 
difficult-to-detect beta emitters are hydrogen-3 (tritium), carbon-14, and sulfur-35.  
Clothing provides some protection against beta radiation. Examples of some pure beta 
emitters: strontium-90, carbon-14, tritium, and sulfur-35.  

1.4.3 Gamma and X- radiation 
Gamma radiation and x rays are highly penetrating electromagnetic radiation. Some 
characteristics of these radiations are:  
Gamma radiation or x rays are able to travel many feet in air and many inches in human 
tissue. They readily penetrate most materials and are sometimes called "penetrating" 
radiation.  
X rays are like gamma rays. X rays, too, are penetrating radiation. Sealed radioactive sources 
and machines that emit gamma radiation and x rays respectively constitute mainly an 
external hazard to humans.  
Gamma radiation and x rays are electromagnetic radiation like visible light, radio waves, 
and ultraviolet light. These electromagnetic radiations differ only in the amount of energy 
they have. Gamma rays and x rays are the most energetic of these.  
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Dense materials are needed for shielding from gamma radiation. Clothing provides little 
shielding from penetrating radiation, but will prevent contamination of the skin by gamma-
emitting radioactive materials.  
Gamma radiation is easily detected by survey meters with a sodium iodide detector probe.  
Gamma radiation and/or characteristic x rays frequently accompany the emission of alpha 
and beta radiation during radioactive decay.  
Examples of some gamma emitters: iodine-131, cesium-137, cobalt-60, radium-226, and 
technetium-99m.  

2. Effect of radiation on different types of glass 
2.1 Silicate glass 
Jiawei Shenga (2009) studied the effect of UV-laser irradiation on the soda-lime silicate 
glass by preparing Commercial soda-lime silicate glass substrates composed of (wt%): 73.2 
SiO2, 15.3 Na2O, 1.3 Al2O3, and 10.2 CaO, they found that As shown in Fig. 1, the as-
quenched base glass was colorless and had no measurable absorptions in the visible region. 
In addition, no ESR signal was observed in the blank samples. After laser irradiation, two 
characteristic absorption bands in the visible region with maxima at about 620, and 430 nm, 
respectively, were observed. More precise peak positions were determined to be 627 and 431 
nm for these two bands, respectively, with the assistance of Gaussian resolution [Friebele 
1991, Marshall 1997, Zhang 2007] (Fig. 2,). As a result, the glass showed slight brown. The  
induced color was unstable, as indicated by the decease of the peak intensity after 50 h room 
temperature storage following the irradiation (Fig. 2). These results were similar to the case 
using X-ray radiation [Sheng, 1970]. Radiation may cause the displacement of lattice atoms 
or electron defects that involve changes in the valence state of lattice or impurity atoms. The 
ionizing radiation produces electron-hole pairs in the glass structure. Accordingly, new 
optical absorption bands were developed [Sheng, 1970]. In general, these absorptions are 
associated with either oxygen deficiency or oxygen excess in the glass network. The most 
fundamental radiation-induced defects in glass are the nonbridging oxygen hole center 
(NBOHC: ^Si–O*), the E' center (^Si*), the peroxy radical (POR: ^Si–O–O*), and the trapped 
electrons (TE), where the notation ‘‘^’’ represents three bonds with other oxygen in the glass 
network and ‘‘*’’ denotes an unpaired electron. According to current knowledge, absorption 
bands of 627 and 431 nm in the soda-lime silicate glass were identified mainly as absorption 
of NBOHCs [Bishay, 1970, Wong, 1967, Sheng, 2007]. The main absorptions of the E0 center 
and the POR are in the far UV region, which have less effect on the glass visible color. Fig. 3 
shows the ESR spectrum of the glass after the irradiation. Two distinctive signals at g ¼ 
1.99w2.00 and g ¼ 1.992, respectively, were observed. As expected, the g ¼ 1.99w2.00 was 
identified as the defects of NBOHCs, correlating bands of 627 and 431 nm. The signal of g ¼ 
1.992 might attribute to the defect of E' center. The spectra of the induced absorption with 
varying exposure time are presented in Fig. 4. The peak heights of the induced absorption 
increased with the laser irradiation time, and the peak positions absorption band were 
relatively constant, suggesting that only variations of their populations of defects be effected 
by the irradiation time. As shown in Fig. 4 (insert), the absorptions at 627 or 431 nm 
increased rapidly during the first 30 min radiation. The increase was then slow down and no 
more increase was observed after 60 min radiation. Irradiation energy is another important 
factor that affects the induced absorption of glass. As can be seen in Fig. 5, the induced 
absorption increased when the energy density was increased, while the induced absorption 
peak positions were relatively constant. 
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Fig. 2. Optical absorption in soda-lime silicate glass after UV-laser irradiation at 75 mJ/cm2 
for 10 min (insert Gaussian resolution of induced absorption) 

 
Fig. 3. ESR spectra of glass after irradiation at 75 mJ / cm2 for 10 min 
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Fig. 4. Radiation induced optical Absorption with varied irradiation time (75 mJ / cm2 ) 
(insert: Optical absorptions affected by irradiation time) 

 
Fig. 5. Optical absorption affected by irradiation energy (100 shots) (insert: Optical 
absorption affected by irradiation energy). 
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Gusarov et al (2010) studied the effect of gamma irradiation on Silica-soda-lime glass with a 
composition 75SiO2–22Na2O–3CaO, wt.% (labelled R1) and the same glass doped with 0.05 
wt.% CeO2 (labelled R7) were melted from high purity raw components using a technology 
which allowed one to keep the concentration of impurities of Fe ions at a few ppm and other 
transition metals below 1 ppm. Experimental samples were prepared as plates 25×25mm2, 
1mm thick, and polished for optical measurements. The glass samples contained a small 
number of air bubbles with diameters up to 0.1mm, however transmission measurements 
at different parts on several samples showed that their influence was below the detection 
level. All transmission spectra were measured from 195 to 3300 nm with a commercial 
double-beam UV–Vis–NIR spectrophotometer. Irradiations have been performed in the 
Brigitte gamma irradiation facility at SCK CEN at 70, 200, and 350 ◦C, 25 kGy/h. They found 
that the addition ofCeO2 results in significant transmission degradation in the UV (Fig. 6) 
 

 
Fig. 6. Optical absorption spectra of R1-5 and R7-5 glass samples in the UV range. For each 
glass two spectra are plotted: before and after annealing for 24 h at 350 ◦C 

This degradation is due to the overlapping optical absorption bands of Ce3+ and Ce4+ ions, 
with maxima at 313 and 240 nm (3.96 and 5.15 eV), respectively [Arbuzov, 1990]. Above 350 
nm both materials show the same high transmission with no observable optical absorption 
bands. No detectable changes in transmission were observed after annealing R1 and R7 
control glass samples for 24 h at 200 ◦C. Annealing for 24 at 350 ◦C does not change the 
transmission of R1. For R7 a weak band with amplitude of 0.3cm−1 at 275 unappeased. 
This effect can be tentatively attributed to thermally-stimulated charge transfer between Ce 
and Fe ions. However, the amplitude of this thermally induced band is significantly less 
than the amplitude of bands produced by irradiation. 

2.2 Phosphate glass doped with cobalt oxide  
Sodium phosphate glass with different CoO percentage was prepared [El-Batal, 2010], A 
60Co gamma cell (2000 Ci) was used as a c- ray source with a dose rate of 1.5 Gy/s (150 
rads/s) at a room temperature of 30 C. The investigated glass samples were subjected to   
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Fig. 7. Absorption spectra of CoO-doped sodium phosphate glasses with constant  
0.25% CoO with additional 5% or 10% of Na2O or 5% or 10% P2O5 before and after  
gamma irradiation. 
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the same gamma dose every time. Using a Fricke dosimeter, the absorbed dose in water was 
utilized in terms of dose in glass. No cavity theory corrections were made. Each glass 
sample was subjected to a total dose of 5  104 Gy (5MR). The UV–visible absorption of 
glasses containing CoO-doped sodium metaphosphate glasses. The glass containing 0.05% 
CoO (glass/Co) reveals before gamma irradiation a strong ultraviolet charge transfer 
absorption with two small peaks at about 205 and 235 nm and the visible spectrum shows a 
small broad band centered at about 530 nm. On subjecting this glass to successive gamma 
irradiation, the UV absorption progressively increases with marked splitting to three 
component peaks at about 205, 275, and 310 nm and followed by subsequent closely-
connected four peaks at about 340, 400, 450, and 500 nm. With glass containing higher 
concentrations P0.5% CoO), the optical absorption spectra reveal the same strong ultraviolet 
absorption with two peaks at about 205 and 235 nm and the visible region shows a very 
broad band increasing in intensity with the increase of CoO content and exhibiting finally 
three small peaks at about 500, 540, and 595 nm. With continuous gamma irradiation, the 
absorption spectra reveal numerous connected peaks extending from 205 up to 400 nm 
exhibiting continuous growth with gamma irradiation and the distinct broad visible 
absorption is observed to be finally unaffected by progressive irradiation at high CoO 
content . The rate of increase with the first dose of irradiation is observed to be very high 
especially in the band at about 500 nm and the optical density is seen to be slowly increased 
with progressive irradiation. 

2.2.1 Condition of cobalt in glass 
Although cobalt can exhibit different oxidation states in many inorganic complexes but in 
glasses melted under normal atmospheric conditions, cobalt ion exists in the divalent state 
with two possible coordination forms, namely the octahedral and tetrahedral [Bates 1962, 
Bamford 1977, Paul 1990, Aglan 1955]; The only known ion having the 3d7 configuration is 
Co2+. Early, Aglan 1955, and later other scientists [El-Batal,2003] have studied and 
interpreted the absorption spectra of glasses containing Co2+ in terms of equilibrium 
between octahedral and tetrahedral coordination forms of Co2+ ions depending on the type 
and composition of glass and condition of melting. The energy level diagram for d7 system 
in octahedral coordination predicts that the spectrum of Co2+ in octahedral symmetry will 
consist essentially of three bands corresponding to spin-allowed transitions 444C5, 
4442 and 4444 (P) together with several weak lines corresponding to spin-forbidden 
transitions. However, the band corresponding to the transition 4442 is expected to occur 
only with low intensity as it corresponds to a forbidden two electron jump. Bates, 1962 has 
assumed that in low alkali glasses, Co2+ ions are present in octahedral symmetry probably 
with a rhombic distortion arising from the Jahn– Teller effect. 
The energy diagram for d7 system in tetrahedral symmetry predicts that the spectrum of 
Co2+ in four coordination consists essentially of three bands [Sreekanth, 1998] 
corresponding to the spin-allowed transition 44 45, 4244 and 4245 (P) together 
with several weak lines and bands corresponding to spin-forbidden transitions. The 
splitting of the 44 (P) bands has been attributed to L, S interactions (i.e. a departure from 
Russel–Sanders coupling) which is also quite large in the free ion. The high intensity of the 
tetrahedrally coordinated band is a consequence of the mixing of the 3d-orbitals with 4P-
orbitals and ligand orbital [ElBatal, 2008]. 
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2.3 Lead silicate glass 
Lead silicate and borate glasses glasses [El-Kheshen, A., 2008] have been extensively 
studied these last decades mainly because of their presence and importance in a broad range 
of technological applications. These glasses have been used in the electronic and optical 
technologies, such as for electron multiplier [Anderson,1979], micro-channel plated [Wiza, 
1979], non-linear optical and magneto-optical devises [George, 1999]. Also, high lead silicate 
glasses can find application as radiation shielding materials [Friebele, 1991]. 
A base lead silicate glass of the chemical composition PbO 60 wt%, SiO2 40 wt% (71.24 PbO 
mol%, 28.76 SiO2 mol%) was prepared by [Azooz , 2009] .Batches containing the base glass 
composition to which was added 0.1% of one of the 3d-transition metal oxides: TiO2, V2O5, 
Cr2O3, MnO2, Fe2O3, CoO, NiO or CuO. An Indian 60Co gamma cell (2000 ci) was used as a 
gamma ray source with a dose rate of 1.5Gy s−1. 
 
 

 
 
 

Fig. 8. The optical absorption spectra of the parent glass before and after different doses of 
gamma rays 

Experimental results indicate that the effect of successive gamma irradiation is mainly 
concentrated in the changes of the intensities of the already observed UV bands which are 
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assumed to be due to trace iron impurities (mainly Fe3+ ions) and to the Pb2+ ions. The main 
pronounced difference is the sharp growth of the kink at about 390nmto a pronounced peak 
and the quite resolution of a broad visible band centered at about 500 nm. It seems that the 
presence of high content of the heavy metal oxide (PbO), shows some shielding towards 
successive gamma irradiation and only limited changes are observed. This behavior is 
related to the presence of heavy Pb2+ ions which retard the movement or transfer of released 
electrons during the irradiation process [Singh, 2004]. 
The realization of the effect of gamma irradiation can be interpreted by assuming that when 
the lead silicate host glass is subjected to ionizing radiation, electron–hole pairs are 
produced, which then become individually trapped at various intrinsic defect sites in the 
glass structure. Also, the presence of trace iron impurities in the host glass can easily trap 
electrons or holes and further extrinsic defects may be formed by photochemical process. It has 
been shown by several authors [Bishay, 1977] that the principal feature of the spectra of Pb-
containing glasses is a band at 1.59 eV with a width of 0.6 eV which has been correlated with 
Pb3+ in silicate glasses. [Friebele, 1977] assumed that in oxide glasses this band is observed 
only when the Pb concentration is less than ≈25 mol%. A possible explanation for this is the 
assumption that Pb2+ is incorporated in glass as an ionic modifier for concentration of PbO 
≤25–30 mol%, while at higher concentrations, PbO2+ is covalently bonded in PbO4 unit [Barker, 
1965] and/or PbO3 unit [Fayon, 1999] as a glass former. [Friebele, 1991] further added that two 
bands with peak energies of 2.36 and 3.31 eV are present in high lead glasses and can be 
associated with Pb3+ on a network forming unit. Regarding the SiO2 as a partner in the 
composition, [Bishay, 1977] and [Friebele 1991] have classified the origin of the UV induced 
bands and attributed them to electron centers while they related to the visible induced bands 
to positive holes. Later, [Shkrob, 2000] have assumed that irradiation of alkali silicate glasses 
results in the formation of metastable spin centers such as oxygen hole centers (OHC1 and 
OHC2), silicon peroxy radicals and a silicon dangling electron center (E/center). 

2.3.1 Cr doped lead silicate glass 
This chromium-doped glass reveals before irradiation (Fig. 9) five strong ultraviolet 
absorption bands at about 205, 270, 310, 340 and 380nm followed by a strong visible band at 
about 440 nm and a medium band at about 480 nm and finally a very broad band centered 
at about 635 nm. This observed spectrum represents collective presence of absorption bands 
due to trace iron impurities (205, 270, 310 nm), Pb2+ ions (340 nm) and hexavalent chromium 
ions Cr6+ (380 nm) while the visible bands due to trivalent chromium bands (440 and 650 
nm) and a new mixed band (470 nm). These collective specific absorption bands are 
identified to the respective mentioned ions in various glass systems by several authors 
[Ghoneim, 1983].With progressive gamma irradiation, the six successive ultraviolet and 
near visible absorption bands slightly increase in intensity followed by slight increase and 
the presence of chromium ions seems to retard the effect of gamma irradiation this 
mentioned region. The visible band at about 470 nm shifts to longer wavelength at 480 nm 
while broad band highly increases in intensity and shifts from 650 to 620 nm. 
It can be assumed that some of the present Cr6+ ions capture liberated electrons during 
gamma irradiation and are converted to induced Cr3+ ions producing absorption in the same 
position of the trivalent chromium in the following photochemical reaction: 

Cr6+ +3e−→ Cr3+  
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Fig. 9. The optical absorption spectra of the Cr-doped lead silicate glasses before and after 
different doses of gamma rays. 

2.4 Radiation processing for glass coloration / discoloration 
Glass is particularly susceptible to radiation-induced coloration/ discoloration due to its 
amorphous, non-crystalline structure. The nature of the optical changes varies, but usually 
consists of coloration in the visible light region and the formation of absorption bands in the 
infrared and/or ultraviolet regions. The optical density is almost always increased. It is well 
documented, for example, that high doses of gamma radiation turn glass various shades 
ranging from deep brown to pale amber [Prasil, 1991]. Clear glass discolors when exposed 
to gamma irradiation, such as from a Cobalt-60 source. Ordinary flint, borosilicate, and lead 
glass undergo a color change from clear to light amber, brownish to black, depending on the 
amount of energy absorbed. Milk glass, when exposed to gamma irradiation, yields a 
grayish color, depending on energy absorbed and any swirling effect is highlighted, 
probably due to concentrations of color in the glass that have not mixed uniformly. The 
actual mechanism of the formation of “color centers” has been described [Prasil, 1991]. The 
final color created is dependent on the chemical composition of the glass and can be altered 
by selection of additives (e.g., cerium ions can reduce browning; manganese ions induce an 
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amethyst color). Final color is a combination of original glass color and the effects of color 
center formations. 
Color from irradiation is considered metastable and heat, for example, is known to 
reverse the effect. Depending on the type of color centers formed and the hardness of the 
glass, varying amounts of heat or energy penetration are required to reverse color. Glass 
with a low diffusion rate (high softening point) is more stable. Combining all of these 
factors gives a very unique decorative coloration to a glass item. Very striking color 
contrasts can evolve, depending upon the color of the paints utilized on an item, the 
chemical composition, and impurities in the glass. At low doses, the color intensity 
increases linearly but eventually saturates at high doses. The final product is not 
radioactive or contaminated in any sense. 
The general physical properties of colored glass include: 
1. Color stability: There is a slight loss of color during the first several days after 

processing, and thereafter the rate of fade is slight. The process can actually be reversed, 
causing the glass to become clear, by placing the unit in an oven at approximately 300°F 
for a couple of hours. Hence, for applications where the product is exposed to high heat 
or low heat on a routine basis (e.g., dishwashers), this may not be ideal. 

2. Ultraviolet absorption: There is a small amount of ultraviolet absorption characteristic 
which changes as the glass is further discolored. 

3. Physical properties: Other than the color change, the normal physical properties of 
glass are not affected [Dietz 1976, Prasil, 1990]. 

The advantages of irradiation for decorative glass coloration include: 

1. Processing is done in shipping carton. There is no need to unpack or handle individual 
pieces. 

2. The process is simple, clean, and completely safe to the end product and to the 
consumer. 

3. Although economics would tend to favor large volumes, smaller volumes can also be 
economically attractive. The irradiation process is not dependent on processing large 
runs. 

4. There is no waste product or breakage associated with the process 

3. Colored glass as radiation sensor [Dunn, T.M. 1960] 
This wonderful material (colored glass), with its beautiful appearance, has another use 
rather than decoration which is: radiation sensor. Some other instruments were used as 
radiation detectors but now colored glass has the same action, due to transition elements 
doping in glass. There are a number of properties shared by the transition elements that are 
not found in other elements, which results from the partially filled d shell. These include: 
 The formation of compounds whose color is due to d - d electronic transitions 
 The formation of compounds in many oxidation states, due to the relatively low 

reactivity of unpaired d electrons.  
 The formation of many paramagnetic compounds due to the presence of unpaired d 

electrons. A few compounds of main group elements are also paramagnetic (e.g. nitric 
oxide, oxygen). 
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Color in transition-series metal compounds is generally due to electronic transitions of two 
principal types. 
Charge transfer transitions. An electron may jump from a predominantly ligand orbital to 
a predominantly metal orbital, giving rise to a ligand-to-metal charge-transfer (LMCT) 
transition. These can most easily occur when the metal is in a high oxidation state. For 
example, the color of chromate, dichromate and permanganate ions is due to LMCT 
transitions. Another example is: Mercuric iodide, HgI2, is red because of a LMCT 
transition. As this example shows, charge transfer transitions are not restricted to 
transition metals. A metal-to ligand charge transfer (MLCT) transition will be most likely 
when the metal is in a low oxidation state and the ligand is easily reduced. d-d transitions. 
An electron jumps from one d-orbital to another. In complexes of the transition metals the 
d orbitals do not all have the same energy. The pattern of splitting of the d orbitals can be 
calculated using crystal field theory. The extent of the splitting depends on the particular 
metal, its oxidation state and the nature of the ligands. In octahedral complexes, d-d 
transitions are forbidden and only occur because of coupling in which a molecular 
vibration occurs together with a d-d transition. Tetrahedral complexes have somewhat 
more intense color because mixing d and p orbitals is possible when there is no centre of 
symmetry, so transitions are not pure d-d transitions. The molar absorptivity (ε) of bands 
caused by d-d transitions are relatively low, roughly in the range 5-500 M−1cm−1 (where M 
= mol dm−3). Some d-d transitions are spin forbidden. An example occurs in octahedral, 
high-spin complexes of manganese (2), which has a d5 configuration in which all five 
electron has parallel spins; the color of such complexes is much weaker than in complexes 
with spin-allowed transitions. In fact many compounds of manganese (2) appear almost 
colorless. The spectrum of [Mn(H2O)6]2+ shows a maximum molar absorptive of about 
0.04 M−1cm−1 in the visible spectrum. 
A characteristic of transition metals is that they exhibit two or more oxidation states, usually 
differing by one. Main group elements in groups 13 to 17 also exhibit multiple oxidation 
states. The "common" oxidation states of these elements typically differ by two. For example, 
compounds of gallium in oxidation states +1 and +3 exist in which there is a single gallium 
atom. No compound of Ga(2) is known: any such compound would have an unpaired 
electron and would behave as a free radical and be destroyed rapidly. The only compounds 
in which gallium has a formal oxidation state of +2 are dimeric compounds, such as 
[Ga2Cl6]2−, which contain a Ga-Ga bond formed from the unpaired electron on each Ga 
atom. Thus the main difference in oxidation states, between transition elements and other 
elements is that oxidation states are known in which there is a single atom of the element 
and one or more unpaired electrons. The maximum oxidation state in the first row transition 
metals is equal to the number of valence electrons from titanium (+4) up to manganese (+7), 
but decreases in the later elements. In the second and third rows the maximum occurs with 
ruthenium and osmium (+8). In compounds such as [MnO4]− and OsO4 the elements achieve 
a stable octet by forming four covalent bonds. The lowest oxidation states are exhibited in 
such compounds as Cr(CO)6 (oxidation state zero) and [Fe(CO)4]2− (oxidation state −2). 
These complexes are also covalent. Ionic compounds are mostly formed with oxidation 
states +2 and +3. In aqueous solution the ions are hydrated by (usually) six water molecules 
arranged octahedrally. 
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Color in transition-series metal compounds is generally due to electronic transitions of two 
principal types. 
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a predominantly metal orbital, giving rise to a ligand-to-metal charge-transfer (LMCT) 
transition. These can most easily occur when the metal is in a high oxidation state. For 
example, the color of chromate, dichromate and permanganate ions is due to LMCT 
transitions. Another example is: Mercuric iodide, HgI2, is red because of a LMCT 
transition. As this example shows, charge transfer transitions are not restricted to 
transition metals. A metal-to ligand charge transfer (MLCT) transition will be most likely 
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d orbitals do not all have the same energy. The pattern of splitting of the d orbitals can be 
calculated using crystal field theory. The extent of the splitting depends on the particular 
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transitions are forbidden and only occur because of coupling in which a molecular 
vibration occurs together with a d-d transition. Tetrahedral complexes have somewhat 
more intense color because mixing d and p orbitals is possible when there is no centre of 
symmetry, so transitions are not pure d-d transitions. The molar absorptivity (ε) of bands 
caused by d-d transitions are relatively low, roughly in the range 5-500 M−1cm−1 (where M 
= mol dm−3). Some d-d transitions are spin forbidden. An example occurs in octahedral, 
high-spin complexes of manganese (2), which has a d5 configuration in which all five 
electron has parallel spins; the color of such complexes is much weaker than in complexes 
with spin-allowed transitions. In fact many compounds of manganese (2) appear almost 
colorless. The spectrum of [Mn(H2O)6]2+ shows a maximum molar absorptive of about 
0.04 M−1cm−1 in the visible spectrum. 
A characteristic of transition metals is that they exhibit two or more oxidation states, usually 
differing by one. Main group elements in groups 13 to 17 also exhibit multiple oxidation 
states. The "common" oxidation states of these elements typically differ by two. For example, 
compounds of gallium in oxidation states +1 and +3 exist in which there is a single gallium 
atom. No compound of Ga(2) is known: any such compound would have an unpaired 
electron and would behave as a free radical and be destroyed rapidly. The only compounds 
in which gallium has a formal oxidation state of +2 are dimeric compounds, such as 
[Ga2Cl6]2−, which contain a Ga-Ga bond formed from the unpaired electron on each Ga 
atom. Thus the main difference in oxidation states, between transition elements and other 
elements is that oxidation states are known in which there is a single atom of the element 
and one or more unpaired electrons. The maximum oxidation state in the first row transition 
metals is equal to the number of valence electrons from titanium (+4) up to manganese (+7), 
but decreases in the later elements. In the second and third rows the maximum occurs with 
ruthenium and osmium (+8). In compounds such as [MnO4]− and OsO4 the elements achieve 
a stable octet by forming four covalent bonds. The lowest oxidation states are exhibited in 
such compounds as Cr(CO)6 (oxidation state zero) and [Fe(CO)4]2− (oxidation state −2). 
These complexes are also covalent. Ionic compounds are mostly formed with oxidation 
states +2 and +3. In aqueous solution the ions are hydrated by (usually) six water molecules 
arranged octahedrally. 
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3.1 Why do many glasses turn green, brown or black when exposed to ionizing 
radiation? [El-Kheshen A. A., 1999] 
The phenomenon of radiation-induced color change is called 'activation of color centers'. 
The details are quite complex and involve an alteration of the orbital distribution of an 
atom's valence (outermost) electrons, causing the atom to absorb photons of a different 
frequency (color) after irradiation than before. What we describe as the reflected, 
transmitted, and emitted colors of a material is a consequence of the outermost shell of 
electrons, the valence electrons of atoms. In the following discussion, we will consider 
primarily reflected light.' White' light is actually a mixture of photons of many different 
frequencies (colors), and color is typically described by wavelength. The valence shell of an 
atom, described by classical physics as comprised of up to eight discreet electrons, is 
described by quantum physics to behave as a singular 'thing'. The valence shell will resonate 
with (it will capture, or absorb) photons of certain discrete energies. This resonance causes 
the valence shell to become excited, or 'pumped', to a higher energy meta-stable 'level' or 
state. The atom has a 'ground' (un-excited) state, and may have multiple excited states. 
Upon absorption of radiation of energy, electrons may be stripped from the atom, resulting 
in multiple degrees of ionization, each capable of multiple states of excitation. For example, 
a hypothetical atom with eight electrons in its valence shell has its ground state and shall 
have three meta-stable excited states. Upon capture of a photon of energy, one of the valence 
electrons is stripped resulting in the atom becoming a singly-ionized ion. This particular ion 
shall have two meta-stable excited states, and upon capture of a photon of energy a second 
of the valence electrons is stripped resulting in a doubly-ionized ion capable of four meta-
stable states. And so on. For any mono-atomic atom, and for the shared valence electron 
orbitals of any compound, there are these discreet states capable of absorbing (and emitting) 
discreet quanta of energy which is shuttled around as photons. Now, let's work with a real 
example: Let's assume that we have a 'white' light beam composed of red, blue and yellow 
photons (the primary transmissive colors). We direct this beam onto a puddle of  
red anthracine dye. Anthracite dyes have tri-cyclic ('aromatic') structures which are capable 
of resonating with discreet spectra of frequencies [El-Batal, 2008]. By slight modifications of 
their molecular structures the valence orbitals of their constituent carbon atoms can be 
altered, which results in slightly different resonant characteristics. The different anthracine 
dyes thus appear to our eyes as having different colors. We have selected a red one.  
The blue and yellow photons in our white light resonate with (are captured and absorbed 
by) the red dye molecule, and the red photons are scattered (reflected). Some of this 
scattered red light is directed toward our eyes, and we thus see the puddle of dye as 'red'. If 
we put the puddle of red dye on a clear film, the red photons will be seen also to pass 
through the dye. 
Now, let's examine a piece of colored glass. The materials which are added to glass as 
pigments are selected because their valence shell electrons are capable of selectively 
absorbing photons of certain frequencies, while passing and reflecting others. Cobaltic oxide 
for example, will absorb red and yellow but not blue, thus cobalt glass is blue. Transparent 
glasses in general are a mixture of alkaline and transition metal oxides, most of which are 
selected precisely because they won't interact with visible light. Put a piece of such a 
transparent glass in a high neutron-flux or high radiation (such as -ray) environment, and 
they will 'become colored' as the glass becomes physically altered at the atomic level 
[Moustafa , 2010 ]. 
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3.2 Can the activation of color centers be reversed? Can the colored glass be made 
clear again? [Radek, 2009] 
Yes. Glass, even at room temperature, is a liquid: the interatomic bonds are weak and 
constantly breaking and reforming. These bonds are in fact an interaction of (or, sharing of) 
the valence electrons of adjacent atoms. (In metals this sharing of electrons results in 
electrical conduction. For example, in a length of copper wire, the individual electrons at 
one end of the wire will, in theory, eventually migrate to the other end of the wire, due to 
random motion and without the application of an outside force). The inter-atomic bonding 
structure within the bulk of a material places physical constraints upon the valence 
electrons. Therefore, if you activate a color center (by any means) the alteration in the 
valence shell will be either stable (unchanging with time) or meta-stable (will change 
gradually with time). The stronger the interatomic structure (or 'lattice' in the case of a true 
crystal which, unlike a glass, is a solid) the more stable the change. The change can however 
be reversed by weakening the inter-atomic bonds which will allow the formation of new, 
lower energy bonds (atoms will break their initial bonds and reform bonds with other 
neighbors). This can be accomplished simply by the application of heat. In practice, the 
temperature required for complete color deactivation in an amorphous material (such as a 
glass) is its annealing temperature. Therefore, simply annealing a piece of glass will 
deactivate the color centers. Having worked extensively with researchers who conduct 
experiments which activate color centers by both of these means, I have frequently had need 
to deactivate color centers. An unexpected consequence of color center activation is the 
formation of strained inter-atomic bonds, and unless the piece is annealed, it may 
spontaneously fracture! As a rule, the more a piece is colored, the more strain the piece is 
under, and the more it needs to be annealed. Note that the color doesn't 'cause' the strain. 
Rather, color and strain are two entirely separate issues sharing the same cause. Finally, it's 
worth pointing out that color center activation is now so well understood that unusually 
colored gemstones are now being created by the process. In some cases, semiprecious 
irradiated stones are fraudulently sold as precious gem stones, and the difference can only 
be distinguished by a professional gemologist. Many materials when exposed to radiation 
will darken or change color. For example you can occasionally find a discarded bottle that 
had been left outside for many years that has become darkened due to exposure to sunlight. 
Co-60 emits gamma rays, which are light waves but with a much higher energy than visible 
light. Many hospitals use a Co-60 source to sterilize medical supplies after they have been 
packaged. So why does gamma radiation change the color of glass? We need to look at the 
structure of glass and at why certain materials absorb different colors of light to understand 
the effect. Glass is made of silicon and oxygen. Oxygen atoms are hungry for more electrons 
than they are naturally given, so each oxygen atom will share an electron from the silicon 
atom. This shared electron creates a very strong attraction between the oxygen and silicon, 
and is the reason why glass is a very hard material. 
As you can tell by looking out a window, visible light goes right through glass. For light to 
be absorbed in a material, the light wave has to interact with an electron in the material and 
basically "shake it loose" from its atom. In glass the electrons are so tightly held by the 
silicon and oxygen atoms that visible light cannot shake one of those electrons loose, so light 
travels right through without any absorption. But gamma rays, which have a million times 
as much energy as visible light, can shake a lot of things loose in glass. When a gamma ray 
enters glass, it can actually knock a silicon atom out of its place, shoving it in-between other 
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stable states. And so on. For any mono-atomic atom, and for the shared valence electron 
orbitals of any compound, there are these discreet states capable of absorbing (and emitting) 
discreet quanta of energy which is shuttled around as photons. Now, let's work with a real 
example: Let's assume that we have a 'white' light beam composed of red, blue and yellow 
photons (the primary transmissive colors). We direct this beam onto a puddle of  
red anthracine dye. Anthracite dyes have tri-cyclic ('aromatic') structures which are capable 
of resonating with discreet spectra of frequencies [El-Batal, 2008]. By slight modifications of 
their molecular structures the valence orbitals of their constituent carbon atoms can be 
altered, which results in slightly different resonant characteristics. The different anthracine 
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The blue and yellow photons in our white light resonate with (are captured and absorbed 
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they will 'become colored' as the glass becomes physically altered at the atomic level 
[Moustafa , 2010 ]. 
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3.2 Can the activation of color centers be reversed? Can the colored glass be made 
clear again? [Radek, 2009] 
Yes. Glass, even at room temperature, is a liquid: the interatomic bonds are weak and 
constantly breaking and reforming. These bonds are in fact an interaction of (or, sharing of) 
the valence electrons of adjacent atoms. (In metals this sharing of electrons results in 
electrical conduction. For example, in a length of copper wire, the individual electrons at 
one end of the wire will, in theory, eventually migrate to the other end of the wire, due to 
random motion and without the application of an outside force). The inter-atomic bonding 
structure within the bulk of a material places physical constraints upon the valence 
electrons. Therefore, if you activate a color center (by any means) the alteration in the 
valence shell will be either stable (unchanging with time) or meta-stable (will change 
gradually with time). The stronger the interatomic structure (or 'lattice' in the case of a true 
crystal which, unlike a glass, is a solid) the more stable the change. The change can however 
be reversed by weakening the inter-atomic bonds which will allow the formation of new, 
lower energy bonds (atoms will break their initial bonds and reform bonds with other 
neighbors). This can be accomplished simply by the application of heat. In practice, the 
temperature required for complete color deactivation in an amorphous material (such as a 
glass) is its annealing temperature. Therefore, simply annealing a piece of glass will 
deactivate the color centers. Having worked extensively with researchers who conduct 
experiments which activate color centers by both of these means, I have frequently had need 
to deactivate color centers. An unexpected consequence of color center activation is the 
formation of strained inter-atomic bonds, and unless the piece is annealed, it may 
spontaneously fracture! As a rule, the more a piece is colored, the more strain the piece is 
under, and the more it needs to be annealed. Note that the color doesn't 'cause' the strain. 
Rather, color and strain are two entirely separate issues sharing the same cause. Finally, it's 
worth pointing out that color center activation is now so well understood that unusually 
colored gemstones are now being created by the process. In some cases, semiprecious 
irradiated stones are fraudulently sold as precious gem stones, and the difference can only 
be distinguished by a professional gemologist. Many materials when exposed to radiation 
will darken or change color. For example you can occasionally find a discarded bottle that 
had been left outside for many years that has become darkened due to exposure to sunlight. 
Co-60 emits gamma rays, which are light waves but with a much higher energy than visible 
light. Many hospitals use a Co-60 source to sterilize medical supplies after they have been 
packaged. So why does gamma radiation change the color of glass? We need to look at the 
structure of glass and at why certain materials absorb different colors of light to understand 
the effect. Glass is made of silicon and oxygen. Oxygen atoms are hungry for more electrons 
than they are naturally given, so each oxygen atom will share an electron from the silicon 
atom. This shared electron creates a very strong attraction between the oxygen and silicon, 
and is the reason why glass is a very hard material. 
As you can tell by looking out a window, visible light goes right through glass. For light to 
be absorbed in a material, the light wave has to interact with an electron in the material and 
basically "shake it loose" from its atom. In glass the electrons are so tightly held by the 
silicon and oxygen atoms that visible light cannot shake one of those electrons loose, so light 
travels right through without any absorption. But gamma rays, which have a million times 
as much energy as visible light, can shake a lot of things loose in glass. When a gamma ray 
enters glass, it can actually knock a silicon atom out of its place, shoving it in-between other 
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atoms, and leaving a hole, or vacancy, in the material. The electrons surrounding the hole 
will no longer be tightly bound to the atoms, and these "loose" electrons will be able to 
interact with lower energy light (visible light). When visible light is transmitted through the 
glass, specific colors of the light can interact and be absorbed by the electrons near the 
vacancy, and the transmitted light will have a color that is the complement of the 
absorption. These holes, or defects, are often called "color centers" because they impart a 
color to the glass. If you heat the irradiated glass (called annealing) the atoms will begin to 
shake so much that the displaced silicon atom will eventually go back to its original place 
and the glass will become clear again. 
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1. Introduction 
The interactions of ionizing radiation with glass matrix produce ionization, excitation, and 
atomic displacement. The main modification induced during γ, X rays, or electron 
irradiation on the glass structure is the creation of stable defects and the changes of the 
valence state of lattice atoms or of the incorporated impurities in glass. Some of the modified 
electronic configurations or defects cause preferential light absorption. Thus, glass becomes 
coloured and consequently these defects are called "colour centres". These centres are of 
many types and depending on the glass composition (Yokota, 1954, 1956) and are associated 
with optical absorption bands and EPR signals. 
The change of optical properties of glasses when subjected to ionizing radiation has been 
investigated by many authors due to wide applications of this kind of material. The earlier 
studies were focused on ways to prevent the darkening in glasses used in reactor or hot-cell 
windows and optical devices (Friebele, 1991). Recently, many studies have been 
concentrated on the application of the irradiation induced colour to develop recyclable 
colour glasses which is of great interest in the glass industry from the economical and 
environmental point of view (Sheng et al., 2002a). 
In addition to the applications mentioned above, the ionizing radiation induced colour 
centres in some glasses have been found wide application in radiation dosimetry (Farah et 
al., 2010; Fuochi et al., 2008, 2009; Mejri et al., 2008). This material is very interesting for 
dosimetry and very useful for many applications such as food irradiation, sterilization of 
medical devices, radiation treatment of industrial and municipal waste-water and radiation 
processing of materials. 
In the present work, we investigated the effect of the irradiation dose and thermal annealing 
on the formation and the decay of the induced colour centres in gamma irradiated silicate 
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glass. The activation energies of the two colour centres were calculated from Arrhenius 
equation. In order to evaluate its potential as radiation-sensitive material in high dose 
dosimetry, the main dosimetric properties were also studied in details.  

2. Materials and methods 
2.1 Glass composition 
The glass samples were obtained from the same glass sheets purchased from the local 
market and were cut into pieces of 11 x 30 x 3 mm3 dimensions for optical measurements. 
The chemical composition of the glass samples were determined by the Prompt Gamma 
Activation Analysis technique (Anderson et al., 2004) in the Budapest Neutron Centre (wt%: 
68.52 SiO2, 13.77 Na2O, 8.19 CaO, 4.34 MgO, 1.003 Al2O3, 0.588 K2O, 0.105 Fe2O3 and about 
3.5 % of other components). To avoid grease contamination on glass surface, which may 
affect the absorbance measurements, the samples were carefully cleaned with ethyl alcohol. 
A thermal treatment at 300°C for 1 h was used to eliminate any spurious optical signal. Then 
the samples were wrapped in aluminium papers and stored in a dust free dark place to 
avoid any possible light effect. 

2.2 Irradiation sources and procedures 
Irradiations of the glass samples were done at the Tunisian semi-industrial 60Co gamma 
irradiation facility at the dose rate of about 2 kGy/h (Farah et al. 2006). Dosimetry was done 
using Fricke and Ethanol-ChloroBenzene chemical dosimeters and the traceability was 
established with alanine/EPR dosimetry system in terms of absorbed dose to water 
traceable to Aérial Secondary Standard Dosimetry Laboratory (SSDL), Strasbourg-France 
(Aérial, 2011). All the irradiated samples were stored in the dark in a room where the 
temperature was maintained between 20 and 25°C and humidity 45-60% R.H. 

2.3 Optical absorption measurements 
When exposed to gamma radiation, glass turns to a brown colour in a quantifiable and 
reproducible manner. Measurement of the change in absorbance with calibrated 
spectrophotometers at specified wavelengths provides a method for accurately determining 
absorbed dose.  
Optical absorption spectra were taken with a Perkin Elmer spectrophotometer Lambda 20 in 
the range 350-800 nm. The optical spectra of non irradiated samples were measured with 
reference to air. All optical spectra of the samples after irradiation were measured against to 
non irradiated sample in order to obtain the net induced changes of absorption. Genesis 5 
spectrophotometer and Käfer MFT 30 thickness gauge were used to measure the specific 
absorbance changes produced in glass (i.e. absorbance divided by dosimeter thickness). An 
electrical furnace and a freezer were used to reach the desired temperatures. 

2.4 Temperature control during irradiation 
To control and maintain the glass samples at the desired temperature during gamma 
irradiation, Julabo refrigerating circulator type F25-EC, with ultra purified water for the 
temperature range 5-90°C or a mixture of water and ethylene glycol for the range –25°C to 
+50°C as coolant liquid, was used. Samples were placed inside an aluminium cylinder in 
which the coolant liquid was circulating thus maintaining the desired temperature. Before 

Formation and Decay of Colour Centres in a Silicate  
Glasses Exposed to Gamma Radiation: Application to High-Dose Dosimetry 

 

605 

irradiation, the set-up was kept for 20 minutes to reach the equilibrium temperature. 
Temperature fluctuation inside the aluminium cylinder during irradiation was within ±1°C. 

2.5 Method and conditions of calibration  
In order to minimize the contribution of influence quantities to the overall uncertainty and 
to ensure similar irradiation conditions both for calibration and routine dosimetry during 
the production run, full in-plant calibration of the glass samples was performed by 
irradiating them at the Tunisian semi-industrial cobalt-60 gamma irradiation facility 
together with transfer standard dosimeters in the Risø HDRL calibration phantoms 
(Sharpe&Miller, 1999). Four glass samples were placed inside the phantom, together with 
four alanine transfer standard dosimeters in their small 3 mm thick polyacetal holders as 
shown. The phantoms containing the alanine pellets and the glass samples were then taped 
on cartons of simulated product (dummy product box) placed on the test site facing the 
cobalt source. Care was taken to minimize self shielding effects between the dosimeters. The 
distance of the dummy product box from the source pencils was such as to reduce the 
spatial variations in the radiation field over the surface area of the dosimeter package to 
negligible small values. 
The alanine pellets were sent back after irradiation for evaluation to the Aérial SSDL. The 
absorbed doses, as measured by the alanine dosimeters, were then used to establish the 
calibration curves for the glass.  
Temperature strips were placed in the dosimeter packages during the calibration 
irradiations to record maximum temperature. Temperatures were found to vary around a 
mean value of 26°C with a maximum variation of +3°C. 

3. Results and discussion 
3.1 Effect of gamma radiation dose 
Before gamma irradiation, the glass used in this study was transparent. When irradiated, 
two induced bands have been observed at 410 and 600 nm leading to the development of the 
brown colour. The intensities of the overall absorption spectra are observed to increase 
progressively with increasing doses between 1 and 1200 kGy (Fig.1). It is obvious that the 
broad band at 600 nm is less sensitive to radiation than that at 410 nm.  
The induced optical absorption by gamma irradiation in the visible range of this  
silicate glass is due to the generation of two Non Bridging Oxygen Hole Centres (NBOHCs) 
( ≡Si-O°): HC1 at 410 nm and HC2 at 600 nm (Griscom, 1984).  
Fig.2 shows the two bands separated in the region between 375 and 800 nm of the 
absorption spectrum of glass irradiated to 10 kGy. The induced absorption spectra were well 
modeled through a Gaussian shape with correlation coefficients (R2) better than 0.99. 
Table 1 shows the results of the best fit with two Gaussian bands (correlation coefficients 
(R2) better than 0.99) of the induced absorption spectra in the region between 380-800 nm. It 
was found that the gamma radiation dose had no influence on the absorption band position. 
The band peak positions the FWHM were relatively constant and only the heights and the 
area under the bands changed, suggesting that only an increase of the number of induced 
colour centres were affected by the increasing of the irradiation dose.  
These results show that this glass is radiation-sensitive material and the induced colour 
centres may be used for dose determination in large dose range.  
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on cartons of simulated product (dummy product box) placed on the test site facing the 
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mean value of 26°C with a maximum variation of +3°C. 

3. Results and discussion 
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two induced bands have been observed at 410 and 600 nm leading to the development of the 
brown colour. The intensities of the overall absorption spectra are observed to increase 
progressively with increasing doses between 1 and 1200 kGy (Fig.1). It is obvious that the 
broad band at 600 nm is less sensitive to radiation than that at 410 nm.  
The induced optical absorption by gamma irradiation in the visible range of this  
silicate glass is due to the generation of two Non Bridging Oxygen Hole Centres (NBOHCs) 
( ≡Si-O°): HC1 at 410 nm and HC2 at 600 nm (Griscom, 1984).  
Fig.2 shows the two bands separated in the region between 375 and 800 nm of the 
absorption spectrum of glass irradiated to 10 kGy. The induced absorption spectra were well 
modeled through a Gaussian shape with correlation coefficients (R2) better than 0.99. 
Table 1 shows the results of the best fit with two Gaussian bands (correlation coefficients 
(R2) better than 0.99) of the induced absorption spectra in the region between 380-800 nm. It 
was found that the gamma radiation dose had no influence on the absorption band position. 
The band peak positions the FWHM were relatively constant and only the heights and the 
area under the bands changed, suggesting that only an increase of the number of induced 
colour centres were affected by the increasing of the irradiation dose.  
These results show that this glass is radiation-sensitive material and the induced colour 
centres may be used for dose determination in large dose range.  
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Fig. 1. Optical absorption spectra for the gamma irradiated glass samples in the range 1-1200 
kGy 
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Fig. 2. Induced optical absorption with band separation of glass irradiated at 10 kGy. 
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Dose (kGy) λ (nm) FWHM (nm) A 

1 402 163.93 10.57 
598 174.93 4.50 

10 405 162.42 62.31 
599 182.78 29.04 

100 403 156.12 140.48 
602 174.82 43.93 

1200 403 165.50 200.88 
603 182.07 60.31 

Table 1. Results of band separation for the induced absorbance spectra 

Where λ is the peak wavelength of band (nm), FWHM is the full width at half-maximum of 
the band (nm) and A is the area of the band 
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Fig. 3. Dose response curves of gamma irradiated silicate glass 

The dose response curves shown in Fig.3 are successfully fitted following Mashkov equation 
(Eq.1) (Mashkov et al., ). The fitting parameters are given in Table 2. 

 Q (D) = Qc (kD)b + Qa [1- exp [-(kD)b]]  (1) 

Where Q (D), Qa (D) et Qc (D) represent the measured quantities (Optical Absorption) 
proportional respectively to the total concentration of the colour centres for an accumulated 
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proportional respectively to the total concentration of the colour centres for an accumulated 
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dose D, the concentration of the colour centres created by an extrinsic process of activation 
and the concentration of the colour centres created during an intrinsic process of the 
rupture, k is a rate constant and b is a number between 0 and 1. The nonlinear dose 
dependence of the specific absorbance as function of the dose can be interpreted in terms of 
two different processes involved in the creation of colour centres: the creation of colour 
centres induced by activation of precursory defects which saturate with the dose because 
their concentration in glass is limited, and an “unlimited” creation of new colour centres 
during an intrinsic process of Si-O-Si bond rupture (Boizot, 1997).  
 

         Fitting parameters                                                     Wavelengths 
 410 nm 600 nm 

R2 0.995 0.996 
k (kGy-1) 0.049 ± 0.007 0.052 ± 0.005 

b 0.72 ± 0.06 0.86 ± 0.07 

Table 2. Fitting parameters for Figure 3 

The results of fitting our experimental data by Mashkov Equation showed that the values 
obtained for the k parameter (defects formation rate or rate constant) are equal to 0.049 and 
0.052 kGy-1 for the two bands at 410 and 600 nm respectively. The similarity of this 
parameter for the two bands suggests that the related optical transitions correspond to the 
same type of NBOHCs in different configurations. 

3.2 Activation energy 
Figures 4 and 5 show the kinetics, for the absorption band at 410 nm, of temperature 
annealing performed between (-20 °C) and 150 °C of the glass samples irradiated at 30 kGy. 
The annealing process can be described by a sum of two first order decay kinetic functions 
(exp (-t/τ)) where t is the annealing time and τ is an appropriate time constant. 
The activation energy characteristic of the annealing process was calculated from the 
Arrhenius equation. The obtained values for the fast and slow components of the 410 nm 
and 600 nm bands are presented in Table 3. The similarity of the activation energy values for 
both bands may suggest that the related optical transitions correspond to the same type of 
NBOHC’s in different configurations (Griscom, 1984). The HC1 centre is a hole trapped in 
the 2p orbital of one non-bridging oxygen (NBO), analogue to NBOHC in silica glass, to 
which is correlated the absorption band at 410 nm. The HC2 centre is a hole trapped on two 
or three NBO’s bonded to the same silicon to which is correlated the absorption band at 600 
nm (Suszynska& Macalik, 2001). 
By the mean of real-space multigrid electronic structure calculations, Jin and Chang 
proposed a diffusion mechanism of interstitial oxygen ions generated from O2 under the UV 
irradiation with activation energies of 0.27 eV for O- and 0.11 eV for O2- (Jin & Chang, 2001). 
The value of 0.27 eV corresponding to the O- diffusion activation energy in the glass 
network under UV irradiation is identical, within experimental error, to our values of 
activation energies calculated from Arrhenius plots of the slow component τ corresponding 
to the long-time isothermal annealing. Approximately the same value of activation energy 
was found by Tsai and al. for the long-time slow thermal annealing of radiolytic atomic 
hydrogen in OH containing amorphous silica (Tsai et al., 1989). 
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dose D, the concentration of the colour centres created by an extrinsic process of activation 
and the concentration of the colour centres created during an intrinsic process of the 
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dependence of the specific absorbance as function of the dose can be interpreted in terms of 
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centres induced by activation of precursory defects which saturate with the dose because 
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obtained for the k parameter (defects formation rate or rate constant) are equal to 0.049 and 
0.052 kGy-1 for the two bands at 410 and 600 nm respectively. The similarity of this 
parameter for the two bands suggests that the related optical transitions correspond to the 
same type of NBOHCs in different configurations. 

3.2 Activation energy 
Figures 4 and 5 show the kinetics, for the absorption band at 410 nm, of temperature 
annealing performed between (-20 °C) and 150 °C of the glass samples irradiated at 30 kGy. 
The annealing process can be described by a sum of two first order decay kinetic functions 
(exp (-t/τ)) where t is the annealing time and τ is an appropriate time constant. 
The activation energy characteristic of the annealing process was calculated from the 
Arrhenius equation. The obtained values for the fast and slow components of the 410 nm 
and 600 nm bands are presented in Table 3. The similarity of the activation energy values for 
both bands may suggest that the related optical transitions correspond to the same type of 
NBOHC’s in different configurations (Griscom, 1984). The HC1 centre is a hole trapped in 
the 2p orbital of one non-bridging oxygen (NBO), analogue to NBOHC in silica glass, to 
which is correlated the absorption band at 410 nm. The HC2 centre is a hole trapped on two 
or three NBO’s bonded to the same silicon to which is correlated the absorption band at 600 
nm (Suszynska& Macalik, 2001). 
By the mean of real-space multigrid electronic structure calculations, Jin and Chang 
proposed a diffusion mechanism of interstitial oxygen ions generated from O2 under the UV 
irradiation with activation energies of 0.27 eV for O- and 0.11 eV for O2- (Jin & Chang, 2001). 
The value of 0.27 eV corresponding to the O- diffusion activation energy in the glass 
network under UV irradiation is identical, within experimental error, to our values of 
activation energies calculated from Arrhenius plots of the slow component τ corresponding 
to the long-time isothermal annealing. Approximately the same value of activation energy 
was found by Tsai and al. for the long-time slow thermal annealing of radiolytic atomic 
hydrogen in OH containing amorphous silica (Tsai et al., 1989). 
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 Activation energy (eV) 
Wavelength(nm) Fast component (τ1 ) Slow component (τ2) 

410 0.251± 0.022 0.310 ± 0.015 
600 0.261± 0.022 0.353 ± 0.030 

Table 3. Activation energy for the fast and slow components of both bands. 

3.3 Application to high dose dosimetry 
3.3.1 Room temperature fading behaviour 
Five replicate glass dosimeters were irradiated with 60Co gamma rays to 30 kGy. The 
changes of absorbance were followed up to 535 days. After each measurement glass samples 
were stored in the dark at room temperature. Fig. 6 presents the fading behaviour of the 410 
nm absorption band at room temperature respectively for the long-term and the short-term 
period. A strong fading can be observed in the first 9 days followed by a slow fading up to 
535 days. The 600 nm absorption band showed similar behaviour. 
The data in Fig. 6 were fitted using first-order kinetics based on the data after the first 10 
days. The coefficient of correlation (R2) was 0.99. 
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Fig. 6. Post-irradiation stability at room temperature of response of glass samples irradiated 
at 30 kGy. Inset: kinetics of the fading behaviour at room temperature for the short-term 
period. 

The stability of radiation induced colour centres at room temperature was mainly controlled 
by the initial strong fading process. This initial fading process seems to follow neither a 
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simple first-order nor second-order kinetics, but it can be well described by a sum of a first 
order decay kinetics function (exp (-t/τ)) and second order decay kinetics function  
[1+ k (t/κ)]-1, where t is the annealing time, τ and κ are appropriate time constants and k is a 
fitting parameter.  
The thermal decay of colour centres after irradiation is mainly controlled by the diffusion of 
species in glass and it is generally attributed to diffusion - limited processes (Agnello & Boizot, 
2003; Sheng et al., 2002c). Agnello and Boizot speculate that reaction of mobile species induced 
by irradiation with the induced colour centres is in the origin of their thermal decay (Agnello& 
Boizot, 2003). These mobile species are for example oxygen ions or anions and cations 
impurities released by broken bonds. In fact, a large number of studies have demonstrated that 
alkalis ions are movable and diffusible under irradiation. The association with NBO confines 
the alkali ion to local motion, whereas the absence of a co-ordinating NBO allows the alkali ion 
to explore more easily its environment (Ojovan & Lee, 2004).  
By the combination of (MAS NMR) and (XPS) spectroscopy investigations, (Boizot and al., 
2000) provided additional evidence in favour of a long range migration of sodium in glass. 
Sheng et al., 2002c), gave evidence that the long-term fading process of colour centres 
induced by X-rays in soda-lime silicate glass was dominated by a first order kinetics, while, 
both the first and the second order kinetics played role in the short-term fading process 
(Sheng et al., 2002). Indeed, each NBOHC induced by gamma irradiation is surrounded by 
electrons and other NBOHCs. They assumed that the recombination of NBOHCs is 
controlled by the diffusion of electrons in the glass network (reaction 4) and/or by reaction 
of NBOHC with neighboring NBOHCs (reactions 2 and 3): 

 Si O e Si O         (2) 

 2( Si O ) Si O O Si          (3) 
It is obvious that the reaction (2) dominate the recombination process at short-term range 
because of the small initial distance between NBOHCs (Waite, 1957). Sheng and al. 
demonstrated that in addition to reaction (2), reaction (3) played also role in the short-term 
recombination process, while the long-term recombination process was dominated only by 
reaction (2).  

3.3.2 Effect of post irradiation heat treatments on the room temperature fading 
The effect of post irradiation heat treatments on the glass response fading was studied in the 
temperature range of 60-150 °C using sets of three glass samples. After gamma irradiation 
with 30 kGy absorbed dose, dosimeter sets were immediately submitted to the different heat 
treatments for 20 minutes, which was found to be the best treatment time, and stored after 
irradiation in the dark at room temperature. Optical absorbance measurements were carried 
out up to two months. The specific absorbance values were normalized to the first 
measurements taken 5 minutes after the heat treatments. The results are presented in Fig. 7 
and Table 4. The best results have been obtained with heat treatments at 150 °C (20 min). 
This procedure is very effective for the removal of unstable entities responsible for the initial 
strong fading. The standard deviation of glass dosimeters response measurements is about 
0.5 % (1σ) within the first two hours after irradiation. The response decay of irradiated glass 
dosimeters is about 8 % between the first 24 h and 20 days. This means that glass dosimeters 
can be evaluated either within the first two hours or just after one day after irradiation and 
heating.  
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Fig. 6. Post-irradiation stability at room temperature of response of glass samples irradiated 
at 30 kGy. Inset: kinetics of the fading behaviour at room temperature for the short-term 
period. 

The stability of radiation induced colour centres at room temperature was mainly controlled 
by the initial strong fading process. This initial fading process seems to follow neither a 
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simple first-order nor second-order kinetics, but it can be well described by a sum of a first 
order decay kinetics function (exp (-t/τ)) and second order decay kinetics function  
[1+ k (t/κ)]-1, where t is the annealing time, τ and κ are appropriate time constants and k is a 
fitting parameter.  
The thermal decay of colour centres after irradiation is mainly controlled by the diffusion of 
species in glass and it is generally attributed to diffusion - limited processes (Agnello & Boizot, 
2003; Sheng et al., 2002c). Agnello and Boizot speculate that reaction of mobile species induced 
by irradiation with the induced colour centres is in the origin of their thermal decay (Agnello& 
Boizot, 2003). These mobile species are for example oxygen ions or anions and cations 
impurities released by broken bonds. In fact, a large number of studies have demonstrated that 
alkalis ions are movable and diffusible under irradiation. The association with NBO confines 
the alkali ion to local motion, whereas the absence of a co-ordinating NBO allows the alkali ion 
to explore more easily its environment (Ojovan & Lee, 2004).  
By the combination of (MAS NMR) and (XPS) spectroscopy investigations, (Boizot and al., 
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 Si O e Si O         (2) 

 2( Si O ) Si O O Si          (3) 
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Fig. 7. Post-irradiation stability at room temperature of glass samples after 30 kGy 
irradiation and different heat treatments for 20 minutes. Inset: behaviour of glass samples, 
heated at 150 °C for 20 min, within the first two hours after the heat treatment. 

 
Storage 

time Reduction of relative specific absorbance (%) 

 Room 
temperature -5 °C -20 °C 60 °C 80 °C 100 °C 120 °C 150 °C 

24 h 25 5 5 17 16 15 12 7 
20 days 54 40 39 49 45 35 29 15 
60 days 65 66 65 60 54 45 31 19 

Table 4. Effect of thermal treatments on fading of glass samples after an irradiation of 30 
kGy with gamma rays  

3.3.3 Dose response curves 
In order to find out the useful dose range for this silicate glass, the response curve (specific 
absorbance versus dose) was measured in the dose range 0.5 kGy– 87 kGy. Irradiations were 
carried out at the 60Co Gamma cell 220 excel of the Egyptian Radiation Technology Centre 
with the dose rate of 4.78 kGy/h at controlled temperature of 34°C. All data for the dose 
response curve were taken 24 h after irradiation. The reported specific absorbance was 
measured at 410 nm (Figure 8). The specific absorbance shows a rapid growth up to 40 kGy. 
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At higher doses the specific absorbance continued to grow slowly up to 87 kGy which was 
the upper dose level of the present experiments. The glass response had not yet reached 
saturation at this dose level. The dose response curve taken after irradiation and heat 
treatment at 150°C for 20 min for the dose range of 0.5–87 kGy is shown as inset of the Fig.8. 
The dose response curves shown in Fig.8 are successfully fitted following Mashkov 
equation.  
 

T °C First-order kinetics τ (h) Second order kinetics κ (h) 

Room temperature 189.6 30.9 
-5 1128 60 
-20 2184 117 
60 169.5 7.5 
80 168 0.43 

100 110.4 0.024 
130 6.25 0.0006 
150 3.15 0 

Table 5. Fading time constants for temperature range from -20 to 150 °C 
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Fig. 8. Response curve for gamma irradiated glass in the dose range of 0.5-87 kGy (dose to 
water), absorbance at λ = 410 nm, dose rate: 4.78 kGy/h. Inset: response curve after heat 
treatment at 150°C for 20 min. 
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Fig. 8. Response curve for gamma irradiated glass in the dose range of 0.5-87 kGy (dose to 
water), absorbance at λ = 410 nm, dose rate: 4.78 kGy/h. Inset: response curve after heat 
treatment at 150°C for 20 min. 
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3.3.4 Effect of temperature during irradiation  
The response of the majority of dosimeters is affected by the temperature during irradiation 
(Abdel-Fattah and Miller, 1996, Farah et al., 2004). In large gamma ray irradiators, the 
dosimeter temperature can reach 60°C for high doses. This effect should be carefully 
investigated especially if the dosimeters are going to be used for dose measurement at 
temperatures different than that for which they were calibrated.  
In order to study the effect of temperature during irradiation on response of the glass 
dosimeters, samples were irradiated to an absorbed dose of 5 kGy at temperatures in the 
range from –3°C to +80°C, temperature range used during the usual irradiation processing. 
After irradiation, dosimeters were stored for 24 h in dark at room conditions (25 ± 3°C, 40-
60% R.H.) then specific absorbance was measured at 410 nm. Figure 9 shows the specific 
absorbance, normalized at -3°C, plotted as a function of temperature during irradiation. The 
response of glass dosimeter decreases from –3°C to +80° C and the temperature coefficient 
of optical absorption was negative corresponding to a mean value of (-0.53 ± 0.02) %°C-1 
and (-0.45 ± 0.04) % °C-1 respectively for 410 nm and 600 nm. These results extend the 
published data of (Zheng et al., 1988) and (Zheng, 1996). These authors observed, for glass 
dosimeters irradiated with 3 kGy, a negligible variation of absorbance at the wavelength of 
500 nm between 0 and 50 °C followed by a fast decrease between 50 and 80 °C.  
These differences can be explained by the fact that the colour centre studied by (Zheng et al., 
1988) is probably due to free electrons trapped at some imperfection in the glass structure. 
While the induced absorption bands observed in our glass can be attributed to a trapped 
holes (NBOHCs colour centres).  
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Fig. 9. Effect of temperature during irradiation on the response of glass samples irradiated at 
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3.3.5 Relative humidity effect during post-irradiation storage 
In order to investigate the effect of Relative Humidity (R.H.) during post-irradiation storage 
on the response of glass dosimeter, sets of three replicate glass samples were irradiated 
using 60Co gamma rays at a dose of 7 kGy. Following irradiation, glass samples were stored 
in the dark under different extreme R.H. conditions, dried condition (about 0%), moist 
condition (in water) and room condition (between 40-60%). The specific absorbance was 
measured at 410 and 600 nm up to 22 days. As seen in Figs. 10 and 11, small differences of 
specific absorbance have been observed between the glass dosimeters stored in the two 
extreme R.H. conditions (0 and 100%). Relative differences of specific absorbance compared 
to the ambient conditions of glass dosimeters stored in extreme R.H. conditions (0 and 
100%) are significant for the two wavelengths 410 and 600 nm.  
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Fig. 10. Post-irradiation stability of irradiated glass to 7 kGy and stored at a different 
humidity conditions (410 nm band). 
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Fig. 11. Post-irradiation stability of irradiated glass to 7 kGy and stored at a different 
humidity conditions (600 nm band). 

3.3.6 Dose rate effect 
In the semi-industrial applications that depending on plant design, products may be treated 
in different positions with different dose rates, whereas, dosimeters were calibrated at a 
fixed dose rate. In order to investigate the effect of the dose rate on the response of glass 
dosimeter, several groups of glass samples were irradiated to different doses in the range of 
0.5-50 kGy at the following dose rates: 1 and 6 kGy/h. Glass samples were submitted to a 
thermal treatment at 150°C for 20 minutes immediately after irradiation. Specific absorbance 
measurements were carried out after 24 hours. As seen in Fig. 12, the dose rate effects did 
not appear to be significant in the dose range of 0.5-20 kGy. Only a weak change of response 
within 1-2% was observed. This result is in good agreement with published data (Engin et 
al., 2006; Zheng et al., 1988). Above 20 kGy, glass samples exhibit significant dose rate 
dependence within 8-11%. In fact, the absorbance increases within 8–11% when the dose rate 
decreases. This observation is in agreement with the data published by (Ezz-Eldin et al., 
2008). For low dose rate the rate of electrons production is low, thus the ejected electrons has 
enough time to annihilate a glass defect or forming non-bridging oxygen centers which 
causes an increase in the glass absorbance.  
For the high dose rate, the rate of electrons production become high, which gives a better 
chance for their fast recombination rather than for annihilation resulting in less absorbance. 
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Fig. 12. Dose rate effect on the response of glass samples irradiated at 1 and 6 kGy/h and 
measured at 410 nm absorption band. 

3.3.7 Reuse and reproducibility of glass dosimeter 
Few investigations were found in the literature (Sheng, 2002b) about the reuse of glass 
dosimeters, by thermal bleaching of the radiation induced coloration. 
In order to study the possibility of re-using glass dosimeter, three sets of glass samples, each 
containing three, were irradiated, at room temperature, with 60Co gamma rays at three 
different doses 1, 5 and 20 kGy.  
Measurement of the specific absorbance was taken 30 min after irradiation. Then the 
irradiated samples were submitted to a heat treatment of 300°C for 30 min, sufficient to 
remove the radiation induced colour centres, before performing a new irradiation. This 
procedure was repeated six times giving good reproducibility as it can be seen from the 
results shown in Fig. 13. The standard deviation of the measurements was found to be lower 
than 4% (1σ).  
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Fig. 13. Reproducibility of the results by reuse of glass dosimeter. 

3.4 In-plant calibration of glass dosimeter for gamma irradiation 
3.4.1 Calibration conditions 
The in-plant calibration of glass dosimeters was done in the Tunisian semi-industrial cobalt-
60 gamma irradiation facility rigorously following the procedure described in section 2.5 
Method and condition of calibration. The phantoms, containing the alanine transfer 
standard dosimeters and the glass samples, were fixed on dummy product boxes and 
irradiated to nominal doses from 0.5 to 17 kGy at the dose rate of 1 kGy/h. 
All dosimeters were read 24 hours after irradiation. Figs. 14 and 15 represent the response 
functions where the specific absorbance of the irradiated glasses vs dose to water, as 
measured by the alanine dosimeters, is reported. Here the mean values of the specific 
absorbance for each group of glass samples are plotted. 
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Fig. 14. Calibration curve of glass dosimeter in the dose range 0.1-3 kGy (dose to water).  
Y = 0.1982 +0.3245.X equation is used for linear fit. 
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Fig. 15. Calibration curve of glass dosimeter in the dose range of 1-17 kGy (dose to water). 
Y = - 1.262 + 1.717.X 0.34 equation is used for power law fit. 
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Fig. 15. Calibration curve of glass dosimeter in the dose range of 1-17 kGy (dose to water). 
Y = - 1.262 + 1.717.X 0.34 equation is used for power law fit. 
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3.5 Estimation of uncertainty 
The procedure outlined in ISO/ASTM Standard 51707 (ISO/ASTM, 2002) was followed to 
estimate the overall uncertainty in the measurement of absorbed dose from the glass 
dosimeter. Three components of uncertainty were taken into account. These included, (1) 
uncertainty in absorbed doses reported by the Aérial, (2) uncertainty in the 
spectrophotométric analysis of dosimeter response and measurement of dosimeter thickness 
(Eq. 4), and (Eq. 5) goodness of fit of the power law function to the calibration data.  
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Where:  
C.V. (%) = overall coefficient of variation 
Si-1= sample standard deviation for ith set of measurement, 
(ni-1) degrees of freedom for ith set of data, 
k = average value of specific absorbance for ith set of measurement, 
ni = number of replicate measurements for ith set of data. 
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Where: 
uf = fit standard uncertainty 
yi = y data value 
f (xi) = predicted y value using the power law function 
n = number of data points 
m = number of coefficient fitted 
Results of this analysis are given in Table 6. The components of uncertainty combined in 
quadrature gave an estimate of overall uncertainty at a 95% confidence level of ± 7.58% (2σ) 
which is in basic agreement with the expected uncertainty for the routine use of these glass 
dosimeters and acceptable for the intended applications. 
 

Uncertainty Type A (%)  Type B (%) 

Reference Dose (Aérial)  2.50  

Uncertainty in calibration curve 2.43  .48 

Overall uncertainty (%)  3.79  

Expanded overall uncertainty (%) (k=2)  7.58  

Table 6. Components of uncertainty. 
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3.6 Field trial irradiations  
In order to check the applicability and the performance of glass for routine application, field 
trial irradiations were carried out with the same irradiation arrangement for used the in-
plant calibration. Five sets of three glass dosimeters and five sets of three Gammachrome 
dosimeters were irradiated, together in the polystyrene phantom in close contact, without 
shielding each other, to nominal doses of 0.2, 1, 1.5, 2.5, and 3 kGy. Four sets of three glass 
dosimeters and four sets of three Amber Perspex dosimeters were irradiated, together in the 
polystyrene phantom in close contact, without shielding each other, for the nominal doses: 
1, 3, 7, and 15 kGy.  
Dose determination for the irradiated glass was done using the established in-plant 
calibration curves of Figs.14 and 15. The evaluation of the absorbed dose with Harwell 
Perpsex dosimeters was done using our own calibration function traceable to the Aérial 
SSDL. 
Linear regressions were applied to compare the absorbed dose results obtained in the 
gamma plant, measured by glass dosimeters and by the Gammachrome and Amber Perspex 
dosimeters (Figs. 16 and 17). The values of slope lines and correlation coefficients calculated 
from the data of Figs. 16 and 17 indicate the good agreement. 
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Fig. 16. Comparison of doses measured by Gammachrome dosimeters and glasses irradiated 
together during production runs at the gamma plant. 
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Fig. 16. Comparison of doses measured by Gammachrome dosimeters and glasses irradiated 
together during production runs at the gamma plant. 
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Fig. 17. Comparison of doses measured by Amber Perspex dosimeters and glasses irradiated 
together during production runs at the gamma plant. 

4. Conclusion 
The induced optical absorption by gamma irradiation in the visible range of this silicate 
glass is due to the generation of two Non Bridging Oxygen Hole Centres: HC1 at 410 nm and 
HC2 at 600 nm. The similarity of the activation energy values of the annealing process for 
both bands suggests that the related optical transitions correspond to the same type of 
NBOHCs in different configurations. The increase of gamma irradiation dose had no 
influence on the band peak positions and the FWHM of the induced colour centres and only 
the heights and the areas under the bands changed. 
The nonlinear growth of the absorbance with increasing of dose can be explained by the 
competition of two different colour centres creation processes. The first is an intrinsic 
process corresponding to the rupture of the bond  Si-O-Si   in which the concentration of 
colour centres increases linearly with the dose. The second one is an extrinsic process 
corresponding to the activation of a fixed number of pre-existing precursors which must 
therefore saturate. 
These colour centres were unstable at room temperature or at heating conditions. Most 
induced colour disappeared after being treated at 300 °C for 20 minutes and completely 
disappeared at 500 °C. The initial strong post-irradiation decay can be explained by reaction 
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of NBOHC with neighboring NBOHCs because of the small initial distance between them. 
At long-term stage the slow decay is only controlled by the diffusion of impurities and 
electrons in the glass network. 
The present study reveals that the optical absorbance response of this type of glass to γ can 
be quantified reasonably well in the 0.1-50 kGy range. The tests conducted on this type of 
glass show its good performances in the production irradiators and if the glass samples are 
calibrated in the plant they are reliable dosimeter material that can be used as a routine 
dosimeter for measuring doses between 0.1-17 kGy ensuring that the environment 
conditions are carefully controlled during the use of this dosimeter. The effect of influence 
quantities on the glass response could be minimized by performing the in-plant calibration. 
Even if the fading effect can give rise to significant errors during the routine use of these 
dosimeters, it is not of great importance if calibration curves and routine dose evaluation are 
done at the same time interval. 
These results indicate that this material is very interesting for dose evaluation in many 
radiation processing applications. 
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together during production runs at the gamma plant. 
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1. Introduction  
Over recent years there has been significant progress in the development of optical storage 
phosphors and materials for ionizing radiation, resulting in important applications in the 
fields of dosimetry and computed radiography. The aim of this Chapter is to provide some 
background information as well as an overview of a range of modern storage phosphors 
and materials and their applications in dosimetry and computed radiography. Dosimetry is 
the measurement of absorbed dose of ionizing radiation by matter or tissue and is measured 
in the SI unit of gray (Gy) or sievert (Sv), respectively, where 1 Gy and 1 Sv are equal to 1 
joule per kilogram. It is noted here that the non-SI units of rad (absorbed radiation dose; for 
matter) and rem (Roentgen equivalent in man; for tissue) are still heavily used; their 
conversions are given by 1 Gy=100 rad and 1 Sv=100 rem. A dosimeter allows us directly or 
indirectly to measure exposure, kerma, absorbed or equivalent dose and associated rates of 
ionizing radiation. A dosimetry system consists of the actual dosimeter and an associated 
reader. A dosimeter is characterized by its accuracy and precision, linearity, energy 
response, dose and dose rate dependence, spatial resolution and directional dependence. 
It is well documented that even low doses of ionizing radiation can induce cancer. Thus 
personal radiation monitoring, i.e. dosimetry applied to people, has become highly 
important in recent years as the number of potential radiation sources is ever increasing. 
Radiation monitoring will also become more important in medical diagnostics and in 
radiation therapy as regulations become stricter. Nuclear accidents, such as the recent events 
in Fukushima, Japan, have highlighted the need for inexpensive and effective radiation 
monitoring systems that can be deployed to a large population. We note here that, of course, 
the exposure to natural background radiation is, to a great extent, unavoidable. For 
example, the average annual radiation dose per capita from natural and medical sources is 
2.0 mSv/year and 2.8 mSv/year in Australia and the United Kingdom, respectively. The 
amount of radiation exposure is a function of geography and building standards. For 
example, in European homes there is a relatively high level of radon as the internal walls are 
based on clay bricks. This is reflected in the fact that the average equivalent dose by 
radiation from radon progeny is 0.2 mSv/year and 1.4 mSv/year in Australia and the 
United Kindom, respectively. 
Ionizing radiation has a wide range of applications such as in the sterilization of medical 
hardware and food, in medical diagnostics and radiotherapy and in technical and scientific 
imaging (Andersen et al., 2009; Dyk, 1999; Eichholz, 2003; Mijnheer, 2008; Podgorsak, 2005; 
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important in recent years as the number of potential radiation sources is ever increasing. 
Radiation monitoring will also become more important in medical diagnostics and in 
radiation therapy as regulations become stricter. Nuclear accidents, such as the recent events 
in Fukushima, Japan, have highlighted the need for inexpensive and effective radiation 
monitoring systems that can be deployed to a large population. We note here that, of course, 
the exposure to natural background radiation is, to a great extent, unavoidable. For 
example, the average annual radiation dose per capita from natural and medical sources is 
2.0 mSv/year and 2.8 mSv/year in Australia and the United Kingdom, respectively. The 
amount of radiation exposure is a function of geography and building standards. For 
example, in European homes there is a relatively high level of radon as the internal walls are 
based on clay bricks. This is reflected in the fact that the average equivalent dose by 
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Ionizing radiation has a wide range of applications such as in the sterilization of medical 
hardware and food, in medical diagnostics and radiotherapy and in technical and scientific 
imaging (Andersen et al., 2009; Dyk, 1999; Eichholz, 2003; Mijnheer, 2008; Podgorsak, 2005; 
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Riesen & Piper, 2008). For safety and quality assurance, reliable radiation monitoring 
systems (dosimetry) are mandatory for these applications (Mijnheer, 2008). Dosimetry 
systems that are currently used for evaluating dose and its distribution include (Dyk, 1999; 
Mijnheer, 2008; Podgorsak, 2005; Schweizer et al., 2004): 
1. Ionization chambers and electrometers for the determination of radiation dose. The 

standard chambers are either cylindrical or parallel plates. Active volumes for 
cylindrical chambers are between 0.1 and 1 cm3 i.e. they are relatively bulky. Ionization 
chambers allow an instant readout, are accurate and precise and are recommended for 
beam calibration. Disadvantages include the fact that they have to be connected by 
cables and are relatively bulky i.e. they, in general, do not allow point measurements. 

2. Standard radiographic films are based on radiation sensitive silver halide emulsions in 
thin plastic films. Exposure to ionizing radiation leads to a latent image in the film that 
can be read out by measuring the optical density variations within the film. Since the 
films are very thin they do not perturb the beam. However, the photosensitive silver 
halide grains in the film are rapidly saturated with a low number of X-ray photons i.e. 
the dynamic range of the blackening process is very limited. Nevertheless, due to the 
thin film thickness which limits scattering effects, the spatial resolution of this method 
is still one of the highest up to date. A dark room processing facility is required to work 
with radiographic film and they also need proper calibration. 

3. Radiochromic film is based on polymer films that contain dye molecules that 
polymerize upon exposure to ionizing radiation. For example, GafChromic® film yields 
a blue coloration due to the radiation induced polymerization to polyacetylene. The 
film can be read out by a standard scanner. 

4. Thermoluminescence is based on thermally excited phosphorescence of a range of 
systems. Sensitive materials include CaSO4:Dy, CaF2:Dy and LiF:Mg,Ti. The most 
commonly used thermoluminescence (TL) dosimeters in radiotherapy include the 
tissue-equivalent LiF:Mg,Cu,P and LiF:Mg,Ti. TL dosimeters can come in all forms and 
sizes and allow high spatial resolution e.g. they are suitable for point dose 
measurements. However, TLD requires relatively complex reader units and hence 
instant readout is not possible. Moreover, the information is destroyed upon readout 
and can, in general, easily be lost.  

5. Silicon diode and MOSFET (metal-oxide-semiconductor-field-effect-transistor) based 
dosimetry offer the advantages of small size, instant readout and high sensitivity but 
require that cables are connected. Also, their sensitivity changes with accumulated dose 
i.e. results are not very reproducible. 

6. Optically stimulated (or photostimulated) luminescence (OSL or PSL) systems are 
related to TLD but require higher stimulation energy. In a typical OSL (PSL) material, 
such as BaFBr/Eu2+, red light stimulates the recombination of electrons and holes that 
were created by exposure to ionizing radiation, yielding broad blue luminescence light. 
OSL materials offer high spatial resolution and sensitivity but are susceptible to 
ambient light and therefore data can be inadvertently lost. An OSL material that has 
been used in vivo fibre based dosimetry is the Al2O3:C system by Landauer. In this case, 
the blue emission is stimulated by green light (e.g. Nd:YAG laser at 532 nm). However, 
the size of the crystal required for this system is still relatively large (2x0.5x0.5 mm3) 
and the material loses its information under ambient lighting conditions. 

7. Electronic Portal Imaging Devices (EPIDs), based on amorphous silicon, are used for 
real time acquisition of megavolt images during patient treatment and can be, to some 
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extent, used to undertake dosimetry. Disadvantages of these devices include the fact 
that they are not linear with dose and dose rate and they are also relatively bulky and 
need to be connected with cables etc. 

Storage phosphors can also be used as two-dimensional dosimeters, i.e. some spatial 
information about radiation exposure can be derived. This, of course, is based on computed 
radiography which is another important application of storage phosphors. The basic 
principle of computed radiography is illustrated in Figure 1.  
  

 
Fig. 1. Principle of computed radiography. An object on top of an imaging plate is exposed 
to X-rays. The storage phosphor renders a latent image of the object via the distribution of 
absorbed dose. The absorbed dose is measured in the reading phase and the signal is 
digitized. The readout for the conventional storage phosphor is undertaken by the so-called 
“flying-spot” method. 

Since its introduction in the early 1990s, the method of computed radiography has gained 
significant momentum since it allows a reduction of the dose to as low as 18% in comparison 
with screen-film technology. In conventional computed radiography (CR), the latent image 
on an imaging plate (comprising of an X-ray storage phosphor) formed by exposure to 
ionizing radiation, is read out by photostimulated (optically stimulated) emission by using 
the so-called “flying-spot” method. In this method a focused red helium-neon laser beam is 
scanned across the imaging plate and the resulting photostimulated emission in the blue-
green region of the visible spectrum as measured by a photomultiplier is converted into a 
digital signal pixel-by-pixel. In contrast to the screen-film method, computed radiography 
phosphors enable a dynamic range of up to eight orders of magnitude. However, the spatial 
resolution of imaging plates in CR is not yet on a par with screen-film technology due to the 
relatively large crystallites/grain size required in the commercially used photostimulable X-
ray storage phosphor, BaFBr(I):Eu2+ (Nakano et al., 2002; Paul et al., 2002).  
In this chapter, an overview of some optical storage phosphors and materials is given and 
storage mechanisms and applications are briefly discussed with emphasis on a novel class of 
photoluminescent storage phosphors.  

2. Optical storage phosphors and materials 
We define an optical storage phosphor or material to be a system that undergoes some 
electronic or structural change that allows an optical readout of radiation dose. This 
definition encompasses thermoluminescence where glow curves are measured upon heating 
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extent, used to undertake dosimetry. Disadvantages of these devices include the fact 
that they are not linear with dose and dose rate and they are also relatively bulky and 
need to be connected with cables etc. 

Storage phosphors can also be used as two-dimensional dosimeters, i.e. some spatial 
information about radiation exposure can be derived. This, of course, is based on computed 
radiography which is another important application of storage phosphors. The basic 
principle of computed radiography is illustrated in Figure 1.  
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Since its introduction in the early 1990s, the method of computed radiography has gained 
significant momentum since it allows a reduction of the dose to as low as 18% in comparison 
with screen-film technology. In conventional computed radiography (CR), the latent image 
on an imaging plate (comprising of an X-ray storage phosphor) formed by exposure to 
ionizing radiation, is read out by photostimulated (optically stimulated) emission by using 
the so-called “flying-spot” method. In this method a focused red helium-neon laser beam is 
scanned across the imaging plate and the resulting photostimulated emission in the blue-
green region of the visible spectrum as measured by a photomultiplier is converted into a 
digital signal pixel-by-pixel. In contrast to the screen-film method, computed radiography 
phosphors enable a dynamic range of up to eight orders of magnitude. However, the spatial 
resolution of imaging plates in CR is not yet on a par with screen-film technology due to the 
relatively large crystallites/grain size required in the commercially used photostimulable X-
ray storage phosphor, BaFBr(I):Eu2+ (Nakano et al., 2002; Paul et al., 2002).  
In this chapter, an overview of some optical storage phosphors and materials is given and 
storage mechanisms and applications are briefly discussed with emphasis on a novel class of 
photoluminescent storage phosphors.  

2. Optical storage phosphors and materials 
We define an optical storage phosphor or material to be a system that undergoes some 
electronic or structural change that allows an optical readout of radiation dose. This 
definition encompasses thermoluminescence where glow curves are measured upon heating 
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the thermoluminescent material that was exposed to ionizing radiation, photostimulated 
(optically stimulated) luminescence where the stored energy is released upon stimulation by 
light, radiochromic film where chemical species are created that can be read out by 
absorption spectroscopy, or photoluminescent or radio-photoluminescent phosphors where 
the radiation induced centres are metastable or stable and can be repetitively read out by 
photoexciation. Silver-based emulsions are also optical storage media in the broader sense, 
as the darkening of the film can be read out quantitatively by the change of optical density. 
However, such films are not discussed here in detail. Our definition of what constitutes an 
optical storage phosphor or material is schematically depicted in Figure 2. 
  

 
Fig. 2. General principle of an optical storage phosphor. Ionizing radiation leads to 
electronic and/or structural modifications in a material and the associated changes can be 
measured by luminescence or absorption spectroscopy.  

The general mechanism of materials that exhibit thermoluminescence or photostimulated 
luminescence is schematically illustrated in Figure 3. Upon exposure to ionizing radiation, 
electron-hole pairs are created and the electrons and holes are subsequently trapped at 
defect sites within the crystal lattice or self-trapped such as by the creation of the Vk-centre. 
For example, electrons can be trapped at anion-vacancies such as F, Cl or I vacancies in 
halide crystals, forming the so-called F-centres (F stands for Farbe which is the German 
word for colour) which display oscillator strengths of close to unity. Holes can be self-
trapped by the well-known Vk centres, e.g. a hole can be shared between two adjacent halide 
ions, leading to significant lattice distortion, which in turn may immobilise the hole to a 
certain extent. In thermoluminescent materials the electrons are liberated by heating the 
material since the electron traps are relatively shallow and the conduction band is thermally 
accessible. In photostimulable (optically stimulable) materials the electron trap is deeper and 
higher energies are required to liberate the electron. Upon the liberation of the electron it 
can combine with the hole leading to emission of light, either directly through the 
recombination process or by transferring excitation energy to an activator centre such as 
Eu2+ or the like. 
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Fig. 3. Schematic diagram of the main mechanism of materials that display 
thermoluminescence or optically stimulated luminescence after exposure to ionizing 
radiation. Electrons and holes created by ionizing radiation are trapped out. Subsequently, 
heat or light can liberate electrons back into the conduction band and after recombination 
with the hole light is either emitted directly or by the transfer of the exciton energy to an 
activator such as a transition metal ion or a rare earth ion. 
 

 
Fig. 4. Schematic and simplified diagram of the main mechanism of materials that display 
radiophotoluminescence after exposure to ionizing radiation. Electrons are localized in deep 
traps, e.g. transition metal ions, F-centres, rare earth ions. The electron trap centres can then 
be repetitively photoexcited from the electronic ground state to an electronically excited 
state. The electronically excited state is then deactivated by the emission of light and the 
centre induced by ionizing radiation is conserved. 

In materials that display photoluminescence or radiophotoluminescence, electrons 
promoted to the conduction band by ionizing radiation migrate to deep traps. This is 
illustrated in Figure 4. These deep traps may be rare earth or transition metal ions doped as 
impurities into a wide bandgap host. The reduced trap can then be photoexcited without 
that the electron is promoted back into the conduction band. Naturally, if high light 
intensities are used, the electron may be promoted back into the conduction band by a two-
step photoionization process. It is also possible that the excited state is close to the 
conduction band and hence some electrons will be liberated thermally from these excited 
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states. However, in contrast to photostimulable materials, the signal in 
radiophotoluminescent materials does not decrease under ideal conditions i.e. the material 
can be read out for a very extended period of time to render very high signal to noise ratios. 
We define a photoexcitable storage phosphor as a radiophotoluminescent material that can 
be restored to its initial state by processes such as two-step photoionization. 
A major advantage of optical storage materials for ionizing radiation in comparison with 
electronic devices is the fact that they are always in the accumulation mode and no battery 
or electric power supply is needed. This is particularly important in dosimetry applications 
where it is required that a dosimeter is on at all times. 

2.1 Radiochromic film  
Since the 1980s, two-dimensional radiation detectors employing radiochromic films have been 
widely applied in ionizing radiation dosimetry and medical radiotherapy (Soares, 2007; 2006). 
Radiochromic films consist of a thin polyester base impregnated with radiation-sensitive 
organic microcrystal monomers. Upon ionizing radiation, the film emulsions undergo a colour 
change through a chemical reaction (usually polymerization) and the radiation response signal 
can be read out by measuring the absorbance or optical density using spectrometers at certain 
wavelengths. Currently, the most popular radiochromic film in medical applications are the 
polydiacetylene based GafChromic films designed by International Specialty Products (ISP). 
GafChromic film was first introduced by Lewis (Lewis, 1986) and further developed by 
McLaughlin et al. at the National Institute of Standards and Technology (NIST) in the United 
States. Table 1 lists some current commercial GafChromic films.  
 

Application Film 
type 

Active Layer 
Thickness 

(µm) 

Dose 
Range 
(Gy) 

Spatial 
Resolution 

(dpi) 

Energy 
Range 

Radiotherapy HD-810 6.7 10 ~ 2500 10,000 MV 
MD-55-2 67 10 ~ 100 5,000 MV 
RTQA2 17 0.02 ~ 8 5,000 MV 
EBT-2 30 0.01 ~ 40 5,000 kV-MV 
EBT-3 30 0.01 ~ 40 5,000 kV-MV 

Radiology XR-QA2 25 0.001 ~ 0.2 5,000 kV 
XR-CT2 25 0.001 ~ 0.2 5,000 kV 
XR-M2 25 0.001 ~ 0.2 5,000 kV 
XR-RV3 17 0.01 ~ 30 5,000 kV 

Table 1. List of commercial GafChromic films. 

With different film implementations, the GafChromic film exhibits a variety of dose responses 
in the energy range from keV to MeV, targeting different areas of medical radiotherapy. For 
example, with only a 6.7 µm thick active layer, the transparent GafChromic HD-810 film is 
predominantly employed in high dose radiation measurements with doses up to 2500 Gy. In 
contrast, by adding a yellow dye into the sensitive layer, the latest GafChromic EBT film is 
designed mainly for radiotherapy applications. Many studies have been devoted to the 
characterization and performance assessment of the GafChromic films including the dose 
response functions (sensitivity), film stability and image resolution (Arjomandy et al., 2010; 
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Rink et al., 2008; Secerov et al., 2011). In addition to GafChromic films, other commercial 
radiochromic films include FWT-60 from Far West Technology Inc., the B3 dosimetry lines 
manufactured by the Gex Corporation and the SIRAD (Self-indicating Instant Radiation Alert 
Dosimeter) developed by Gordhan Patel at JP Laboratories (Mclaughlin et al., 1991). Compared 
with conventional silver halide based photographic films, the radiochromic film offer many 
advantages in medical dosimetry and radiography, such as outstanding spatial resolution 
(>1200 lines/mm for GafChromic film (Secerov et al., 2011), accurate and precise dose 
measurements, weak energy dependence and relatively easy handling. 
  

 
Fig. 5. Absorption spectra of GafChromic film HD-810 as a function of high X-ray dose  
(40 kVp). The inset shows a plot of the absorbance at 676 nm of the film as a function of the 
absorbed dose. The absorption spectra were measured on a Cary-50 UV-Vis absorption 
spectrometer.  

 
Fig. 6. As in Figure 5 but for low X-ray dose and 60 kVp radiation. 



 
Current Topics in Ionizing Radiation Research 630 

states. However, in contrast to photostimulable materials, the signal in 
radiophotoluminescent materials does not decrease under ideal conditions i.e. the material 
can be read out for a very extended period of time to render very high signal to noise ratios. 
We define a photoexcitable storage phosphor as a radiophotoluminescent material that can 
be restored to its initial state by processes such as two-step photoionization. 
A major advantage of optical storage materials for ionizing radiation in comparison with 
electronic devices is the fact that they are always in the accumulation mode and no battery 
or electric power supply is needed. This is particularly important in dosimetry applications 
where it is required that a dosimeter is on at all times. 

2.1 Radiochromic film  
Since the 1980s, two-dimensional radiation detectors employing radiochromic films have been 
widely applied in ionizing radiation dosimetry and medical radiotherapy (Soares, 2007; 2006). 
Radiochromic films consist of a thin polyester base impregnated with radiation-sensitive 
organic microcrystal monomers. Upon ionizing radiation, the film emulsions undergo a colour 
change through a chemical reaction (usually polymerization) and the radiation response signal 
can be read out by measuring the absorbance or optical density using spectrometers at certain 
wavelengths. Currently, the most popular radiochromic film in medical applications are the 
polydiacetylene based GafChromic films designed by International Specialty Products (ISP). 
GafChromic film was first introduced by Lewis (Lewis, 1986) and further developed by 
McLaughlin et al. at the National Institute of Standards and Technology (NIST) in the United 
States. Table 1 lists some current commercial GafChromic films.  
 

Application Film 
type 

Active Layer 
Thickness 

(µm) 

Dose 
Range 
(Gy) 

Spatial 
Resolution 

(dpi) 

Energy 
Range 

Radiotherapy HD-810 6.7 10 ~ 2500 10,000 MV 
MD-55-2 67 10 ~ 100 5,000 MV 
RTQA2 17 0.02 ~ 8 5,000 MV 
EBT-2 30 0.01 ~ 40 5,000 kV-MV 
EBT-3 30 0.01 ~ 40 5,000 kV-MV 

Radiology XR-QA2 25 0.001 ~ 0.2 5,000 kV 
XR-CT2 25 0.001 ~ 0.2 5,000 kV 
XR-M2 25 0.001 ~ 0.2 5,000 kV 
XR-RV3 17 0.01 ~ 30 5,000 kV 

Table 1. List of commercial GafChromic films. 

With different film implementations, the GafChromic film exhibits a variety of dose responses 
in the energy range from keV to MeV, targeting different areas of medical radiotherapy. For 
example, with only a 6.7 µm thick active layer, the transparent GafChromic HD-810 film is 
predominantly employed in high dose radiation measurements with doses up to 2500 Gy. In 
contrast, by adding a yellow dye into the sensitive layer, the latest GafChromic EBT film is 
designed mainly for radiotherapy applications. Many studies have been devoted to the 
characterization and performance assessment of the GafChromic films including the dose 
response functions (sensitivity), film stability and image resolution (Arjomandy et al., 2010; 

 
Optical Storage Phosphors and Materials for Ionizing Radiation  631 

Rink et al., 2008; Secerov et al., 2011). In addition to GafChromic films, other commercial 
radiochromic films include FWT-60 from Far West Technology Inc., the B3 dosimetry lines 
manufactured by the Gex Corporation and the SIRAD (Self-indicating Instant Radiation Alert 
Dosimeter) developed by Gordhan Patel at JP Laboratories (Mclaughlin et al., 1991). Compared 
with conventional silver halide based photographic films, the radiochromic film offer many 
advantages in medical dosimetry and radiography, such as outstanding spatial resolution 
(>1200 lines/mm for GafChromic film (Secerov et al., 2011), accurate and precise dose 
measurements, weak energy dependence and relatively easy handling. 
  

 
Fig. 5. Absorption spectra of GafChromic film HD-810 as a function of high X-ray dose  
(40 kVp). The inset shows a plot of the absorbance at 676 nm of the film as a function of the 
absorbed dose. The absorption spectra were measured on a Cary-50 UV-Vis absorption 
spectrometer.  

 
Fig. 6. As in Figure 5 but for low X-ray dose and 60 kVp radiation. 



 
Current Topics in Ionizing Radiation Research 632 

Figures 5 and 6 illustrate the X-ray dose dependence of the absorption spectra of 
GafChromic film HD-810 at high and low doses, respectively. The optical absorbance at 
676 nm of the film increases linearly in the dose range of 0.04 Gy to 2 Gy of X- irradiation. 
Weak energy dependence is another desirable property for a two-dimensional radiation 
detector in order to obtain accurate values of absorbed doses. 
Due to the high atomic number components in silver–based film emulsions, the 
conventional photographic films suffer from a strong photon energy dependence of the 
response to dose. This has been significantly improved by radiochromic film dosimetry. 
Buston et al. (Butson et al., 2010) examined the energy dependence of the GafChromic 

EBT2 film dose response in the X-ray range of 50 kVp to 10 MVp and a 6.5% ± 1% variation 
in optical density to absorbed dose response was obtained. The near energy-independence 
of radiochromic film has made it an ideal technology in some medical applications where a 
broad energy range of radiation sources is delivered. Furthermore, unlike the photographic 
films, the radiochromic films do not require subsequent chemical processing and can 
produce repetitive responses over a relatively long period of time. Despite the numerous 
advantages, special attention has to be paid to the environmental factors such as 
temperature, humidity and UV exposure in the irradiation and readout processes of the 
radiochromic films. Abdel-Fattah and Miller (Abdel Fattah & Miller, 1996) have investigated 
the effects of temperature during irradiation on the dose response of the FWT-60-00 and B3 
radiochromic film dosimeters. At temperatures between 20 and 50 °C and a relative 
humidity between 20 and 53%, the temperature dependences of FWT-60-00 and Risø B3 
dosimeters were found to be 0.25 ± 0.1% per °C and 0.5 ± 0.1% per ° C, respectively. For the 
GafChromic films, it was suggested to be best stored in the dark at the temperature of 
~22ºC (Mclaughlin et al., 1991).  

2.2 Thermoluminescent materials 
Thermoluminescence (TL) is the emission of light produced by heating of a material. The 
phenomenon of thermoluminescence has been known for a long time and has been reported 
by Robert Boyle as early as 1663 when he observed thermoluminescence from diamond 
(Horowitz, 1984). At the end of the 19th century Borgman (Borgman, 1897) reported that X-
rays and radioactive substances can induce thermoluminescence in particular materials. 
However, it was only in 1953 when Daniels et al. suggested the application of 
thermoluminescence in the field of dosimetry (Daniels et al., 1953). The early work was 
mostly involving the tissue equivalent LiF but also Al2O3. From the 1960s onwards 
thermoluminescence was regarded to be a viable alternative to film dosimetry and LiF 
became the TLD-100 standard after Harshaw purified the material and refined the crystal 
growth to make the properties of the material more reproducible. LiF is still in use today but 
the main key is to select a material for a specific monitoring application. Up to this date 
dosimetry based on thermoluminescence is still the main mode of personal radiation 
monitoring, with a plethora of suitable materials for a wide range of applications. 
The mechanism of thermoluminescence induced by radiation is generally described in the 
following way. Upon ionizing radiation, free electron and hole pairs are created due to the 
photoelectric effect. The electrons and holes are then captured at different defect centres 
(electron and hole traps) within the material. During the subsequent heating process, the 
trapped electrons are released and recombine with the trapped holes, resulting in emission 
of light with the intensity proportional to the absorbed ionizing radiation dose (see Figure 4 
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above). Compared with other radiation dose measurement techniques, thermoluminescence 
dosimetry offers many advantages, such as a relatively small dosimeter size, high sensitivity 
over a wide range of surface dose levels from µGy to several Gy, long-term information 
storage and versatile applications in different types of radiation including X-rays, γ and β 
rays and neutrons.  
There are a large number of materials exhibiting thermoluminescence, mostly insulators or 
semiconductors containing lattice defects resulted from substitutional impurities or ionizing 
irradiation. However, not all the materials with thermoluminescence properties are suitable for 
radiation dosimetry. There are several requirements for the practical use of 
thermoluminescence materials in radiation measurements (Kortov, 2007). For example, it is 
desirable that the material has a simple glow curve with the main peak occurring at around 
200 °C. If thermoluminescence is also induced at lower temperatures, the thermal energy at 
room temperature may be high enough to liberate trapped electrons and fading can occur. On 
the other hand, when the glow curve is complex on the high-temperature side, the stored 
energy remaining after the radiation measurement has been performed, has to be dissipated 
(Yen et al., 2007). Figure 7 shows the glow curve of LiF:Mg, Cu, P (Bos, 2001; McKeever et al., 
1993) after exposed to 0.4 Gy 60Co ・-radiation. From this figure it follows that dosimeters 
based on this material should not be subject to temperatures above 80 oC, otherwise fading 
starts to occur. In addition to a simple glow curve, a linear dose response, high luminescence 
efficiency, low photon energy dependence and long term stability are also desirable for the 
application of thermoluminescent materials in radiation dosimetry (Azorin et al., 1993).  
 

 
Fig. 7. Glow curve of LiF:Mg, Cu, P (TLD-100H). Thermal annealing procedure: 10 min at 
240 ºC with a heating rate of 2.1 ºC /s followed by cooling in air. The absorbed dose was 0.4 
Gy from a 60Co source. The main dosimetric peak occurs at 200 oC. 

Table 2 lists some typical commercial thermoluminescence dosimeters with their 
applications and useful dose ranges. These commercial dosimeters generally exhibit 
emission at 380 - 480 nm, which falls off in the spectral response range of common 
photomultipliers. The thermoluminescence peak is located from 180 ºC to 260 ºC, offering an 
easy readout process. With an effective atomic number (Zeff) close to that of soft biological 
tissue, LiF-based dosimeters are the most widely used thermoluminescence phosphors in 
personal radiation monitoring due to its very low photon energy dependence (Azorin et al., 
1993). However, the glow curves of LiF-based dosimeters consist of at least seven peaks 
(Satinger et al., 1999). In contrast, CaF2:Mn and Al2O3:C dosimeters offer simpler glow 
curves and higher sensitivity (Kortov, 2007). Nakajima et al. (Nakajima et al., 1978) first 
introduced the LiF:Mg, Cu, P (TLD-100H) which shows a 15 times greater sensitivity than 
that of the LiF:Mg, Cu (TLD-100). Furthermore, to improve the sensitivity of the dosimeters 
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Figures 5 and 6 illustrate the X-ray dose dependence of the absorption spectra of 
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above). Compared with other radiation dose measurement techniques, thermoluminescence 
dosimetry offers many advantages, such as a relatively small dosimeter size, high sensitivity 
over a wide range of surface dose levels from µGy to several Gy, long-term information 
storage and versatile applications in different types of radiation including X-rays, γ and β 
rays and neutrons.  
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semiconductors containing lattice defects resulted from substitutional impurities or ionizing 
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radiation dosimetry. There are several requirements for the practical use of 
thermoluminescence materials in radiation measurements (Kortov, 2007). For example, it is 
desirable that the material has a simple glow curve with the main peak occurring at around 
200 °C. If thermoluminescence is also induced at lower temperatures, the thermal energy at 
room temperature may be high enough to liberate trapped electrons and fading can occur. On 
the other hand, when the glow curve is complex on the high-temperature side, the stored 
energy remaining after the radiation measurement has been performed, has to be dissipated 
(Yen et al., 2007). Figure 7 shows the glow curve of LiF:Mg, Cu, P (Bos, 2001; McKeever et al., 
1993) after exposed to 0.4 Gy 60Co ・-radiation. From this figure it follows that dosimeters 
based on this material should not be subject to temperatures above 80 oC, otherwise fading 
starts to occur. In addition to a simple glow curve, a linear dose response, high luminescence 
efficiency, low photon energy dependence and long term stability are also desirable for the 
application of thermoluminescent materials in radiation dosimetry (Azorin et al., 1993).  
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1993). However, the glow curves of LiF-based dosimeters consist of at least seven peaks 
(Satinger et al., 1999). In contrast, CaF2:Mn and Al2O3:C dosimeters offer simpler glow 
curves and higher sensitivity (Kortov, 2007). Nakajima et al. (Nakajima et al., 1978) first 
introduced the LiF:Mg, Cu, P (TLD-100H) which shows a 15 times greater sensitivity than 
that of the LiF:Mg, Cu (TLD-100). Furthermore, to improve the sensitivity of the dosimeters 
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to thermal neutrons, 6Li and 7Li isotope based LiF dosimeters were designed to measure 
thermal neutrons in a mixed radiation field (Azorin et al., 1993).  
 

Material Dosimeter Zeff Application Useful Range 

LiF:Mg, Ti TLD-100 8.2 medical physics 10 µGy - 10 Gy 

CaF2:Dy TLD-200 16.3 Environmental 0.1 µGy - 10 Gy 

CaF2:Tm TLD-300 16.3 Low dose gamma rays 0.1 µGy - 10 Gy 

CaF2:Mn TLD-400 16.3 Environmental 0.1 µGy - 100 Gy 
Al2O3:C TLD-500 10.2 Personnel 0.05µGy - 10 Gy 

6LiF:Mg, Ti TLD-600 8.2 Neutron and gamma rays 10 µGy - 10 Gy 

7LiF:Mg, Ti TLD-700 8.2 Gamma rays and thermal 
neutron 10 µGy - 10 Gy 

LiB4O7:Mn TLD-800 7.4 High dose and neutron 450 ・Gy-104 Gy 

CaSO4:Dy TLD-900 15.5 Environmental 1 µGy – 103 Gy 
LiF:Mg,  

Cu, P TLD-100H 8.2 Personnel 1 µGy - 20 Gy 

6LiF:Mg, 
Cu, P TLD-600H 8.2 Personnel 1 µGy - 20 Gy 

7LiF:Mg, 
Cu, P TLD-700 H 7.4 Personnel 1 µGy - 20 Gy 

Table 2. Examples of commercial thermoluminescence dosimeters.  

One of the better performers is CaSO4:Dy which is approximately 10 times more sensitive 
than LiF:Mg,Ti (TLD-100). This material offers a simple processing cycle and is typically 
suspended in a Teflon disc. Annealing of only 2 hours at a temperature of ~280oC is 
required to erase the residual radiation induced thermoluminescence before the material can 
be reused. In contrast, LiF:Mg,Ti requires annealing of 5 hours at 300oC, followed by 20 
hours at 80oC. However, CaF2 and CaSO4 based thermoluminescence materials are 
exceptionally light (UV) sensitive, and fading is enhanced significantly. These materials 
have to be handled, used and stored in opaque containers to avoid belaching of the 
thermoluminescence signal. Moreover, the reading accuracy depends on the heating rate 
and multiple readings are not possible as the stored energy is lost upon heating. 
Importantly, TL dosimeters cannot work in test-accumulation mode (multiple irradiation 
and reading). Also, the irradiation memory is dependent on the operation temperature. The 
precision on reuse is also lowered (±2% above 1 mSv and higher below this value) and the 
long term response retention is restricted (the best materials show 5% loss at room 
temperature for one year). A major drawback of thermoluminescence based dosimetry 
systems is the requirement of relatively complex reading instrumentation including a well-
controlled flowing gas thermoelectric heating system (±1°C). Current thermoluminescence 
dosimeter manufacturers include the Solid Dosimetric and Detector Laboratory in China, 
Nemoto in Japan, the Institute of Nuclear Physics in Poland and Saint-Gobain Crystals and 
Detectors in the USA.  
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2.3 Photostimulable (optically stimulable) storage phosphors 
As is illustrated in Figure 3, the mechanism of materials that show thermoluminescence and 
photostimulated (or optically stimulated) luminescence (PSL or OSL) is, to a great extent, the 
same but OSL (PSL) materials provide significantly deeper traps for the electrons and/or holes 
created upon exposure to ionizing radiation and hence thermal energies are not high enough 
to liberate the trapped electrons. Thus, in contrast to thermoluminescence, optically stimulated 
luminescence is an all-optical technique that does not require heating of the storage material. 
This allows much simpler and compact designs of reader units. The application of optically 
stimulable phosphors in dosimetry was first suggested in the 1950s. It was then initially mostly 
used for archaeological and geological dating, e.g the dating of quartz until the development 
of sensitive anion-deficient Al2O3:C. Photostimulable materials also became very important 
with the implementation of BaFBr:Eu2+ in computed radiography. 

2.3.1 Al2O3:C 
The Al2O3:C system has been extensively covered in a book by Bøtter-Jensen et al. (Botter-
Jensen et al. 2003) and an elegant overview of the main features of this material is also given 
in a recent article by Akselrod (Akselrod, 2010). Anion-deficient -Al2O3:C was firstly 
developed as a thermoluminescence material (Akselrod et al., 1990) but it was soon realized 
that it can serve as an OSL phosphor with excellent properties. In terms of its 
thermoluminescence properties, it is about 40-60 times more sensitive than LiF based TLD-
100. However, the sensitivity is strongly dependent on the heating rate, complicating 
routine dosimetry measurements. In contrast, Al2O3:C appears to be an ideal material for 
optically stimulated luminescence. Neutral and charged oxygen vacancies (F, F+) play an 
important part as luminescence centres. In particular, the presence of F+ centres is important 
as they are the recombination centres for electrons, yielding excited F-centres. Al2O3:C 
displays a linearity of light output as a function of radiation dose over seven orders of 
magnitude. The long luminescence lifetime of 35 ms of the emitting F-centres allows simple 
time-dependent readout schemes and this has been implemented in so-called pulsed 
optically stimulated luminescence measurements (Akselrod et al., 1998) where the emitted 
light is only measured between the stimulating light pulses in order to reduce the 
requirement for heavy optical filtration. The system is now fully commercialized by 
Landauer with a suite of dosimetry products that allow static and dynamic monitoring of 
ionizing radiation. Landauer also offers a portable reader unit. A drawback of the Al2O3:C 
material is the fact that it has to be kept in light-tight containers, otherwise the stored energy 
is rapidly erased by visible light. 

2.3.2 BaFBr(I):Eu2+ 
Excellent and detailed reviews of this material have been published by von Seggern (von 
Seggern, 1999) and Schweizer (Schweizer, 2001). BaFBr(I):Eu2+ is the most widely used 
storage phosphor in computed radiography, with a number of major companies that offer 
imaging plates and associated readers for medical imaging. 
Current storage phosphors contain centres for the capture of X-ray generated electrons and 
holes. For the BaBrF:Eu2+ storage phosphor both the F+(Br-) and the F+(F-) defects can act as 
electron storage centres whereas the Eu2+ acts as the hole trap. Upon X-ray irradiation of the 
X-ray storage phosphor BaBrF:Eu2+ electron-hole pairs are created. The electrons and holes 
are trapped at anion vacancies and the Eu2+, respectively, creating F-centres and Eu2+/VK-
centres (a VK-centre is a hole shared between two neighbouring halide anions). However, 
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to thermal neutrons, 6Li and 7Li isotope based LiF dosimeters were designed to measure 
thermal neutrons in a mixed radiation field (Azorin et al., 1993).  
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2.3 Photostimulable (optically stimulable) storage phosphors 
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storage phosphor in computed radiography, with a number of major companies that offer 
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Current storage phosphors contain centres for the capture of X-ray generated electrons and 
holes. For the BaBrF:Eu2+ storage phosphor both the F+(Br-) and the F+(F-) defects can act as 
electron storage centres whereas the Eu2+ acts as the hole trap. Upon X-ray irradiation of the 
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centres (a VK-centre is a hole shared between two neighbouring halide anions). However, 
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some electron-hole pairs recombine spontaneously after their creation without being 
trapped and lead to spontaneous emission (scintillation). Upon excitation of the F-centres at 
2.1 eV and 2.5 eV for the F(Br-) and F(F-) centres, respectively, the electrons recombine with 
the holes to form excitons. When the excitons are deactivated its excitation energy is 
resonantly transferred to the activator, Eu2+, which in turn, leads to the broad 4f65d4f7 
emission at about 390 nm. It was believed initially (Takahashi et al., 1984) that the hole 
combines with Eu2+ to form Eu3+. However, there is evidence that this is not the case as 
follows, for example, from the fact that the Eu2+ photoluminescence does not decrease upon 
X-irradiation (Hangleiter et al., 1990; Koschnick et al., 1991). The exact mechanism of the 
electron–hole recombination is still controversially discussed; some experiments are at 
variance with a recombination of the electron-hole pairs via the conduction band. An 
alternative mechanism proposes a spatial correlation of the electron and hole traps and it is 
believed that recombination occurs via tunnelling of the electrons. 
 

 
Fig. 8. Photostimulated luminescence and photostimulation spectra of BaFBr0.85I0.15:Eu2+. 

2.3.3 CsBr:Eu2+ 
CsBr:Eu2+ displays significant photostimulated luminescence after X-ray exposure (Leblans 
et al., 2001; Schweizer et al., 2000) and its figure-of-merit as a storage phosphor is as high as 
for BaFBr(I):Eu2+ (Hackenschmied et al., 2002; Schweizer, 2001). In particular, this material 
can be grown in the form of needle crystals by vacuum deposition (Weidner et al., 2007), 
allowing an improved lateral resolution in comparison with BaFBr(I):Eu2+. The sensitivity of 
this material appears to be strongly dependent on thermal treatment (Hackenschmied et al., 
2003) and hydration (Appleby et al., 2009). In CsBr:Eu2+ the holes are trapped as VK-centres 
in the vicinity of Eu2+, and the electrons are trapped in F-centres and hence the spectroscopy 
of this system is very much related to the BaFBr:Eu2+ spectra with minor dielectric shifts of 
the spectra. However, poor radiation hardness appears to be a major problem with this 
material. In particular, the photostimulated luminescence deteriorates rapidly upon 
exposure to high X-ray dose and this deterioration is correlated with a reduction of the 
photoexcited Eu2+ fluorescence that has been attributed to an agglomeration of Eu2+ leading 
to luminescence quenching. (Zimmermann et al., 2005). This conclusion has been reached 
since no increase in Eu3+ luminescence is observed. 

2.3.4 BeO 
With near tissue equivalence (Zeff = 7.1), relatively high sensitivity and low cost, beryllium 
oxide (BeO) has been well-documented as a thermoluminescence dosimetry (TLD) material 
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with a range of applications particularly in medical fields (McKeever, 1988; McKeever et al., 
1995; Vij & Singh, 1997). One of the most popular forms of BeO-based TLD is Thermalox 
995. Modifications of the material can be found as BeO:Li (Yamashit et al., 1974), BeO:Na 
(Yamashit et al., 1974) and BeO:TiO2 (Milman et al., 1996). Depending on the preparation 
methods and the type of radiation source, the glow curves of BeO-based TLD materials 
exhibit the main dosimetric peaks between 160 ºC and 280 ºC. Compared with other 
commercial thermoluminescence dosimetric systems, the main disadvantage of the BeO-
based materials is the rapid light-stimulated thermoluminescence fading. Under laboratory 
fluorescent light, rapid fading of 50 % in 30 min for the thermoluminescence peak at 167 ºC 
has been reported in several types of commercial BeO ceramic dosimeters (Crase & 
Gammage, 1975). Based on the characteristic light-sensitive thermoluminescence of BeO, 
Albrecht and Mandeville (Albrecht & Mandeville, 1956) first investigated optically 
stimulated luminescence of the X-ray irradiated BeO by using visible photons. Bulur and 
Göksu (Bulur & Göksu, 1998) examined the detailed dosimetric properties of Thermalox 
995 as optically stimulated luminescence dosimeter, such as the OSL signal, the stimulation 
spectrum, the dose dependence, multireadability and short-term fading. Upon optical 
stimulation in a broad band region from 420 nm to 550 nm with maximum at 435 nm (Bulur 
& Göksu, 1998), the stimulated luminescence of BeO is generally assumed to be in the same 
region as that of the thermoluminescence, i.e. UV region with main peak at around 335 nm 
(McKeever et al., 1995). The exact origin of the optically stimulated luminescence of BeO is 
not clear yet, although a possible link to the thermoluminescence peaks at 220 ºC and 340 ºC 
has been proposed (Bulur & Göksu, 1998). The linear dose response of the optically 
stimulated luminescence of BeO was reported from 1 μGy up to a few Gy, covering more 
than six orders of magnitude (Sommer et al., 2008). In practical applications of BeO in 
radiation dosimetry, the stimulation is usually realized by employing blue light-emitting 
diodes and the detection of the light can be easily achieved with a photomultiplier. Optical 
filters are usually used in front of the photomultiplier to discriminate the stimulation light 
from photostimulated luminescence. The main problem associated with BeO materials is the 
relatively low reproducibility but in particular the very high toxicity. 

2.4 Photoluminescent storage phosphors 
Radiophotoluminescent materials and photoluminescent storage phosphors are based on an 
alteration of the luminescence spectrum of a material upon exposure to ionizing radiation. 
The phenomenon was reported as early as 1912 by Goldstein (Goldstein, 1912) but it was 
only in the 1950s that it was realized that the effect could be used for dosimetry (Schulman 
et al., 1953; Schulman, 1950; Schulman & Etzel, 1953; Schulman et al., 1951). Schulman’s 
system comprised of a silver-activated aluminophosphate glass. Upon exposure to ionizing 
radiation, electrons are promoted to the conduction band and migrate to the silver activation 
sites in this system, yielding a reduction of the silver atoms. This reduction results in orange 
luminescence that can be excited at 365 nm. The main difference to photostimulable 
materials is the fact that in photoluminescent storage phosphors the radiation-induced 
change persists upon photoexcitation. For example, if stable colour centres are induced, they 
can be repetitively read out by photoexcitation whereas in optically stimulable materials one 
radiation induced centre, e.g. electron-hole pair, is annihilated upon the absorption of one 
photon. A study from 1984 suggests the application of rare earth ion co-doped CaSO4 to 
produce a radiophotoluminescent material at room temperature that also exhibits 
thermoluminescence i.e. a combined TL/RPL dosimetry system (Calvert & Danby, 1984). In 
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some electron-hole pairs recombine spontaneously after their creation without being 
trapped and lead to spontaneous emission (scintillation). Upon excitation of the F-centres at 
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combines with Eu2+ to form Eu3+. However, there is evidence that this is not the case as 
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X-irradiation (Hangleiter et al., 1990; Koschnick et al., 1991). The exact mechanism of the 
electron–hole recombination is still controversially discussed; some experiments are at 
variance with a recombination of the electron-hole pairs via the conduction band. An 
alternative mechanism proposes a spatial correlation of the electron and hole traps and it is 
believed that recombination occurs via tunnelling of the electrons. 
 

 
Fig. 8. Photostimulated luminescence and photostimulation spectra of BaFBr0.85I0.15:Eu2+. 
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with a range of applications particularly in medical fields (McKeever, 1988; McKeever et al., 
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particular, Eu2+ ions if illuminated by ultraviolet radiation display radiophotoluminescence 
after exposure to ionizing radiation. However, the low sensitivity turned out to be a very 
limiting factor for this material. 

2.4.1 Nanocrystalline BaFCl:Sm3+ 
Nanocrystalline BaFCl:Sm3+, as prepared by a facile co-precipitation method, is a very efficient 
photoluminescent storage phosphor for ionizing radiation (Liu et al., 2010; Riesen & 
Kaczmarek, 2007). The mechanism is based on the reduction of Sm3+ to Sm2+ by trapping 
electrons that are created upon exposure to ionizing radiation in the BaFCl host; subsequently, 
the Sm2+ can be efficiently read out by measuring the intraconfigurational f-f transitions, such 
as the 5D0-7F0 line at around 688 nm, by excitation into the parity allowed 4f64f55d transition 
at around 415 nm. The latter wavelength is ideal for efficient excitation by blue-violet laser 
diodes or LEDs as the transition is electric dipole allowed and thus very intense.  
The photoluminescence and excitation spectra of nanocrystalline BaFCl:Sm3+ after exposure 
to 50 mGy of 60 kVp X-ray are illustrated in Figure 9. The spectra are dominated by the Sm2+ 
species that is created by the ionizing radiation. The efficiency of this class of storage 
phosphors can be optimized by the preparation of core-shell nanoparticles comprising of a 
BaFCl core and a BaFCl:Sm3+ shell. The Sm3+Sm2+ conversion efficiency of these 
nanoparticles is drastically higher than that of microcrystals obtained by conventional high 
temperature (HT) sintering. This is illustrated in Figure 10 where the 415 nm excited 
luminescence spectra of HT and nanocrystalline BaFCl:Sm3+ are compared.  
  

 
Fig. 9. Photoluminescence and excitation spectra of nanocrystalline BaFCl:Sm3+ after 
exposure to 50 mGy of 60 kVp X-ray radiation. All the pronounced transitions are due to 
Sm2+ which are absent before irradiation. The excitation spectrum is not corrected for the 
effect of a BG-18 glass filter used for the excitation light. 

The HT sample was exposed to a 240,000 times higher radiation dose (12000 Gy) than the 
nanocrystalline material (50 mGy). It is noted here that there are significant differences in 
the 4GJ6HJ emission lines for the two materials, indicating a significantly different local 
environment for the Sm3+ ions in the nanocrystalline material. It is also clear that both 
materials provide a range of sites for the Sm3+ ions and in the case of the HT material it is 
straightforward to achieve high site selectivity when changing the excitation wavelength in 
the vicinity of 400 nm. Nevertheless, after the reduction to Sm2+ the resulting 5DJ7FJ 
emission lines perfectly coincide for both materials.  
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Fig. 10. Photoluminescence of high temperature (green and blue lines) and nanocrystalline 
(black and red lines) BaFCl:Sm3+ before and after exposure to 12000 Gy and 50 mGy, 
respectively. Prominent 4GJ6HJ (Sm3+) and 5DJ7FJ (Sm2+) transitions are denoted. Note 
that the unexposed samples (green and black lines for HT and nano sample, respectively) do 
not exhibit any emission lines due to Sm2+. 

The much higher conversion efficiency (~500,000 times) of the nanocrystalline material 
manifests itself also in cathodoluminescence where the Sm3+ and Sm2+ peaks dominate in 
the spectra of the HT sintered and nanocrystalline samples, respectively (Stevens-Kalceff et 
al., 2010). The nanocrystalline material has been characterized with a range of techniques 
such as electron microscopy and high resolution synchrotron powder X-ray diffraction. The 
diffraction lines in the powder X-ray diffraction pattern can be indexed to the tetragonal 
matlockite-type structure with space group P4/nmm. The resulting lattice parameters (a = b 
= 4.395(1) Å, and c = 7.227(8) Å) indicate a small expansion of the crystal lattice in 
comparison with the literature values (Beck, 1976). The average volume-weighted column 
length of the crystallites is estimated to be 160 nm by applying the Williamson-Hall 
procedure (Williamson & Hall, 1953). This average size is consistent with electron 
microscopy micrographs and renders the nanocrystals for applications where extremely 
small probes for ionizing radiation are required. For example, if bonded or embedded to/in 
the end of an optical fibre the material can be used for remote sensing of CW or pulsed 
ionizing radiation; examples of such applications include real time in vivo monitoring of 
dose in radiotherapy and in food irradiation and the monitoring of hot labs and/or nuclear 
reactor environments. In such applications a selected Sm2+ emission line, e.g. 5D07F0, is 
monitored with a narrow bandpass filter (e.g. 1 nm FWHM) with gated detection 1800 out of 
phase from the excitation light pulse. The latter is facilitated by the relatively long lifetime of 
2 ms of the 5D0 excited state and dramatically reduces the lower detection limit by 
elimination of excitation light, fluorescence due to other impurities and surface defects, and 
Raman scattered light. 
The core-shell nanocrystalline storage phosphor displays a relatively linear response to 
ionizing radiation up to a surface dose of ca. 10 Gy in the 50 keV X-ray region as is 
illustrated in Figure 11. Moreover, the lower detection limits for 50 keV and 1 MeV radiation 
are about 100 nGy and 10 Gy, respectively. This results in an impressive dynamic range of 
about seven orders of magnitude for radiation detection. A range of photon-gated spectral 
hole-burning experiments at low temperatures has also been conducted (Liu et al., 2010). 
The stored energy in the phosphor material can be released by a two-step photoionization 
process when higher light powers are used. However, the storage phosphor can only be 
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comparison with the literature values (Beck, 1976). The average volume-weighted column 
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microscopy micrographs and renders the nanocrystals for applications where extremely 
small probes for ionizing radiation are required. For example, if bonded or embedded to/in 
the end of an optical fibre the material can be used for remote sensing of CW or pulsed 
ionizing radiation; examples of such applications include real time in vivo monitoring of 
dose in radiotherapy and in food irradiation and the monitoring of hot labs and/or nuclear 
reactor environments. In such applications a selected Sm2+ emission line, e.g. 5D07F0, is 
monitored with a narrow bandpass filter (e.g. 1 nm FWHM) with gated detection 1800 out of 
phase from the excitation light pulse. The latter is facilitated by the relatively long lifetime of 
2 ms of the 5D0 excited state and dramatically reduces the lower detection limit by 
elimination of excitation light, fluorescence due to other impurities and surface defects, and 
Raman scattered light. 
The core-shell nanocrystalline storage phosphor displays a relatively linear response to 
ionizing radiation up to a surface dose of ca. 10 Gy in the 50 keV X-ray region as is 
illustrated in Figure 11. Moreover, the lower detection limits for 50 keV and 1 MeV radiation 
are about 100 nGy and 10 Gy, respectively. This results in an impressive dynamic range of 
about seven orders of magnitude for radiation detection. A range of photon-gated spectral 
hole-burning experiments at low temperatures has also been conducted (Liu et al., 2010). 
The stored energy in the phosphor material can be released by a two-step photoionization 
process when higher light powers are used. However, the storage phosphor can only be 
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fully restored after exposures of up to 10-20 mGy. An example of the reproducibility of the 
nanocrystalline BaFCl:Sm3+ for dosimetry applications is illustrated in Figure 12. In this 
example the Sm2+ photoluminescence signal was measured as a function of accumulated 
dose (60 kVp X-ray irradiation) up to 1 mGy. The dosimeter material was then bleached by a 
two-step photoionization and the experiment was repeated. As follows from this figure, the 
phosphor can be fully restored in this range of absorbed doses.  
 

 
Fig. 11. Dependence of the Sm2+ and Sm3+ photoluminescence signals of nanocrystalline 
BaFCl:Sm3+ on absorbed 60 kVp X-ray dose.  

 

 
Fig. 12. Reproducibility of nanocrystalline BaFCl:Sm3+ in dosimetry.  

Figure 13 illustrates the dose dependence of the Sm2+ photoluminescence signal upon 
exposure to Cs-137 -rays (662 keV). The phosphor’s response is independent on the dose 
rate and fairly linear up to the maximum exposure of ca ~10 mGy.  
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Fig. 13. Dependence of the Sm2+ photoluminescence intensity on absorbed dose of Cs-137 -
rays (662 keV) 

As can be expected, due to the presence of heavy atoms in the BaFCl:Sm3+ material, the 
phosphor’s quantum efficiency is subject to a relatively strong energy dependence. This is 
illustrated in Figure 14. As a consequence, if used in dosimetry, filters need to be applied. 
However, the strong energy dependence together with a filter arrangement allows the 
determination of the energy of the ionizing radiation, a desirable feature. 
  

 
Fig. 14. Energy dependence of the conversion efficiency of nanocrystalline BaFCl:Sm3+ 
relative to Cs-137 -rays (662 keV). 

The lifetime of the excited 5DJ multiplet is about 2 ms which is a severe limitation in 
computed radiography when the conventional “flying-spot” readout scheme is applied. 
However, the long lifetime allows for gated excitation and luminescence light with a phase 
shift of 180o. The gated readout facilitates a very sensitive detection scheme since 
fluorescence of impurities is blocked from reaching the light detector. A big advantage of 
the nanocrystalline BaFCl:Sm3+ phosphor is the submicron particle size that increases the 
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spatial resolution which, in the commercial BaFBr(I):Eu2+ is limited by the large grain size 
that induces significant light scattering in the readout process. The nanocrystalline 
BaFCl:Sm3+ also allows a higher packing density and the light scattering in the readout 
process can be expected to be a lesser problem. This can be tested by determining the 
modulation transfer function (MTF). The MTF can be determined following the procedure 
outlined in Figure 15 (Boone, 2001; Cunningham & Fenster, 1987; Cunningham & Reid, 1992; 
Samei et al., 1998; Samei et al., 2001). In particular, in the first step the edge spread function 
(ESF) is measured, by imaging a lead edge. The line spread function (LSF) is then calculated 
by differentiating the ESF and subsequently the MTF is obtained by Fast Fourier 
Transformation of the LSF. Thin films of nanocrystalline BaFCl:Sm3+ were applied to a 
plastic substrate by mixing the phosphor with a small amount of polyvinyl acetate. A 2D 
reader unit that images the excited photoluminescence of the BaFCl:Sm3+ storage plate by an 
electron-multiplying CCD (EMCCD) camera was employed to image the plate in parallel 
mode. The system relies on gated excitation-detection by pulsing the LEDs and 
mechanically gating the collimated luminescence light by a mechanical chopper wheel. This 
prevents fluorescence of impurities from reaching the detector. The 2D reader unit is 
illustrated in Figure 15 where the LED light sources, the film platform, the lens system, the 
chopper wheel and the EMCCD camera can be recognized. 
 

 

Fig. 15. 2D reader for imaging plates based on nanocrystalline BaFCl:Sm3+. The image plate 
is illuminated by two collimated and pulsed 405 nm mounted blue LEDs. The emitted light 
is collimated then passed through an aperture, that is opened with a 180o phase shift with 
respect to the blue LED pulses, by a mechanical light chopper wheel. The light is then 
refocused, filtered and detected by an EMCCD camera.  

Radiographs were analyzed according to the mathematical steps shown in Figure 16. In 
particular, the line spread function (LSF) is obtained from the edge spread function (ESF) by 
differentiation and the MTF by Fast Fourier Transformation (FFT) of the LSF. 

 ( ) ( )dLSF x ESF x
dx

   (1) 
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  ( ) ( )exp( 2 )MTF k LSF x i kx dx




   (2) 

 

 
Fig. 16. Procedure to determine the MTF of an optical storage phosphor. 

The resulting MTF is illustrated in Figure 17 and, for the purpose of comparison, the MTFs 
of the Kodak Insight dental film and Kodak GP and HR imaging plates in conjunction with 
Kodak Ektascan Model-400 and CR9000 computed radiography reader units are shown. The 
MTF points for the BaFCl:Sm3+ imaging plates are calculated from raw data whereas for the 
smooth green line the ESF is based on a fit of a sigmoid to the ESF and the solid blue line is 
based on smoothing the ESF with the Savitzky-Golay procedure in 4th order using 37 
points.  
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MTF=0.5 2.4 1.3 1.22 1.92 2.8 4.7 
MTF=0.1 5.4 3.1 3.27 4.35 18 18 

Table 3. Comparison of MTF values of BaFCl:Sm3+ imaging plates with Kodak Computed 
radiography systems and conventional Kodak Insight dental film. 
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   (1) 
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  ( ) ( )exp( 2 )MTF k LSF x i kx dx




   (2) 

 

 
Fig. 16. Procedure to determine the MTF of an optical storage phosphor. 

The resulting MTF is illustrated in Figure 17 and, for the purpose of comparison, the MTFs 
of the Kodak Insight dental film and Kodak GP and HR imaging plates in conjunction with 
Kodak Ektascan Model-400 and CR9000 computed radiography reader units are shown. The 
MTF points for the BaFCl:Sm3+ imaging plates are calculated from raw data whereas for the 
smooth green line the ESF is based on a fit of a sigmoid to the ESF and the solid blue line is 
based on smoothing the ESF with the Savitzky-Golay procedure in 4th order using 37 
points.  
 

 
BaFCl:S

m3+ 
imaging 

plate 

Kodak 
CR9000 
reader 
with  

CR-GP 
plate 

Kodak 
Ektascan 
Model-

400 reader 
with GP 

plate 

Kodak 
Ektascan 
Model-

400 reader 
with HR 

plate 

Kodak 
Insight 

With 2D 
reader 

Kodak 
Insight 

with 
plustek 

OpticFilm 
7400 

MTF=0.5 2.4 1.3 1.22 1.92 2.8 4.7 
MTF=0.1 5.4 3.1 3.27 4.35 18 18 

Table 3. Comparison of MTF values of BaFCl:Sm3+ imaging plates with Kodak Computed 
radiography systems and conventional Kodak Insight dental film. 
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In Table 3 a comparison of MTF data is compiled, in particular the spatial frequency is 
summarized at MTF values of 0.5 and 0.1. It is obvious that conventional dental film exhibits 
by far the best values. However, the BaFCl:Sm3+ based imaging plates are significantly better 
than all the commercial computed radiography systems shown in Table 3. It follows that the 
nanocrystalline BaFCl:Sm3+ storage phosphor yields imaging plates with a better MTF in 
comparison with commercially available computed radiography systems. It is noted here 
that a better MTF is highly desirable as it is the main drawback of computed radiography 
based on currently used storage phosphors. In particular in medical imaging a good MTF is 
required in order to detect, for example, micro-calcifications in soft tissue. High resolution 
imaging is also important for a range of scientific and technical imaging applications. 
 

 
Fig. 17. MTF data for BaFCl:Sm3+ based imaging plate (blue solid circles, black solid 
triangles, green diamonds and green trace). The smooth green line is based on a fit of the 
ESF to a sigmoid. The blue line is the result of a Savitzky-Golay smoothing procedure 
applied to the ESF. The red trace with markers is the MTF of the Kodak CR9000 computed 
radiography system. The beige trace is the MTF of Kodak Insight dental film as read out by 
the 2D reader unit illustrated in Figure 15. 

3. Conclusion  
Over the last 60 years an impressive range of optical storage phosphors and materials has 
been developed and investigated for a plethora of applications, including personal radiation 
monitoring, quality control in radiation therapy and food irradiation, and for applications in 
computed radiography both for medical and technical applications. Although full electronic 
devices, both for point and 2D detection, are becoming increasingly more sensitive and 
inexpensive, many applications for optical storage phosphors prevail, possible for many 
years to come, as electronic solid state devices are not flexible and hence for many 
applications not practical. Importantly, storage phosphor based dosimeters are always 
accumulating and independent of any power supply. Optical storage phosphors have a 
significant potential to facilitate much lower radiation doses in medical imaging, a highly 
desirable outcome. 
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1. Introduction 
When ionizing radiation passes through a material it imparts some of its energy to that 
material. The imparted energy may be high enough to cause a break in bonds inside the 
molecules or between molecules or both, in such cases, free radicals are created. The type, 
lifetime, extent, fate and origin of those free radicals may differ according to several factors; 
most of them are beyond the subject of this chapter. However, the abundance of ionizing 
radiation induced radicals in a material is directly proportional (unless saturated) to the 
amount of ionizing radiation received by that material, hence it could be a method for 
determination of radiation doses passively by accurate evaluation of the extent of free 
radicals created.  
Study of radiation induced radicals is not always related to radiation dose assessment; 
sometimes it is of great importance to investigate what type of radicals are produced when a 
specific material is exposed to a specific radiation dose, and for how long those induced 
radicals can persist. This could be of specific interest specially when dealing with 
environments of high radiation levels, for example: in space environments. Behavior of 
radiation induced radicals may lead to further understanding of molecular interactions or 
molecular dynamics, or may lead to a decision on the preference of a material for a specific 
design from the material science point of view. 

2. Use of EPR for studying radiation induced radicals 
Electron Paramagnetic Resonance (EPR) is the major universal technique for investigation of 
radiation induced radicals. The first observation of an electron paramagnetic resonance peak 
was made in 1945 when Zavoisky detected a radio frequency absorption line from a 
CuCl2.2H2O sample (Zavoisky, E., 1945), The first EPR study of radiation damage in 
materials of biological (organic) interest powders was made by Gordy in 1955 (Gordy, W., et 
al., 1955), Papers on irradiated dimethylglyoxine and -alanine of Miyagawa and Gordy 
(Miyagawa, I., and Gordy, W., 1959), and malonic acid by McConell (McConell, H., et al., 
1960) soon published and confirmed that it was possible to investigate radicals produced by 
irradiating single crystals, in a similar way to that which had been used to study 
paramagnetic ions. Brady et al (Brady et al, 1968) suggested using EPR dosimetry and the 
additive re-irradiation method to obtain dose estimates from accidental overexposures, 
where human teeth were used for the first time as radiation dosimeter. In 1962, irradiated L-
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-alanine was suggested as a possible dosimeter material in the high-dose range by 
(Bradshaw, W., et al., 1962) after which great efforts were made to establish dosimetry 
systems based mainly on alanine/EPR systems (Deffner, U., and Regulla, F., 1980, Nette, H., 
et al., 1993). 

3. Basic principles of EPR 
Electron, as a rotating charge can be considered as a very tiny magnet, and hence the single 
electron which moves freely in absence of external magnetic field has only two orientations 
if placed in the field of external magnet: aligned parallel or anti-parallel. Those two cases 
reflect the two energy states arise after applying external magnetic field: state of lower 
energy when the moment of the electron, µ, is aligned with the magnetic field and a higher 
energy state when µ is aligned against the magnetic field.  
The two states are designated by the projection of the electron spin, ms, on the direction of 
the magnetic field. Because the electron is a spin 1/2 particle, the parallel state has ms = -1/2 
and the antiparallel state has ms = +1/2. The energy difference between these two states, 
caused by the interaction between the electron spin and the applied magnetic field (B0), is 
shown in the following relation: 

 ΔE = g µB B0 Δms = g µB B0 (1) 

Where µB is Bohr magneton (the natural unit of the electron’s magnetic moment), g is the g-
factor, and Δms = ±1. 
So, if this electron gains energy of ΔE transition occurs between the two spin states, if this 
energy is in the form of photons, then: 

 ΔE = h. ν = g µB B0 (2) 

Where h is Planck’s constant and ν is the frequency of the electromagnetic radiation. 
Now, resonance may occur either by scanning frequency at a constant magnetic field or by 
scanning magnetic field while the frequency of the magnetic field was held constant and the 
later is easier from the practical point of view. 

4. Radiation induced radicals in biological molecules 
Study of radiation induced radicals in biological molecules or molecules of biological origin 
is of high concerns in order to understand their impacts on functional and/or structural 
changes of such molecules after exposure to ionizing radiation. In the following sections, 
there are two examples for studying radiation induced radicals using EPR in biological 
molecules: bovine hemoglobin as a biological molecule of animal origin, and chitosan as a 
biological molecule of plant origin. 

4.1 Bovine hemoglobin 
4.1.1 Structure 
Structure of bovine Hb is shown in Figure (1). It is composed of two pairs of non-identical 
subunits, alpha and beta. Each alpha–beta pair is more closely associated than they are with 
each other, but the overall arrangement is roughly tetrahedral (http://www.bmb.uga.edu/ 
wampler/tutorial/prot4.html) (Marta et al., 1996). 
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Fig. 1. Bovine Hb is composed of two pairs of non-identical subunits, alpha and beta. Each 
alpha–beta pair is more closely associated than they are with each other, but the overall 
arrangement is roughly tetrahedral. 

4.1.2 EPR spectra of bovine hemoglobin 
Fig. 2 represents the EPR spectra of unirradiated (solid line) and 743Gy gamma irradiated 
sample (dotted line). Major features of Bovine Hb EPR spectrum are comparable to the 
human one (Ikeya, 1993). About four features comprise the spectrum of g-factor equal to 
5.91017, 4.27507, 2.14737 and 2.00557, respectively. The first two signals are due to Fe (III) of 
high spin form (S ¼ 5/2). The first signal (S1) is associated with oxidized heme iron, which 
clarifies its indication to methemoglobin (MetHb), in which a water molecule replaces O2 
ion as a ligand of iron (Wajnberg and Bemski 1993). The second signal (S2) is corresponding 
to non-heme Fe(III) ions at sites endowed with rhombic symmetry, which is not associated 
with species involved in blood, such as transferrin which causes an EPR signal near g = 4.3 
(Ślawska-Waniewska et al., 2004). From Fig. 2, it is clear that S2 is greater than S1, while this 
is not true in case of human Hb spectrum (Ikeya, 1993). This means higher nonheme iron 
content in bovine Hb than that of human. The nature of bovine Hb itself or the deterioration 
of its molecular structure and hence the decomposition of heme during sample preparation 
may give reason for the increase of non-heme iron content. 
Third signal group (S3) is associated with low spin derivatives of ferrihemoglobin called 
‘‘hemichrome’’, copper proteins and some transition-metal complexes (Rachmilewitz et al., 
1971). Hemichromes are low spin derivatives of ferric Hb brought about through discrete 
reversible or irreversible changes of protein conformation (Venkatesh et al., 1997). The 
purity of our sample is about 95%, hemichromes are not easily to be separated from Hb 
molecules but the rest which is about 5% may contain some of these hemichromes that 
produce S3. Changes in normal Hb under the effect of time, pH and protein denaturants 
such as urea or salicylate can form different kinds of hemichromes with different 
endogenous ligands; hence hemichromes form the primary step to the destructive pathway 
for denaturation (Venkatesh et al.,1997). 
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Fig. 2. EPR spectra of unirradiated and 743Gy gamma irradiated bovine Hb samples 
recorded at room temperature. 

With regard to the fourth signal (S4), it appears as a singlet with no hyperfine structures as 
shown in Fig. 2. This signal is attributed to free radicals in hemoglobin formed by the 
degradation of blood constituents (Miki et al., 1987). Several investigators agree that at least 
two different kinds of radicals are formed on the protein (Kelman et al.,1994; Gunther et al., 
1995). Although the formation of peroxyl radicals is well proven (Ikeya, 1993; Miki et 
al.,1987), this kind of radical constitutes only a fraction of the total concentration of radicals 
(Svistunenko et al.,1997a, b). The globin-based free radical (HB(Fe(IV)=O)) was suggested to 
be major contributor for S4 (Svistunenko et al., 1997a,b). Many investigations revealed that it 
is the tyrosine (Tyr) radical (shown in Fig. 3) (Svistunenko et al.,1997a,b, 2002, 2004; 
Svistunenko, 2005). 

4.1.3 Radiation-induced changes in the bovine Hb EPR spectra 
The EPR spectrum of 743 Gy gamma irradiated sample is shown in Fig. 2; from the figure it 
is clear that no new radicals have emerged, and no remarkable changes in the intensity of 
the first two signals were recorded. The unchanged intensity of the first signal (with all the 
irradiation doses) suggests no net change in MetHb, which may be explained as follows: The 
manipulated sample is in powder form, so any enzymatic reaction that can lead to change in 
MetHb content is excluded. The presence of oxygen is mandatory for MetHb production by 
other pathways such as the oxidation of heme iron by the electron transfer from Fe(II) to O2 
creating Fe(III) and superoxide radicals (O2-) (Misra and Fridovich, 1972) During irradiation, 
wrapped samples were prevented from molecular oxygen in air. So, MetHb production 
through the second pathway is prevented; while the first pathway may be blocked by the 
removal of oxygen molecules from the bovine Hb sample during preparation in its powder 
form. The non-significant change in intensity of S2 by irradiation (Fig. 1), reflects the 
stability of non-heme iron content as radiation doses increase up to 743 Gy. It is clear from 
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Fig. 1 that S3 suffered apparent significant decrease upon irradiation; which ensures the 
decrease of the net amount of hemichromes and reflects the crosslinking processes following 
Hb irradiation at high doses. Results showed that the most obvious radiation-induced 
change in bovine Hb EPR spectrum is the significant increase in S4 even for very low dose 
(4.95 Gy). This may be due to the increase in the production of free radicals in Hb protein 
(peroxyl and tyrosyl radicals) and reflects the high sensitivity of Hb protein to irradiation. 

4.2 Chitosan 
Chitosan is a natural polysaccharide, that can be prepared on an industrial scale by 
deacetylation of much more abundant chitin and its chemical structure is a copolymer of β-
(1-4)-D-glucosamine and N-acetyl- β-(1-4)-D-glucosamine (Jaroslaw, M., et al., 2005). Due to 
unique biophysical and chemical properties of polysaccharides, such as biocompatibility, 
biodegradability, nontoxicity and nonantigenicity (Bin Kang, et al., 2007), a broad spectrum 
of applications has been emerged in different modern fields: water treatment (Kurmaev E.Z. 
et al., 2002), chromatography, additives for cosmetics, textile treatment for antimicrobial 
activity (Le Hai et al., 2003), novel fibers for textiles, photographic papers, biodegradable 
films, biomedical devices, and microcapsule implants for controlled release in drug delivery. 
Also, its nano-ordered hydrogel is a potential responsive material for biochips and sensors 
for the development of PC- controlled biochips, and is used also in some attempts as a gene 
delivery system for curing of some hereditary diseases (IAEA, 2004). Tissue engineering and 
adsorption of metal ions as well as dyes removal are some of the many applications of 
chitosan (Jayakumar, R., et al., 2005). 

4.2.1 Chitosan EPR spectral features 
Figure (3) represents the EPR spectrum of chitosan-A. There are two overlapped singlet 
signals, the first signal (S1) is of g-factor = 2.00725 ± 0.00018 with peak-to-peak line width 
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Fig. 3. EPR spectra of chitosan: lower represents the unirradiated sample spectrum, and the 
upper represents 30 kGy irradiated sample spectrum. 
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Fig. 2. EPR spectra of unirradiated and 743Gy gamma irradiated bovine Hb samples 
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Fig. 3. EPR spectra of chitosan: lower represents the unirradiated sample spectrum, and the 
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(WPP) = 1.08 ± 0.072 mT, while the second signal (S2) is of g-factor = 2.00966 ± 0.00073, while 
its WPP = 5.70 ± 0.139 mT. EPR lines of Mn2+ (I = 5/2), ions are well recognized signal (S3) 
with sextet hyperfine structure were observed (giso=2.01147±0.0002, aav=9.06±0.35 mT). This 
signal is attributed to the presence of Mn2+ in crab shells from which chitosan-A was 
extracted (Maghraby, A., 2007). No new radicals have been emerged after irradiation up to 
30 kGy, while some slight broadening in line width values for S1 was noticed. 

5. EPR radiation dosimetry 
Radiation dosimetry using EPR utilizes the produced radicals as a result of the passage of 
ionizing radiation through matter, as extent of those radicals proportionate directly to the 
amount of ionizing radiation. Radiation dosimetry using EPR possesses some advantages 
which enabled the use of EPR in different fields of ionizing radiation dosimetry. 

5.1 Industrial applications 
5.1.1 Food irradiation 
Food irradiation is a means of microbiological contamination reductions through which, 
food in packages or in bulk are exposed to a high radiation dose which is enough to destroy 
microbiological contents (Maghraby, A., 2007, Miyagusku, L., et al., 2007). The aim of food 
irradiation is sterilization and preservation of food during food transfer from region to 
another or to increase its quality locally before use (IAEA, 1978). The use of irradiation alone 
as a preservation technique can play an important role in cutting losses and reducing the 
dependence on chemical pesticides. Each year a few hundred thousand tones of food 
products and ingredients are irradiated worldwide. International food stuff trade especially 
seafood is growing up which increases the risk of the transfer of some diseases; this led the 
World Health Organization to legalize radiation treatment of food (WHO, 1988, 1994). 
International health and safety authorities have endorsed the safety of irradiation for all 
foods up to a dose level of 10 kGy, however, recent evaluation of an international expert 
study group appointed by FAO, IAEA, and WHO showed that food treated according to 
good manufacturing practices (GMPs) at any dose above 10kGy is also safe for 
consumption(ICGFI, 1999). 
Irradiated food could be identified using different methods such as Gas chromatography, 
mass spectrometry, thermoluminescence (Schreiber, G., et al., 1993a, Schreiber , G., et al., 
1993b, Schreiber , G., et al., 1993 c, Ziegelmann, K., et al., 1999, Parlato, A. et al., 2007, D’Oca, 
M. C. et al., 2008), and Electron paramagnetic resonance (EPR) spectroscopy (Desrosiers, M., 
1989, Sünnetcioğlu, M., et al., 1999) which is characterized by its non-destructive detection of 
radiation-induced radicals, hence, it is a major technique for the investigation of irradiated 
food and the determination of the dose delivered accurately, which results in accepting or 
refusing of food transfer. 
Mineral nutrients and Irradiated vegetables were identified using EPR (Lakshmi Prasuna, 
C.P, 2008, Maghraby, A., and Maha Anwar Ali. 2007), EPR spectral investigations have been 
carried out on some vegetable samples and the presence of various paramagnetic metal ions 
in various oxidation states is indicated. In almost all the fibrous vegetable samples, the free 
radical signal corresponding to cellulose radical is observed. However, in some vegetables 
like carrot, though the free radical signal cannot be distinguished, the free radical 
assignments are made depending on the organic radicals. The reason is that, the organic free 
radicals are generated due to CO group in the organic radicals (Lakshmi Prasuna, C.P,2008). 
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5.1.2 Drugs and medical products irradiation 
Use of ionizing radiation in sterilization of medicinal products, such as catheters, syringes, 
drug and drug raw materials, is a new technology alternative to heat and gas exposure 
sterilization (Jacobs, 1995; Reid, 1995; Tilquin and Rollmann, 1996; Boess and Bỏgl, 1996). 
The advantages of sterilization by irradiation include high penetrating power, low 
measurable residues, small temperature rise and the fact that there are fewer variables to 
control (Fauconnet et al., 1996; Basly et al., 1997). Thus, sterilization can be carried out on the 
finally packaged product and is applicable to heat-sensitive drugs. 
 The regulations of radiosterilization differ among countries. In other radiation sources such 
as X-rays, fast electrons and UV illumination. Irradiation produces new radiolytic products. 
To prove the safety of radiosterilization, it is important to determine physical and chemical 
features of the radiolytic products and elucidate the mechanism of radiolysis. Thus, it is 
desirable to establish a method to discriminate between irradiated and unirradiated drugs. 
Electron spin resonance (ESR) spectroscopy appears to be well suited for determination of 
free radical concentrations in complex media and so, it can be used to detect and distinguish 
between irradiated drugs from unirradiated ones (Gibella et al., 1993; Signoretti et al., 1994; 
Miyazaki et al., 1994; Onori et al., 1996).  
As a cephalosporin antibiotic, duricef is used in the treatment of nose, throat, urinary tract 
and skin infection that are caused by specific bacteria, including staph strep and E. coli, 
effects of gamma radiation on cephalosporins with various substitutive groups have been 
reported in different papers (Miyazaki et al., 1994; Onori et al., 1996; Jacobs, 1983; Yũrũs and 
Korkmaz, 2005; Gibella et al., 2000), but low-and high-temperature kinetic features, structure 
and activation energies of the radical species involved in the formation of their ESR spectra 
were investigated in none of these papers, except of few published work (Yũrũs, S and 
Korkmaz, M., 2005). Eleven of the studied cephalosporins with various substitutive groups 
have been shown to exhibit, interestingly ESR spectra of unresolved doublet appearence 
(Onori et al., 1996; Yũrũs and Korkmaz, 2005). This conlusion was considered as an 
indication relevant to the origin of radicalic species produced in irradiated cephalosporins. 
Species originating from substitutive groups and cephem ring are expected to be responsible 
from ESR spectra of irradiated cephalosporins, but the ultimate patterns of the latter are 
believed to be determined by the relative weights of those species. Thiamphinicol 
sterilization using irradiation to doses up to 25 kGy was investigated using EPR 
spectroscopy, and it was found that standard dose used for sterilization (25 Gy) did not 
produce any detectable changes in the physico-chemichal properties of Thiamfinicol. 

5.1.3 Other applications 
An electron paramagnetic resonance (EPR) investigation of a series of glasses irradiated at 
room temperature with β or X radiation sources has been made in order to predict the long 
term behavior of glasses used in the nuclear waste disposal, in particular, no paramagnetic 
defects associated with aluminum ions are detected in these irradiated glasses (Bruno 
Boizot, et al., 1998). 
Applications in polymer research and industries are numerous, for example, Poly (vinyl 
chloride) is one of the most used thermoplastic polymers, thanks to its low production cost, 
easy processing, excellent mechanical properties, high compatibility with additives and 
possibility to be recycled. Particularly interesting is its employment in vital single use 
medical devices such as catheters, cannulae, urological products and flexible tubes for 
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extracorporeal connections. The sterilization of these products is performed by electron 
beam or γ irradiations, a termination step, in which the active centers are deactivated. At 25 
and 50 kGy oxygen appears to saturate all radicals and the EPR spectrum shows only one 
component, associated with peroxyl radicals. At the 100 and 150 kGy irradiation doses the 
EPR spectrum shows more structure and it comprises overlapping signals from the peroxyl 
and polyenyl radicals not yet oxidized (Baccaro, S. et al., 2003, Costa, L. et al., 2004). 

5.2 Medical applications 
5.2.1 Alanine dosimetry 
5.2.1.1 Introduction 
The natural amino acid L-α-alanine (see Figure (4)) has attracted considerable interest for 
use in radiation dosimetry (Bradshaw, W., etal., 1962, Regulla, D., and Deffiner, U., 1982, 
Nam, J., and Regulla, D., 1989, Ciesielski, B., and Wielopolski, L., 1994) and has been 
formally accepted as a secondary standard for high-dose and transfer dosimetry (Nett, H., 
ate al., 1993). The EPR powder spectrum from amorphous alanine pellets or other types of 
disordered alanine samples has been used for this purpose. The peak-to-peak amplitude of 
the central line of this powder spectrum is commonly used for monitoring the radiation 
dose (Eirik Malinen, et al., 2003a). 
 

 
Fig. 4. Molecular structure of L-α- alanine. 

It was found that at least three different radicals are formed and stabilized in alanine after X 
irradiation at room temperature as shown in Figure (5), (Sagstuen, E., et al., 1997a, Sagstuen, 
E., et al., 1997b, Mojgan Z. Heydari, et al., 2002). Two of these, the R1 radical (Structure 1) 
and a species formed by net hydrogen abstraction from the central carbon atom (radical R2, 
Structure 2), appear to occur in comparable relative amounts (55–60 and 30–35%, 
respectively) (Mojgan Z. Heydari, et al., 2002). The third species (denoted R3) is a minority 
species (5–10%), and an unambiguous structure assignment has not been made (Sagstuen, 
E., et al., 1997b). Structure 3 below, was suggested as a possible candidate for R3 (Eirik 
Malinen, et al., 2003b). 

 
Ionizing Radiation Induced Radicals 

 

657 

 
Fig. 5. Three structures of alanine radicals, R1 or (SAR) is the Stable Alanine Radical, R2, and 
R3 in its three forms (Eirik Malinen, et al., 2003a and Eirik Malinen, et al., 2003b). 

5.2.1.2 Dosimeters structure and shape 
Alanine dosimeters often are composed of a binder and the alanine itself, the ratio and the 
binder type differs from type to type. The pellets are now in routine use as dosimeters for 
medical applications because of their robustness they are used as reference dosimeters sent 
by mail as a service offered by many laboratories (Maghraby, A., 2003). 
Transfer alanine dosimeters which are distributed by the IAEA for intercomparison 
purposes were made of 70% per weight DL--alanine + 30% per weight polystyrene (Mehta, 
K., and Girzikowsky, R., 2000). 
There are a lot of variations in alanine dosimeter shapes, varies according to different 
reasons, like the purpose of use, resolution required, and achievable sensitivity. 

5.2.1.3 Applications 
Experimental procedures of the use of alanine as dosimeter for brachytherapy purposes was 
described by De Angeles, C., et al., 1999. Also, a device for in vivo measurements of the 
rectal dose in radiotherapy for prostate cancer was developed (Daniela Wagner, et al., 2008) 
as shown in Figure (6). It was possible to insert this device without clinical complications 
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and without additional rectal discomfort for the patients. For irradiations of alanine 
dosimeter probes under reference conditions, deviations of less than 1% in reference to the 
national German standard were achieved. In the absence of metallic implants, the relative 
deviations between measured and applied dose values at the anterior rectal wall are less 
than or equal to 1.5% for the in vivo measurements. 
 

 
Fig. 6. (a) Sketch of the used rectal balloon equipped with alanine dosimeters. Four alanine 
dosimeter probes were placed at the anterior rectal wall (1–4) and: four alanine dosimeters at 
the posterior rectal wall (5–8). Note the visualization device on top of the balloon consisting of 
two metal markers. (b) Picture of one rectal balloon equipped with alanine dosimeters.  
For illustration, the positioning device was inserted. At the top of the rectal balloon, the 
visualization device with metal markers was added (Daniela Wagner, et al., 2008). 
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At the posterior rectal wall, relative deviations of up to 3.5% may occur. The dominant 
contribution to the overall uncertainty for the in vivo measurements was the positioning of 
the dosimeter probes in the patient’s body and their corresponding localization in the 
Computed Tomography (CT) data. Therefore it is expected that improving the probe 
positioning in the patient’s body ( e.g. by an increased visibility in the radiographic images ) 
will lead to more accurate results. 
The method presented in this study turned out to be useful for in vivo quality control of the 
irradiations. The relative deviation between the dose determined by the ESR measurements 
and the planned dose determined by the treatment planning systems (TPS) was shown to be 
within the 5% limit recommended by the ICRU (ICRU, 1976) for doses above 0.7 Gy 
(Daniela Wagner, et al., 2008). 
Alanine was used also for the in-phantom dose mapping in neutron capture therapy 
(NCT) (Baccaro, S., et al., 2004), Recoil proton dose can be measured by means of alanine 
detectors, after subtraction of gamma dose contribution as evaluated from the dose 
measured with TLD-300. To this purpose, it is necessary to study the sensitivity of alanine 
to proton recoils and the coefficient for converting the recoil proton dose in alanine to that 
in tissue. 

5.2.1.4 Influencing factors 

Time passes before starting measurements after irradiation of alanine dosimeters is a key 
factor for acquiring reliable measurements, it was found that there is complex dependence 
on the time conjugated with the received dose range (Nagy, V., and Desrseirs, M. 1996). 
However in one of recent studies (Anton, M., 2008), the postirradiation behavior is highly 
dependent on the dosimeter structure and constituents. 
In addition to the time dependence, extensive studies on ambient environmental conditions 
effects on the alanine dosimeters sensitivity and response were performed (Nagy, V. et al., 
2000, Sleptchonok, O.F., et al., 2000, Anton, M., 2005). It was found that the effect of storage 
conditions is dependent on the type of the dosimeter. Effect of higher temperatures also was 
studied (Maltar-Strmečkia, N. and Rakvin. B. 2005). Same studied parameters (relative 
humidity and postirradiation behavior) were carried out for a new alanine film dosimeters 
(Ruth M.D. Garciaa, et al., 2004). 
Some other influencing factors were studied: the angular response of alanine dosimeters 
either in the form of pellets or powder (Jean-Michel Dolo, and Tristan Garcia. 2007), and the 
grain size (Tristan Garcia and Jean-Michel Dolo. 2007). 

5.2.1.5 Energy dependence 
Energy dependence of alanine dosimeters were investigated (Eva Stabell Bergstrand, 2003). 
It was found that the alanine response is 0.8% lower for high energy X-rays than for Co-60 
gamma rays, this result indicates a small energy dependence in the alanine response for the 
high-energy photons relative to Co-60 which may be significant. Another recent study has 
been performed to reveal the response of alanine dosimeters to high energy photons 8 and 
16 MV relative to the response of alanine dosimeter irradiated to the reference beam quality 
(Co-60), a confirmation of these results was made using EGSnrc package (Anton, M., et al., 
2008). Additional study of energy dependence of Dl-alanine to 10 MV high energy photons 
has revealed the decrease in alanine response with respect to the Co-60 reference beam 
quality (Borgonove, A.F., et al., 2007). 
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and without additional rectal discomfort for the patients. For irradiations of alanine 
dosimeter probes under reference conditions, deviations of less than 1% in reference to the 
national German standard were achieved. In the absence of metallic implants, the relative 
deviations between measured and applied dose values at the anterior rectal wall are less 
than or equal to 1.5% for the in vivo measurements. 
 

 
Fig. 6. (a) Sketch of the used rectal balloon equipped with alanine dosimeters. Four alanine 
dosimeter probes were placed at the anterior rectal wall (1–4) and: four alanine dosimeters at 
the posterior rectal wall (5–8). Note the visualization device on top of the balloon consisting of 
two metal markers. (b) Picture of one rectal balloon equipped with alanine dosimeters.  
For illustration, the positioning device was inserted. At the top of the rectal balloon, the 
visualization device with metal markers was added (Daniela Wagner, et al., 2008). 
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At the posterior rectal wall, relative deviations of up to 3.5% may occur. The dominant 
contribution to the overall uncertainty for the in vivo measurements was the positioning of 
the dosimeter probes in the patient’s body and their corresponding localization in the 
Computed Tomography (CT) data. Therefore it is expected that improving the probe 
positioning in the patient’s body ( e.g. by an increased visibility in the radiographic images ) 
will lead to more accurate results. 
The method presented in this study turned out to be useful for in vivo quality control of the 
irradiations. The relative deviation between the dose determined by the ESR measurements 
and the planned dose determined by the treatment planning systems (TPS) was shown to be 
within the 5% limit recommended by the ICRU (ICRU, 1976) for doses above 0.7 Gy 
(Daniela Wagner, et al., 2008). 
Alanine was used also for the in-phantom dose mapping in neutron capture therapy 
(NCT) (Baccaro, S., et al., 2004), Recoil proton dose can be measured by means of alanine 
detectors, after subtraction of gamma dose contribution as evaluated from the dose 
measured with TLD-300. To this purpose, it is necessary to study the sensitivity of alanine 
to proton recoils and the coefficient for converting the recoil proton dose in alanine to that 
in tissue. 

5.2.1.4 Influencing factors 

Time passes before starting measurements after irradiation of alanine dosimeters is a key 
factor for acquiring reliable measurements, it was found that there is complex dependence 
on the time conjugated with the received dose range (Nagy, V., and Desrseirs, M. 1996). 
However in one of recent studies (Anton, M., 2008), the postirradiation behavior is highly 
dependent on the dosimeter structure and constituents. 
In addition to the time dependence, extensive studies on ambient environmental conditions 
effects on the alanine dosimeters sensitivity and response were performed (Nagy, V. et al., 
2000, Sleptchonok, O.F., et al., 2000, Anton, M., 2005). It was found that the effect of storage 
conditions is dependent on the type of the dosimeter. Effect of higher temperatures also was 
studied (Maltar-Strmečkia, N. and Rakvin. B. 2005). Same studied parameters (relative 
humidity and postirradiation behavior) were carried out for a new alanine film dosimeters 
(Ruth M.D. Garciaa, et al., 2004). 
Some other influencing factors were studied: the angular response of alanine dosimeters 
either in the form of pellets or powder (Jean-Michel Dolo, and Tristan Garcia. 2007), and the 
grain size (Tristan Garcia and Jean-Michel Dolo. 2007). 

5.2.1.5 Energy dependence 
Energy dependence of alanine dosimeters were investigated (Eva Stabell Bergstrand, 2003). 
It was found that the alanine response is 0.8% lower for high energy X-rays than for Co-60 
gamma rays, this result indicates a small energy dependence in the alanine response for the 
high-energy photons relative to Co-60 which may be significant. Another recent study has 
been performed to reveal the response of alanine dosimeters to high energy photons 8 and 
16 MV relative to the response of alanine dosimeter irradiated to the reference beam quality 
(Co-60), a confirmation of these results was made using EGSnrc package (Anton, M., et al., 
2008). Additional study of energy dependence of Dl-alanine to 10 MV high energy photons 
has revealed the decrease in alanine response with respect to the Co-60 reference beam 
quality (Borgonove, A.F., et al., 2007). 
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5.2.1.6 Alanine derivatives 
Some researchers tried to use different alanine substitute in order to take the advantages of 
alanine as solid-state dosimeter with minimum drawbacks, however, the positive results are 
not mandatory, for example: Polycrystalline phenyl-alanine and perdeuterated L-a-alanine 
(L-a-alanine-d4) were studied as potential high-energy radiation-sensitive materials (RSM) 
for solid state/EPR dosimetry. It was found that phenyl-alanine exhibits a linear dose 
response in the dose region 0.1–17 kGy. However, phenyl-alanine is about 10 times less 
sensitive to γ-irradiation than standard L-a-alanine irradiated at the same doses. Moreover, 
the EPR response from phenyl-alanine is unstable and, independent of the absorbed dose, 
decreases by about 50% within 20 days after irradiation upon storage at room temperature. 
γ-irradiated polycrystalline perdeuterated L-a-alanine (CD3CD(NH2)COOH) has been 
studied at room temperature by EPR spectroscopy. By spectrum simulations, the presence of 
at least two radiation induced free radicals, R1 (CH3C*(H)COOH) and R2 (H3N+-
C*(CH3)COO-), was confirmed very clearly. Both these radicals were suggested previously 
from EPR and ENDOR studies of standard alanine crystals (Veselka Ganchevaa et al., 2006). 
Also, Minidosimeters of 2-methylalanine (2MA) were prepared and tested as potential 
candidates for small radiation field dosimetry (Bruno T. Rossi, et al., 2005). To quantify the 
free radicals created by radiation, a K-Band (24 GHz) EPR spectrometer was used. X-rays 
provided by a 6 MV clinical linear accelerator were used to irradiate the minidosimeters in 
the dose range of 0.5–30 Gy. The dose–response curves for both radiation sensitive materials 
displayed a good linear behavior in the dose range indicated with 2MA being more 
radiation sensitive than L-alanine. Moreover, 2MA showed a smaller LLD (Lower Limit of 
Detection) value. The proposed system minidosimeter/K-Band spectrometer was able to 
detect 10 Gy EPR spectra with good signal-to-noise ratio (S/N). The overall uncertainty 
indicates that this system shows a good performance for the detection of dose values of 20 
Gy and above, which are dose values typically used in radiosurgery treatments (Chen,F., et 
al., 2007). 
Alanine-in-glass dosimeters were prepared by packing pure polycrystalline L-α-alanine 
directly as supplied by the manufacturer in glass tubes. These dosimeters exhibited a linear 
dose response in the dose range from 0.1 to 20 Gy. These positive properties favor the 
polycrystalline alanine-in-glass tube as a radiation dosimeter (Anan M. Al-Karmi, and M.A. 
Morsy, 2008). 
A new generation of self-calibrated alanine dosimeters were developed, and a regular 
international intercomparison is held for evaluation of radiation dos using these dosimeters 
(Gancheva, V. et al., 2008), these dosimeters are consists of RSM (α-alanine, sugar, other 
ones), Mn2+/MgO as internal EPR intensity standard (IES) and a binder. Necessity to 
assurance of very good homogeneity of dosimeter material; and the cost of IES present in 
the amount of some percent in each self-calibrated dosimeter are of the main shortcomings 
of this technique. Also, it was found that addition of gadolinium to the alanine dosimeters in 
definite amounts helps to improve the Linear Energy Transfer (LET) sensitivity for γ 
photons (because of its high atomic number, Z = 64) and thermal neutrons as well (because 
of its high thermal neutron cross section) (Marrale, M., et al., 2007). 

5.2.2 Other organics 
The search for new EPR dosimeter is non stopping, the search for organic dosimeter ensures 
the minimum energy dependence at least at 0.5 MeV and higher photon energies, and hence 
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tissue equivalency of the dosimeter (Maghraby, A., and Tarek, E., 2006), for example: 
sulfanilic acid possesses several good features of the good dosimeter and is characterized by 
its simple spectrum. Although its sensitivity is less than that of alanine, it could be pressed 
into pellets purely without need to a binder, and hence more homogeneity could be 
achieved. Sulfanilic acid is nearly tissue equivalent which enables its use in radiation 
therapy dosimetry, also it is isotropic and its detection limit is about 100±30 mGy. Sulfanilic 
acid EPR signal intensity shows noticeable stability for a sufficient time, which enables its 
use as a transfer dosimeter. Sulfanilic acid deserves further studies in order to be established 
as a common radiation dosimeter using EPR (Maghraby, A., and Tarek, E., 2006). 
One of the most promising organic dosimeters ever since the discovery of alanine at 1962 
(Bradshaw, W., et al., 1962), is the Lithium format (Gustafsson, H., et al., 2008). It is 
characterized by its simple spectrum (one narrow peak spectrum) and its high sensitivity 
(six times more than alanine), beside its obvious stability. Lithium formate also possesses 
tissue equivalency more than that of alanine, with suitable microwave dependence and 
modulation amplitude dependence (Tor Arne Vestad, et al., 2004). Lithium formate may 
replace alanine in the near future specially for its clinical uses. 

5.3 Inorganic dosimeters 
A wide variety of inorganic dosimeters were investigated, some of these dosimeters 
processed higher sensitivity than alanine with reasonable stability, and some examples are 
following: 

5.3.1 Combined TL and EPR dosimeters 
Beryllium oxide ceramics was investigated for TL and EPR dosimetry. Ceramics were doped 
with lithium and neodymium ions. TL and EPR signals associated with Li centers whose 
amplitude is proportional to the absorbed dose are observed. A complete anneal of the EPR 
signal takes place in the temperature range of the TL recordings (Kortov, V., et al., 1993b). 
Onori, S., et al., have used the well known thermoluminescent material; calcium sulphate: 
Dy, for EPR high dose assessment (Onori, S., et al., 1998). Three EPR signals are detectable 
for CaSO4: Dy phosphor, two out of the three signals were studied for high dose 
applications since one of them showed saturation at about 1 kGy. The concentration of both 
centers, (SO3)- and Ca-vacancy, increases with dose at least up to 107 Gy or more. In both 
cases, the dose-effect relationship is not linear, being supralinear for (SO3)- center and sub-
linear for (Ca)2- center. (Ca)2- center is very stable over time independently of dose, while 
(SO3)- center is not stable over time and can be used for a first dose estimation soon after 
irradiation. 
The effect of grinding on powder form of clear fused quartz was studied by EPR and TL 
techniques. The minimum detectable dose (MDD) for using EPR was about 2 Gy for the 
clear fused quartz in powder form, which is 2 times greater than the bulk form. The EPR 
signal for of background varied inversely with particle size and was quite high for sizes 
lower than 38 m, while for a Co-60 irradiated samples (about 22 Gy), the EPR intensity of 
the coarse powder varied directly with particle size. Thus, the intensity of a particle size of 
20-38 m was very low (Ranjbar, A., et al., 1999). 
Feasibility of reading LiF thermoluminescence dosimeters by EPR was studied by Breen, S., 
(Breen, S., and Battista, J., 1999). EPR signals can be observed in irradiated polycrystalline 
LiF rods, but only near liquid nitrogen temperatures. The magnitude of this signal was 
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for solid state/EPR dosimetry. It was found that phenyl-alanine exhibits a linear dose 
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(six times more than alanine), beside its obvious stability. Lithium formate also possesses 
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modulation amplitude dependence (Tor Arne Vestad, et al., 2004). Lithium formate may 
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Beryllium oxide ceramics was investigated for TL and EPR dosimetry. Ceramics were doped 
with lithium and neodymium ions. TL and EPR signals associated with Li centers whose 
amplitude is proportional to the absorbed dose are observed. A complete anneal of the EPR 
signal takes place in the temperature range of the TL recordings (Kortov, V., et al., 1993b). 
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measured by two methods: direct measurement of the radiation-induced signal, and curve 
fitting. The direct measurement showed that the radiation-induced signal increased linearly 
with dose; however, the technique suffered from low sensitivity; at low doses (below 20 Gy) 
the signal was barely discernible above the noise in the spectrum. 
The curve-fitting method isolated three peaks in the EPR spectra of TLD-100. One 
component increased linearly with dose, although the spectrum of unirradiated TLD-100 
possessed a large contribution from this component. This behavior is similar to that 
observed in the peak isolated by direct measurement. A second component was 
uncorrelated with dose. The third component decreased with dose, although this part of the 
spectrum was modeled poorly, perhaps due to the presence of another (fourth) signal in the 
spectrum. Due to the experimental difficulty in interpreting these spectra, and the low 
sensitivity of the application, EPR is not recommended as a substitute for 
thermoluminescent dosimetry of polycrystalline LiF. 

5.3.2 Other inorganic compounds 
Sulfamic acid possesses high-sensitivity to gamma radiation and is able to detect radiation 
doses below 5.0 Gy which would be advantageous for a possible use in medical 
applications, beside other good dosimetric properties like almost energy independence, 
narrow line and simple spectrum of well-defined radicals, also predictable decay kinetics 
which enable its use as a transfer dosimeter (Maghraby, A., 2007). 
Ferrous ammonium sulfate was used as a high dose dosimeter in the range from 33.5 to 546 
kGy (Juárez-Calderón, J. et al., 2007). Also, Sulphur trioxide anion in K2CH2(SO3)2 and 
carbon dioxide anion in irradiated sodium formate (NaHCO2) were suggested as inorganic 
alternatives to the EPR/alanine dosimeter by Keizer, P.N., (Keizer, P.N., et al. 1991). These 
two systems have a four-fold sensitivity advantage over alanine. The radicals sulphur 
trioxide anion and carbon dioxide anion are, moreover, found in a wide variety of matrices, 
and it may be possible to find one in which they are even stronger. Sulphur trioxide anion 
was found to be completely stable over time, while carbon dioxide anion was not so stable 
against decay as sulphur trioxide, for example the signal decayed by 30 % over the first six 
weeks when irradiated to 10 kGy. The main drawback in inorganic dosimeters is their non-
water equivalence. 
Dosimetric properties of magnesium sulphate were investigated (Morton, J., et al., 1993). On 
irradiation with Co-60  rays, the stable SO3- is produced whose EPR signal amplitude 
increases linearly with dose up to about 105 Gy Advantages and disadvantages of the SO3- 
radical system were compared with -alanine. The studied dose range was between 0.25 Gy 
and 50 Gy, focusing on the region below 10 Gy. Storage as well as measurement of the 
encapsulated samples was at room temperature, sample spectra are reproducible several 
weeks later. It was seen that the signal enhancement for magnesium sulphate is about 80%, 
quite significant for the lower dose range. 
Magnesium oxide was suggested as a combined thermostimulated luminescence TSL-EPR 
detector for ionizing and ultraviolet (UV) radiations (Kortov, V., et al., 1993a). 
Dose dependence of the EPR signal intensity caused by Fe+3 ions impurities is linear from 1 
to 10 4 Gy for X irradiation. Temperature range of measurements for the EPR signal is 
expanded, allowing measurements of radiation dose at higher temperatures. 
In Physikalisch-Technische Bundesanstalt (PTB), Schneider, C., (Schneider, C., 1994), tested 
the SO3- radical in an anhydrous MgSO4 matrix, it shows a three times stronger EPR signal 
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than the alanine radical at the same dose. Because the SO3- spectrum has negligible high 
frequency noise components, the pattern recognition of the derivative spectral shape out of 
the noise background is better. Peak-to-peak evaluation at low doses (<10 Gy) is therefore 
more accurate for this simple single line spectrum. Discussion of EPR dosimeter materials 
cannot circumvent the problem of water equivalence. At low energies (<50 keV) the photon 
response of a martial is proportional to Z4 up to Z5, so, for instance, with sulphur nuclei 
instead of oxygen in a dosimeter, the response will differ by a factor of more than 16. In 
practice, the mass collision stopping power (the quotient energy loss over beam pathlength, 
(E/l) of alanine is about 3% lower than that of water in the electron energy range 0.1-1.0 
MeV, whereas for MgSO4 it is about 17% lower. Therefore, in the search for alternative EPR 
dosimeter materials, it is desirable that a matrix be found which combines spectral 
advantages (as shown by the SO3- radical for example) with a low Z value for its constituent 
nuclei. 
Electron paramagnetic resonance (EPR) studies have been made on lithium metaitanate 
(Li2TiO3) ceramics irradiated by gamma rays of Co-60 source at ambient and Liquid 
Nitrogen Temperatures (LNT). The EPR spectra have been found strongly dependent on 
irradiation dose and temperature. The radiation defects induced by gamma irradiation at 
LNT were found to disappear almost completely by heating up to 255 k. in contrast to this, 
the radiation defects produced by irradiation at ambient temperature showed tolerance of 
elevated temperatures up to about 600 k (Grišmanovs, V., et al., 2000). 
The sulphur trioxide anion looks interesting, so, new inorganic dosimeters based on barium 
and strontium dithionates (BaS2O6.2H2O and SrS2O6.4H2O) were developed by Bogushevich, 
S., (Bogushevich, S., and Ugolev, I., 2000). The minimum detection limit was found to be 
0.05 Gy at the measurements uncertainty of ± 30%. The dependence for  irradiated 
dosimeters was linear up to 50 kGy for barium dithionates, and 80 kGy for strontium 
dithionates. Radical ions SO-3 in barium and strontium dithioniates are stable at 20oC. 
Studies have shown that, at temperatures below 35oC, the signal is stable within ± 5% for at 
least two years. Similarly, Barium sulphate (BaSO4) was irradiated by γ-rays and analyzed 
with electron spin resonance (ESR) to study radiation induced radicals for materials as 
radiation dosimeter (Sharaf, M.A. and Gamal M. Hassan. 2004). 
Ammonium dithionate has been investigated as a potential dosimeter material (Danilczuk, 
M., et al., 2008). The radical signal in irradiated polycrystalline samples is a structureless 
narrow line. Ammonium dithionate was found to be more sensitive an l-α-alanine by a 
factor of seven at he same spectrometer settings. The results indicate that the ammonium 
dithionate can be applied as a dosimeter for situations when a material more sensitive than 
l-α-alanine is needed. 

5.4 Retrospective and emergency dosimetry 
5.4.1 Teeth enamel dosimetry 
The EPR spectrum of irradiated tooth enamel (Shin Toyoda, et al., 2008) contains a 
multitude of signals that can be divided into two categories, radiation-induced and 
radiation insensitive signals (Figure (7)). This approach is an approximation because the 
intensity of the so-called non-radiation sensitive EPR spectral components from tooth 
enamel are also slightly affected by irradiation, which is evident after irradiation with doses 
above one hundred Gray. However, these EPR spectral components can be considered as 
radiation insensitive in the application range of retrospective dosimetry. 
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observed in the peak isolated by direct measurement. A second component was 
uncorrelated with dose. The third component decreased with dose, although this part of the 
spectrum was modeled poorly, perhaps due to the presence of another (fourth) signal in the 
spectrum. Due to the experimental difficulty in interpreting these spectra, and the low 
sensitivity of the application, EPR is not recommended as a substitute for 
thermoluminescent dosimetry of polycrystalline LiF. 
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applications, beside other good dosimetric properties like almost energy independence, 
narrow line and simple spectrum of well-defined radicals, also predictable decay kinetics 
which enable its use as a transfer dosimeter (Maghraby, A., 2007). 
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than the alanine radical at the same dose. Because the SO3- spectrum has negligible high 
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narrow line. Ammonium dithionate was found to be more sensitive an l-α-alanine by a 
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5.4 Retrospective and emergency dosimetry 
5.4.1 Teeth enamel dosimetry 
The EPR spectrum of irradiated tooth enamel (Shin Toyoda, et al., 2008) contains a 
multitude of signals that can be divided into two categories, radiation-induced and 
radiation insensitive signals (Figure (7)). This approach is an approximation because the 
intensity of the so-called non-radiation sensitive EPR spectral components from tooth 
enamel are also slightly affected by irradiation, which is evident after irradiation with doses 
above one hundred Gray. However, these EPR spectral components can be considered as 
radiation insensitive in the application range of retrospective dosimetry. 
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Fig. 7. EPR spectra of tooth enamel after irradiation with different doses: a- 0 Gy; b- 0.3 Gy; 
c- 5 Gy. The dosimetric component of the spectrum after irradiation with 0.3 Gy (in the 
middle – b) is in dark. R is the peak-to-peak amplitude used for EPR reconstruction (IAEA, 
2002). 
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The majority of radiation-induced radicals in tooth enamel are carbonate derived, i.e.,CO2-, 
CO3-, CO-, CO33-, but also radicals derived from phosphate, i.e., PO42-, and oxygen, i.e.,O- and 
O3- were identified. The identification of radicals was based on EPR and ENDOR (Electron 
Nuclear Double Resonance) measurements of irradiated synthetic hydroxyapatite doped with 
13C (Callens, F., et al., 1998). Not all radiation-induced radicals are thermally stable, e.g., the 
CO3-radical, with g-value of the EPR signal ranging from 2.0060 to 2.0122, decays completely 
at room temperature during the first two weeks after irradiation (Callens, F., et al., 1998, Cevc, 
P., et al., 1972, Romanyukha, A., et al., 1996). For dose reconstruction the asymmetric EPR 
signal with g┴=2.0018 and g||=1.9971 (signal maximum at g=2.0032 and minimum at 
g=1.9971) is used. The signal is predominantly derived from stable CO2- radical (IAEA, 2002). 
Two methods have been used to assess the absorbed dose of irradiated enamel by EPR: 
additive re-irradiation and the use of calibration curve, in the additive re-irradiation 
method: the sample is incrementally irradiated to construct a response curve specific to the 
sample in question (Pavlenko, A et al., 2007) as shown in Figure (8). The other method uses a 
universal calibration curve (EPR signal Intensity versus absorbed dose) generated using a 
large blended sample pool of enamel material designed to average the sample-to-sample 
variances. For doses greater than a few hundred mGy, the variation in EPR signal intensity 
from sample to sample for tooth enamel is about 10%, however, dose reconstruction using 
the universal calibration curve method is much less time-consuming and is non destructive 
(Desrosiers, M., and Schauer, D.A., 2001). Some other techniques are not widely used 
(Lanjanian, H., et al., 2008). Some consideration to be taken into account, such as the internal 
irradiation of human body by radioactive cesium isotopes (Borysheva, N., et al., 2007), many 
other influencing parameters have been investigated (El-Faramawy, N., 2008). 
 

 
Fig. 8. The additive dose method for dose reconstruction is based on the re-irradiation  
(d1 – d5) of a tooth sample to obtain a sample-specific dose response curve, which is used to 
back extrapolate to the absorbed dose value (Desrosiers, M., and Schauer, D.A., 2001). 
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The dosimetric response of neutron irradiated human tooth enamel has been investigated 
(Khailov, Artem; et al., 2008). The neutron sensitivity (/Gy-100 mg) of human tooth enamel 
remained constant for various mean neutron energies ranging from 167 to 450 keV. 
Similarly, the EPR signal intensity remained independent of the neutron dose rate variation 
from 0.5 to 2.4 Gy/h (Rao F.H. Khan, et. al., 2004), other studies on the use of deciduous 
teeth have been performed (El-Faramawy, N.A., 2005, El-Faramawy, N., and Wieser, A., 
2006). 

5.4.2 Emergency dosimetry 
There is growing awareness of the need for methodologies that can be used retrospectively 
to provide the dosimetry needed to carry out triage immediately after an event in which 
large numbers of people have potentially received clinically significant doses of ionizing 
radiation (Trompier François, et al., 2008b, Trompier François, et al., 2007a). Although some 
very promising approaches are being developed using biologically based parameters there 
also is recognition that such measurements have the potential to be confounded by other 
physiological and pathophysiological factors that are likely to be present in such event 
(Nicolalde, Roberto J; et al., 2008). 
In contrast, the EPR measurements are based on physical changes in tissues whose 
magnitudes are not affected by the factors that can confound biologically based assessments. 
The EPR methods are based on the generation of stable free radicals, whose magnitude is 
proportional to the total dose of radiation received by the tissue, thereby allowing these 
tissues to be used as endogenous physical dosimeters (Nicolalde, Roberto J; et al., 2008). 
5.4.2.1 Human subjects 
5.4.2.1.1 In vivo EPR measurements of teeth 
In vivo measurements of radiation-induced EPR signals in teeth is a safe technique (Ann 
Barry Flood, et al., 2007) and currently it utilizes a large permanent magnet (40 mT) and, in 
principle, this system could be deployed in the .field using a small vehicle (Dong, Ruhong; 
et al., 2008). While clones of this system (see Figure (9)) would be an effective component of 
large deployment teams, a smaller magnet system would facilitate wider distribution of this 
capability. The feasibility of such magnet systems has been demonstrated (Swartz et al., 
2007). These are in a form that could be incorporated into a helmet-like structure that would 
fit over the head. An intraoral magnet is also being developed. It is anticipated that within 
several years, the technology will be advanced to a point where it may be possible to obtain 
sufficient sensitivity with lower frequencies and thus lower the requirements for the 
magnetic field (Benjamin B. et al., 2008). This would further decrease the size of the magnet 
that is needed.  
A current laboratory-based system (Benjamin B.Williams, et al., 2007) can make 
measurements comfortably in human subjects with a 5-min acquisition time providing dose 
resolution of ±0.75 Gy (1 SD) and a threshold of not more than 2.0 Gy, with the result being 
immediately available. There are a number of areas in which improvements should be 
feasible within 1–2 years. Improvements that are in process include: increasing the 
sensitivity of the existing types of resonators and the number of teeth in which the 
measurement is made by changing the size and/or shape of the resonator (see Figure (10)), 
improving data analysis (Demidenko, E., et al., 2007), increasing microwave power, and 
reducing sources of noise. Dose resolution can be improved immediately by extending the 
time for the measurement, with the increase being proportional to the square root of the  
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Fig. 9. Clinical spectrometer with a volunteer in it (Harold Swartz et al., 2007). 

time of the measurements (i.e. increasing acquisition time from 5 to 20 min would increase  
the resolution by a factor of two) and by making the measurements in more than one tooth 
simultaneously. While the threshold, sensitivity, and accuracy can be improved further, 
there are some caveats that pertain to this method regardless of such improvements. The 
measured quantity is absorbed dose to teeth, not the critical organs of interest in radiation 
protection. This is not a problem if the exposure is homogeneous. In the event of an 
asymmetric exposure it may be feasible to utilize the Monte Carlo simulations of doses to 
human teeth from photon sources of eight standard irradiation geometries that have been 
performed and a set of dose conversion coefficients (DCCs) were calculated for 30 different 
tooth cells (Ulanovsky et al., 2005). DCCs were determined as ratios of tooth absorbed dose 
to air kerma for monoenergetic photon sources. To facilitate handling of the data set a 
software utility has been developed. The utility plots the DCC and computes conversion 
factors from enamel dose to air kerma and from enamel dose to organ dose for user-
supplied discrete and continuous photon spectra.  
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Fig. 10. Spectra from measuring two teeth (upper and lower) simultaneously (Harold Swartz 
et al., 2007). 

The utility of EPR measurements for decision-making will depend on the homogeneity of 
the exposure and the type of radiation. The latter is noted because neutrons contribute very 
little to the EPR signal in teeth due to the low amount of hydrogen atoms in the enamel 
(Zdravkova et al., 2003; Trompier et al., 2004). If the dose has a major contribution from 
ingested or inhaled radionuclides, the dose delivered to the teeth may not closely reflect the 
dose to critical tissues (George A. Alexander et al., 2007). 
5.4.2.1.2 Measurements in .fingernails (or toenails) 
Although it was suggested as early as 1968 (Brady et al., 1968) that fingernails might be 
useful for after-the-fact dosimetry, only recently have the necessary studies been carried out 
to demonstrate convincingly that this approach has potential for use in the field for triage 
and perhaps even fairly precise determination of dose (Hongbin Li, et al., 2008). Preliminary 
results indicate that using simple cuttings from fingernails and X-band (9500 MHz) for the 
measurements, absorbed doses as of 1Gy with an uncertainty of ±0.50 Gy (1 SD) can be 
obtained with currently available techniques and instruments (Romanyukha et al., 2007; 
Trompier François et al., 2007b). If the use of fingernails for field dosimetry continues to 
develop, there should be no difficulty in constructing a field-deployable 9500MHz 
spectrometer for this purpose, which would be lightweight and automated for use by 
minimally trained individuals. The radiation-induced signals in fingernails are stable for at 
least several days (and much longer if the samples are collected within a few hours after the 

 
Ionizing Radiation Induced Radicals 

 

669 

event and stored at low temperature). Because the measurements would be made in vitro, it 
should be possible to calibrate the radiation response of each sample by a simple procedure 
in which radiation is added to the sample. A potential advantage of measurements in 
fingernails, especially if combined with in vivo EPR dosimetry of teeth, include obtaining 
the measurement from a different location on the body (thereby providing a means to assess 
if there was an heterogeneous exposure).  
Potential limitations to this approach may be overcome by simple modification of the 
collection process. For example, cutting of the fingernail can create a mechanically induced 
signal (MIS) that overlaps with the radiation-induced signal (RIS). However, the MIS decays 
rapidly and the decay is greatly accelerated by simple chemical treatment as shown in 
Figure (11), (Xiaoming He, et al., 2008, Dean Wilcox, et al., 2008). The influence of this MIS 
also can be removed by appropriate data processing because the shape is different from the 
RIS (Swarts Steven, et al., 2008). As is the case with any technique that requires removal of a 
sample from the subject, there is a potential for mislabeling the sample. This problem can be 
reduced by the development of automated procedures to rapidly remove any MIS and, if 
necessary, to calibrate the individual sample. Because only minimal manipulation of the 
sample is required and the measurement can be made within 5 min, it is feasible to 
determine the absorbed dose while the subject is still present. Finally, this method may not 
be applicable in children where nail volume is low (George A. Alexander, et al., 2007). 
Recently, doses in the range of 0.4 Gy could be detected using more sensitive EPR 
spectrometer with a resonator of high quality factor (Hirosuke Suzuki, 2008). 
 

 
Fig. 11. EPR Spectra of fingernails treated with dithiothritol for 20 min after receiving 
different radiation doses (Romanyukha , a., et al., 2007). 
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5.4.2.1.3 Hai 
Hair is composed mainly of alpha keratin same like fingernails, however its use as 
accidental dosimeter is limited because of the melanin pigments (Trivedi, A., and Grenstock, 
C., 1993). Some attempts were performed to study different hair types, with different 
pigments, but it was found that hair EPR signal exhibit some complexities that limit its use 
in dose evaluation. On the other hand, recently, melanin itself (in hair) was used to indicate 
the presence of radiation-induced radicals (Thomas Herrling et al., 2008). 
5.4.2.1.4 Measurements in “biopsies” of teeth using 9500 MHz EPR 
Many studies have demonstrated that retrospective measurements of dose by examination 
of isolated teeth with higher frequency EPR can provide very accurate estimates of dose at 
times ranging from immediately after the exposure to archeologically relevant times 
(Desrosiers and Schauer, 2001). The practical problem with this approach for acute 
dosimetry is the need to remove the tooth from the mouth. It now appears feasible, 
however, to obtain small samples from teeth rapidly and in a cosmetically acceptable 
manner. Small amounts can be used because of the increased sensitivity of higher frequency 
EPR and, there may be advantages in using frequencies even higher than 9500 MHz. Such a 
process could be very useful for triage and early assessment of dose to help in the 
determination of therapeutic intervention. Even if the technique of tooth biopsy does not 
fully meet the expectations, there may be situations where the value of the information that 
would be obtained would justify the removal of a tooth for in vitro measurement. The latter 
approach might be applicable in subjects for whom there are other indications of a 
potentially life-threatening dose and it is essential to verify the dose so that potentially risky 
therapies can be applied appropriately (George A. Alexander, et al., 2007). 
5.4.2.1.5 Other tissues 
Several reports in the literature have described the effects of radiation in workers who 
exposed their fingers to intense radioactive sources. The radiation injuries occurring after 
local exposure to a high dose (20 to 100 Gy) could lead to the need for amputation. It has 
been investigated the use of low-frequency EPR spectroscopy to evaluate non-invasively the 
absorbed dose. Low-frequency microwaves are indeed less absorbed by water and penetrate 
more deeply into living material (~10 mm in tissues using 1 GHz spectrometers). 
Preliminary results obtained with baboon and human fingers compared with human dry 
phalanxes placed inside a surface-coil resonator. The EPR signal increased linearly with the 
dose. The ratio of the slopes of the dry bone to whole finger linear regression lines was 
around 5. The detection limit achievable with the present spectrometer and resonator is 
around 60 Gy, which is well within the range of accidentally exposed fingers (Zdravkova, 
M. et Al., 2004). 
5.4.2.2 Non-human subjects 
This item may contain everything man uses: his food, clothes, tools, constructive materials, 
plastics (Trompier François; et al., 2008a) and so many things that can be found in the day 
life. These things around the man receive same (more or less) radiation dose in case of 
radiation accidents, hence evaluation of radiation doses using these objects may reflect to a 
close relation some details. Materials have been investigated by different techniques: sugar, 
wall bricks, roof tiles, plastics, watch glass, ruby present in watches, medicines carried by 
persons and shell button (Baffa, O. 1, et al., 2008). Sweeteners based on saccharine, 
cyclamate, stevia and aspartame may be used. 
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A preliminary study of EPR signals of watch glass carried out by Wu (Wu, K., et al., 1995) 
and Trompier François (Trompier François, et al., 2008c) had suggested that it was an 
appropriate dosimeter. A large number of watch glass and display windows of mobile 
phone with EPR techniques to study the variability of dosimetric properties among the 
different types of sample. Dose response, signal stability and effects of storage conditions 
was presented (Bassinet, Céline; et al., 2008).  
Egg shell was used as accidental EPR dosimeter, as it contains Calcium carbonate CaCO3 
(Da Costa, Z.M., et al., 2007), dose response is linear from the range of 3 Gy to 1kGy, and no 
dose rate dependence was observed. 

5.4.3 Environmental dosimetry 
Concern regarding the possibility of criminal or terrorist use of nuclear materials has led to 
an interest in developing the capability to measure radiation dose in a variety of natural and 
man-made materials. One such novel EPR dosimeter is drywall, a common construction 
material composed largely of gypsum (calcium sulphate dihydrate). A radiosensitive EPR 
signal in drywall has been observed, and suitable dose measurement protocols have been 
developed (Thompson, Jeroen W. et al., 2008). In other study, investigation of radiation 
induced radicals in coral reefs revealed that microcrystalline aragonite radicals can be used 
for environmental dosimetry purposes (Sharaf, M.A. and Gamal M. Hassan. 2004). Some 
attempts to follow the changes in sealevel were performed via the 230Th/234U–ESR combined 
analysis for corals (Bonnie A.B. et al., 2007). 

6. Dating 
ESR has increasingly contributed to interdisciplinary research, such as dating of geological 
and archaeological materials (Dobosz, B., and Krzyminiewski, R. et al., 2007). Geosciences 
benefit from the potential of ESR spectroscopy to date minerals (e.g. carbonate deposits, 
calcites, silica, phosphates, etc.) (Thompson, J. and Schwarcz, H.P. 2008), and fossils (e.g. 
shells, corals, bones, teeth) (Ikeya, 2002). Noticeable progress in dating has, for instance, 
recently been reported on ESR studies (Skinner, Anne R. 2008) of limestones from 
Cretaceous–Tertiary boundary on the extinction theory of the dinosaurs 65 million years ago 
(Griscom and Beltrán-Lopez, 2002), and on ESR dating of the most ancient human 
settlements in Europe by ESR spectroscopy of fossil herbivorous teeth, coupled with U-
series measurements, to model the uptake of uranium (Falguéres et al., 2002). The very long 
lifetime of some signals allows ESR to provide information over the entire span of human 
evolution. A survey on the present state in geological dating using ESR is given by Skinner 
(2000) and Skinner et al. (2002) (Dieter F. Regulla, 2005). 
Dating of megafauna can contribute to the better knowledge of megafauna presence in this 
region as well as to the events associated to the extinction of these species. In some cases 
ESR is an interesting possibility of dating, since no remains of compounds containing C-14 
can be found (Oliveira, L., et al., 2008). 
Also, dating of barnacles may reflect past sealevel and sea level changes (Skinner, Anne, et 
al., 2008). Knowing the dates of these changes can constrain the periods of regional hominid 
occupation and provide a better understanding of local and global environments. Also, 
dating of teeth may lead to the accurate determination of sedimentation rates, improving the 
age estimates for humids and other Paleolithic cultural deposits (Anne R. Skinner, et al., 
2008). 
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5.4.2.1.3 Hai 
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7. Uncertainties 
One of the problems in evaluation of uncertainty in EPR tooth dosimetry is that different 
factors that influence the total uncertainty cannot be separated. Another problem is that 
blank samples are absent resulting into a lack of calibration standards. Each tooth extracted 
for medical indications has its own age that starts from hydroxiapatite formation. Due to 
natural radiation exposure there are not any tooth enamel with zero dose. Therefore, each 
tooth accumulates some unknown dose doe to natural background (Shishkina E., et al., 
2008). 
For the reasons above, the accuracy of EPR dosimetry is not a trivial task. A new approach 
for estimation of the uncertainty using combination of physical and numerical (Monte Carlo 
simulation) experiments has been developed. The exp erimental basis of that work was the 
results of intercomparison of three EPR laboratories: GSF (Munich, Germany); ISS (Rome, 
Italy) and IMP (Ekaterinburg, Russia). 
Results of the study show that EPR measurement uncertainty depends on both amplitude of 
signal and sample mass. Moreover, statistical modeling of EPR signal demonstrates the 
presence of not only a random error of signal evaluation but also a systematic bias of spectra 
processing that depend on amplitude (Shishkina E., et al., 2008). 
For radiation therapy, a small uncertainty of the applied dose is required. The uncertainty 
budget for the alanine/ESR dosimetry system of the Physikalisch-Technische Bundesanstalt 
(PTB) was determined, which relies on the use of a reference sample. A method is also 
presented which allows a reduction of the influence of fading or other changes of the ESR 
amplitude of irradiated alanine probes with time. If certain conditions are met which are 
described in detail, a relative uncertainty of less than 0.5% can be reached for probes 
irradiated with 60Co in the 5–25 Gy dose range, including the uncertainty of the primary 
standard (Krauss, A. 2006). First results for dose values between 2 Gy and 10 Gy are 
presented as well (Mathias Anton, 2006). More methods of evaluation of uncertainties of 
alanine dosimetry can be found elsewhere (Bartolotta, A., et al., 1993, Bergstrand, S., et al., 
1998, Kojima, T., et al., 1999, Nagy, V., et al., 2002). 
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1. Introduction

An important atmospheric state variable, driven by space weather phenomena, is the ionizing
radiation field. The two sources of atmospheric ionizing radiation are: (1) the ever-present,
background galactic cosmic rays (GCR), with origins outside the solar system, and (2) the
transient solar energetic particle (SEP) events (or solar cosmic rays), which are associated
with eruptions on the Sun’s surface lasting for several hours to days with widely varying
intensity. Quantifying the levels of atmospheric ionizing radiation is of particular interest
to the aviation industry since it is the primary source of human exposure to high-linear
energy transfer (LET) radiation. High-LET radiation is effective at directly breaking DNA
strands in biological tissue, or producing chemically active radicals in tissue that alter the cell
function, both of which can lead to cancer or other adverse health effects (Wilson et al., 2003;
2005b). Studies of flight attendants have suggested adverse reproductive health outcomes
(Aspholm et al., 1999; Lauria et al., 2006; Waters et al., 2000). The International Commission
on Radiological Protection (ICRP) classify crews of commercial aircraft as radiation workers
(ICRP, 1991). The US National Council on Radiation Protection and Measurements (NCRP)
reported that among radiation workers monitored with recordable dose, the largest average
effective dose in 2006 (3.07 mSv) was found in flight crew. In contrast, the average for the
workers with the second largest effective dose, commercial nuclear power workers, was
1.87 mSv (NCRP, 2009). However, aircrew are the only occupational group exposed to
unquantified and undocumented levels of radiation. Furthermore, the current guidelines for
maximum public and prenatal exposure can be exceeded during a single solar storm event for
commercial passengers on intercontinental or cross-polar routes, or by frequent use (∼ 10-20
flights per year) of these high-latitude routes even during background conditions (AMS, 2007;
Copeland et al., 2008; Dyer et al., 2009).

There is an important national need to understand and to predict the real-time radiation
levels for the commercial aviation industry and the flying public, which has broad societal,
public health, and economic benefits. NASA has met this need by developing the
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reported that among radiation workers monitored with recordable dose, the largest average
effective dose in 2006 (3.07 mSv) was found in flight crew. In contrast, the average for the
workers with the second largest effective dose, commercial nuclear power workers, was
1.87 mSv (NCRP, 2009). However, aircrew are the only occupational group exposed to
unquantified and undocumented levels of radiation. Furthermore, the current guidelines for
maximum public and prenatal exposure can be exceeded during a single solar storm event for
commercial passengers on intercontinental or cross-polar routes, or by frequent use (∼ 10-20
flights per year) of these high-latitude routes even during background conditions (AMS, 2007;
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There is an important national need to understand and to predict the real-time radiation
levels for the commercial aviation industry and the flying public, which has broad societal,
public health, and economic benefits. NASA has met this need by developing the
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first-ever, real-time, global, physics-based, data-driven model for the prediction of biologically
hazardous atmospheric radiation exposure. The model is called Nowcast of Atmospheric
Ionizing Radiation for Aviation Safety (NAIRAS). In this chapter the underlying physics of
the NAIRAS model is reviewed and some of the key results and applications of the model
are presented. More specifically, the materials reviewed are the latest understanding in the
physics and transport of atmospheric ionizing radiation from galactic and solar cosmic rays,
the influence of space weather on the atmospheric ionizing radiation field, basic radiation
dosimetry applied to atmospheric exposure, and the latest epidemiological understanding of
radiation effects on pilots and aircrew.

2. Scientific and historical overview

2.1 Basics on cosmic rays and matter interactions

GCR consist of roughly 90% protons and 8% helium nuclei with the remainder being heavier
nuclei and electrons (Gaisser, 1990). When these particles penetrate the magnetic fields of the
solar system and the Earth and reach the Earth’s atmosphere, they collide with air molecules
and create cascades of secondary radiations of every kind (Reitz et al., 1993). The collisions
are primarily due to Coulomb interactions of the GCR particle with orbital electrons of the
air molecules, delivering small amounts of energy to the orbital electrons and leaving behind
electron-ion pairs (Wilson et al., 1991). The ejected electrons usually have sufficient energy
to undergo similar ionizing events. The cosmic ray ions lose a small fraction of their energy
and must suffer many of these atomic collisions before slowing down. On rare occasions
the cosmic ray ion will collide with the nucleus of an air molecule in which large energies are
exchanged and the ion and nucleus are dramatically changed by the violence of the event. The
remnant nucleus is highly disfigured and unstable, emitting further air nuclear constituents
and decaying through the usual radioactivity channels (Wilson et al., 1991). One of the
most important secondary particles created in GCR-air interactions is the neutron. Because
of its charge neutrality, the neutron penetrates deep into the atmosphere, causing further
ionization events along its path and contributing over half the atmospheric radiation exposure
at typical commercial airline altitudes (Wilson et al., 2003). Furthermore, neutron exposures
pose a relatively high health risk, since the massive low-energy ions resulting from neutron
interactions always produce copious ions in the struck cell and repair is less efficient for these
events (Wilson, 2000).

The intensity of the atmospheric radiations, composed of GCR primary and secondary
particles, their energy distribution, and their effects on aircraft occupants vary with altitude,
location in the geomagnetic field, and the time in the sun’s magnetic activity (solar) cycle
(Heinrich et al., 1999; Reitz et al., 1993; Wilson, 2000). The atmosphere provides material
shielding, which depends on the overhead atmospheric depth. The geomagnetic field
provides a different kind of shielding, by deflecting low-momentum charged particles back
to space. Because of the orientation of the geomagnetic field, which is predominately dipolar
in nature, the polar regions and high latitudes are susceptible to penetrating GCR (and SEP)
particles. At each geographic location, the minimum momentum per unit charge (magnetic
rigidity) a vertically incident particle can have and still reach a given location above the earth
is called the vertical geomagnetic cutoff rigidity. The local flux of incident GCR at a given time
varies widely with geomagnetic location and the solar modulation level. When solar activity
is high, GCR flux is low, and vice versa. The dynamical balance between outward convective
flux of solar wind and the inward diffusive flux of GCR is responsible for the anti-correlation
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between the incident GCR and the modulation level of solar cycle activity (Clem et al., 1996;
Parker, 1965).

It is now generally understood that SEP events arise from coronal mass ejections (CME) from
active regions on the solar surface (Kahler, 2001; Wilson et al., 2005b). The CME propagates
through interplanetary space carrying along with it the local surface magnetic field frozen
into the ejected mass. There is a transition (shock) region between the normal sectored
magnetic structure of interplanetary space and the fields frozen into the ejected mass, where
the interplanetary gas is accelerated forming the SEP. As the accelerated region passes an
observation point, the flux intensity is observed to increase dramatically, and no upper limit
in intensity is known within the shock region. The SEP energy spectrum obtained in the
acceleration process is related to the plasma density and CME velocity. During a solar storm
CME event, the number flux distribution incident at Earth’s atmosphere is a combination of
the GCR and SEP distributions. The SEP-air interaction mechanisms are the same as GCR-air
interactions described above. The atmospheric radiations caused by a SEP also vary with
altitude and geomagnetic field.

2.2 Commercial aircraft radiation exposure

GCR radiations that penetrate the atmosphere and reach the ground are low in intensity.
However, the intensities are more than two orders of magnitude greater at commercial aircraft
altitudes. At the higher altitudes of High Speed Civil Transport (HSCT), the GCR intensity
is another two orders of magnitude higher (Wilson et al., 2003). When the possibility of
high-altitude supersonic commercial aviation was first seriously proposed (The Supersonic
Transport program proposed in 1961), Foelsche brought to light a number of concerns about
associated atmospheric radiation exposure due to GCR and SEP, including the secondary
radiations (Foelsche, 1961; Foelsche & Graul, 1962). Subsequently, Foelsche et al. (1974)
conducted a detailed study of atmospheric ionizing radiation at high altitudes from 1965 to
1971 at the NASA Langley Research Center (LaRC). The study included a comprehensive
flight program in addition to theoretical investigations. The measured data and theoretical
calculations were integrated into a parametric Atmospheric Ionizing Radiation (AIR) model
(Wilson et al., 1991). Prior to that study the role of atmospheric neutrons in radiation exposure
was generally regarded as negligible (Upton et al., 1966). The LaRC studies revealed neutron
radiation to be a major contributor to aircraft GCR exposure. Still the exposure levels were
comfortably below allowable exposure limits for the block hours typical of airline crews of
that time, except during a possible SEP event (less than 500 block hours were typical of the
1960’s, although regulation allowed up to 1000 hours). Assessments of radiation exposure
extending back to the 1930’s for former Pan Am flight attendants were conducted by Waters
et al. (2009) and Anderson et al. (2011).

There have been a number of significant changes since the original work of Foelsche (Wilson
et al., 2003). A partial list of these changes, relevant to the development of the NAIRAS
model, are: (1) the highly ionizing components of atmospheric radiations are found to be
more biologically damaging than previously assumed and the associated relative biological
effectiveness for fatal cancer has been increased (ICRP, 1991; ICRU, 1986); (2) recent animal
and human studies indicate large relative biological effectiveness requiring protection for
reproductive exposure (BEIR V, 1990; Chen et al., 2005; Fanton & Gold, 1991; Jiang et al., 1994;
Ogilvy-Stuart & Shalet, 1993); (3) recent epidemiological studies (especially the data on solid
tumors) and more recent atom-bomb survivor dosimetry have resulted in higher radiation
risk coefficients for gamma rays (ICRP, 1991; NAS/NRC, 1980; UNSCEAR, 1988), resulting in
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and human studies indicate large relative biological effectiveness requiring protection for
reproductive exposure (BEIR V, 1990; Chen et al., 2005; Fanton & Gold, 1991; Jiang et al., 1994;
Ogilvy-Stuart & Shalet, 1993); (3) recent epidemiological studies (especially the data on solid
tumors) and more recent atom-bomb survivor dosimetry have resulted in higher radiation
risk coefficients for gamma rays (ICRP, 1991; NAS/NRC, 1980; UNSCEAR, 1988), resulting in
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lower proposed permissible limits (ICRP, 1991; NCRP, 1993); (4) subsequent to deregulation
of the airline industry, flight crews are logging greatly increased hours (Barish, 1990; Bramlitt,
1985; Friedberg et al., 1989; Grajewski et al., 2011; Wilson & Townsend, 1988); and (5) airline
crew members are now classified by some agencies as radiation workers (ICRP, 1991).

The last point (i.e., (5)) is particularly illuminating. Aircrews may even receive exposures
above recently recommended allowable limits for radiation workers when flying the
maximum allowable number of flight hours. Reviews (Hammer et al., 2009) and
meta-analyses (Buja et al., 2005; 2006) of cancer studies among flight crew have found excesses
of breast cancer and melanoma and possible excesses for other sites. Increasing risk trends
with radiation exposure have not been consistently identified, likely due to the limitations
of the exposure metrics used (Waters et al., 2000). There is further concern for reproductive
health from exposure to high altitude and/or high-latitude flights, as the US National Institute
for Occupational Safety and Health (NIOSH) continues to study adverse pregnancy outcomes
among commercial flight attendants (Waters et al., 2000). US pilots have been exposed to
increasing levels of ionizing radiation since the 1990s (Grajewski et al., 2011). Frequent-flyer
business passengers are likely exposed to even higher doses than aircrew, since flight hours
are not restricted for airline passengers. In addition, if a large SEP occurs during flight, both
passengers and pregnant crew may greatly exceed allowable limits (Barish, 2004).

(a) AIR Neutron Flux and Ionization Rates (b) AIR Dose Equivalent Rates

Fig. 1. (a) Neutron flux and ionization rate profiles for various latitudes, solar activity levels,
and seasons. The blue lines represent solar maximum conditions. The green lines represent
solar minimum conditions. The top row corresponds to January atmospheric conditions
while the bottom row corresponds to July. (b) Neutron and ion dose equivalent rates profiles
for the same latitudes, solar activity levels, and seasons indicated in (a).

The original LaRC study (1965 to 1971) commissioned over 300 flights over most of the
duration of solar cycle 20 on high-altitude aircraft and balloons to study both the background
radiation levels over the solar cycle and to make measurements during SEP events. The
LaRC flight package consisted of a 1-10 MeV neutron spectrometer, tissue equivalent ion
chamber, and nuclear emulsion for nuclear reaction rates in tissue. Monte Carlo calculations
(Lambiotte et al., 1971; Wilson et al., 1970) for incident GCR protons were used to extend
the neutron spectrum to high energies. The measured data were combined with the
theoretical calculations and integrated into the parametric AIR model, parameterized by
neutron monitor count rate, vertical geomagnetic cutoff rigidity, and atmospheric depth.
Solar cycle modulation of the GCR spectrum is parameterized by the ground-level neutron
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monitor count rates. Geomagnetic momentum shielding and overhead atmospheric shielding
are parameterized by the vertical geomagnetic cutoff rigidity and atmospheric depth,
respectively. The neutron flux (cm−2 sec−1) component to the atmospheric radiations is
converted to dose equivalent rate and total dose rate using 3.14 Sv cm2 sec hr−1 and 0.5 Gy
cm2 sec hr−1, respectively. The charged particle component of the atmospheric radiations
is obtained from data taken by Neher (1961; 1967; 1971) and Neher & Anderson (1962) as
compiled S. B. Curtis (Boeing 1969) and utilized by Wallance & Sondhaus (1978). The charge
particle atmospheric ionization rates are directly converted to dose equivalent rate and total
dose rate using measurement data from the tissue equivalent ion chamber. Nuclear stars in
tissue are estimated from the nuclear emulsion measurement data after subtraction of the
neutron-induced stars (Wilson et al., 1991). Recent updates to the parametric AIR model are
described by Mertens et al. (2007a).

Figure 1a shows altitude profiles of neutron flux and ionization rates computed from the AIR
model for summer and winter seasons at various latitudes in the northern hemisphere, for
both solar maximum and solar minimum conditions. Figure 1b shows the corresponding
profiles of dose equivalent rates. In this context, dose rate refers to the rate at which radiation
energy is absorbed in human tissue per unit mass. The unit of dose is Gray (1 Gy = 6.24x1012

MeV kg−1). Dose equivalent rate is the sum of the dose (Gy) from each radiation particle,
which each particle dose weighted by a factor related to the potential to inflict biological
damage (Mertens et al., 2007a). The unit of dose equivalent is Sievert (Sv). Dose equivalent
is closely related to biological risk due to radiation exposure (Wilson, 2000). The dosimetric
quantities are discussed in more detail in section 3.6.

(a) AIR Dose Equivalent Rates: Solar Max (b) AIR Dose Equivalent Rates: Solar Min

Fig. 2. (a) Global distribution of dose equivalent rate (mSv/1000 hr) predicted by the
parametric AIR model at 12 km for solar maximum conditions (year 2000) of cycle 23. (b) The
same as in (a) but for solar minimum conditions (year 1996) of cycle 22.

The two most noticeable features in Figure 1 are: (1) the significant increase in flux, ionization
rates, and dose equivalent rates at high-latitudes, and (2) the peak in these quantities occur
near the typical cruising altitudes of commercial aircraft flying international routes (∼ 10-12
km). The low altitude results are less reliable because of the limited altitude range of the
balloon and flight measurements used to develop the AIR parameterizations. The first point
is underscored in Figure 2, which shows global maps of the dose equivalent rates computed
from the parametric AIR model for summer and winter northern hemisphere seasons at 12
km for both solar minimum and solar maximum conditions. The solar cycle variation in the
dose equivalent rates is governed by modulation of the local interstellar spectrum of GCR
particles by the heliospheric solar wind and interplanetary magnetic field (Mertens et al.,
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cm2 sec hr−1, respectively. The charged particle component of the atmospheric radiations
is obtained from data taken by Neher (1961; 1967; 1971) and Neher & Anderson (1962) as
compiled S. B. Curtis (Boeing 1969) and utilized by Wallance & Sondhaus (1978). The charge
particle atmospheric ionization rates are directly converted to dose equivalent rate and total
dose rate using measurement data from the tissue equivalent ion chamber. Nuclear stars in
tissue are estimated from the nuclear emulsion measurement data after subtraction of the
neutron-induced stars (Wilson et al., 1991). Recent updates to the parametric AIR model are
described by Mertens et al. (2007a).

Figure 1a shows altitude profiles of neutron flux and ionization rates computed from the AIR
model for summer and winter seasons at various latitudes in the northern hemisphere, for
both solar maximum and solar minimum conditions. Figure 1b shows the corresponding
profiles of dose equivalent rates. In this context, dose rate refers to the rate at which radiation
energy is absorbed in human tissue per unit mass. The unit of dose is Gray (1 Gy = 6.24x1012

MeV kg−1). Dose equivalent rate is the sum of the dose (Gy) from each radiation particle,
which each particle dose weighted by a factor related to the potential to inflict biological
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is closely related to biological risk due to radiation exposure (Wilson, 2000). The dosimetric
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Fig. 2. (a) Global distribution of dose equivalent rate (mSv/1000 hr) predicted by the
parametric AIR model at 12 km for solar maximum conditions (year 2000) of cycle 23. (b) The
same as in (a) but for solar minimum conditions (year 1996) of cycle 22.

The two most noticeable features in Figure 1 are: (1) the significant increase in flux, ionization
rates, and dose equivalent rates at high-latitudes, and (2) the peak in these quantities occur
near the typical cruising altitudes of commercial aircraft flying international routes (∼ 10-12
km). The low altitude results are less reliable because of the limited altitude range of the
balloon and flight measurements used to develop the AIR parameterizations. The first point
is underscored in Figure 2, which shows global maps of the dose equivalent rates computed
from the parametric AIR model for summer and winter northern hemisphere seasons at 12
km for both solar minimum and solar maximum conditions. The solar cycle variation in the
dose equivalent rates is governed by modulation of the local interstellar spectrum of GCR
particles by the heliospheric solar wind and interplanetary magnetic field (Mertens et al.,
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2008; 2007a; Wilson et al., 2003; 1991). The latitudinal variation in the dose equivalent rates is
determined by the low-momentum shielding provided by the Earth’s magnetic field (Mertens
et al., 2010a; 2009; 2008; 2007a; Wilson et al., 2003; 1991). The seasonal variations in the dose
equivalent rates are determined by the seasonal variations in the overhead atmospheric mass
at a fixed altitude (Mertens et al., 2008; 2007a; Wilson et al., 2003; 1991). These space weather
and meteorological influences on atmospheric radiation exposure are discussed more fully in
sections 3 and 4.

An important point to note is that the North Atlantic corridor region is one of the busiest in
the world and comprises the most highly exposed routes in airline operations. This is clearly
seen in Figure 2. High-latitude flights, polar flights, and flights over Canada are among the
most highly exposed. The maximum GCR radiation exposure occurs during solar minimum
conditions. The annual level of GCR exposure to pilots flying high-latitude routes and logging
maximum flight hours (1000-hours) is sufficient to trigger individual monitoring and medical
surveillance in the European Union (EU) states. Low latitude flights, on the other hand, are
minimally exposed to cosmic ray radiation.

Fig. 3. Accumulated dose equivalent (mSv) predicted by the parametric AIR model as a
function of accumulated flight time (hrs) at 12 km for representative high-latitude
commercial routes. The solid lines denote solar minimum conditions (year 1996) while the
dashed lines denote solar maximum (year 2000) conditions. The top two horizontal lines
indicate the recommended ICRP and NCRP annual exposure limits for radiation workers,
respectively. The bottom horizontal line shows the ICRP recommended prenatal and annual
public exposure limits. The “EU Action Level” horizontal line is described in section 2.3
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2.3 The NAIRAS decision support system

To place biological risk to high-latitude commercial aircrew and passengers from high-LET
radiation exposure into context, consider the accumulated dose equivalent shown in Figure
3 for representative high-latitude commercial routes. The accumulated dose equivalent in
Figure 3 is from GCR radiation exposure predicted by the parametric AIR model for both
solar maximum and solar minimum conditions. The ICRP recommends 20 mSv as the annual
occupational radiation worker limit (ICRP, 2008; 1991; Wilson, 2000; Wilson et al., 2003).
The National Committee on Radiological Protection (NCRP) recommends 10 mSv as the
annual occupational radiation worker limit (a conservative reconciliation of the NCRP 10*age
occupational lifetime limit with its annual occupational limit of 50mSv/yr; see Wilson (2000);
Wilson et al. (2003).). The recommended ICRP annual public limit and prenatal exposure limit
is 1 mSv. These limits are shown as horizontal black lines in Figure 3.

The Council of the EU adopted Directive 96/20/EURATOM on 13 May 1996. Article 42 of
the EU Directive imposes requirements relating to the assessment and limitation of aircrew
cosmic ray radiation exposure (AMS, 2007). EU Member States were required to implement
the Directive by 13 May 2000 through national legislation. Consistent with “best practice”
radiation protection procedures, which is to keep all radiation exposures as low as reasonably
achievable (i.e., the ALARA principle), the EU has also adopted an "action level" of 6 mSv/yr.
The EU action level is also shown as a horizontal black line in Figure 3. For those likely
to exceed 6 mSv/yr, individual record keeping and medical surveillance is required of the
aircraft operators (Dyer & Lei, 2001). For exposures less than 6 mSv/yr, monitoring is only
recommended and the actual implementation of these recommendation varies among the EU
Member States (Meier et al., 2009). The EU Directive recommendation is that individual
exposure is assessed by the aircraft operators if one is likely to exceed 1 mSv/yr, and that
workers are educated on radiation health risks and work schedules are adjusted to ensure
that the 6 mSv/yr level is not exceeded (EURADOS, 1996).

The results from the parametric AIR model in Figure 3 indicate that high-latitude flying
commercial aircrew will trigger the “EU action level“ for annual flight hours more than
∼ 500-600 hours during solar minimum and more than ∼ 800-900 hours during solar
maximum conditions. The recommended ICRP annual public and prenatal limit is quite
low. From Figure 3, the public/prenatal limit can be exceeded in 100 hours of flight time.
For high-latitude and polar flights, the dose equivalent rate is on the order of ∼ 10 uSv/hr
(Copeland et al., 2008; Dyer et al., 2009; Mertens et al., 2008; 2007a). An accumulated 100
hours of flight time can be accrued from 10-20 international flights with roughly 5-10 hours of
flight time per flight. Thus, at an average high-latitude GCR exposure rate of 10 uSv/hr, the
ICRP annual public and prenatal limit can be exceeded in 10-20 flights.

Recognizing the potential impact on present day passenger and crew exposures - due to
the changes since the original work of Foelsche, as described in section 2.2, combined with
the results shown in Figure 3 - further studies were initiated at LaRC. A new radiation
measurement flight campaign was formulated and executed, consisting of a collaboration of
fourteen institutions in five countries with a contribution of eighteen instruments to the flight
program. New measurements and advances in theoretical modeling followed (Clem et al.,
1996; Wilson et al., 2003), which culminated in the AIR workshop (Wilson et al., 2003).

Following the recent LaRC-sponsored AIR workshop, a number of recommendations for
future work were put forth (Wilson et al., 2003). The recommendations relevant to the
NAIRAS model development are: (1) utilize satellite input data to provide real-time mapping
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of GCR and SEP radiation levels to provide guidance in exposure avoidance; and (2) utilize
state-of-the-art transport codes and nuclear databases to generate input data to the AIR
model. The NAIRAS model addresses these two recommendations, but significantly goes
beyond recommendation (2) by using physics-based, state-of-the-art transport code directly
in simulating the atmospheric radiation exposure levels. The details of the NAIRAS model
are given in section 3.

There are also economic consequences to the issue of aircraft radiation exposure. Over the
last decade, airspace over Russian and China has opened up to commercial traffic, allowing
for polar routes between North America and Asia (AMS, 2007). These cross-polar routes
reduce flight time and operational cost; thus, the number of cross-polar commercial routes
has increased exponentially. The typical cost savings from a cross-polar route from the US
to China is between $35,000 and $45,000 per flight compared to the previous non-polar route
(DOC, 2004). However, the polar region receives the largest quantity of radiation because the
shielding provided by Earth’s magnetic field rapidly approaches zero near the magnetic pole.
On the other hand, the economic loss to an airline from rerouting a polar flight in response
to an SEP warning, for example, can be a factor of three greater than the original cost-savings
of flying the polar route if fuel stops and layovers are necessary. Thus, the cost to reroute
a cross-polar route can be as much as $100,000 per flight (DOC, 2004). Consequently, an
aircraft radiation prediction model must also be accurate to minimize radiation risks while
simultaneously minimizing significant monetary loss to the commercial aviation industry.

The goal of the NAIRAS model is to provide a new decision support system for the
National Oceanic and Atmospheric Administration (NOAA) Space Weather Prediction Center
(SWPC) that currently does not exist, but is essential for providing the commercial aviation
industry with data products that will enable airlines to achieve the right balance between
minimizing flight cost while at the same time minimizing radiation risk. NOAA/SWPC is
the main provider of real-time space weather nowcasts and forecasts, both nationally and
internationally. However, there are no existing data or models, within NOAA/SWPC or
outside NOAA/SWPC, that provide a comprehensive (i.e., comprehensive in terms of input
observation data included and comprehensive in terms of the transport physics included
in the real-time calculations), global, real-time assessment of the radiation fields that affect
human health and safety. NAIRAS is the first-ever, global, real-time, data-driven model
that predicts aircraft ionizing radiation exposure, including both GCR and SEP exposures.
Thus, the NAIRAS model addresses an important national and international need with broad
societal, public health and economic benefits. A detailed description of the NAIRAS model is
given in the next section.

3. Description of NAIRAS model components

NAIRAS is an operational model for predicting aircraft radiation exposure from galactic
and solar cosmic rays (Mertens et al., 2010a; 2009; 2008; 2007a). The NAIRAS
prototype model development was funded by the NASA Applied Sciences / Aviation
Weather Program. Real-time exposure rate graphical and tabular data products from
the operational prototype are streaming live from the NAIRAS public web site at
http://sol.spacenvironment.net/~nairas/ (or, just google NAIRAS to locate web
site). A subset of the NAIRAS real-time graphical products are available on the SpaceWx
smartphone app for iPhone, IPad, and Android.

NAIRAS provides data-driven, global, real-time predictions of atmospheric ionizing radiation
exposure rates on a geographic 1x1 degree latitude and longitude grid from the surface of
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the Earth to 100 km with a vertical resolution of 1 km. The real-time, global predictions are
updated every hour. NAIRAS has adopted, as far as possible, the meteorological weather
forecasting paradigm of combining physics-based forecast models with data assimilation
techniques. Physics-based models are utilized within NAIRAS to transport cosmic rays
through three distinct material media: the heliosphere, Earth’s magnetosphere, and the
neutral atmosphere. While the quantity of observations relevant to radiation exposure
predictions is currently too sparse to apply data assimilation techniques per se, nevertheless,
as much real-time measurement data as possible are utilized. The real-time measurement data
are used to: (1) specify the ionizing radiation field at the boundaries of the aforementioned
material media, and (2) characterize the internal properties of the aforementioned material
media. The real-time measurements provide necessary observational constraints on the
physics-based models that improve simulations of the transport and transmutations of cosmic
ray radiation through the heliosphere, magnetosphere, and atmosphere.

(a) Neutron Monitor Count Rates

(b) Solar Modulation Parameter

Fig. 4. (a) Monthly-mean neutron monitor count rates from Thule, Izmiran (or Moscow),
Lomnicky, and Oulu sites. The vertical dashed lines show ground level enhancement (GLE)
events. The time period is 1960-2005. (b) Monthly-mean solar modulation parameter (Φ(t))
predicted by the monthly-mean neutron monitor count rates shown in (a). The reference
solar modulation parameters ΦCLIMAX and ΦACE are also shown.

There are a number of models currently in use for calculating GCR radiation exposure at
aircraft altitudes. The CARI-6 model utilizes a database of transport calculations generated
by the deterministic LUIN code for a wide variety of geographic locations, altitudes, and
solar activity levels (O’Brien et al., 1998; 2003). The EPCARD model is based on a similar
approach, but uses the Monte Carlo FLUKA code for the transport calculations (Schraube
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site). A subset of the NAIRAS real-time graphical products are available on the SpaceWx
smartphone app for iPhone, IPad, and Android.

NAIRAS provides data-driven, global, real-time predictions of atmospheric ionizing radiation
exposure rates on a geographic 1x1 degree latitude and longitude grid from the surface of
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the Earth to 100 km with a vertical resolution of 1 km. The real-time, global predictions are
updated every hour. NAIRAS has adopted, as far as possible, the meteorological weather
forecasting paradigm of combining physics-based forecast models with data assimilation
techniques. Physics-based models are utilized within NAIRAS to transport cosmic rays
through three distinct material media: the heliosphere, Earth’s magnetosphere, and the
neutral atmosphere. While the quantity of observations relevant to radiation exposure
predictions is currently too sparse to apply data assimilation techniques per se, nevertheless,
as much real-time measurement data as possible are utilized. The real-time measurement data
are used to: (1) specify the ionizing radiation field at the boundaries of the aforementioned
material media, and (2) characterize the internal properties of the aforementioned material
media. The real-time measurements provide necessary observational constraints on the
physics-based models that improve simulations of the transport and transmutations of cosmic
ray radiation through the heliosphere, magnetosphere, and atmosphere.

(a) Neutron Monitor Count Rates

(b) Solar Modulation Parameter

Fig. 4. (a) Monthly-mean neutron monitor count rates from Thule, Izmiran (or Moscow),
Lomnicky, and Oulu sites. The vertical dashed lines show ground level enhancement (GLE)
events. The time period is 1960-2005. (b) Monthly-mean solar modulation parameter (Φ(t))
predicted by the monthly-mean neutron monitor count rates shown in (a). The reference
solar modulation parameters ΦCLIMAX and ΦACE are also shown.

There are a number of models currently in use for calculating GCR radiation exposure at
aircraft altitudes. The CARI-6 model utilizes a database of transport calculations generated
by the deterministic LUIN code for a wide variety of geographic locations, altitudes, and
solar activity levels (O’Brien et al., 1998; 2003). The EPCARD model is based on a similar
approach, but uses the Monte Carlo FLUKA code for the transport calculations (Schraube
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et al., 1999). PC-AIRE is a semi-empirical model based on fits to measurement data (Lewis
et al., 2002). Other aircraft radiation exposure models are described in the recent European
Radiation Dosimetry Group report (Lindborg et al., 2004). Currently, the above models
calculate SEP atmospheric radiation exposure post-storm on a case-by-case basis, although
PC-AIRE incorporated low-earth orbit measurements to develop a simple extrapolation to
SEP events (Lewis et al., 2002). Recently, Copeland et al. (2008) calculated adult and conceptus
aircraft exposure rates for 170 SEP events for years 1986-2008 using the Monte Carlo MCNPX
transport code.

The main differences that distinguish the NAIRAS model from the models discussed above
are the following. Dynamical solar wind-magnetospheric interactions and the accompanying
geomagnetic effects that govern the transport of cosmic rays through the magnetosphere
are included in real-time in the NAIRAS radiation exposure calculations (Kress et al., 2004;
2010; Mertens et al., 2010a). Furthermore, the physics-based deterministic High Charge (Z)
and Energy TRaNsport code (HZETRN) is used in transporting cosmic rays through the
atmosphere. The HZETRN transport calculations are continuously updated using real-time
measurements of boundary condition specifications of the space radiation environment and
of atmospheric density versus altitude (Mertens et al., 2008; 2007a). And finally, both GCR
and SEP atmospheric radiation exposure predictions are included in real-time (Mertens et al.,
2010a; 2009).

The remainder of this section contains a detailed description of the salient features of
the NAIRAS physics-based modules that transport cosmic rays through the heliosphere,
Earth’s magnetosphere, and the neutral atmosphere. The input measurement data to the
physics-based modules, used to specify boundary conditions of the material medium or to
characterize the internal properties of material medium through which the cosmic rays are
transported, are also described. The first material medium considered is the heliosphere.
GCR are transported from outside the heliosphere to 1 AU using real-time measurements of
ground-based neutron monitor count rates. This NAIRAS module is described in section 3.1.
SEP are not transported per se but determined in the geospace environment in-situ using a
combination of NOAA Geostationary Operational Environmental Satellite (GOES) and NASA
Advanced Composition Explorer (ACE) ion flux measurements. This module is described
in section 3.2. Both sources of cosmic rays, GCR and SEP, are transported through Earth’s
magnetosphere using a semi-physics-based geomagnetic shielding model. The geomagnetic
shielding model utilizes real-time NASA/ACE solar wind and interplanetary magnetic field
(IMF) measurements. This module is described in section 3.3. The cosmic rays that have
passed through the heliosphere and magnetosphere are subsequently transported through
the neutral atmosphere using the NASA LaRC HZETRN deterministic transport code. The
internal properties of the atmosphere important to cosmic ray transport are provided in
real-time by the global atmospheric mass density distribution obtained from the NOAA
Global Forecasting System (GFS). These two NAIRAS modules are described in sections 3.4
and 3.5, respectively. Finally, the method of quantifying human exposure and the associated
biological risk from the atmospheric ionizing radiation field is summarized in section 3.6.

3.1 Heliospheric GCR transport

GCR are transported through the heliosphere to the geospace environment using an expanded
version of the Badhwar and O’Neill model (Badhwar & O’Neill, 1991; 1992; 1993; 1994;
Badhwar & ONeill, 1996). The Badhwar and O’Neill model, which is simply referenced
to as the GCR model, has been updated recently by O’Neill (2006) to use ground-based
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neutron monitor count rate measurements from the Climate neutron monitor site, in order
to provide a measurement constraint on the simulated solar cycle modulation of the GCR
spectrum at 1 AU. Comparisons between the GCR model and NASA/ACE measurements of
the GCR spectra have shown that this step has enabled accurate predictions of GCR spectra
in the geospace environment, at least on monthly to seasonal time scales (O’Neill, 2006). The
NAIRAS team has extended the work of O’Neill (2006) by incorporating four high-latitude
neutron monitor count rate measurements into the GCR model predictions at 1 AU. These
additional high-latitude neutron monitor stations are Thule, Oulu, Izmiran (or Moscow), and
Lomnicky. The reasons for utilizing these neutron monitor data are two-fold: (1) high-latitude
locations are sensitive to the GCR spectral region most influenced by solar cycle variability,
and (2) the data from these stations are available in real-time or near real-time.

Fig. 5. Solar polar magnetic field data taken by measurements made at the Wilcox Solar
Observatory. The blue line is the mean field strength of the northern and southern solar
hemispheres. The red line is the northern hemisphere polar magnetic field strength. The ‘+’
and ‘-’ symbols between the vertical dashed lines indicate the time periods of solar positive
and negative polarity, respectively. The transition region is the gap between the vertical
dashed lines.

The GCR model propagates the local interstellar spectrum (LIS) of each element of the GCR
composition to 1 AU by solving a steady-state, spherically symmetric Fokker-Planck transport
equation, which accounts for diffusion, convection, and adiabatic deceleration of cosmic rays
entering the heliosphere (Parker, 1965). The transport physics described above enables the
temporal and spatial dependence of the GCR transport to be absorbed into a ratio of the
diffusion coefficient to the bulk solar wind speed. The functional form of this ratio is given by

k̃(r, t) ≡ k(r, t)/VSW(r, t) = (k0/VSW)β R
[
1 + (r/r0)

2
]

/Φ(t) (1)
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et al., 1999). PC-AIRE is a semi-empirical model based on fits to measurement data (Lewis
et al., 2002). Other aircraft radiation exposure models are described in the recent European
Radiation Dosimetry Group report (Lindborg et al., 2004). Currently, the above models
calculate SEP atmospheric radiation exposure post-storm on a case-by-case basis, although
PC-AIRE incorporated low-earth orbit measurements to develop a simple extrapolation to
SEP events (Lewis et al., 2002). Recently, Copeland et al. (2008) calculated adult and conceptus
aircraft exposure rates for 170 SEP events for years 1986-2008 using the Monte Carlo MCNPX
transport code.

The main differences that distinguish the NAIRAS model from the models discussed above
are the following. Dynamical solar wind-magnetospheric interactions and the accompanying
geomagnetic effects that govern the transport of cosmic rays through the magnetosphere
are included in real-time in the NAIRAS radiation exposure calculations (Kress et al., 2004;
2010; Mertens et al., 2010a). Furthermore, the physics-based deterministic High Charge (Z)
and Energy TRaNsport code (HZETRN) is used in transporting cosmic rays through the
atmosphere. The HZETRN transport calculations are continuously updated using real-time
measurements of boundary condition specifications of the space radiation environment and
of atmospheric density versus altitude (Mertens et al., 2008; 2007a). And finally, both GCR
and SEP atmospheric radiation exposure predictions are included in real-time (Mertens et al.,
2010a; 2009).

The remainder of this section contains a detailed description of the salient features of
the NAIRAS physics-based modules that transport cosmic rays through the heliosphere,
Earth’s magnetosphere, and the neutral atmosphere. The input measurement data to the
physics-based modules, used to specify boundary conditions of the material medium or to
characterize the internal properties of material medium through which the cosmic rays are
transported, are also described. The first material medium considered is the heliosphere.
GCR are transported from outside the heliosphere to 1 AU using real-time measurements of
ground-based neutron monitor count rates. This NAIRAS module is described in section 3.1.
SEP are not transported per se but determined in the geospace environment in-situ using a
combination of NOAA Geostationary Operational Environmental Satellite (GOES) and NASA
Advanced Composition Explorer (ACE) ion flux measurements. This module is described
in section 3.2. Both sources of cosmic rays, GCR and SEP, are transported through Earth’s
magnetosphere using a semi-physics-based geomagnetic shielding model. The geomagnetic
shielding model utilizes real-time NASA/ACE solar wind and interplanetary magnetic field
(IMF) measurements. This module is described in section 3.3. The cosmic rays that have
passed through the heliosphere and magnetosphere are subsequently transported through
the neutral atmosphere using the NASA LaRC HZETRN deterministic transport code. The
internal properties of the atmosphere important to cosmic ray transport are provided in
real-time by the global atmospheric mass density distribution obtained from the NOAA
Global Forecasting System (GFS). These two NAIRAS modules are described in sections 3.4
and 3.5, respectively. Finally, the method of quantifying human exposure and the associated
biological risk from the atmospheric ionizing radiation field is summarized in section 3.6.

3.1 Heliospheric GCR transport

GCR are transported through the heliosphere to the geospace environment using an expanded
version of the Badhwar and O’Neill model (Badhwar & O’Neill, 1991; 1992; 1993; 1994;
Badhwar & ONeill, 1996). The Badhwar and O’Neill model, which is simply referenced
to as the GCR model, has been updated recently by O’Neill (2006) to use ground-based
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neutron monitor count rate measurements from the Climate neutron monitor site, in order
to provide a measurement constraint on the simulated solar cycle modulation of the GCR
spectrum at 1 AU. Comparisons between the GCR model and NASA/ACE measurements of
the GCR spectra have shown that this step has enabled accurate predictions of GCR spectra
in the geospace environment, at least on monthly to seasonal time scales (O’Neill, 2006). The
NAIRAS team has extended the work of O’Neill (2006) by incorporating four high-latitude
neutron monitor count rate measurements into the GCR model predictions at 1 AU. These
additional high-latitude neutron monitor stations are Thule, Oulu, Izmiran (or Moscow), and
Lomnicky. The reasons for utilizing these neutron monitor data are two-fold: (1) high-latitude
locations are sensitive to the GCR spectral region most influenced by solar cycle variability,
and (2) the data from these stations are available in real-time or near real-time.

Fig. 5. Solar polar magnetic field data taken by measurements made at the Wilcox Solar
Observatory. The blue line is the mean field strength of the northern and southern solar
hemispheres. The red line is the northern hemisphere polar magnetic field strength. The ‘+’
and ‘-’ symbols between the vertical dashed lines indicate the time periods of solar positive
and negative polarity, respectively. The transition region is the gap between the vertical
dashed lines.

The GCR model propagates the local interstellar spectrum (LIS) of each element of the GCR
composition to 1 AU by solving a steady-state, spherically symmetric Fokker-Planck transport
equation, which accounts for diffusion, convection, and adiabatic deceleration of cosmic rays
entering the heliosphere (Parker, 1965). The transport physics described above enables the
temporal and spatial dependence of the GCR transport to be absorbed into a ratio of the
diffusion coefficient to the bulk solar wind speed. The functional form of this ratio is given by

k̃(r, t) ≡ k(r, t)/VSW(r, t) = (k0/VSW)β R
[
1 + (r/r0)

2
]

/Φ(t) (1)
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where VSW is the bulk solar wind speed (nominally set to 400 km/s for all time t), r is the
distance from the sun in AU, t is time in years, k0 and r0 are constants, β is the particle’s speed
relative to the speed of light, R is the particle’s magnetic rigidity in MV, and Φ is the so-called
solar modulation parameter. Thus, the time-dependent behavior of the GCR spectral flux,
due to the level of solar activity, is completely embedded in the solar modulation parameter.
The solar modulation parameter is physically related to the energy that interstellar nuclei
must have in order to overcome the heliospheric potential field, established by the large-scale
structure of the IMF, and propagate through the heliosphere to the radius in question.
The solar modulation parameter is determined by fitting the solution of the Fokker-Planck
equation for a specified GCR nuclei to corresponding spectral flux measurements throughout
the solar cycle, as described in the paragraph below (O’Neill, 2006).

Fig. 6. NAIRAS GCR model spectral oxygen nuclei flux comparisons with ACE/CRIS
measurements for solar minimum conditions. The GCR model flux was computed for
neutron monitor count rates measured from the four high-latitude sites shown in Figure 4.
Also shown are the oxygen spectral flux predicted by the reference Climax-based solar
modulations parameter and the GCR model oxygen spectral flux computed using the
average solar modulation parameter predicted by each neutron monitor site.

For a fixed parameterization of the LIS, the solar modulation parameter in (1) (i.e., Φ(t))
was determined by fitting the solution of the steady-state Fokker-Planck equation for oxygen
nuclei to measurements of the corresponding spectral flux. For energies below roughly 1
GeV (i.e. ∼ 50-500 MeV/nucleon), the measurement data were obtained from the Cosmic
Ray Isotope Spectrometer (CRIS) instrument on the NASA/ACE satellite. For higher energies
(1-35 GeV), the model was fit to data from the C2 instrument on the NASA High Energy
Astrophysical Observatory (HEAO-3) satellite (Engelmann et al., 1990).

It is difficult to distinguish the GCR and solar components for protons and alpha spectra
observed by CRIS. Fortunately, Lopate (2004) provided an extensive database of quiescent
proton and alpha specta from IMP-8 measurements. Thus, the proton and alpha spectra in the
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GCR model were fit to IMP-8 data. The high energy proton and alpha spectra were fit to the
balloon-borne Isotope Matter-Antimatter Experiment (IMAX) measurements (Menn & et al.,
2000).

Once the solar modulation parameter was derived based on the ACE/CRIS oxygen spectra,
as described in the above paragraph, the LIS for the remaining elements (i.e., lithium (Z=3)
through nickel (Z=28)) were similarly determined by fitting the solutions of the Fokker-Planck
equation to the CRIS spectral flux measurements. A simple power law form of the differential
LIS was assumed,

jLIS(E) = j0βδ(E + E0)
−γ (2)

where E is the particle kinetic energy per nucleon and E0 is the rest mass energy per nucleon
(938 MeV/n). The free parameters (γ,δ, and j0) were determined from the fit of the GCR model
to the CRIS measurements.

Fig. 7. GCR spectral flux for various nuclei predicted by the Badhwar and O’Neill model for
solar cycle 23. The local interstellar spectrum (LIS) is denoted by the red lines. Solar
minimum spectra are represented by June 1996 conditions, and are denoted by green lines.
Solar maximum spectra are represented by June 2000 conditions, and are denoted by blue
lines.

The GCR model was extended beyond the time period of the ACE/CRIS measurements in
the following way. First, the solar modulation parameter was alternatively derived from the
IMP-8 channel 7 (Z >8, high energy) measurements over three solar cycles from 1973 through
2001, and was calibrated against the solar modulation parameter derived from ACE/CRIS for
the period of data overlap (1997.6 to 2001.8). GCR flux comparisons using both sets of solar
modulation parameters correlated to within 98.9%. Next, linear fit coefficients were derived
between the IMP-8 solar modulation parameter and Climax neutron monitor count rates from
1973-2001. The solar modulation parameter computed using the Climax neutron count rates
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where VSW is the bulk solar wind speed (nominally set to 400 km/s for all time t), r is the
distance from the sun in AU, t is time in years, k0 and r0 are constants, β is the particle’s speed
relative to the speed of light, R is the particle’s magnetic rigidity in MV, and Φ is the so-called
solar modulation parameter. Thus, the time-dependent behavior of the GCR spectral flux,
due to the level of solar activity, is completely embedded in the solar modulation parameter.
The solar modulation parameter is physically related to the energy that interstellar nuclei
must have in order to overcome the heliospheric potential field, established by the large-scale
structure of the IMF, and propagate through the heliosphere to the radius in question.
The solar modulation parameter is determined by fitting the solution of the Fokker-Planck
equation for a specified GCR nuclei to corresponding spectral flux measurements throughout
the solar cycle, as described in the paragraph below (O’Neill, 2006).

Fig. 6. NAIRAS GCR model spectral oxygen nuclei flux comparisons with ACE/CRIS
measurements for solar minimum conditions. The GCR model flux was computed for
neutron monitor count rates measured from the four high-latitude sites shown in Figure 4.
Also shown are the oxygen spectral flux predicted by the reference Climax-based solar
modulations parameter and the GCR model oxygen spectral flux computed using the
average solar modulation parameter predicted by each neutron monitor site.

For a fixed parameterization of the LIS, the solar modulation parameter in (1) (i.e., Φ(t))
was determined by fitting the solution of the steady-state Fokker-Planck equation for oxygen
nuclei to measurements of the corresponding spectral flux. For energies below roughly 1
GeV (i.e. ∼ 50-500 MeV/nucleon), the measurement data were obtained from the Cosmic
Ray Isotope Spectrometer (CRIS) instrument on the NASA/ACE satellite. For higher energies
(1-35 GeV), the model was fit to data from the C2 instrument on the NASA High Energy
Astrophysical Observatory (HEAO-3) satellite (Engelmann et al., 1990).

It is difficult to distinguish the GCR and solar components for protons and alpha spectra
observed by CRIS. Fortunately, Lopate (2004) provided an extensive database of quiescent
proton and alpha specta from IMP-8 measurements. Thus, the proton and alpha spectra in the

694 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 13

GCR model were fit to IMP-8 data. The high energy proton and alpha spectra were fit to the
balloon-borne Isotope Matter-Antimatter Experiment (IMAX) measurements (Menn & et al.,
2000).

Once the solar modulation parameter was derived based on the ACE/CRIS oxygen spectra,
as described in the above paragraph, the LIS for the remaining elements (i.e., lithium (Z=3)
through nickel (Z=28)) were similarly determined by fitting the solutions of the Fokker-Planck
equation to the CRIS spectral flux measurements. A simple power law form of the differential
LIS was assumed,

jLIS(E) = j0βδ(E + E0)
−γ (2)

where E is the particle kinetic energy per nucleon and E0 is the rest mass energy per nucleon
(938 MeV/n). The free parameters (γ,δ, and j0) were determined from the fit of the GCR model
to the CRIS measurements.

Fig. 7. GCR spectral flux for various nuclei predicted by the Badhwar and O’Neill model for
solar cycle 23. The local interstellar spectrum (LIS) is denoted by the red lines. Solar
minimum spectra are represented by June 1996 conditions, and are denoted by green lines.
Solar maximum spectra are represented by June 2000 conditions, and are denoted by blue
lines.

The GCR model was extended beyond the time period of the ACE/CRIS measurements in
the following way. First, the solar modulation parameter was alternatively derived from the
IMP-8 channel 7 (Z >8, high energy) measurements over three solar cycles from 1973 through
2001, and was calibrated against the solar modulation parameter derived from ACE/CRIS for
the period of data overlap (1997.6 to 2001.8). GCR flux comparisons using both sets of solar
modulation parameters correlated to within 98.9%. Next, linear fit coefficients were derived
between the IMP-8 solar modulation parameter and Climax neutron monitor count rates from
1973-2001. The solar modulation parameter computed using the Climax neutron count rates
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correlated with the solar modulation parameter derived from IMP-8 data within 97%. Linear
fits were derived for the three polarity states of the solar polar magnetic field: (1) positive
solar cycle (outward field), (2) negative solar cycle (inward field), and (3) transition state
(intermediate between positive and negative polarities with a high degree of modulation).
The solar modulation parameter derived from Climax neutron count rates has been recently
extended from 1958-2009. This extended Climax-based solar modulation parameter provides
the reference solar modulation parameter from which to derive a real-time GCR model
suitable for integration into the NAIRAS model.

Four neutron monitor sites - Thule, Oulu, Izmiran, and Lomnicky - were chosen to develop
the NAIRAS GCR model. These high-latitude sites were chosen to maximize the solar cycle
information content contained in the GCR spectrum and embedded in the ground-based
neutron count rates. The neutrons detected on the ground are secondary particles produced
by nuclear fragmentation reactions between the incoming GCR particles and the atmospheric
constituents (Wilson et al., 1991). At high-latitudes the geomagnetic shielding of the incoming
GCR particles is low. Thus, the information contained in the ground-level neutron counts on
the low- and medium energy region of the GCR spectrum is high. This is highly desirable
since this energy range of the GCR spectrum is most modulated by the solar wind and IMF,
and thus closely related to the solar activity cycle (Mertens et al., 2008).

The real-time NAIRAS GCR model was developed by cross-correlating the Climax-based
solar modulation parameter (denoted ΦCLIMAX) with the neutron count rates measured at the
four high-laitude sites mentioned above. Thus, linear fit coefficients were derived between
ΦCLIMAX and the neutron data at the four high-latitude sites. Monthly-mean neutron count
rates at the four high-latitude sites are shown in Figure 4a. Figure 4b shows the solar
modulation parameter predicted by the monthly-mean neutron count rates shown in Figure
4a. For comparison, the reference Climax-based solar modulation parameter (ΦCLIMAX) is
shown, along with the solar modulation parameter derived from NASA/ACE measurements
(denoted ΦACE).

The heliospheric GCR diffusion coefficient depends on the large-scale structure of the IMF
(Parker, 1965). As a result, the diffusion coefficient will depend on the polarity of the Sun’s
polar magnetic field (O’Neill, 2006). Consequently, to improve the accuracy of the neutron
count rate fits to the reference ΦCLIMAX, the data were sorted according to the polarity of
the Sun’s polar magnetic field, and three sets of fit coefficients were derived: (1) positive
solar cycle (outward field), (2) negative solar cycle (inward field), and (3) transition state
(intermediate between positive and negative polarities with a high degree of modulation), as
described previously for the ΦCLIMAX reference solar modulation parameter. Figure 5 shows
the solar polar magnetic field data since 1978, which are obtained from measurements taken at
the Wilcox Solar Observatory (WSO) located at Stanford University. The solar polar magnetic
field data from WSO have been added to the NAIRAS input data stream.

Figure 6 shows a comparison between the NAIRAS GCR model spectral oxygen nuclei
flux and measurements taken by ACE/CRIS for solar minimum conditions. Also shown is
the oxygen spectral flux predicted by the reference solar modulation parameter (ΦCLIMAX).
Nominal NAIRAS operations uses the average solar modulation parameter determined from
the available high-latitude neutron monitor count rate data. Figure 6 shows the nominal
NAIRAS GCR oxygen spectral flux determined from all four high-latitude neutron sites (see
Figure 4). In this case, the error in the nominal NAIRAS prediction of the incident GCR oxygen
flux is comparable to the error of the predicted flux based on the reference solar modulation
parameter (∼ 15%).
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A comprehensive set of error statics on the real-time NAIRAS GCR model has been compiled.
Generally, the error in using the count rates from the high-latitude neutron monitor stations is
comparable to the error in the Badhwar and O’Neill GCR model based on the reference solar
modulation parameter. All errors are much larger for solar maximum conditions compared
to solar minimum conditions. The main reason for this is that the ACE data are more suspect
during solar maximum due to the combination of higher noise levels (GCR flux is minimum
during solar maximum) and contamination by particles of solar origin.

Figure 7 shows the solar cycle variation in the GCR spectrum for several nuclei. The spectra
were computed by the Badhwar and O’Neill model (Mertens et al., 2008; 2007a). The figure
shows the LIS spectra and the spectra at solar maximum and solar minimum conditions. The
solar cycle modulation of LIS as the GCR nuclei are transported through the heliosphere to 1
AU is clearly evident.

3.2 Geospace SEP fluence rate specification

The solar cosmic rays from SEP events are not transported from the Sun to the geospace
environment using a model. Rather, in-situ satellite measurements of ion flux are used to
constrain analytical representations of the SEP fluence rate spectrum. However, the analytical
functions are guided by the state-of-the-art understanding of the origin, acceleration, and
transport of energetic particles from the solar atmosphere to the geospace environment via
the interplanetary medium.

The current understanding of SEP processes is that the energy spectrum is a result of injected
particle seed populations that are stochastically accelerated in a turbulent magnetic field
associated with a CME-driven interplanetary shock (Tylka & Lee, 2006). An analytical
expression that represents the differential energy spectrum for this shock acceleration
mechanism was given by Ellison & Ramaty (1985), where the spectrum has the form

d2 J
dEdΩ

= Ca E−γa exp (−E/E0). (3)

The differential energy spectrum on the left hand side of (3) has units of (cm2-sr-hr-MeV/n)−1,
and the energy (E) has units of MeV/n (i.e., MeV/nucleon). The constant Ca is related to the
injected seed population far upstream of the shock. The power-law energy dependence of
the spectrum is due to shock acceleration of the seed population by random first-order Fermi
acceleration (scattering) events in a turbulent magnetic field, with the power index (γa) related
to the shock compression ratio. The exponential turnover in (3) represents high-energy limits
to the the acceleration mechanism, such as escape from the shock region. Using the above
analytical form, the three parameters (Ca, γa, and E0) can be determined by fitting (3) to ion
flux measurements.

Recently, Mewaldt et al. (2005) found that the Ellison-Ramaty spectral form failed to fit
NOAA-GOES ion flux measurements at the highest energy channels during the Halloween
2003 SEP events. To circumvent this deficiency, Mewaldt et al. proposed using a double
power-law spectrum. The low-energy spectrum is assumed to follow the Ellison-Ramaty
form. The high-energy spectrum is assumed to have a power-law energy dependence with
a different power index, such that

d2 J
dEdΩ

= Cb E−γb . (4)
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correlated with the solar modulation parameter derived from IMP-8 data within 97%. Linear
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solar cycle (outward field), (2) negative solar cycle (inward field), and (3) transition state
(intermediate between positive and negative polarities with a high degree of modulation).
The solar modulation parameter derived from Climax neutron count rates has been recently
extended from 1958-2009. This extended Climax-based solar modulation parameter provides
the reference solar modulation parameter from which to derive a real-time GCR model
suitable for integration into the NAIRAS model.

Four neutron monitor sites - Thule, Oulu, Izmiran, and Lomnicky - were chosen to develop
the NAIRAS GCR model. These high-latitude sites were chosen to maximize the solar cycle
information content contained in the GCR spectrum and embedded in the ground-based
neutron count rates. The neutrons detected on the ground are secondary particles produced
by nuclear fragmentation reactions between the incoming GCR particles and the atmospheric
constituents (Wilson et al., 1991). At high-latitudes the geomagnetic shielding of the incoming
GCR particles is low. Thus, the information contained in the ground-level neutron counts on
the low- and medium energy region of the GCR spectrum is high. This is highly desirable
since this energy range of the GCR spectrum is most modulated by the solar wind and IMF,
and thus closely related to the solar activity cycle (Mertens et al., 2008).

The real-time NAIRAS GCR model was developed by cross-correlating the Climax-based
solar modulation parameter (denoted ΦCLIMAX) with the neutron count rates measured at the
four high-laitude sites mentioned above. Thus, linear fit coefficients were derived between
ΦCLIMAX and the neutron data at the four high-latitude sites. Monthly-mean neutron count
rates at the four high-latitude sites are shown in Figure 4a. Figure 4b shows the solar
modulation parameter predicted by the monthly-mean neutron count rates shown in Figure
4a. For comparison, the reference Climax-based solar modulation parameter (ΦCLIMAX) is
shown, along with the solar modulation parameter derived from NASA/ACE measurements
(denoted ΦACE).

The heliospheric GCR diffusion coefficient depends on the large-scale structure of the IMF
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696 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 15

A comprehensive set of error statics on the real-time NAIRAS GCR model has been compiled.
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during solar maximum) and contamination by particles of solar origin.
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shows the LIS spectra and the spectra at solar maximum and solar minimum conditions. The
solar cycle modulation of LIS as the GCR nuclei are transported through the heliosphere to 1
AU is clearly evident.

3.2 Geospace SEP fluence rate specification

The solar cosmic rays from SEP events are not transported from the Sun to the geospace
environment using a model. Rather, in-situ satellite measurements of ion flux are used to
constrain analytical representations of the SEP fluence rate spectrum. However, the analytical
functions are guided by the state-of-the-art understanding of the origin, acceleration, and
transport of energetic particles from the solar atmosphere to the geospace environment via
the interplanetary medium.

The current understanding of SEP processes is that the energy spectrum is a result of injected
particle seed populations that are stochastically accelerated in a turbulent magnetic field
associated with a CME-driven interplanetary shock (Tylka & Lee, 2006). An analytical
expression that represents the differential energy spectrum for this shock acceleration
mechanism was given by Ellison & Ramaty (1985), where the spectrum has the form

d2 J
dEdΩ

= Ca E−γa exp (−E/E0). (3)

The differential energy spectrum on the left hand side of (3) has units of (cm2-sr-hr-MeV/n)−1,
and the energy (E) has units of MeV/n (i.e., MeV/nucleon). The constant Ca is related to the
injected seed population far upstream of the shock. The power-law energy dependence of
the spectrum is due to shock acceleration of the seed population by random first-order Fermi
acceleration (scattering) events in a turbulent magnetic field, with the power index (γa) related
to the shock compression ratio. The exponential turnover in (3) represents high-energy limits
to the the acceleration mechanism, such as escape from the shock region. Using the above
analytical form, the three parameters (Ca, γa, and E0) can be determined by fitting (3) to ion
flux measurements.

Recently, Mewaldt et al. (2005) found that the Ellison-Ramaty spectral form failed to fit
NOAA-GOES ion flux measurements at the highest energy channels during the Halloween
2003 SEP events. To circumvent this deficiency, Mewaldt et al. proposed using a double
power-law spectrum. The low-energy spectrum is assumed to follow the Ellison-Ramaty
form. The high-energy spectrum is assumed to have a power-law energy dependence with
a different power index, such that

d2 J
dEdΩ

= Cb E−γb . (4)
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The power-law expressions in (3)-(4) can be merged into one continuous spectrum by
requiring that the differential energy spectra in (3)-(4) and their first derivatives are continuous
at the merge energy. The result is given by the expression below:

d2 J
dEdΩ

= C E−γa exp (−E/E0), E ≤ (γb − γa)E0 (5)

= C E−γb
{
[(γb − γa)E0]

(γb−γa) exp (γb − γa)
}

, E > (γb − γa)E0. (6)

Physically, the double power-law spectrum in (5)-(6) represents SEP sources from two
different injected seed populations. For example, the low-energy spectrum, with γa power
index and the e-folding energy E0, is likely associated with solar corona (solar wind) seed
populations while the high-energy spectrum, with γb power index, is likely associated with
flare suprathermal seed populations (Tylka et al., 2005).

Fig. 8. Proton and alpha flux measurements used to derive the SEP fluence spectra. Row 1:
ACE EPAM/LEMS120 differential-directional proton flux measurements. Row 2: GOES-11
EPS and HEPAD differential-directional proton flux measurements. Row 3: GOES-11 EPS
integral-directional proton flux measurements. Row 4: GOES-11 EPS differential-directional
alpha flux measurements. The different styled vertical lines bound the five SEP events
during the Halloween 2003 solar-geomagnetic storm period, which are numbered in all
panels. The horizontal line in Row 3 indicates the SEP threshold for the > 10 MeV integral
proton flux channel.

Another widely used analytical representation of a SEP energy spectrum is the so-called
Weibull distribution (Townsend et al., 2006; 2003). The Weibull distribution has been
successful at fitting satellite ion flux measurements, and the differential energy spectrum is
given by

d2 J
dEdΩ

= C k α Eα−1 exp (−kEα). (7)
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Notice that the Weibull distribution has an analytical form similar to the Ellison-Ramaty
distribution in (3). The exponential energy dependence in the Weibull differential energy
spectrum could be due to dissipation of the high-energy SEP ions by scattering from
self-generated waves. However, further investigation is required to determine if this type
of physical process is related to the Weibull distribution (Xapsos et al., 2000).

The NAIRAS model fits four analytical SEP spectral fluence rate functions to the satellite
ion flux measurements. The analytical forms that are fit to the measurements are: (1)
single power-law in (4), (2) Ellison-Ramaty in (3), (3) double power-law in (5)-(6), and (4)
Weibull in (7). The free parameters for each analytical differential energy distribution are
derived by a non-linear least-square fit to differential-directional ion flux measurements. The
spectral fitting algorithm uses a Marquardt-Levenberg iteration technique (Brandt, 1999).
The analytical form that yields the minimum chi-square residual in the fit to the ion flux
measurements is the SEP spectral fluence rate distribution used in all subsequent model
simulations.

Fig. 9. Event-Averaged SEP spectral fluence rates for Halloween 2003 SEP event 3
[10/29/2003 (2100 UT) - 10/31/2003 (2400 UT)]. The shaded regions show the range of
1-hour averaged ion flux measurements and fitted spectra in the time interval of event 3. The
peach shaded regions corresponds to proton flux measurements. The blue shaded regions
corresponds to the alpha flux measurements.

NAIRAS utilizes available real-time measurements of proton and alpha
differential-directional particle flux (cm2-sr-sec-MeV/n)−1 for the SEP spectral fitting
described above. SEP spectral fluence rates (cm2-hr-MeV/n) incident on Earth’s
magnetosphere are obtained by time-averaging the particle flux measurements in 1-hr
time bins and projecting the incident flux onto the vertical direction assuming an isotropic
angular distribution for the solar ions. Low-energy proton data are obtained from the
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NAIRAS utilizes available real-time measurements of proton and alpha
differential-directional particle flux (cm2-sr-sec-MeV/n)−1 for the SEP spectral fitting
described above. SEP spectral fluence rates (cm2-hr-MeV/n) incident on Earth’s
magnetosphere are obtained by time-averaging the particle flux measurements in 1-hr
time bins and projecting the incident flux onto the vertical direction assuming an isotropic
angular distribution for the solar ions. Low-energy proton data are obtained from the
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Electron, Proton, and Alpha Monitor (EPAM) instrument onboard the NASA/ACE satellite
(Gold & et al., 1998). EPAM is composed of five telescopes and the LEMS120 (Low-Energy
Magnetic Spectrometer) detector in used in the SEP spectral ion fit, which measures
ions at 120 degrees from the spacecraft axis. LEMS120 is the EPAM low-energy ion data
available in real-time, for reasons described by Haggerty & Gold (2006). The other proton
channels used in the SEP spectral fitting algorithm are obtained from NOAA/GOES Space
Environment Monitor (SEM) measurements. The Energetic Particle Sensor (EPS) and
the High Energy Proton and Alpha Detector (HEPAD) sensors on GOES/SEM measure
differential-directional proton flux (Onsager & et al., 1996). Additional differential-directional
proton flux measurement channels are generated by taking differences between the EPS
integral proton flux channels. The channels used to derive SEP alpha spectral fluence rates
are also obtained from EPS measurements. Five-minute averaged ACE and GOES data are
used to derive the incident SEP spectral fluence rates.

Figure 8 shows the time variation of the proton and alpha flux measurements used to derive
incident SEP spectral fluence rates for the Halloween 2003 storm period. The top panel
displays the ACE low-energy proton flux measurements. The next two panels show the
GOES-11 EPS and HEPAD proton flux spectra, and the integral proton flux measurements,
respectively. By definition, a SEP event occurs when the >10 MeV integral proton flux exceeds
10 proton flux units (pfu ≡ cm−2 sr−1 sec−1) in three consecutive 5-minute periods (NOAA,
2009). The SEP event threshold is denoted by the horizontal line on the integral proton flux
panel. There are a total of five SEP events during the Halloween 2003 storm period, which
are denoted by the vertical lines in all panels in Figure 8. These events were associated
with many simultaneous, complex phenomena such as solar flares, coronal mass ejections
(CME), interplanetary shocks, and solar cosmic ray ground level events (GLE) (Gopalswamy
et al., 2005). Different line styles are used to bound each of the five events, and the event
number is shown between the vertical lines. Note that the onset of event 3 doesn’t follow the
conventional SEP threshold definition. It is clear from the integral proton flux that two events
overlap: event 3 arrives before event 2 decreases below the SEP threshold level. However,
there is an important distinguishing feature between the two events. That is, the beginning
of our definition of event 3 is accompanied by a sudden increase in high-energy protons
associated with the arriving SEP event, as noted by the sudden increase in the 510-700 MeV
differential-directional proton flux measurements in Figure 8. Partitioning the simultaneous
SEP events 2 and 3 into separate events is useful for the aircraft radiation exposure analysis
discussed in section 4, since the high-energy portion of the differential-directional proton flux
distribution penetrates deeper in the atmosphere.

In section 4, atmospheric ionizing radiation exposure during SEP event 3 [10/29 (2100
UT) - 10/31 (2400)] will be analyzed since the associated interaction between the arriving
CME-driven interplanetary shock and Earth’s magnetosphere caused the largest geomagnetic
effects during the Halloween 2003 storm period, which is the focus of the case study in
section 4.3. In order to isolate the geomagnetic effects, the event-averaged SEP spectral fluence
rates is derived and shown in Figure 9. The horizontal lines in Figure 9 are the event-averaged
differential ion fluence rate measurements. The width of the horizontal lines correspond to the
energy width of the measurement channels. The black lines are the proton and alpha spectral
fluence rates derived using the double power-law spectrum and fitting technique describe
above. The shaded regions show the range of 1-hour averaged ion spectral fluence rates in the
time interval of event 3. The peach colored region corresponds to the range of proton energy
spectra and the blue colored region corresponds to the range of alpha energy spectra.
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3.3 Magnetospheric cosmic ray transport

Lower energy cosmic rays are effectively attenuated by the geomagnetic field (internal field
plus magnetospheric contributions) as these charges particles are transported through the
magnetosphere and into the neutral atmosphere. The geomagnetic field provides a form of
momentum shielding, or attenuation, by deflecting the lower-energy charged particles back
out to space via the Lorentz force. This spectral filtering effect is quantified by a canonical
variable, in the mathematical sense, called the geomagnetic cutoff rigidity. Once the cutoff
rigidity is known, the minimum access energy to the neutral atmosphere is determined for
each incident charged particle through the relativistic energy equation (Mertens et al., 2010a).

Fig. 10. Zonal-averaged vertical geomagnetic cutoff rigidity. The solid red line corresponds
to the quiescent cutoff rigidities computed from particle trajectories and the IGRF model. The
green dotted line is the analytical solution for the vertical cutoff rigidity using Störmer
Theory.

The utility of the geomagnetic cutoff rigidity quantity is motivated by considering the motion
of a charged particle in a magnetic field. The particle motion is determined by solving
Newton’s equation of motion for a charged particle subject to the Lorentz force. For a
positively charged particle, the equation of motion is

dp
dt

=
Ze
c

vxB (8)

in cgs units. The bold-faced quantities are vectors and x designates the vector cross product.
The charged particle momentum and velocity are p and v, respectively, and B is the magnetic
field strength. The magnitude of the charge of an electron is denoted e and Z is the number of
electron charge units. The equation of motion in (8) can be written, equivalently, as

R
B

dv̂
dt

= v̂xB̂ (9)
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where theˆsymbol denotes units vectors and

R ≡ pc
Ze

(10)

is defined as the rigidity. The canonical aspect of the rigidity is evident in the above
equation. For a given magnetic field strength(B), charged particles with the same rigidity
follow identical trajectories.

Fig. 11. Global grid of quiescent vertical geomagnetic cutoff rigidities (GV) calculated from
charged particle trajectory simulations using the IGRF model for the 1996 epoch (solar cycle
23 minimum).

Motions of charged particles in a pure magnetic dipole field were examined by Störmer (1965).
Because of the azimuthal symmetry in a pure dipole field, the azimuthal angular momentum
is a conserved quantity. A main feature of Störmer theory is that regions of bounded and
unbounded motion can be derived analytically from the integral of motion found from the
conservation of azimuthal angular momentum (Störmer, 1965; VanAllen, 1968). It can be
shown that the minimum rigidity that a vertically arriving particle must have in order to
reach an altitude z above the Earth’s surface is

Rvc =
M

(Re + z)2 cos4 λm ≈ 15 cos4 λm (GV). (11)

In the above equation, Rvc designates the vertical geomagnetic cutoff rigidity, M is the Earth’s
magnetic dipole moment, Re is the average radius of the Earth, and λm denotes magnetic
latitude. Therefore, vertically arriving charged particles with energies (E) less than the cutoff
energy (Evc) will be deflected by the Lorentz force and not reach altitude z. The cutoff energy
for each charged particle of charge Z and mass number A is determined from the canonical
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cutoff rigidity through the relativistic energy equation, such that

Evc =

[√
R2

vc (Z/A · amu · c2)
2 + 1 − 1

]
· amu · c2, (12)

where E is kinetic energy per nucleon (MeV/n), Rvc is vertical geomagnetic cutoff rigidity
(MV), c is the speed of light in vacuum, and amu = 931.5 MeV/c2 (atomic mass unit). Thus,
the geomagnetic field has the effect of filtering out lower-energy charged particles as they are
transported through the magnetosphere and into the neutral atmosphere.

The vertical cutoff rigidity at the Earth’s surface derived from Störmer theory is plotted versus
geographic latitude in Figure 10. The maximum cutoff rigidity is at the equator since a
vertically arriving charged particle is perpendicular to the dipole magnetic field lines at the
equator. The affect of the vector cross product in the Lorentz force in (8) is that charged particle
motions perpendicular to magnetic field lines will experience the maximum deflection while
particle motions parallel to the magnetic field will experience no deflecting force whatsoever.
Figure 10 illustrates that a vertically arriving proton at the equator must have a kinetic energy
of ∼ 15 GeV to arrive near the surface of the Earth. In the polar regions, vertically arriving
charged particles are parallel to the magnetic field lines. Therefore, the cutoff rigidity is zero;
particles of all energies can arrive at the Earth’s surface in this case.

Fig. 12. The four panels show comparisons between cutoff latitudes determined in the TS05
geomagnetic field model and cutoff latitudes extracted from SAMPEX/PET energetic particle
data during 28-31 October (Halloween) 2003 storms. Cutoff latitudes as SAMPEX enters and
exists the north and south polar cap regions are shown separately.

The Earth’s geomagnetic field is not a pure dipole field. On the contrary, the internal
geomagnetic field is comprised of dipolar and non-dipolar contributions (Langlais & Mandea,
2000). The dipole moment is off-center and tilted with respect to the rotational axis.
Furthermore, the geomagnetic field is distorted at large radial distances (r ≥ 4Re) by its
interaction with the solar wind. A balance between the solar wind dynamic pressure and
the magnetic field pressure, from the internal geomagnetic field, is established by inducing
five magnetospheric current systems (Tsyganenko, 1989; 2002). These current systems
generate their own magnetic fields which add vectorally to the internal geomagnetic field.
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Furthermore, the geomagnetic field is distorted at large radial distances (r ≥ 4Re) by its
interaction with the solar wind. A balance between the solar wind dynamic pressure and
the magnetic field pressure, from the internal geomagnetic field, is established by inducing
five magnetospheric current systems (Tsyganenko, 1989; 2002). These current systems
generate their own magnetic fields which add vectorally to the internal geomagnetic field.
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The complexities of the actual internal geomagnetic field, with dipolar and non-dipolar
contributions, and the magnetospheric magnetic field contributions prohibit an analytical
solution for the vertical geomagnetic cutoff rigidity. Numerical methods must be employed,
as described below.

Fig. 13. Geomagnetic cutoff rigidities along three high-latitude commercial flight routes
computed in three different magnetic field models: IGRF, TS05, and LFM MHD. The October
28 (0200 UT) calculations represent a magnetically quiet time, while the October 29 (2100 UT)
calculations occur during a geomagnetic storm.

The internal geomagnetic field is specified by the International Geomagnetic Reference Field
(IGRF) model (Langlais & Mandea, 2000). In the IGRF, the internal field is represented in
terms of a magnetic potential function (ΦM(r, θ, φ, t)). Outside of the internal source region,
i.e, for r ≥ Re, the magnetic potential function must be a solution of the Laplace equation. In
spherical coordinates, this solution is expressed in the following form:
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The Gauss coefficients are derived from a global set of magnetic field measurements, using
the method of least-squares, and updated every five years (Langlais & Mandea, 2000). Secular
variations in the Gauss coefficients are also derived from magnetic field measurements so that
derivatives of the Gauss coefficients can be computed. In this way, the temporal dependence
of the internal geomagnetic field is represented by

gm
n (t) = gm

n (T0) + ġm
n (t − T0) (15)

hm
n (t) = hm

n (T0) + ḣm
n (t − T0) (16)

where ġm
n and ḣm

n are first-order derivatives of the Gauss coefficients. The epoch of the IGRF
model is denoted by T0 and t is such that T0 ≤ t ≤ T0 + 5, where time is expressed in decimal
years.

Fig. 14. Simulated vertical geomagnetic cutoff rigidity shown over the northern hemisphere
in October 2003. The cutoff rigidities in the left column were calculated using the IGRF
model. The cutoffs in the middle column were calculated using the TS05 model during a
geomagnetically quiet period. Cutoff rigidities in the right column were calculated using the
T05 model during the largest geomagnetically disturbed period of SEP event 3. Also shown
are the magnetic latitude circles and the meridians at 0, 6, 12, and 18 magnetic local time.

The vertical cutoff rigidities in a realistic geomagnetic field are determined by numerical
solutions of charged particle trajectories in the magnetic field using the techniques advanced
by Smart & Shea (1994; 2005). Figure 11 shows the vertical cutoff rigidities at 20 km in the
internal IGRF field. The longitudinal variations in the cutoff rigidity are due to a combination
of geocentric offset and relative tilt of the magnetic dipole, with respect to the rotational
axis, and the non-dipolar contributions to the internal geomagnetic field. A zonal-average
of the IGRF cutoff rigidities in Figure 11 are compared to the analytical Störmer theory in
Figure 10. The simple Störmer theory represents the latitudinal behavior of the vertical cutoff
rigidity quite well. The displacement of the Störmer theory cutoffs in Figure 10 relative to
the numerical solutions of the cutoffs in the IGRF field is due to the fact that the true dipole
contribution to the internal geomagnetic field is off-centered and tilted with respect to the
rotational axis.

NAIRAS real-time geomagnetic cutoff rigidities are computed from numerical solutions of
charged particle trajectories in a dynamically varying geomagnetic field that includes both
the internal magnetic field and the magnetospheric magnetic field contributions (Kress et al.,

705Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays



22 Will-be-set-by-IN-TECH

The complexities of the actual internal geomagnetic field, with dipolar and non-dipolar
contributions, and the magnetospheric magnetic field contributions prohibit an analytical
solution for the vertical geomagnetic cutoff rigidity. Numerical methods must be employed,
as described below.

Fig. 13. Geomagnetic cutoff rigidities along three high-latitude commercial flight routes
computed in three different magnetic field models: IGRF, TS05, and LFM MHD. The October
28 (0200 UT) calculations represent a magnetically quiet time, while the October 29 (2100 UT)
calculations occur during a geomagnetic storm.

The internal geomagnetic field is specified by the International Geomagnetic Reference Field
(IGRF) model (Langlais & Mandea, 2000). In the IGRF, the internal field is represented in
terms of a magnetic potential function (ΦM(r, θ, φ, t)). Outside of the internal source region,
i.e, for r ≥ Re, the magnetic potential function must be a solution of the Laplace equation. In
spherical coordinates, this solution is expressed in the following form:

ΦM(r, θ, φ, t) = Re

N

∑
n=1

n

∑
m=0

(
Re

r

)n+1
[gm

n (t) cos mφ + hm
n (t) sin mφ] Pm

n (cos θ). (13)

In the above equation, r denotes the radial distance from the center of the Earth, θ and
φ denote the geocentric colatitude and longitude at a given location. Schmidt-normalized
associated Legendre functions of degree n and order m are denoted by Pm

n (cos θ), and gm
n and

hm
n denote the Gauss coefficients. The magnetic field components are given by the gradient of

the potential function, such that

Br =
∂ΦM

∂ r
, Bθ =

1
r

∂ΦM
∂θ

, Bφ =
1

r sin θ

∂ΦM
∂φ

. (14)

704 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 23

The Gauss coefficients are derived from a global set of magnetic field measurements, using
the method of least-squares, and updated every five years (Langlais & Mandea, 2000). Secular
variations in the Gauss coefficients are also derived from magnetic field measurements so that
derivatives of the Gauss coefficients can be computed. In this way, the temporal dependence
of the internal geomagnetic field is represented by

gm
n (t) = gm

n (T0) + ġm
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n and ḣm
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axis, and the non-dipolar contributions to the internal geomagnetic field. A zonal-average
of the IGRF cutoff rigidities in Figure 11 are compared to the analytical Störmer theory in
Figure 10. The simple Störmer theory represents the latitudinal behavior of the vertical cutoff
rigidity quite well. The displacement of the Störmer theory cutoffs in Figure 10 relative to
the numerical solutions of the cutoffs in the IGRF field is due to the fact that the true dipole
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rotational axis.

NAIRAS real-time geomagnetic cutoff rigidities are computed from numerical solutions of
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Fig. 15. Storm-quiet geomagnetic cutoff rigidities differences calculated using the TS05
magnetospheric magnetic field model. The magnetically quiet time cutoffs were calculated
on October 28 (0200 UT), 2003. The storm cutoffs in the top panel were computed when the
interplanetary shock arrived on October 29 (0612 UT), 2003. The storm cutoffs in the bottom
panel were computed at the maximum build-up of the ring current on October 29 (2100 UT),
2003.

2010; Mertens et al., 2010a; 2009). The cutoff rigidity code was developed by the Center for
Integrated Space Weather Modeling (CISM) at Dartmouth College. The CISM-Dartmouth
geomagnetic cutoff model can be run using several different empirical, semi-physics-based,
and physics-based models (Kress et al., 2004). In particular, the specification of the
geomagnetic field due to Earth’s internal field source is provided by the IGRF model
[Langlais and Mandea, 2000], as discussed above. The real-time dynamical response of the
magnetospheric magnetic field to solar wind conditions and IMF can be provided by the
semi-physics-based TS05 model (Tsyganenko & Sitnov, 2005), or by the Lyon-Feder-Mobarry
(LFM) global MHD (magnetohydrodynamic) simulation code (Fedder & Mobarry, 2004).
Routines were developed and tested to couple the geomagnetic cutoff model with the different
magnetic field models.

The LFM MHD code may be run as a stand alone model or coupled with other geospace
models currently under development within CISM. For example, the LFM magnetospheric
magnetic fields may be coupled with the Thermosphere-Ionosphere Nested Grid (TING)
model (Wang et al., 2004) and/or with the Rice Convection Model (RCM) (Toffoletto
et al., 2004), which models the ring current. The semi-physics-based TS05 model provides
more accurate cutoff rigidities than the stand alone LFM MHD model, as determined
by comparisons with satellite observations during a Halloween 2003 geomagnetic storm.
Figure 12 shows comparisons between cutoff latitudes for ∼ 20 MeV protons computed using
the TS05 model and measured by the Proton Electron Telescope (PET) instrument on the Solar
Anomalous and Magnetospheric Particle Explorer (SAMPEX) satellite (Baker et al., 1993).
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The agreement between SAMPEX/PET measurements and the TS05 model in Figure 12 are
quite good. The reason the physics-based LFM MHD model doesn’t calculate cutoffs as
accurate as the semi-physics-based TS05 model is mainly due to the lack of a full kinetic
description of the ring current in the MHD model, which typically causes the LFM fields
to be too high. This is evident in Figure 13, which compares geomagnetic cutoff rigidities
calculated along three representative high-latitude commercial flight routes from the IGRF,
TS05, and LFM MHD magnetic field models. The small differences in cutoffs using the LFM
MHD model between quiet and geomagnetic storm conditions is indicative of an inadequate
modeling of the ring current build-up during the geomagnetic storm.

It is anticipated that the fully coupled LFM-RCM-TING model currently under development
will significantly improve the simulations of cutoff rigidities compared to the stand alone
LFM MHD model. Furthermore, the physics-based LFM-RCM-TING model will be able
to incorporate short time-scale dynamics not included in semi-physics-based (empirical)
magnetospheric magnetic field models. When the code development within CISM reaches
sufficient maturity, the influence of short time-scale magnetospheric dynamics on the
atmospheric ionizing radiation field using the fully coupled LFM-RCM-TING model will
be assessed. For the present work, the simulated real-time geomagnetic cutoff rigidities are
calculated using the TS05 model, and using the IGRF model for comparison.

Figure 14 shows the vertical cutoff rigidity over the northern hemisphere for three different
models of the geomagnetic field during the Halloween 2003 storm period. The left column
is cutoff rigidity computed using the IGRF field. Since total flight-path exposure at aviation
altitudes do not change significantly (< ∼1%) for cutoffs less than 0.05 GV, the cutoffs are
set to zero at geographic locations poleward of the 0.05 GV contour (see the bold-white 0.05
GV color contour in Figure 14). The middle column in Figure 14 shows the cutoff rigidities
computed using the TS05 field under geomagnetically quiet conditions, October 28 (0200 UT),
prior to the onset of the Halloween 2003 SEP event 3 (see section 3.2). One can see that even
during magnetically quiet conditions, the cutoff rigidities predicted from the TS05 field are
lower than predicted from the IGRF field, and the polar cap region (i.e., inside the bold-white
0.05 GV contour in Figure 14) is expanded to lower latitudes. A weaker field predicted by the
TS05 model, compared to IGRF, is due in part to the diamagnetic effect of the magnetospheric
ring current included in the TS05 model. Lower cutoff rigidities correspond to less momentum
shielding and higher radiation exposure levels. The right column in Figure 14 shows the cutoff
rigidities during peak geomagnetic storm conditions, October 29 (2100 UT), during SEP event
3. The cutoffs are lower at all latitudes compared to the two previous simulations, and the
polar cap region has expanded to much lower latitudes than during the magnetically quiet
period. These geomagnetic effects are discussed in more detail in section 4.3.

The difference in cutoffs between storm and quiet conditions is shown in Figure 15. The
cutoffs were calculated using the TS05 model. The magnetically quiet period is the same as
above, October 28 (0200 UT), 2003. The top panel shows the cutoff difference between the
magnetically quiet time and the arrival of an interplanetary shock at the magnetosphere on
October 29 (0612 UT), 2003. The bottom panel shows the storm-quiet cutoff difference when
the Disturbed Storm Time (Dst) index is near its minimum on October 29 (2100 UT), 2003.
The cutoffs are most suppressed at mid-latitudes during the night. The storm-quiet cutoff
difference can be as much as ∼ 1 GV, which has a significant effect on radiation exposure.

An important aspect of these model studies is our assessment of the impact of the changes
in cutoff rigidity due to the magnetospheric field effect on atmospheric radiation exposure,
and the identification of the need for accurate and computationally efficient geomagnetic
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Fig. 15. Storm-quiet geomagnetic cutoff rigidities differences calculated using the TS05
magnetospheric magnetic field model. The magnetically quiet time cutoffs were calculated
on October 28 (0200 UT), 2003. The storm cutoffs in the top panel were computed when the
interplanetary shock arrived on October 29 (0612 UT), 2003. The storm cutoffs in the bottom
panel were computed at the maximum build-up of the ring current on October 29 (2100 UT),
2003.

2010; Mertens et al., 2010a; 2009). The cutoff rigidity code was developed by the Center for
Integrated Space Weather Modeling (CISM) at Dartmouth College. The CISM-Dartmouth
geomagnetic cutoff model can be run using several different empirical, semi-physics-based,
and physics-based models (Kress et al., 2004). In particular, the specification of the
geomagnetic field due to Earth’s internal field source is provided by the IGRF model
[Langlais and Mandea, 2000], as discussed above. The real-time dynamical response of the
magnetospheric magnetic field to solar wind conditions and IMF can be provided by the
semi-physics-based TS05 model (Tsyganenko & Sitnov, 2005), or by the Lyon-Feder-Mobarry
(LFM) global MHD (magnetohydrodynamic) simulation code (Fedder & Mobarry, 2004).
Routines were developed and tested to couple the geomagnetic cutoff model with the different
magnetic field models.

The LFM MHD code may be run as a stand alone model or coupled with other geospace
models currently under development within CISM. For example, the LFM magnetospheric
magnetic fields may be coupled with the Thermosphere-Ionosphere Nested Grid (TING)
model (Wang et al., 2004) and/or with the Rice Convection Model (RCM) (Toffoletto
et al., 2004), which models the ring current. The semi-physics-based TS05 model provides
more accurate cutoff rigidities than the stand alone LFM MHD model, as determined
by comparisons with satellite observations during a Halloween 2003 geomagnetic storm.
Figure 12 shows comparisons between cutoff latitudes for ∼ 20 MeV protons computed using
the TS05 model and measured by the Proton Electron Telescope (PET) instrument on the Solar
Anomalous and Magnetospheric Particle Explorer (SAMPEX) satellite (Baker et al., 1993).
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cutoff rigidity models with solar wind-magnetospheric dynamical responses included. The
∼ 1 GV suppression in cutoff at mid-latitudes during a geomagnetic storm means that
high-level SEP radiation exposure normally confined to the polar cap region will be extended
to mid-latitudes. More details of these findings are included in section 4.3.

3.4 Atmospheric cosmic ray transport

The transport of cosmic rays through the neutral atmosphere is described by a coupled system
of linear, steady-state Boltzmann transport equations, which can be derived on the basis
of conservations principles (Wilson et al., 1991). The transport equation for the directional
fluence φj(x, Ω, E) of particle type j is given by (Mertens et al., 2008; 2007a)

Ω • ∇Φj(x, Ω, E) = ∑
k

∫ ∫
σjk(Ω, Ω�, E, E�)Φk(x, Ω�, E�)dΩ�dE� − σj(E)Φj(x, Ω, E) (17)

where σj(E) and σjk(Ω, Ω�, E, E�) are the projectile-target macroscopic interaction cross
sections. The σjk(Ω, Ω�, E, E�) are double-differential particle production cross sections that
represent all processes by which type k particles moving in direction Ω� with energy E�
produce a particle of type j moving in direction Ω with energy E, including radioactive decay
processes. The total interaction cross section σj(E) for each incident particle type j is

σj(E) = σj,at(E) + σj,el(E) + σj,r(E), (18)

where the first term refers to projectile collisions with atomic electrons of the target medium,
the second term refers to elastic ion-nucleus scattering, and the third term contains all relevant
nuclear reactions. The corresponding differential cross sections are similarly ordered.

Consider the transport of cosmic ray ions through the atmosphere. In this case, the second
term in (18) represents elastic ion-nucleus Coulomb scattering between the incident ions and
the atoms that comprise the neutral atmosphere. Figure 16 shows the characteristic elastic
scattering length versus kinetic energy of various ions colliding with the neutral atmosphere
(Mertens et al., 2008). Ion-nucleus scattering becomes important in the atmosphere only at
low energies. For example, the length of the Earth’s atmosphere in units of areal density
is ∼ 1000 g/cm2. Thus, Figure 16 shows that cosmic ray ions will not elastically scatter
off an atmospheric nucleus before reaching the surface unless the ion kinetic energy is well
below 1 MeV/amu. However, ions with kinetic energy less than 1 MeV/amu are stopped
via ionization and/or atomic excitation energy loss processes at high altitudes before a
scattering event can take place (see Figure 18). Multiple Coulomb scattering and coupling
with ionization energy loss become important factors in the transport of ions within living
tissue (Mertens et al., 2010b; 2007b), which are related to the degree of biological damage
inflicted on sensitive components within the living cell. However, for cosmic ray transport
through the atmosphere, the ion-nucleus scattering term in (18) can be neglected to a good
approximation.

The principle mechanism for atomic interactions between the cosmic ray ions and the target
medium is ionization and/or atomic excitation. This process is represented by the first term
in (18). The result of this interaction is the transfer of energy from the projectile ions to the
atomic electrons of the target medium via the Coulomb impulse force. Since the projectile ion
mass is much greater than the electron mass, the ion travels essentially in a straight line as it
looses energy through ionization of the target medium. The ionization and atomic excitation

708 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 27

Fig. 16. Characteristic scattering length for ion beam transport through the Earth’s
atmosphere. The charge number (z) of the ion is specified in the legend.

energies, as well as the energies of ejected orbital electrons, are usually small in comparison
to the incident ion kinetic energy. As a result, the ionization energy loss processes by which
the projectile ions transfer energy to the target bound and/or ejected orbital electrons can be
considered continuous. Because of this so-called continuous slowing down approximation
(CSDA), the energy dE which is lost by the incident ion and transferred to the orbital electrons
of the target medium by ionization and/or atomic excitation within an element of path dx is
given by the stopping power, S, (Tai et al., 1997), i.e.,

S = − dE
dx

=
4π Z2

PZTe4

mv2 N
{

B0 − C(β)

ZT
+ ZPLP(β) + Z2

PLT(β) +
1
2
[G(MP, β)− δ(β)]

}
(19)

where

B0 = ln
(

2mc2β2

I(1 − β2)

)
− β2. (20)

In the above equations, ZP and ZT are the projectile ion charge and the number of electrons
per target atom, respectively, v is the projectile velocity, c is the speed of light, β = v/c, N is
the density of atoms in the target medium, and I is the mean ionization potential of the target
medium. The electron charge and mass are denoted, respectively, by e and m.

The various terms in (19) have the following interpretation (Tai et al., 1997; Wilson et al., 1991).
The B0 term is the high-energy asymptotic limit of the stopping power assuming that the
orbital electrons of the target atoms can be treated as essentially free electrons. This requires
that the projectile’s velocity be much greater than the orbital velocities of the bound atomic
electrons, which is an inadequate approximation for inner shell electrons of heavy element
target media. The C(β)/ZT term provides a correction for inner shell electrons. The LP(β)
term arises from polarization of the target electrons by the incident ion, and is referred to as
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through the atmosphere, the ion-nucleus scattering term in (18) can be neglected to a good
approximation.

The principle mechanism for atomic interactions between the cosmic ray ions and the target
medium is ionization and/or atomic excitation. This process is represented by the first term
in (18). The result of this interaction is the transfer of energy from the projectile ions to the
atomic electrons of the target medium via the Coulomb impulse force. Since the projectile ion
mass is much greater than the electron mass, the ion travels essentially in a straight line as it
looses energy through ionization of the target medium. The ionization and atomic excitation

708 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 27

Fig. 16. Characteristic scattering length for ion beam transport through the Earth’s
atmosphere. The charge number (z) of the ion is specified in the legend.

energies, as well as the energies of ejected orbital electrons, are usually small in comparison
to the incident ion kinetic energy. As a result, the ionization energy loss processes by which
the projectile ions transfer energy to the target bound and/or ejected orbital electrons can be
considered continuous. Because of this so-called continuous slowing down approximation
(CSDA), the energy dE which is lost by the incident ion and transferred to the orbital electrons
of the target medium by ionization and/or atomic excitation within an element of path dx is
given by the stopping power, S, (Tai et al., 1997), i.e.,

S = − dE
dx

=
4π Z2

PZTe4

mv2 N
{

B0 − C(β)

ZT
+ ZPLP(β) + Z2

PLT(β) +
1
2
[G(MP, β)− δ(β)]

}
(19)

where

B0 = ln
(

2mc2β2

I(1 − β2)

)
− β2. (20)

In the above equations, ZP and ZT are the projectile ion charge and the number of electrons
per target atom, respectively, v is the projectile velocity, c is the speed of light, β = v/c, N is
the density of atoms in the target medium, and I is the mean ionization potential of the target
medium. The electron charge and mass are denoted, respectively, by e and m.

The various terms in (19) have the following interpretation (Tai et al., 1997; Wilson et al., 1991).
The B0 term is the high-energy asymptotic limit of the stopping power assuming that the
orbital electrons of the target atoms can be treated as essentially free electrons. This requires
that the projectile’s velocity be much greater than the orbital velocities of the bound atomic
electrons, which is an inadequate approximation for inner shell electrons of heavy element
target media. The C(β)/ZT term provides a correction for inner shell electrons. The LP(β)
term arises from polarization of the target electrons by the incident ion, and is referred to as

709Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays



28 Will-be-set-by-IN-TECH

Fig. 17. Stopping power versus kinetic energy of incident ions on Earth’s atmosphere. The
charge number (z) of the ion is specified in the legend.

the Barkas effect. The LT(β) is the Bloch term which provides a correction to the assumption
that the ejected orbital electrons in an ionization event can be represented as a plane wave for
close collisions with the incident ion. The Mott term is denoted by G(MP, β), where MP is
the mass of the projectile ion, which includes a kinetic correction for the recoil of the target
nucleus. The δ(β) term is a density correction that originates from the dielectric response of a
solid target material to the electric field generated by the projectile ion. Finally, at low energy
charge exchange processes begin to dominate, which leads to electron capture by the projectile
ion and reduces the atomic excitation and/or ionization energy loss. This effect is included by
introducing an effective charge for the projectile ion (Tai et al., 1997).

Figure 17 shows the stopping power for various cosmic ray ions incident on Earth’s
atmosphere. The stopping power decreases inversely with projectile energy between ∼ 100
keV/amu and 2 GeV/amu. The stopping power begins to increase with increasing projectile
energy above 2 GeV/amu due to the relativistic corrections in the B0 term in (19). The stopping
power decreases for projectile energies less than ∼ 100 keV/amu due to electron capture by
the projectile ion and the other correction terms in (19). The dependence of the stopping
power on the projectile kinetic energy plays a major role in determining the spectral shape of
the cosmic ray fluence rates in the atmosphere, as indicated by Figures 20 and 21.

The range of an ion is the mean path length traveled in the target medium before coming to
rest after losing its initial kinetic energy through ionization and/or atomic excitation energy
loss. In the CSDA, the range is defined by

Rj(E) = Aj

∫ E

0

dE�
Sj(E�) (21)
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Fig. 18. Average range versus kinetic energy of an ion beam incident at the top of Earth’s
atmosphere. The charge number (z) of the ion is specified in the legend.

where Aj is the atomic mass number of ion particle type j. The above equation is referred to
as the range-energy relation. Figure 18 shows the range of various cosmic ray ions incident
on the neutral atmosphere as a function of ion kinetic energy. At 1 GeV/amu, only protons
and alpha particles can reach the typical cruising altitudes of ∼ 10-12 km, or ∼ 200 g/cm2, for
commercial aircraft before coming to rest due to ionization energy loss. Below 1 GeV/amu,
all cosmic ray ions loose their kinetic energy before reaching commercial aircraft cruising
altitudes. For energies greater than 1 GeV/amu, the cosmic ray particle flux densities decrease
with a power-law dependence on energy (see Figure 7). Although secondary charged particles
can be produced by nuclear fragmentation reactions, which is represented by the third term in
(18), the stopping range in Figure 18 explains why the heavy-ion fluence rates in Figure 20 are
significantly less than the proton fluence rate. The same is true for the light-ions in Figure 21.

Two approximations have been made to the total ion-target interaction cross section in (18).
First, elastic ion-nucleus scattering has been neglected for cosmic ray transport through the
atmosphere. Second, the CSDA has been invoked in the representation of atomic ion-electron
energy transfer collisions. As a consequence of these two approximations, the coupled
Boltzmann transport equations in (17) can be expressed, alternatively, as

B[Φj(x, Ω, E)] = ∑
k

∫ ∫
σjk,r(Ω, Ω�, E, E�)Φk(x, Ω�, E�)dΩ�dE� (22)

where

B[Φj(x, Ω, E)] ≡
[

Ω • ∇− 1
Aj

∂

∂ E
Sj(E) + σj,r(E)

]
Φj(x, Ω, E). (23)

The B[Φj] in the above equations denote a differential operator acting on the directional
fluence.
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Fig. 17. Stopping power versus kinetic energy of incident ions on Earth’s atmosphere. The
charge number (z) of the ion is specified in the legend.

the Barkas effect. The LT(β) is the Bloch term which provides a correction to the assumption
that the ejected orbital electrons in an ionization event can be represented as a plane wave for
close collisions with the incident ion. The Mott term is denoted by G(MP, β), where MP is
the mass of the projectile ion, which includes a kinetic correction for the recoil of the target
nucleus. The δ(β) term is a density correction that originates from the dielectric response of a
solid target material to the electric field generated by the projectile ion. Finally, at low energy
charge exchange processes begin to dominate, which leads to electron capture by the projectile
ion and reduces the atomic excitation and/or ionization energy loss. This effect is included by
introducing an effective charge for the projectile ion (Tai et al., 1997).

Figure 17 shows the stopping power for various cosmic ray ions incident on Earth’s
atmosphere. The stopping power decreases inversely with projectile energy between ∼ 100
keV/amu and 2 GeV/amu. The stopping power begins to increase with increasing projectile
energy above 2 GeV/amu due to the relativistic corrections in the B0 term in (19). The stopping
power decreases for projectile energies less than ∼ 100 keV/amu due to electron capture by
the projectile ion and the other correction terms in (19). The dependence of the stopping
power on the projectile kinetic energy plays a major role in determining the spectral shape of
the cosmic ray fluence rates in the atmosphere, as indicated by Figures 20 and 21.

The range of an ion is the mean path length traveled in the target medium before coming to
rest after losing its initial kinetic energy through ionization and/or atomic excitation energy
loss. In the CSDA, the range is defined by

Rj(E) = Aj

∫ E

0

dE�
Sj(E�) (21)
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Fig. 18. Average range versus kinetic energy of an ion beam incident at the top of Earth’s
atmosphere. The charge number (z) of the ion is specified in the legend.

where Aj is the atomic mass number of ion particle type j. The above equation is referred to
as the range-energy relation. Figure 18 shows the range of various cosmic ray ions incident
on the neutral atmosphere as a function of ion kinetic energy. At 1 GeV/amu, only protons
and alpha particles can reach the typical cruising altitudes of ∼ 10-12 km, or ∼ 200 g/cm2, for
commercial aircraft before coming to rest due to ionization energy loss. Below 1 GeV/amu,
all cosmic ray ions loose their kinetic energy before reaching commercial aircraft cruising
altitudes. For energies greater than 1 GeV/amu, the cosmic ray particle flux densities decrease
with a power-law dependence on energy (see Figure 7). Although secondary charged particles
can be produced by nuclear fragmentation reactions, which is represented by the third term in
(18), the stopping range in Figure 18 explains why the heavy-ion fluence rates in Figure 20 are
significantly less than the proton fluence rate. The same is true for the light-ions in Figure 21.

Two approximations have been made to the total ion-target interaction cross section in (18).
First, elastic ion-nucleus scattering has been neglected for cosmic ray transport through the
atmosphere. Second, the CSDA has been invoked in the representation of atomic ion-electron
energy transfer collisions. As a consequence of these two approximations, the coupled
Boltzmann transport equations in (17) can be expressed, alternatively, as

B[Φj(x, Ω, E)] = ∑
k

∫ ∫
σjk,r(Ω, Ω�, E, E�)Φk(x, Ω�, E�)dΩ�dE� (22)

where

B[Φj(x, Ω, E)] ≡
[

Ω • ∇− 1
Aj

∂

∂ E
Sj(E) + σj,r(E)

]
Φj(x, Ω, E). (23)

The B[Φj] in the above equations denote a differential operator acting on the directional
fluence.
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The differential operator in (22) can be inverted using the method of characteristics in order
to transform the integro-differential equation into a Volterra-type integral equation (Wilson,
1977). As a result, the integral equation for cosmic ray transport is given by

Φj(x, Ω, E) =
Sj(Eγ)Pj(Eγ)

Sj(E)Pj(E)
Φj(ΓΩ,x, Ω, Eγ)

+ ∑
k

∫ Eγ

E

AjPj(E�)
Sj(E)Pj(E)

dE�
∫ ∞

E�
dE��

∫
dΩ� σjk,r(Ω, Ω�, E�, E��)

x Φk[x + (Rj(E)− Rj(E�))Ω, Ω�, E��]. (24)

In the above equation, ΓΩ,x is a position vector of a point on the boundary surface and Eγ is
given by

Eγ = R−1
j [Rj + Ω • (x − ΓΩ,x)] (25)

The R−1
j operator in (25) is the inverse operation of obtaining the energy given the range using

the range-energy relation in (21). The expression for the integral cosmic ray transport equation
in (24) was made compact by introducing the total nuclear survival probability, which is
defined by

Pj(E) ≡ exp

[
−Aj

∫ E

0

σj,r(E�)dE�

Sj(E�)

]
. (26)

The first term in (24) describes the attenuation of the directional fluence specified at the
boundary as a result of transport through the target medium. For atmospheric cosmic ray
transport, an isotropic distribution is assumed for the directional fluence and the boundary
specification is defined to be the cosmic ray particle fluence rates that have been transported
through the heliosphere and magnetosphere and incident at the top of the neutral atmosphere.
These incident cosmic ray ions are attenuated by ionization energy loss (S(E)) and nuclear
absorption (P(E)), as indicated by the first term in (24). The second term in (24) describes
the generation of type j particles from projectile-target nuclear fragmentation reactions by
type k particles. The second term in (24) includes the production of type j particles from
type k particles at all intervening positions between the boundary point and the position of
observation, accounting for the attenuation by ionization energy loss and nuclear absorption
in between the point of production of a type j particle and the observation point.

The representation of the relevant total nuclear absorption cross sections (σj,r) and nuclear
fragmentation production cross sections (σjk,r) can not be expressed in a simple, compact form
such as the stopping power in (19)-(20). Nevertheless, important insight into the influence of
nuclear reactions on the atmospheric transport of cosmic rays can be gained by examining the
probability of a nuclear reaction as a function of incident ion kinetic energy. The probability
of a nuclear reaction is one minus the total nuclear survival probability in (26) (i.e., 1− Pj(E)),
which is shown in Figure 19. For particles with kinetic energy below 100 MeV/amu, there
is a small chance of a nuclear reaction. Recall from Figure 7 that the peak of the incident
GCR spectrum is between ∼ 200-500 MeV/amu. At these energies, one out of every two
particles will undergo some kind of nuclear reaction. For kinetic energies greater than 1
GeV/amu, nearly every particle will be subject to some type of nuclear reaction. Combining
this discussion with the discussion of Figure 18, the only primary cosmic ray particles that
can survive transport through the atmosphere and reach the cruising altitudes of typical
commercial aircraft are protons with kinetic energy on the order of 1 GeV or greater. The
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Fig. 19. Nuclear survival probability versus kinetic energy of an ion beam incident at the top
of Earth’s atmosphere. The charge number (z) of the ion is specified in the legend.

high-LET particles present at 10-12 km with energies less than 1 GeV/amu are secondary
particles created at higher altitudes from nuclear fragmentation reactions, most of which are
neutrons.

The coupled cosmic ray integral transport equations in (24) are solved in the NAIRAS
model using NASA LaRC’s deterministic HZETRN code. Details of the early analytical and
computation approaches to solving (24) are given by Wilson et al. (1995a; 1997; 1991; 2005a).
The stopping power parameterization used in HZETRN is described by Tai et al. (1997).
The nuclear cross sections for neutron and proton interactions are described extensively in
Wilson et al. (1989). The model for calculating the heavy-ion nuclear fragmentation cross
sections are described by Wilson et al. (1995b). HZETRN is used in a wide variety of radiation
transport applications: e.g., the calculation of dosimetric quantities for assessing astronaut
risk to space radiations on the International Space Station (ISS) and the Space Transportation
System (STS) Shuttle, including realistic spacecraft and human geometry (Badavi et al., 2005;
2007a; Slaba et al., 2009; Wilson & et al., 2006). Extensive summaries of HZETRN laboratory
and space-flight verification and validation are found in recent reports by Badavi et al. (2007a);
Nealy et al. (2007); Wilson et al. (2005c;a).

The computation methods employed in HZETRN to solve the coupled cosmic ray integral
transport equations in (24) are summarized below. The details are given in the references.
The numerical procedures fall into two categories based on the fundamental physics of
cosmic ray projectile-target nuclear interactions. The first category is heavy-ion transport.
Ion beam experiments have shown that projectile fragments have an energy and direction
very near to that of the incident heavy-ion projectile (Wilson, 1977; Wilson et al., 1995a).
The observation of forward directed projectile fragments is the bases of the so-called
straight-ahead approximation, where the integral over solid angle in (24) is neglected and
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The differential operator in (22) can be inverted using the method of characteristics in order
to transform the integro-differential equation into a Volterra-type integral equation (Wilson,
1977). As a result, the integral equation for cosmic ray transport is given by

Φj(x, Ω, E) =
Sj(Eγ)Pj(Eγ)

Sj(E)Pj(E)
Φj(ΓΩ,x, Ω, Eγ)

+ ∑
k

∫ Eγ

E

AjPj(E�)
Sj(E)Pj(E)

dE�
∫ ∞

E�
dE��

∫
dΩ� σjk,r(Ω, Ω�, E�, E��)

x Φk[x + (Rj(E)− Rj(E�))Ω, Ω�, E��]. (24)

In the above equation, ΓΩ,x is a position vector of a point on the boundary surface and Eγ is
given by

Eγ = R−1
j [Rj + Ω • (x − ΓΩ,x)] (25)

The R−1
j operator in (25) is the inverse operation of obtaining the energy given the range using

the range-energy relation in (21). The expression for the integral cosmic ray transport equation
in (24) was made compact by introducing the total nuclear survival probability, which is
defined by

Pj(E) ≡ exp

[
−Aj

∫ E

0

σj,r(E�)dE�

Sj(E�)

]
. (26)

The first term in (24) describes the attenuation of the directional fluence specified at the
boundary as a result of transport through the target medium. For atmospheric cosmic ray
transport, an isotropic distribution is assumed for the directional fluence and the boundary
specification is defined to be the cosmic ray particle fluence rates that have been transported
through the heliosphere and magnetosphere and incident at the top of the neutral atmosphere.
These incident cosmic ray ions are attenuated by ionization energy loss (S(E)) and nuclear
absorption (P(E)), as indicated by the first term in (24). The second term in (24) describes
the generation of type j particles from projectile-target nuclear fragmentation reactions by
type k particles. The second term in (24) includes the production of type j particles from
type k particles at all intervening positions between the boundary point and the position of
observation, accounting for the attenuation by ionization energy loss and nuclear absorption
in between the point of production of a type j particle and the observation point.

The representation of the relevant total nuclear absorption cross sections (σj,r) and nuclear
fragmentation production cross sections (σjk,r) can not be expressed in a simple, compact form
such as the stopping power in (19)-(20). Nevertheless, important insight into the influence of
nuclear reactions on the atmospheric transport of cosmic rays can be gained by examining the
probability of a nuclear reaction as a function of incident ion kinetic energy. The probability
of a nuclear reaction is one minus the total nuclear survival probability in (26) (i.e., 1− Pj(E)),
which is shown in Figure 19. For particles with kinetic energy below 100 MeV/amu, there
is a small chance of a nuclear reaction. Recall from Figure 7 that the peak of the incident
GCR spectrum is between ∼ 200-500 MeV/amu. At these energies, one out of every two
particles will undergo some kind of nuclear reaction. For kinetic energies greater than 1
GeV/amu, nearly every particle will be subject to some type of nuclear reaction. Combining
this discussion with the discussion of Figure 18, the only primary cosmic ray particles that
can survive transport through the atmosphere and reach the cruising altitudes of typical
commercial aircraft are protons with kinetic energy on the order of 1 GeV or greater. The
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Fig. 19. Nuclear survival probability versus kinetic energy of an ion beam incident at the top
of Earth’s atmosphere. The charge number (z) of the ion is specified in the legend.

high-LET particles present at 10-12 km with energies less than 1 GeV/amu are secondary
particles created at higher altitudes from nuclear fragmentation reactions, most of which are
neutrons.

The coupled cosmic ray integral transport equations in (24) are solved in the NAIRAS
model using NASA LaRC’s deterministic HZETRN code. Details of the early analytical and
computation approaches to solving (24) are given by Wilson et al. (1995a; 1997; 1991; 2005a).
The stopping power parameterization used in HZETRN is described by Tai et al. (1997).
The nuclear cross sections for neutron and proton interactions are described extensively in
Wilson et al. (1989). The model for calculating the heavy-ion nuclear fragmentation cross
sections are described by Wilson et al. (1995b). HZETRN is used in a wide variety of radiation
transport applications: e.g., the calculation of dosimetric quantities for assessing astronaut
risk to space radiations on the International Space Station (ISS) and the Space Transportation
System (STS) Shuttle, including realistic spacecraft and human geometry (Badavi et al., 2005;
2007a; Slaba et al., 2009; Wilson & et al., 2006). Extensive summaries of HZETRN laboratory
and space-flight verification and validation are found in recent reports by Badavi et al. (2007a);
Nealy et al. (2007); Wilson et al. (2005c;a).

The computation methods employed in HZETRN to solve the coupled cosmic ray integral
transport equations in (24) are summarized below. The details are given in the references.
The numerical procedures fall into two categories based on the fundamental physics of
cosmic ray projectile-target nuclear interactions. The first category is heavy-ion transport.
Ion beam experiments have shown that projectile fragments have an energy and direction
very near to that of the incident heavy-ion projectile (Wilson, 1977; Wilson et al., 1995a).
The observation of forward directed projectile fragments is the bases of the so-called
straight-ahead approximation, where the integral over solid angle in (24) is neglected and
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Fig. 20. Event-averaged GCR spectral fluence rates at zero vertical geomagnetic cutoff
rigidity during the Halloween 2003 solar-geomagnetic storm [29 October 2003 (2100 UT) to 1
November (0000 UT)]. The panels show the fluence rates at different atmospheric depths.
The typical cruising altitudes for commercial aircraft correspond to an atmospheric depth of
roughly 200 g/cm2. The fluence rates from different charge groups have been summed
together to reduce the number of lines.

the transport is reduced to one-dimension along the direction of the incident heavy-ion beam.
Moreover, the observation of equal velocity between the heavy-ion projectile and the projectile
fragment suggests a delta function dependence in the projectile fragment production cross
section, which effectively eliminates the integral over dE�� on the right-hand side of (24).

In addition to the approximations discussed in the previous paragraph, the target fragments
are produced at low-energy and distributed nearly isotropically. At low energy, the target
fragments do not travel far before coming to rest due to ionization energy loss. These
observations justify a decoupling of the target and projectile fragments in the source term on
the right-hand side of (24). The advantage of this decoupling is that the target fragments can
be neglected in the heavy-ion transport procedure. The absence of the target fragments in the
heavy-ion transport solution means that the summation over k type particles in (24) involves
only projectiles with masses greater the the mass of the type j particle (i.e., ∑k>j). These
approximations enable a self-consistent solution of projectile fragment heavy-ion transport
using backsubstitution and perturbation theory with rapid convergence. The contribution
of the target fragments to the dosimetric quantities is included indirectly using the method
described in section 3.6. Significant improvements in the accuracy and computational
efficiency of HZETRN’s heavy-ion numerical transport procedures have recently been made
by Slaba et al. (2010c;d).

The numerical solution of the integral transport equation in (24) for light-particle projectiles
does not permit the same approximations as the heavy-ion transport solution. Light-particles
are defined in HZETRN as those particles with mass number A ≤ 4 and charge number
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Fig. 21. Event-averaged SEP spectral fluence rates at zero vertical geomagnetic cutoff rigidity
during the Halloween 2003 solar-geomagnetic storm [29 October 2003 (2100 UT) to 1
November (0000 UT)]. The panels show the fluence rates at different atmospheric depths.
The typical cruising altitudes for commercial aircraft correspond to an atmospheric depth of
roughly 200 g/cm2.

Z ≤ 2. Thus, there are six light-particles: neutrons and five charged particles (protons,
deuterons, tritons, helium-3, and helium-4). The equal velocity relationship between projectile
and projectile fragments is no longer valid for light-particle transport. This means that the
energy integral over dE�� on the right-hand side of (24) must be explicitly evaluated, and
both the projectile and target fragments are included in the numerical transport procedure.
Moreover, the straight-ahead approximation can not be employed in light-particle transport.
The integral over solid angle in (24) must be considered, which is especially important for
low-energy neutron transport.

Important updates to the numerical solution of light-particle transport in HZETRN have
been made recently by Slaba et al. (2010a;c;d;b). These updates have significantly improved
accuracy and computation efficiency. The solution approach is to decompose the light-particle
fluence into a straight-ahead component and an isotropic component. The transport
solution for the light-particle straight-ahead component is described by Slaba et al. (2010c;d).
The neutron fluence is further decomposed into semi-isotropic forward and semi-isotropic
backward components. The numerical approach for solving the directionally coupled
forward-backward neutron transport scheme for the semi-isotropic component is described
by Slaba et al. (2010a;b), which also describes the solution of the charged particle isotropic
component. The charged particle isotropic transport is approximated by assuming that the
source term originates from nuclear fragmentation reactions between the target medium and
the low-energy semi-isotropic neutrons, which turns out to be a good approximation (Slaba
et al., 2010c;d).
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Fig. 20. Event-averaged GCR spectral fluence rates at zero vertical geomagnetic cutoff
rigidity during the Halloween 2003 solar-geomagnetic storm [29 October 2003 (2100 UT) to 1
November (0000 UT)]. The panels show the fluence rates at different atmospheric depths.
The typical cruising altitudes for commercial aircraft correspond to an atmospheric depth of
roughly 200 g/cm2. The fluence rates from different charge groups have been summed
together to reduce the number of lines.

the transport is reduced to one-dimension along the direction of the incident heavy-ion beam.
Moreover, the observation of equal velocity between the heavy-ion projectile and the projectile
fragment suggests a delta function dependence in the projectile fragment production cross
section, which effectively eliminates the integral over dE�� on the right-hand side of (24).

In addition to the approximations discussed in the previous paragraph, the target fragments
are produced at low-energy and distributed nearly isotropically. At low energy, the target
fragments do not travel far before coming to rest due to ionization energy loss. These
observations justify a decoupling of the target and projectile fragments in the source term on
the right-hand side of (24). The advantage of this decoupling is that the target fragments can
be neglected in the heavy-ion transport procedure. The absence of the target fragments in the
heavy-ion transport solution means that the summation over k type particles in (24) involves
only projectiles with masses greater the the mass of the type j particle (i.e., ∑k>j). These
approximations enable a self-consistent solution of projectile fragment heavy-ion transport
using backsubstitution and perturbation theory with rapid convergence. The contribution
of the target fragments to the dosimetric quantities is included indirectly using the method
described in section 3.6. Significant improvements in the accuracy and computational
efficiency of HZETRN’s heavy-ion numerical transport procedures have recently been made
by Slaba et al. (2010c;d).

The numerical solution of the integral transport equation in (24) for light-particle projectiles
does not permit the same approximations as the heavy-ion transport solution. Light-particles
are defined in HZETRN as those particles with mass number A ≤ 4 and charge number
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Fig. 21. Event-averaged SEP spectral fluence rates at zero vertical geomagnetic cutoff rigidity
during the Halloween 2003 solar-geomagnetic storm [29 October 2003 (2100 UT) to 1
November (0000 UT)]. The panels show the fluence rates at different atmospheric depths.
The typical cruising altitudes for commercial aircraft correspond to an atmospheric depth of
roughly 200 g/cm2.

Z ≤ 2. Thus, there are six light-particles: neutrons and five charged particles (protons,
deuterons, tritons, helium-3, and helium-4). The equal velocity relationship between projectile
and projectile fragments is no longer valid for light-particle transport. This means that the
energy integral over dE�� on the right-hand side of (24) must be explicitly evaluated, and
both the projectile and target fragments are included in the numerical transport procedure.
Moreover, the straight-ahead approximation can not be employed in light-particle transport.
The integral over solid angle in (24) must be considered, which is especially important for
low-energy neutron transport.

Important updates to the numerical solution of light-particle transport in HZETRN have
been made recently by Slaba et al. (2010a;c;d;b). These updates have significantly improved
accuracy and computation efficiency. The solution approach is to decompose the light-particle
fluence into a straight-ahead component and an isotropic component. The transport
solution for the light-particle straight-ahead component is described by Slaba et al. (2010c;d).
The neutron fluence is further decomposed into semi-isotropic forward and semi-isotropic
backward components. The numerical approach for solving the directionally coupled
forward-backward neutron transport scheme for the semi-isotropic component is described
by Slaba et al. (2010a;b), which also describes the solution of the charged particle isotropic
component. The charged particle isotropic transport is approximated by assuming that the
source term originates from nuclear fragmentation reactions between the target medium and
the low-energy semi-isotropic neutrons, which turns out to be a good approximation (Slaba
et al., 2010c;d).
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In the NAIRAS model, there are 59 coupled transport equations in the HZETRN description
of GCR transport through the atmosphere. This set includes transport equations for neutrons
and GCR nuclear isotopes from protons through nickel (Z=28, A=58). Figure 20 shows the
GCR spectral fluence at various atmospheric depths during the Halloween 2003 storm period.
The top left panel shows the spectral fluence at zero vertical cutoff rigidity incident on the
neutral atmosphere. The fluences in this panel are the predictions from NAIRAS GCR model
(see section 3.1). There is no neutron fluence in this panel since neutrons are secondary
particles created by projectile-target nuclear fragmentation reactions, as discussed above. The
remaining panels show the GCR fluences (primaries + secondaries) at different depths within
the atmosphere.

Since neutrons do not interact with the target medium via the Coulomb force, there is not an
ionization threshold, or an atomic excitation threshold, or a nuclear Coulomb potential barrier
to overcome. Thus, the neutrons are not brought to rest as the charged particles are. Neutrons
continue to cascade down in energy through neutron-nucleus interactions and the low-energy
neutron fluence continues to build, as is evident in Figure 20. The low-energy neutron fluence
is quite large, even at a small atmospheric depth of 0.1 g/cm2. The large low-energy neutron
fluence at small atmospheric depth is dominated by backscattered neutrons generated at much
larger depths, or at much lower altitudes in the atmosphere. At the atmospheric depth of
typical cruising altitudes of commercial aircraft, the heavy-ions have largely disappeared, due
to a combination of ionization energy loss and nuclear fragmentation reactions into lower
energy, lighter particles. Refer to the discussion of Figures 18 and 19.

Solar cosmic rays consist mainly of protons and alpha particles. As a result, only the solution
of the six light-particle coupled transport equations defined in HZETRN are required in the
description of SEP transport through the atmosphere. Figure 21 shows the light-particle
SEP spectral fluences at various atmospheric depths for the same time period during the
Halloween 2003 storm as shown in the previous figure. The top left panel shows the spectral
fluence at zero vertical cutoff rigidity incident on the neutral atmosphere. These SEP fluence
rates were determined using the satellite in-situ ion flux measurements and the spectral fitting
algorithm described in section 3.2. The remaining panels show the SEP fluences (primaries
+ secondaries) at different depths within the atmosphere. Similar to the GCR atmospheric
transport properties, the large low-energy neutron fluence at small atmospheric depth for SEP
events is due to the large backscattered neutron component, which also originates at larger
penetrations depths. Furthermore, only nucleon (protons + neutrons) fluences remain at the
typical cruising altitude of commercial aircraft, for the same reasons as previously described.

3.5 Meteorological data

This section describes the characterization of the internal properties of the atmosphere that
are relevant to cosmic transport. The atmosphere itself provides shielding from incident
charged particles. The shielding of the atmosphere at a given altitude depends on the
overhead mass. Sub-daily global atmospheric depth is determined from pressure versus
geopotential height and pressure versus temperature data derived from the National Center
for Environmental Prediction (NCEP) / National Center for Atmospheric Research (NCAR)
Reanalysis 1 project (Kalnay & et al., 1996). The NCAR/NCEP Reanalysis 1 project uses a
state-of-the-art analysis/forecast system to perform data assimilation using past data from
1948 to the present. The data products are available 4x daily at 0, 6, 12, and 18 UT. The spatial
coverage is 17 pressure levels in the vertical from approximately the surface (1000 hPa) to the
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Fig. 22. NCAR/NCEP Reanalysis 1 pressure levels at 11 km corresponding to the date/time
of the largest geomagnetically disturbed period of Halloween 2003 SEP event 3 (10/29/2003,
2100 UT) analyzed in section 4. Also shown are the magnetic latitude circles and the
meridians at 0, 6, 12, and 18 magnetic local time.

middle stratosphere (10 hPa), while the horizontal grid is 2.5 x 2.5 degrees covering the entire
globe.

NCAR/NCEP pressure versus geopotential height data is extended in altitude above 10 hPa
using the Naval Research Laboratory Mass Spectrometer and Incoherent Scatter (NRLMSIS)
model atmosphere (Picone et al., 2002). NCAR/NCEP and NRLMSIS temperatures are
smoothly merged at 10 hPa at each horizontal grid point. NRLMSIS temperatures are
produced at 2 km vertical spacing from the altitude of the NCEP/NCAR 10 hPa pressure
surface to approximately 100 km. The pressure at these extended altitudes can be
determined from the barometric law using the NRLMSIS temperature profile and the known
NCAR/NCEP 10 hPa pressure level, which assumes the atmosphere is in hydrostatic
equilibrium and obeys the ideal gas law. Finally, the altitudes and temperatures are linearly
interpolated in log pressure to a fixed pressure grid from 1000 hPa to 0.001 hPa, with six
pressure levels per decade. The result from this step is pressure versus altitude at each
horizontal grid point from the surface to approximately 100 km.

Atmospheric depth (g/cm2) at each altitude level and horizontal grid point is computed by
vertically integrating the mass density from a given altitude to the top of the atmosphere. The
mass density is determined by the ideal gas law using the pressure and temperature at each
altitude level. The result from this step produces a 3-D gridded field of atmospheric depth.
Atmospheric depth at any specified aircraft altitude is determined by linear interpolation
along the vertical grid axis in log atmospheric depth. Figure 22 shows the atmospheric
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In the NAIRAS model, there are 59 coupled transport equations in the HZETRN description
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Since neutrons do not interact with the target medium via the Coulomb force, there is not an
ionization threshold, or an atomic excitation threshold, or a nuclear Coulomb potential barrier
to overcome. Thus, the neutrons are not brought to rest as the charged particles are. Neutrons
continue to cascade down in energy through neutron-nucleus interactions and the low-energy
neutron fluence continues to build, as is evident in Figure 20. The low-energy neutron fluence
is quite large, even at a small atmospheric depth of 0.1 g/cm2. The large low-energy neutron
fluence at small atmospheric depth is dominated by backscattered neutrons generated at much
larger depths, or at much lower altitudes in the atmosphere. At the atmospheric depth of
typical cruising altitudes of commercial aircraft, the heavy-ions have largely disappeared, due
to a combination of ionization energy loss and nuclear fragmentation reactions into lower
energy, lighter particles. Refer to the discussion of Figures 18 and 19.

Solar cosmic rays consist mainly of protons and alpha particles. As a result, only the solution
of the six light-particle coupled transport equations defined in HZETRN are required in the
description of SEP transport through the atmosphere. Figure 21 shows the light-particle
SEP spectral fluences at various atmospheric depths for the same time period during the
Halloween 2003 storm as shown in the previous figure. The top left panel shows the spectral
fluence at zero vertical cutoff rigidity incident on the neutral atmosphere. These SEP fluence
rates were determined using the satellite in-situ ion flux measurements and the spectral fitting
algorithm described in section 3.2. The remaining panels show the SEP fluences (primaries
+ secondaries) at different depths within the atmosphere. Similar to the GCR atmospheric
transport properties, the large low-energy neutron fluence at small atmospheric depth for SEP
events is due to the large backscattered neutron component, which also originates at larger
penetrations depths. Furthermore, only nucleon (protons + neutrons) fluences remain at the
typical cruising altitude of commercial aircraft, for the same reasons as previously described.

3.5 Meteorological data

This section describes the characterization of the internal properties of the atmosphere that
are relevant to cosmic transport. The atmosphere itself provides shielding from incident
charged particles. The shielding of the atmosphere at a given altitude depends on the
overhead mass. Sub-daily global atmospheric depth is determined from pressure versus
geopotential height and pressure versus temperature data derived from the National Center
for Environmental Prediction (NCEP) / National Center for Atmospheric Research (NCAR)
Reanalysis 1 project (Kalnay & et al., 1996). The NCAR/NCEP Reanalysis 1 project uses a
state-of-the-art analysis/forecast system to perform data assimilation using past data from
1948 to the present. The data products are available 4x daily at 0, 6, 12, and 18 UT. The spatial
coverage is 17 pressure levels in the vertical from approximately the surface (1000 hPa) to the
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Fig. 22. NCAR/NCEP Reanalysis 1 pressure levels at 11 km corresponding to the date/time
of the largest geomagnetically disturbed period of Halloween 2003 SEP event 3 (10/29/2003,
2100 UT) analyzed in section 4. Also shown are the magnetic latitude circles and the
meridians at 0, 6, 12, and 18 magnetic local time.

middle stratosphere (10 hPa), while the horizontal grid is 2.5 x 2.5 degrees covering the entire
globe.

NCAR/NCEP pressure versus geopotential height data is extended in altitude above 10 hPa
using the Naval Research Laboratory Mass Spectrometer and Incoherent Scatter (NRLMSIS)
model atmosphere (Picone et al., 2002). NCAR/NCEP and NRLMSIS temperatures are
smoothly merged at 10 hPa at each horizontal grid point. NRLMSIS temperatures are
produced at 2 km vertical spacing from the altitude of the NCEP/NCAR 10 hPa pressure
surface to approximately 100 km. The pressure at these extended altitudes can be
determined from the barometric law using the NRLMSIS temperature profile and the known
NCAR/NCEP 10 hPa pressure level, which assumes the atmosphere is in hydrostatic
equilibrium and obeys the ideal gas law. Finally, the altitudes and temperatures are linearly
interpolated in log pressure to a fixed pressure grid from 1000 hPa to 0.001 hPa, with six
pressure levels per decade. The result from this step is pressure versus altitude at each
horizontal grid point from the surface to approximately 100 km.

Atmospheric depth (g/cm2) at each altitude level and horizontal grid point is computed by
vertically integrating the mass density from a given altitude to the top of the atmosphere. The
mass density is determined by the ideal gas law using the pressure and temperature at each
altitude level. The result from this step produces a 3-D gridded field of atmospheric depth.
Atmospheric depth at any specified aircraft altitude is determined by linear interpolation
along the vertical grid axis in log atmospheric depth. Figure 22 shows the atmospheric
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(a) GCR Component (b) SEP Component

Fig. 23. The green lines show the fluence-to-effective dose conversion coefficients. The blue
lines show the product of the kinetic energy (MeV/amu) times the event-averaged spectral
fluence rates for the Halloween 2003 storm period [29 October (2100 UT) to 1 November
(0000 UT)]. The fluence rates were evaluated at zero vertical geomagnetic cutoff rigidity and
at an atmospheric depth of 200 g/cm2. The lines denote neutron quantities; dashed lines
denote proton quantities; dotted lines denote alpha quantities. All quantities are shown for:
(a) GCR component and (b) SEP component.

pressure over the northern hemisphere at 11 km on October 29, 2003 (2100 UT). This is the
atmospheric data used in the exposure rate calculations in section 4.3.

3.6 Radiation dosimetry

The energy deposited in a target medium by the radiation field of particle j is the dose, which
is given by

Dj(x) = K
∫

Ω

∫ ∞

0
Sj(E)Φj(x, Ω, E)dΩdE. (27)

In the above equation, Sj(E) is the target stopping power for particle j (Mev/g/cm2) and K
is a unit conversion factor (1.602x10−10) to convert dose to units of Gray (1 Gy = J/kg). The
target stopping power is given by (19)-(20), which is shown in Figure 17 for representative
cosmic ray ions incident on Earth’s atmosphere. Radiation health risk and the probability of
biological damage depend not only on the absorbed dose, but also on the particle type and
energy of the radiation causing the dose. This is taken into account by weighting the absorbed
dose by a factor related to the quality of the radiation. The weighted absorbed dose has been
given the name dose equivalent by the ICRP (ICRP, 1991). The unit of dose equivalent is the
Sievert (Sv). Dose equivalent in tissue T from particle j (Hj,T(x)) is defined in terms of the
tissue LET dependent quality factor Q, such that

Hj,T(x) =
∫

L
Q(L)Dj(x, L)dL, (28)

where L is LET, which can be approximated by the stopping power in units of keV/um;
Dj(x, L) is the spectral dose distribution from particle j in terms of LET, and Q(L) is the tissue
LET-dependent quality factor.

718 Current Topics in Ionizing Radiation Research Atmospheric Ionizing Radiation from Galactic and Solar Cosmic Rays 37

The relationship between the probability of biological damage and dose equivalent is found
to also depend on the organ or tissue irradiated. A further dosimetric quantity, called the
effective dose, is defined to include the relative contributions of each organ or tissue to the
total biological detriment caused by radiation exposure. The effective dose (E(x)) is the sum
of weighted dose equivalents in all the organs and tissues in the human body, such that

E(x) = ∑
T

∑
j

wT Hj,T(x). (29)

The organ/tissue weighting factors are given in the ICRP 60 report (ICRP, 1991). A
computationally efficient approach is to calculate the effective dose rates directly from
the particle spectral fluence rates using pre-computed fluence-to-effective dose conversion
coefficients. The NAIRAS model uses neutron and proton conversion coefficients tabulated
by Ferrari et al. (1997a;b). The effective dose contributions from the other ions are obtained
by scaling the proton fluence-to-effective dose conversion coefficients by Z2

j /Aj, according
to stopping power dependence on charge and mass in (19)-(20). All recommended ICRP
radiation exposure limits are defined in terms of effective dose.

Figure 23 shows the proton and neutron fluence-to-effective dose conversion coefficients and
the event-averaged GCR and SEP spectral fluence rates computed during the Halloween
2003 SEP event 3. The fluence rates were computed at zero vertical geomagnetic cutoff
rigidity at an atmospheric depth of 200 g/cm2, which is the depth corresponding to typical
cruising altitudes of 10-12 km for commercial aircraft. Above 20 MeV, protons make a larger
contribution to effective dose per unit fluence compared to neutrons. Below 20 MeV, the
reverse is true. The fluence rates are shown in Figure 23 as a product of the fluence rates
times the energy. This is a convenient representation on a log-log scale since the spectral
integration with respect to log-energy, which is performed in order to obtain the effective dose
rate, is proportional to energy multiplied by the fluence rate. In this representation, neutrons
dominate below about 1 GeV. The peak in energy times the proton fluence rate is slightly
larger for the SEP component as compared to the GCR component. At 100 MeV and below,
the energy times the neutron fluence rate is nearly an order of magnitude greater for the SEP
component compared to the GCR component.

The GCR and SEP normalized spectral and accumulated spectral effective dose rates are
presented in Figure 24 for the event-averaged Halloween 2003 SEP event 3. Similar to the
previous figure, the effective dose rate quantities were computed at zero vertical geomagnetic
cutoff rigidity at an atmospheric depth of 200 g/cm2. The spectral effective dose rates are
normalized with respect to the peak in the spectrum. The peak in both the proton and neutron
spectral effective dose rates occur between 100-200 MeV, which is true for both GCR and SEP
contributions. Neutrons make the largest contributions to effective dose at energies below
the peak in the spectrum. Protons make the largest contribution to effective dose at energies
above the peak in the spectrum. The relative spectral contribution of protons and neutrons to
effective dose holds for both the GCR and SEP components. Half of the total effective dose rate
comes from spectral contributions at energies less than 100 MeV for the GCR component, and
at energies less than roughly 20 MeV for the SEP component. Half of the neutron effective dose
comes from spectral contributions at energies less than about 30 MeV for the GCR component,
which is similar for the SEP component. Recall that the incident GCR and SEP proton fluence
rates spectra are very different. For example, compare Figures 7 and 9. As a result, half of the
proton effective dose rates comes from spectral contributions at energies less than 100 MeV
for the SEP component, and at energies less than about 500 MeV for the GCR component.
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(a) GCR Component (b) SEP Component

Fig. 23. The green lines show the fluence-to-effective dose conversion coefficients. The blue
lines show the product of the kinetic energy (MeV/amu) times the event-averaged spectral
fluence rates for the Halloween 2003 storm period [29 October (2100 UT) to 1 November
(0000 UT)]. The fluence rates were evaluated at zero vertical geomagnetic cutoff rigidity and
at an atmospheric depth of 200 g/cm2. The lines denote neutron quantities; dashed lines
denote proton quantities; dotted lines denote alpha quantities. All quantities are shown for:
(a) GCR component and (b) SEP component.

pressure over the northern hemisphere at 11 km on October 29, 2003 (2100 UT). This is the
atmospheric data used in the exposure rate calculations in section 4.3.

3.6 Radiation dosimetry

The energy deposited in a target medium by the radiation field of particle j is the dose, which
is given by

Dj(x) = K
∫

Ω

∫ ∞

0
Sj(E)Φj(x, Ω, E)dΩdE. (27)

In the above equation, Sj(E) is the target stopping power for particle j (Mev/g/cm2) and K
is a unit conversion factor (1.602x10−10) to convert dose to units of Gray (1 Gy = J/kg). The
target stopping power is given by (19)-(20), which is shown in Figure 17 for representative
cosmic ray ions incident on Earth’s atmosphere. Radiation health risk and the probability of
biological damage depend not only on the absorbed dose, but also on the particle type and
energy of the radiation causing the dose. This is taken into account by weighting the absorbed
dose by a factor related to the quality of the radiation. The weighted absorbed dose has been
given the name dose equivalent by the ICRP (ICRP, 1991). The unit of dose equivalent is the
Sievert (Sv). Dose equivalent in tissue T from particle j (Hj,T(x)) is defined in terms of the
tissue LET dependent quality factor Q, such that

Hj,T(x) =
∫

L
Q(L)Dj(x, L)dL, (28)

where L is LET, which can be approximated by the stopping power in units of keV/um;
Dj(x, L) is the spectral dose distribution from particle j in terms of LET, and Q(L) is the tissue
LET-dependent quality factor.
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The relationship between the probability of biological damage and dose equivalent is found
to also depend on the organ or tissue irradiated. A further dosimetric quantity, called the
effective dose, is defined to include the relative contributions of each organ or tissue to the
total biological detriment caused by radiation exposure. The effective dose (E(x)) is the sum
of weighted dose equivalents in all the organs and tissues in the human body, such that

E(x) = ∑
T

∑
j

wT Hj,T(x). (29)

The organ/tissue weighting factors are given in the ICRP 60 report (ICRP, 1991). A
computationally efficient approach is to calculate the effective dose rates directly from
the particle spectral fluence rates using pre-computed fluence-to-effective dose conversion
coefficients. The NAIRAS model uses neutron and proton conversion coefficients tabulated
by Ferrari et al. (1997a;b). The effective dose contributions from the other ions are obtained
by scaling the proton fluence-to-effective dose conversion coefficients by Z2

j /Aj, according
to stopping power dependence on charge and mass in (19)-(20). All recommended ICRP
radiation exposure limits are defined in terms of effective dose.

Figure 23 shows the proton and neutron fluence-to-effective dose conversion coefficients and
the event-averaged GCR and SEP spectral fluence rates computed during the Halloween
2003 SEP event 3. The fluence rates were computed at zero vertical geomagnetic cutoff
rigidity at an atmospheric depth of 200 g/cm2, which is the depth corresponding to typical
cruising altitudes of 10-12 km for commercial aircraft. Above 20 MeV, protons make a larger
contribution to effective dose per unit fluence compared to neutrons. Below 20 MeV, the
reverse is true. The fluence rates are shown in Figure 23 as a product of the fluence rates
times the energy. This is a convenient representation on a log-log scale since the spectral
integration with respect to log-energy, which is performed in order to obtain the effective dose
rate, is proportional to energy multiplied by the fluence rate. In this representation, neutrons
dominate below about 1 GeV. The peak in energy times the proton fluence rate is slightly
larger for the SEP component as compared to the GCR component. At 100 MeV and below,
the energy times the neutron fluence rate is nearly an order of magnitude greater for the SEP
component compared to the GCR component.

The GCR and SEP normalized spectral and accumulated spectral effective dose rates are
presented in Figure 24 for the event-averaged Halloween 2003 SEP event 3. Similar to the
previous figure, the effective dose rate quantities were computed at zero vertical geomagnetic
cutoff rigidity at an atmospheric depth of 200 g/cm2. The spectral effective dose rates are
normalized with respect to the peak in the spectrum. The peak in both the proton and neutron
spectral effective dose rates occur between 100-200 MeV, which is true for both GCR and SEP
contributions. Neutrons make the largest contributions to effective dose at energies below
the peak in the spectrum. Protons make the largest contribution to effective dose at energies
above the peak in the spectrum. The relative spectral contribution of protons and neutrons to
effective dose holds for both the GCR and SEP components. Half of the total effective dose rate
comes from spectral contributions at energies less than 100 MeV for the GCR component, and
at energies less than roughly 20 MeV for the SEP component. Half of the neutron effective dose
comes from spectral contributions at energies less than about 30 MeV for the GCR component,
which is similar for the SEP component. Recall that the incident GCR and SEP proton fluence
rates spectra are very different. For example, compare Figures 7 and 9. As a result, half of the
proton effective dose rates comes from spectral contributions at energies less than 100 MeV
for the SEP component, and at energies less than about 500 MeV for the GCR component.
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(a) GCR Component (b) SEP Component

Fig. 24. Normalized spectral effective dose rates evaluated during the Halloween 2003 storm
period [29 October (2100 UT) to 1 November (0000 UT)] at zero vertical geomagnetic cutoff
rigidity and at an atmospheric depth of 200 g/cm2. The green lines show the spectral
effective dose rate normalized to the peak in the spectrum. The blue lines are normalized to
the spectrally integrated effective dose rate, and show the accumulated effective dose rate as
the spectral effective dose rate is integrated over energy. The solid lines denote neutron
quantities; dashed lines denote proton quantities; dash-dot lines denote total quantities.

4. Analysis of atmospheric ionizing radiation exposure

In this section NAIRAS predictions of aircraft radiation exposure are presented and analyzed
for three distinct space weather phenomena. The suppression of GCR exposure due to a
Forbush decrease is considered briefly in section 4.1. Maximum GCR exposure occurs during
solar minimum, as discussed in section 2.1. Results during solar minimum are presented in
section 4.2. The Halloween 2003 superstorm is used as a testbed for diagnosing the influence
of geomagnetic storm effects on SEP atmospheric radiation exposure. Section 4.3 contains the
analysis of the Halloween 2003 SEP exposure and geomagnetic storm effects. When possible,
the NAIRAS predictions are compared to other models and/or onboard aircraft radiation
measurements.

4.1 Case Study 1: GCR during forbush decrease

The Halloween 2003 superstorm was rich in the variety of simultaneous, and often competing,
space weather influences (Gopalswamy et al., 2005). Some of the phenomena that occurred
during this storm period that exert important influences on atmospheric ionizing radiation
exposure are: SEP events, Forbush decreases, geomagnetic storms, cosmic ray anisotropy,
and ground level enhancements (GLE). The topic of this section is aircraft radiation exposure
during a Forbush decrease that occurred during the Halloween 2003 storm.

A Forbush decrease is a suppression of the GCR exposure due to the interaction of the solar
wind with the incident GCR particles. At latitudes with cutoff rigidities greater than 1.0-1.2
GV, the SEP exposure rates are comparable to or less than the GCR exposure rates. Thus, at
these latitudes, the total GCR+SEP dose rate can be less than the quiet-time dose rates prior
to the SEP event during a Forbush decrease. Getley et al. (2005a;b) observed the apparent
influence of a Forbush decrease on dosimetry measurements taken on Qantas Flight 107 from
Los Angeles, California to New York, New York on October 29, 2003. These measurements
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Fig. 25. Comparisons between NAIRAS, FAA/CARI, and TEPC measurements for Qantas
Flight 107 from Los Angeles, California to New York, New York on October 29, 2003. The
dosimetric quantities compared are effective dose rate (denoted E) and ambient dose
equivalent rate (denoted H*(10)).

are well-suited for testing the ability of NAIRAS to model the reduction in the GCR exposure
due to Forbush decreases.

Quantitative comparisons were made between NAIRAS GCR exposure rates and aircraft
Tissue Equivalent Proportional Counter (TEPC) measurements taken by Getley et al. (2005a;b).
The latitudes of the Qantas flight trajectory were too low to observe significant SEP radiation
exposure. However, the GCR exposure was suppressed by a Forbush decrease. Figure 25
shows the comparisons between NAIRAS and the TEPC measurements along the Qantas
flight trajectory. This figure shows comparisons of effective dose rate and ambient dose
equivalent rate, which is a measurement-based proxy for the effective dose rate. Also shown
in the figure are the dosimetric quantities computed from the FAA/CARI-6 model. The
NAIRAS calculations are closer to the measurement data than the CARI model. The NAIRAS
model can account for Forbush decrease effects by virtue of using real-time neutron monitor
count rates in specifying the GCR fluence rates incident at the top of the neutral atmosphere,
as discussed in section 3.1.

4.2 Case Study 2: GCR during solar minimum

In this section NAIRAS model predictions are compared with TEPC measurements during
solar minimum conditions where the GCR exposure reaches its maximum during the solar
cycle. TEPC measurements are taken on an equatorial flight and a high-latitude flight. The
TEPC data were provided courtesy of Dr. Matthias Meier from The German Aerospace
Corporation (DLR) in Cologne, Germany. The equatorial flight was from Dusseldorf,
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(a) GCR Component (b) SEP Component

Fig. 24. Normalized spectral effective dose rates evaluated during the Halloween 2003 storm
period [29 October (2100 UT) to 1 November (0000 UT)] at zero vertical geomagnetic cutoff
rigidity and at an atmospheric depth of 200 g/cm2. The green lines show the spectral
effective dose rate normalized to the peak in the spectrum. The blue lines are normalized to
the spectrally integrated effective dose rate, and show the accumulated effective dose rate as
the spectral effective dose rate is integrated over energy. The solid lines denote neutron
quantities; dashed lines denote proton quantities; dash-dot lines denote total quantities.

4. Analysis of atmospheric ionizing radiation exposure

In this section NAIRAS predictions of aircraft radiation exposure are presented and analyzed
for three distinct space weather phenomena. The suppression of GCR exposure due to a
Forbush decrease is considered briefly in section 4.1. Maximum GCR exposure occurs during
solar minimum, as discussed in section 2.1. Results during solar minimum are presented in
section 4.2. The Halloween 2003 superstorm is used as a testbed for diagnosing the influence
of geomagnetic storm effects on SEP atmospheric radiation exposure. Section 4.3 contains the
analysis of the Halloween 2003 SEP exposure and geomagnetic storm effects. When possible,
the NAIRAS predictions are compared to other models and/or onboard aircraft radiation
measurements.

4.1 Case Study 1: GCR during forbush decrease

The Halloween 2003 superstorm was rich in the variety of simultaneous, and often competing,
space weather influences (Gopalswamy et al., 2005). Some of the phenomena that occurred
during this storm period that exert important influences on atmospheric ionizing radiation
exposure are: SEP events, Forbush decreases, geomagnetic storms, cosmic ray anisotropy,
and ground level enhancements (GLE). The topic of this section is aircraft radiation exposure
during a Forbush decrease that occurred during the Halloween 2003 storm.

A Forbush decrease is a suppression of the GCR exposure due to the interaction of the solar
wind with the incident GCR particles. At latitudes with cutoff rigidities greater than 1.0-1.2
GV, the SEP exposure rates are comparable to or less than the GCR exposure rates. Thus, at
these latitudes, the total GCR+SEP dose rate can be less than the quiet-time dose rates prior
to the SEP event during a Forbush decrease. Getley et al. (2005a;b) observed the apparent
influence of a Forbush decrease on dosimetry measurements taken on Qantas Flight 107 from
Los Angeles, California to New York, New York on October 29, 2003. These measurements
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Fig. 25. Comparisons between NAIRAS, FAA/CARI, and TEPC measurements for Qantas
Flight 107 from Los Angeles, California to New York, New York on October 29, 2003. The
dosimetric quantities compared are effective dose rate (denoted E) and ambient dose
equivalent rate (denoted H*(10)).

are well-suited for testing the ability of NAIRAS to model the reduction in the GCR exposure
due to Forbush decreases.

Quantitative comparisons were made between NAIRAS GCR exposure rates and aircraft
Tissue Equivalent Proportional Counter (TEPC) measurements taken by Getley et al. (2005a;b).
The latitudes of the Qantas flight trajectory were too low to observe significant SEP radiation
exposure. However, the GCR exposure was suppressed by a Forbush decrease. Figure 25
shows the comparisons between NAIRAS and the TEPC measurements along the Qantas
flight trajectory. This figure shows comparisons of effective dose rate and ambient dose
equivalent rate, which is a measurement-based proxy for the effective dose rate. Also shown
in the figure are the dosimetric quantities computed from the FAA/CARI-6 model. The
NAIRAS calculations are closer to the measurement data than the CARI model. The NAIRAS
model can account for Forbush decrease effects by virtue of using real-time neutron monitor
count rates in specifying the GCR fluence rates incident at the top of the neutral atmosphere,
as discussed in section 3.1.

4.2 Case Study 2: GCR during solar minimum

In this section NAIRAS model predictions are compared with TEPC measurements during
solar minimum conditions where the GCR exposure reaches its maximum during the solar
cycle. TEPC measurements are taken on an equatorial flight and a high-latitude flight. The
TEPC data were provided courtesy of Dr. Matthias Meier from The German Aerospace
Corporation (DLR) in Cologne, Germany. The equatorial flight was from Dusseldorf,
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(a) 1-minute TEPC Data (b) TEPC/NAIRAS Comparison

Fig. 26. (a) TEPC and Liulin dosimetric measurements on a flight from Dusseldorf to
Mauritius on February 13, 2008. The left ordinate axis indicate dose rates versus elapsed time
of flight (abscissa). The TEPC data shown are: (blue line) absorbed dose rate (uGy/hr) and
(red line) ambient dose equivalent rate (uSv/hr). The Liulin data are (green line) absorbed
dose in silicon (uGy/hr). The right ordinate axis indicates the flight level versus elapsed
flight time (abscissa). The flight levels are the horizontal black lines. (b) TEPC/NAIRAS
comparisons of ambient dose equivalent rate for the same flight. The left ordinate axis
indicates the ambient dose equivalent rate versus elapsed flight time (abscissa). The TEPC
measurements are shown as red diamond symbols. The NAIRAS predictions are shown as
light blue square symbols. The 1-minute TEPC data shown in the left panel have been
averaged over roughly 1-hour periods. The horizontal error bars in the above figure
correspond to the averaging interval. The vertical error bars represent one standard
deviation in TEPC data.

Germany to the island nation of Mauritius on February 13, 2008, and the TEPC 1-minute data
are shown in Figure 26a.

Initial comparison between NAIRAS and TEPC data are focused on the ambient dose
equivalent, since this dosimetric quantity is a fairly reasonable proxy for effective dose - the
quantity directly related to biological risk. Figure 26b shows the NAIRAS/TEPC ambient
dose equivalent rate comparisons. The NAIRAS model predictions are within the statistical
uncertainty of the TEPC measurements. Nevertheless, NAIRAS results are biased low with
respect to the measurements. The largest differences are at the lowest latitudes near the
equator. The equatorial low bias in the NAIRAS results may be due to an underprediction
of electromagnetic cascade processes initiated by pion production. It is known that the
generation and transport of these processes within the HZETRN component of NAIRAS needs
improvement, and these processes are likely to be more important at low latitudes compared
to higher latitudes. Improvements in HZETRN with modeling the transport and dosimetry of
pion initiated electromagnetic cascade effects are currently underway.

The high-latitude dosimetric measurements were taken on a flight from Fairbanks, Alaska to
Frankfurt, Germany on May 23, 2008. The 1-minute TEPC data are shown in Figure 27a.
NAIRAS/TEPC ambient dose equivalent rate comparisons are shown in Figure 27b. The
NAIRAS predictions are at the boundary of one standard deviation in the statistical
uncertainty of the TEPC measurements. For the high-latitude comparison, the NAIRAS
results are biased high with respect to the TEPC measurements. More comparisons between
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(a) 1-minute TEPC Data (b) TEPC/NAIRAS Comparisons

Fig. 27. (a) TEPC and Liulin dosimetric measurements on a flight from Fairbanks to
Frankfurt on May 23, 2008. The left ordinate axis indicate dose rates versus elapsed time of
flight (abscissa). The TEPC data shown are: (blue line) absorbed dose rate (uGy/hr) and (red
line) ambient dose equivalent rate (uSv/hr). The Liulin data are (green line) absorbed dose in
silicon (uGy/hr). The right ordinate axis indicates the flight level versus elapsed flight time
(abscissa). The flight levels are the horizontal black lines. (b) NAIRAS/TEPC comparisons of
ambient dose equivalent rate for the same flight. The left ordinate axis indicates the ambient
dose equivalent rate versus elapsed flight time (abscissa). The TEPC measurements are
shown as red diamond symbols. The NAIRAS predictions are shown as light blue square
symbols. The 1-minute TEPC data shown in the left panel have been averaged over roughly
1-hour periods. The horizontal error bars in the above figure correspond to the averaging
interval. The vertical error bars represent one standard deviation in TEPC data.

NAIRAS predictions and dosimetric measurements over a range of latitudes and solar
modulation levels are required to fully characterize the uncertainty in the model predictions.
Comprehensive flight campaigns are currently underway for extensive model verification and
validation.

4.3 Case Study 3: A halloween 2003 SEP event

In this section NAIRAS model predictions are presented for SEP effective dose rates and
accumulated effective dose along representative high-latitude commercial routes during the
Halloween 2003 SEP event 3 [10/29 (2100 UT) - 10/31 (2400 UT)]. The incident SEP spectral
fluence rates and meteorological data are fixed in time in the NAIRAS calculations presented
in this section, which are given by the event-averaged spectral fluence rates and atmospheric
depth-altitude data shown in Figures 9 and 22, respectively. On the other hand, the
geomagnetic cutoff rigidity is allowed to vary in time along the flight trajectories, according
to the magnetospheric magnetic field response to the real-time solar wind and IMF conditions
(Kress et al., 2010). This enables the geomagnetic influence on SEP radiation exposure to be
isolated. The Halloween 2003 superstorm is an ideal event to study geomagnetic effects since
this event contained a major magnetic storm which was one of the largest of solar cycle 23.
Geomagnetic effects on atmospheric ionizing radiation have not been sufficiently quantified
in the past. A unique outcome of this analysis is that it was found that geomagnetic storm
effects have a profound effect on SEP atmospheric radiation exposure, especially for flights
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(a) 1-minute TEPC Data (b) TEPC/NAIRAS Comparison

Fig. 26. (a) TEPC and Liulin dosimetric measurements on a flight from Dusseldorf to
Mauritius on February 13, 2008. The left ordinate axis indicate dose rates versus elapsed time
of flight (abscissa). The TEPC data shown are: (blue line) absorbed dose rate (uGy/hr) and
(red line) ambient dose equivalent rate (uSv/hr). The Liulin data are (green line) absorbed
dose in silicon (uGy/hr). The right ordinate axis indicates the flight level versus elapsed
flight time (abscissa). The flight levels are the horizontal black lines. (b) TEPC/NAIRAS
comparisons of ambient dose equivalent rate for the same flight. The left ordinate axis
indicates the ambient dose equivalent rate versus elapsed flight time (abscissa). The TEPC
measurements are shown as red diamond symbols. The NAIRAS predictions are shown as
light blue square symbols. The 1-minute TEPC data shown in the left panel have been
averaged over roughly 1-hour periods. The horizontal error bars in the above figure
correspond to the averaging interval. The vertical error bars represent one standard
deviation in TEPC data.

Germany to the island nation of Mauritius on February 13, 2008, and the TEPC 1-minute data
are shown in Figure 26a.

Initial comparison between NAIRAS and TEPC data are focused on the ambient dose
equivalent, since this dosimetric quantity is a fairly reasonable proxy for effective dose - the
quantity directly related to biological risk. Figure 26b shows the NAIRAS/TEPC ambient
dose equivalent rate comparisons. The NAIRAS model predictions are within the statistical
uncertainty of the TEPC measurements. Nevertheless, NAIRAS results are biased low with
respect to the measurements. The largest differences are at the lowest latitudes near the
equator. The equatorial low bias in the NAIRAS results may be due to an underprediction
of electromagnetic cascade processes initiated by pion production. It is known that the
generation and transport of these processes within the HZETRN component of NAIRAS needs
improvement, and these processes are likely to be more important at low latitudes compared
to higher latitudes. Improvements in HZETRN with modeling the transport and dosimetry of
pion initiated electromagnetic cascade effects are currently underway.

The high-latitude dosimetric measurements were taken on a flight from Fairbanks, Alaska to
Frankfurt, Germany on May 23, 2008. The 1-minute TEPC data are shown in Figure 27a.
NAIRAS/TEPC ambient dose equivalent rate comparisons are shown in Figure 27b. The
NAIRAS predictions are at the boundary of one standard deviation in the statistical
uncertainty of the TEPC measurements. For the high-latitude comparison, the NAIRAS
results are biased high with respect to the TEPC measurements. More comparisons between
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Fig. 27. (a) TEPC and Liulin dosimetric measurements on a flight from Fairbanks to
Frankfurt on May 23, 2008. The left ordinate axis indicate dose rates versus elapsed time of
flight (abscissa). The TEPC data shown are: (blue line) absorbed dose rate (uGy/hr) and (red
line) ambient dose equivalent rate (uSv/hr). The Liulin data are (green line) absorbed dose in
silicon (uGy/hr). The right ordinate axis indicates the flight level versus elapsed flight time
(abscissa). The flight levels are the horizontal black lines. (b) NAIRAS/TEPC comparisons of
ambient dose equivalent rate for the same flight. The left ordinate axis indicates the ambient
dose equivalent rate versus elapsed flight time (abscissa). The TEPC measurements are
shown as red diamond symbols. The NAIRAS predictions are shown as light blue square
symbols. The 1-minute TEPC data shown in the left panel have been averaged over roughly
1-hour periods. The horizontal error bars in the above figure correspond to the averaging
interval. The vertical error bars represent one standard deviation in TEPC data.

NAIRAS predictions and dosimetric measurements over a range of latitudes and solar
modulation levels are required to fully characterize the uncertainty in the model predictions.
Comprehensive flight campaigns are currently underway for extensive model verification and
validation.

4.3 Case Study 3: A halloween 2003 SEP event

In this section NAIRAS model predictions are presented for SEP effective dose rates and
accumulated effective dose along representative high-latitude commercial routes during the
Halloween 2003 SEP event 3 [10/29 (2100 UT) - 10/31 (2400 UT)]. The incident SEP spectral
fluence rates and meteorological data are fixed in time in the NAIRAS calculations presented
in this section, which are given by the event-averaged spectral fluence rates and atmospheric
depth-altitude data shown in Figures 9 and 22, respectively. On the other hand, the
geomagnetic cutoff rigidity is allowed to vary in time along the flight trajectories, according
to the magnetospheric magnetic field response to the real-time solar wind and IMF conditions
(Kress et al., 2010). This enables the geomagnetic influence on SEP radiation exposure to be
isolated. The Halloween 2003 superstorm is an ideal event to study geomagnetic effects since
this event contained a major magnetic storm which was one of the largest of solar cycle 23.
Geomagnetic effects on atmospheric ionizing radiation have not been sufficiently quantified
in the past. A unique outcome of this analysis is that it was found that geomagnetic storm
effects have a profound effect on SEP atmospheric radiation exposure, especially for flights
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Fig. 28. Effective dose rates computed during Halloween 2003 SEP event 3. The three
columns correspond to exposure rates calculated using the geomagnetic cutoff rigidities and
magnetic field models shown in Figure 14. The three rows are exposure rates calculated at
different altitudes. In each graph, the hemispheric average effective dose rate (uSv/hr) is
indicated by the value next to “avg.” The maximum exposure rate is indicated by the value
next to “max”. See text for definition of “avg” and “max.”

along the North Atlantic corridor region connecting international flight from the east coast of
the US with Europe. The details of this analysis are given in the section below.

4.3.1 Global SEP dose distribution

Global SEP atmospheric ionizing radiation exposure are obtained from a pre-computed
database. The effective dose rates are calculated on a fixed 2-D grid in atmospheric depth
and cutoff rigidity. The atmospheric depth grid extends from zero to 1300 g/cm2, and the
cutoff rigidity grid extends from zero to 19 GV. Both grids have non-uniform spacing with
the highest number of grid points weighted toward low cutoff rigidities and tropospheric
atmospheric depths. The real-time cutoff rigidities are computed on the same 2.5 x 2.5
horizontal grid as the NCEP/NCAR meteorological data. The pre-computed effective dose
rates are interpolated to the real-time cutoff rigidity and atmospheric depth specified at each
horizontal grid point.

Figure 28 shows global snapshots of atmospheric effective dose rates over the northern
hemisphere polar region for the Halloween 2003 SEP event 3. The effective dose rates are
shown at three altitudes and for three different magnetic field models used in the cutoff
rigidity simulations. The left column shows exposure rates using the IGRF field. The middle
column shows exposure rates computed for a geomagnetically quiet time prior to the onset
of SEP event 3 using the TS05 field (October 28, 2003, 0002 UT). The right column shows the
exposure rates using the TS05 field at the peak of the geomagnetic storm (October 29, 2003,
2100 UT) during SEP event 3. A typical cruising altitude for a commercial high-latitude flight
is 11 km. Overlaid on the 11 km effective dose rate altitude surface are great circle routes for
three representative high-latitude commercial flights: London, England (LHR) to New York,
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Fig. 29. Effective dose rates computed during Halloween 2003 SEP event 3. The first, middle,
and last columns are the GCR, SEP, and total (GCR+SEP) effective dose rates, respectively.
The three rows are exposure rates calculated at different altitudes. In each graph, the
hemispheric average effective dose rate (uSv/hr) is indicated by the value next to “avg.” The
maximum exposure rate is indicated by the value next to “max”. See text for definition of
“avg” and “max.”

New York (JFK) (5.75 hour flight time); Chicago, Illinois (ORD) to Stockholm, Sweden (ARN)
(8.42 hour flight time), and a combination of two great circle routes from Chicago, Illinois
(ORD) to Beijing, China (PEK) (13.5 hour flight time).

There are a number of striking features to be noted from Figure 28. First, the representation
of the geomagnetic field has a significant influence on SEP atmospheric ionizing radiation
exposure. Comparing the left and middle columns of Figure 28 shows that even during
geomagnetically quiet periods, the magnetospheric magnetic field weakens the overall
geomagnetic field with a concomitant increase in radiation levels. This is seen as a broadening
of the open-closed magnetospheric boundary in the TS05 quiet field compared to the IGRF
field. The cutoffs are zero in the region of open geomagnetic field lines. Thus, effective
dose rates based on the IGRF field are underestimated even for magnetically quiet times.
During strong geomagnetic storms, as shown in the third column of Figure 28, the area of
open field lines are broadened further, bringing large exposure rates to much lower latitudes.
Effective dose rates predicted using the IGRF model during a large geomagnetic storm can
be significantly underestimated. The expansion of the polar region high exposure rates to
lower latitudes, due to geomagnetic effects, is quantified by calculating hemispheric average
effective dose rates from 40N to the pole. This is denoted by “avg” in Figure 28. At 11
km, there is roughly a 8% increase in the global-average effective dose rate using TS05
quiet-field compared to IGRF. During the geomagnetic storm, there is a ∼ 30% increase in
the global-average effective dose rate using TS05 storm-field compared to IGRF.

A second important feature to note in Figure 28 is the strong altitude dependence due to
atmospheric shielding. The exposure rates are very low at 5 km, independent of geomagnetic
field model used. At 15 km, the exposure rates are significantly higher than at 11 km. Figure 28
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Fig. 28. Effective dose rates computed during Halloween 2003 SEP event 3. The three
columns correspond to exposure rates calculated using the geomagnetic cutoff rigidities and
magnetic field models shown in Figure 14. The three rows are exposure rates calculated at
different altitudes. In each graph, the hemispheric average effective dose rate (uSv/hr) is
indicated by the value next to “avg.” The maximum exposure rate is indicated by the value
next to “max”. See text for definition of “avg” and “max.”

along the North Atlantic corridor region connecting international flight from the east coast of
the US with Europe. The details of this analysis are given in the section below.

4.3.1 Global SEP dose distribution

Global SEP atmospheric ionizing radiation exposure are obtained from a pre-computed
database. The effective dose rates are calculated on a fixed 2-D grid in atmospheric depth
and cutoff rigidity. The atmospheric depth grid extends from zero to 1300 g/cm2, and the
cutoff rigidity grid extends from zero to 19 GV. Both grids have non-uniform spacing with
the highest number of grid points weighted toward low cutoff rigidities and tropospheric
atmospheric depths. The real-time cutoff rigidities are computed on the same 2.5 x 2.5
horizontal grid as the NCEP/NCAR meteorological data. The pre-computed effective dose
rates are interpolated to the real-time cutoff rigidity and atmospheric depth specified at each
horizontal grid point.

Figure 28 shows global snapshots of atmospheric effective dose rates over the northern
hemisphere polar region for the Halloween 2003 SEP event 3. The effective dose rates are
shown at three altitudes and for three different magnetic field models used in the cutoff
rigidity simulations. The left column shows exposure rates using the IGRF field. The middle
column shows exposure rates computed for a geomagnetically quiet time prior to the onset
of SEP event 3 using the TS05 field (October 28, 2003, 0002 UT). The right column shows the
exposure rates using the TS05 field at the peak of the geomagnetic storm (October 29, 2003,
2100 UT) during SEP event 3. A typical cruising altitude for a commercial high-latitude flight
is 11 km. Overlaid on the 11 km effective dose rate altitude surface are great circle routes for
three representative high-latitude commercial flights: London, England (LHR) to New York,
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Fig. 29. Effective dose rates computed during Halloween 2003 SEP event 3. The first, middle,
and last columns are the GCR, SEP, and total (GCR+SEP) effective dose rates, respectively.
The three rows are exposure rates calculated at different altitudes. In each graph, the
hemispheric average effective dose rate (uSv/hr) is indicated by the value next to “avg.” The
maximum exposure rate is indicated by the value next to “max”. See text for definition of
“avg” and “max.”

New York (JFK) (5.75 hour flight time); Chicago, Illinois (ORD) to Stockholm, Sweden (ARN)
(8.42 hour flight time), and a combination of two great circle routes from Chicago, Illinois
(ORD) to Beijing, China (PEK) (13.5 hour flight time).

There are a number of striking features to be noted from Figure 28. First, the representation
of the geomagnetic field has a significant influence on SEP atmospheric ionizing radiation
exposure. Comparing the left and middle columns of Figure 28 shows that even during
geomagnetically quiet periods, the magnetospheric magnetic field weakens the overall
geomagnetic field with a concomitant increase in radiation levels. This is seen as a broadening
of the open-closed magnetospheric boundary in the TS05 quiet field compared to the IGRF
field. The cutoffs are zero in the region of open geomagnetic field lines. Thus, effective
dose rates based on the IGRF field are underestimated even for magnetically quiet times.
During strong geomagnetic storms, as shown in the third column of Figure 28, the area of
open field lines are broadened further, bringing large exposure rates to much lower latitudes.
Effective dose rates predicted using the IGRF model during a large geomagnetic storm can
be significantly underestimated. The expansion of the polar region high exposure rates to
lower latitudes, due to geomagnetic effects, is quantified by calculating hemispheric average
effective dose rates from 40N to the pole. This is denoted by “avg” in Figure 28. At 11
km, there is roughly a 8% increase in the global-average effective dose rate using TS05
quiet-field compared to IGRF. During the geomagnetic storm, there is a ∼ 30% increase in
the global-average effective dose rate using TS05 storm-field compared to IGRF.

A second important feature to note in Figure 28 is the strong altitude dependence due to
atmospheric shielding. The exposure rates are very low at 5 km, independent of geomagnetic
field model used. At 15 km, the exposure rates are significantly higher than at 11 km. Figure 28
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Fig. 30. Event-averaged SEP effective dose rates for Halloween SEP event 3 [(10/29/2003,
2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various geomagnetic cutoff
rigidities. Different vertical lines indicate constant exposure rates required to reach the
corresponding total exposure levels indicated in the legend for a 8-hr flight.

Fig. 31. Event-averaged GCR effective dose rates for Halloween SEP event 3 [(10/29/2003,
2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various geomagnetic cutoff
rigidities.
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shows that the SEP effective dose rates increase (decrease) exponentially with increasing
(decreasing) altitude. The SEP exposure rate altitude dependence is a fortunate feature for
the aviation community, since radiation exposure can be significantly reduced by descending
to lower altitudes. Private business jets will receive more radiation exposure than commercial
aircraft if mitigation procedures are not taken, since business jet cruising altitudes are roughly
12-13 km. The altitude dependence of the SEP exposure rates is quantified in Figure 28 by
showing the maximum effective dose rate at each altitude, which is the exposure rate at zero
cutoff rigidity (i.e., in the polar region of open geomagnetic field lines). The maximum is
denoted “max” in Figure 28. The exposure rate increases on average by 160% per km between
5 km and 11 km. Between 11 km and 15 km, the exposure rate increases on average by
approximately 75% per km.

Figure 29 shows the event-averaged GCR and SEP effective dose rates separately for the
Halloween 2003 SEP event 3. The total (GCR+SEP) effective dose rates are also shown. The
SEP exposure rates were computed with the TS05 field at the peak of the geomagnetic storm
(29 October 2003, 2100 UT) during SEP event 3, which are identical to the exposure rates from
the third column of Figure 28. At 5 km, the GCR and SEP effective dose rates are comparable.
The SEP exposure rates in the polar region at 11 km are roughly a factor of two greater than
the corresponding GCR exposure rates. At 15 km over the polar region, the SEP exposure
rates are greater than the GCR exposure rates by about a factor of five. Due to a substantially
larger number of >100 MeV protons during the January 2005 storm event, the peak polar SEP
effective dose rates are significantly greater during the January 2005 event compared to the
Halloween 2003 storm period (Copeland et al., 2008).

Fig. 32. Event-averaged GCR and SEP effective dose rates for Halloween SEP event 3
[(10/29/2003, 2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various
geomagnetic cutoff rigidities.
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Fig. 30. Event-averaged SEP effective dose rates for Halloween SEP event 3 [(10/29/2003,
2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various geomagnetic cutoff
rigidities. Different vertical lines indicate constant exposure rates required to reach the
corresponding total exposure levels indicated in the legend for a 8-hr flight.

Fig. 31. Event-averaged GCR effective dose rates for Halloween SEP event 3 [(10/29/2003,
2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various geomagnetic cutoff
rigidities.
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shows that the SEP effective dose rates increase (decrease) exponentially with increasing
(decreasing) altitude. The SEP exposure rate altitude dependence is a fortunate feature for
the aviation community, since radiation exposure can be significantly reduced by descending
to lower altitudes. Private business jets will receive more radiation exposure than commercial
aircraft if mitigation procedures are not taken, since business jet cruising altitudes are roughly
12-13 km. The altitude dependence of the SEP exposure rates is quantified in Figure 28 by
showing the maximum effective dose rate at each altitude, which is the exposure rate at zero
cutoff rigidity (i.e., in the polar region of open geomagnetic field lines). The maximum is
denoted “max” in Figure 28. The exposure rate increases on average by 160% per km between
5 km and 11 km. Between 11 km and 15 km, the exposure rate increases on average by
approximately 75% per km.

Figure 29 shows the event-averaged GCR and SEP effective dose rates separately for the
Halloween 2003 SEP event 3. The total (GCR+SEP) effective dose rates are also shown. The
SEP exposure rates were computed with the TS05 field at the peak of the geomagnetic storm
(29 October 2003, 2100 UT) during SEP event 3, which are identical to the exposure rates from
the third column of Figure 28. At 5 km, the GCR and SEP effective dose rates are comparable.
The SEP exposure rates in the polar region at 11 km are roughly a factor of two greater than
the corresponding GCR exposure rates. At 15 km over the polar region, the SEP exposure
rates are greater than the GCR exposure rates by about a factor of five. Due to a substantially
larger number of >100 MeV protons during the January 2005 storm event, the peak polar SEP
effective dose rates are significantly greater during the January 2005 event compared to the
Halloween 2003 storm period (Copeland et al., 2008).

Fig. 32. Event-averaged GCR and SEP effective dose rates for Halloween SEP event 3
[(10/29/2003, 2100 UT) - 10/31/2003 (2400 UT)] as a function of altitude for various
geomagnetic cutoff rigidities.
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4.3.2 Dose on high-latitude flights

Before calculating radiation exposure along specified flight paths, it’s constructive to examine
a sample of effective dose rate profiles at different cutoff rigidities from our pre-computed
database previously described for SEP event 3. Figure 30 shows SEP effective dose rates as
a function of altitude for cutoff rigidities from zero to 2.5 GV. This figure clearly shows the
exponential dependence of SEP exposure on both cutoff rigidity and altitude. The vertical
lines indicate constant exposure rates necessary to receive a total exposure of 1, 5, 10, and 20
mSv on a 8 hour flight. A typical international, high-latitude flight is 8 hours. The rationale
for choosing the total exposure identified with the vertical lines is as follows (Wilson et al.,
2003): 20 mSv is the ICRP annual occupational radiation worker limit, 10 mSv is the NCRP
annual occupational exposure limit, 5 mSv is the NCRP occasional public exposure limit,
and 1 mSv is the ICRP annual public and prenatal exposure limit. The cutoff rigidities at
high-latitudes are less than 1 GV. The typical commercial airline cruising altitudes correspond
to an atmospheric depth between ∼ 200-300 g/cm2. Consequently, one can see from Figure 30
that it’s not possible for passengers on high-latitude commercial flights during the Halloween
2003 SEP events to approach or exceed the ICRP public and/or prenatal radiation exposure
limit. However, the recommended ICRP annual public and prenatal exposure limits were
exceeded during the January 2005 storm event (Copeland et al., 2008).

Fig. 33. Geomagnetic cutoff rigidities (left column) and effective dose rates (right column)
calculated during Halloween 2003 SEP event 3 along three representative flight paths for a
cruising altitude of 11 km. The green line represents cutoff rigidities and exposure rates
calculated using the IGRF model. The red lines represent cutoffs and exposure rates
computed using the TS05 model during the period of largest geomagnetic activity of event 3.
The total flight times are the following: 5.75 hours from JFK-LHR, 8.42 hours for ORD-ARN,
and 13.5 hours for ORD-PEK.

For comparison with the previous plot, Figure 31 shows the GCR effective dose rates as
function of altitude for cutoff rigidities from zero to 20 GV. In contrast to the SEP exposure
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rates from Figure 30, the GCR exposure rates do not vary exponentially with respect to
altitude or cutoff rigidity. The difference between the GCR and SEP exposure rate dependence
on cutoff rigidity and altitude is elucidated further by placing both GCR and SEP effective
dose rate profiles computed at the same cutoff rigidities on same figure, which is shown in
Figure 32. The geomagnetic field is very effective at shielding SEP radiation. For example,
at cutoff rigidities greater than 2 GV, which for North American corresponds to latitudes
south of Canada and the upper regions of the United States, the SEP effective dose rates are
already below the GCR exposure rates. The significance of geomagnetic storm effects is that
the expansion of the polar cap region, or magnetosphere open-closed boundary, can bring
the larger SEP exposure rates, normally confined within the polar cap region, to much lower
latitude, even mid-latitudes for a large enough geomagnetic storm.

Figure 33 shows the cutoff rigidities and effective dose rates for the three representative
high-latitude flights mentioned in the previous subsection, which were calculated along great
circle routes. The left column is the cutoff rigidities along the flight paths and the right column
is the corresponding effective dose rates along the flight paths. The cutoff rigidities include
both latitude and time-dependent variations along the flight paths. The variations of the
exposure rates along the flight paths include latitudinal variations in both atmospheric depth
and cutoff rigidity. The temporal variations in cutoff rigidity also map into the variations of
the exposure rates along the flight path. The top row shows results for the LHR-JFK flight,
while the middle and bottom rows show results for the ORD-ARN and ORD-PEK flights,
respectively. Each panel in Figure 33 shows cutoff rigidities and corresponding effective
dose rates using the IGRF field (green lines) and the TS05 storm-field (red lines) in the cutoff
calculations. The largest differences in flight-path cutoff rigidities between IGRF and TS05
storm-field models are for the LHR-JFK flight. The entire LHR-JFK flight path is near the
magnetosphere open-closed boundary and is most sensitive to perturbations in cutoff rigidity
due to geomagnetic effects. Consequently, the exposure rates along the LHR-JFK flight are
most sensitive to geomagnetic effects. The ORD-PEK polar route is the least sensitive to
geomagnetic suppression of the cutoff rigidity, since most of the flight path is across the polar
cap region with open geomagnetic field lines. The influence of geomagnetic storm effects on
the ORD-ARN flight is intermediate between a typical polar route and a flight along the north
Atlantic corridor between the US and Europe.

The effective dose rates for the representative high-latitude flights in Figure 33 are within the
range of exposure rates measured during other storm periods for similar flight paths. For
example, Clucas et al. (2005) reported peak SEP dose rates in the 3.5-4.0 uSv/hr range for
a LHR-JFK flight on July 14, 2000, a SEP event without a concomitant geomagnetic storm.
From Figure 33, the peak dose rate for the LHR-JFK flight computed using the IGRF field is
∼ 4 uSv/hr. Clucas et al. also showed peak measured SEP dose rates on the order of 10-12
uSv/hr for a LHR-JFK flight during an April 2001 SEP event, which was accompanied by a
geomagnetic storm. The average LHR-JFK effective dose rate in Figure 33 computed using
the TS05 storm-field is 9.4 uSv/hr. Dyer et al. (2005) reported measured peak SEP dose rates
on the order of 9.5 uSv/hr for a flight from Prague to New York during the April 2001 SEP
event. Thus, our computed effective dose rates are in qualitative agreement with measured
dose rates for similar flight paths during other storm periods.

The high sensitivity of SEP atmospheric dose rates to geomagnetic conditions near the
open-closed magnetospheric boundary is also responsible for the high sensitivity of SEP dose
rates to the exact flight path in the north Atlantic corridor region. For example, Dyer et al.
(2007) found that the differences in peak dose rates between great circle and actual flight
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4.3.2 Dose on high-latitude flights

Before calculating radiation exposure along specified flight paths, it’s constructive to examine
a sample of effective dose rate profiles at different cutoff rigidities from our pre-computed
database previously described for SEP event 3. Figure 30 shows SEP effective dose rates as
a function of altitude for cutoff rigidities from zero to 2.5 GV. This figure clearly shows the
exponential dependence of SEP exposure on both cutoff rigidity and altitude. The vertical
lines indicate constant exposure rates necessary to receive a total exposure of 1, 5, 10, and 20
mSv on a 8 hour flight. A typical international, high-latitude flight is 8 hours. The rationale
for choosing the total exposure identified with the vertical lines is as follows (Wilson et al.,
2003): 20 mSv is the ICRP annual occupational radiation worker limit, 10 mSv is the NCRP
annual occupational exposure limit, 5 mSv is the NCRP occasional public exposure limit,
and 1 mSv is the ICRP annual public and prenatal exposure limit. The cutoff rigidities at
high-latitudes are less than 1 GV. The typical commercial airline cruising altitudes correspond
to an atmospheric depth between ∼ 200-300 g/cm2. Consequently, one can see from Figure 30
that it’s not possible for passengers on high-latitude commercial flights during the Halloween
2003 SEP events to approach or exceed the ICRP public and/or prenatal radiation exposure
limit. However, the recommended ICRP annual public and prenatal exposure limits were
exceeded during the January 2005 storm event (Copeland et al., 2008).

Fig. 33. Geomagnetic cutoff rigidities (left column) and effective dose rates (right column)
calculated during Halloween 2003 SEP event 3 along three representative flight paths for a
cruising altitude of 11 km. The green line represents cutoff rigidities and exposure rates
calculated using the IGRF model. The red lines represent cutoffs and exposure rates
computed using the TS05 model during the period of largest geomagnetic activity of event 3.
The total flight times are the following: 5.75 hours from JFK-LHR, 8.42 hours for ORD-ARN,
and 13.5 hours for ORD-PEK.

For comparison with the previous plot, Figure 31 shows the GCR effective dose rates as
function of altitude for cutoff rigidities from zero to 20 GV. In contrast to the SEP exposure
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rates from Figure 30, the GCR exposure rates do not vary exponentially with respect to
altitude or cutoff rigidity. The difference between the GCR and SEP exposure rate dependence
on cutoff rigidity and altitude is elucidated further by placing both GCR and SEP effective
dose rate profiles computed at the same cutoff rigidities on same figure, which is shown in
Figure 32. The geomagnetic field is very effective at shielding SEP radiation. For example,
at cutoff rigidities greater than 2 GV, which for North American corresponds to latitudes
south of Canada and the upper regions of the United States, the SEP effective dose rates are
already below the GCR exposure rates. The significance of geomagnetic storm effects is that
the expansion of the polar cap region, or magnetosphere open-closed boundary, can bring
the larger SEP exposure rates, normally confined within the polar cap region, to much lower
latitude, even mid-latitudes for a large enough geomagnetic storm.

Figure 33 shows the cutoff rigidities and effective dose rates for the three representative
high-latitude flights mentioned in the previous subsection, which were calculated along great
circle routes. The left column is the cutoff rigidities along the flight paths and the right column
is the corresponding effective dose rates along the flight paths. The cutoff rigidities include
both latitude and time-dependent variations along the flight paths. The variations of the
exposure rates along the flight paths include latitudinal variations in both atmospheric depth
and cutoff rigidity. The temporal variations in cutoff rigidity also map into the variations of
the exposure rates along the flight path. The top row shows results for the LHR-JFK flight,
while the middle and bottom rows show results for the ORD-ARN and ORD-PEK flights,
respectively. Each panel in Figure 33 shows cutoff rigidities and corresponding effective
dose rates using the IGRF field (green lines) and the TS05 storm-field (red lines) in the cutoff
calculations. The largest differences in flight-path cutoff rigidities between IGRF and TS05
storm-field models are for the LHR-JFK flight. The entire LHR-JFK flight path is near the
magnetosphere open-closed boundary and is most sensitive to perturbations in cutoff rigidity
due to geomagnetic effects. Consequently, the exposure rates along the LHR-JFK flight are
most sensitive to geomagnetic effects. The ORD-PEK polar route is the least sensitive to
geomagnetic suppression of the cutoff rigidity, since most of the flight path is across the polar
cap region with open geomagnetic field lines. The influence of geomagnetic storm effects on
the ORD-ARN flight is intermediate between a typical polar route and a flight along the north
Atlantic corridor between the US and Europe.

The effective dose rates for the representative high-latitude flights in Figure 33 are within the
range of exposure rates measured during other storm periods for similar flight paths. For
example, Clucas et al. (2005) reported peak SEP dose rates in the 3.5-4.0 uSv/hr range for
a LHR-JFK flight on July 14, 2000, a SEP event without a concomitant geomagnetic storm.
From Figure 33, the peak dose rate for the LHR-JFK flight computed using the IGRF field is
∼ 4 uSv/hr. Clucas et al. also showed peak measured SEP dose rates on the order of 10-12
uSv/hr for a LHR-JFK flight during an April 2001 SEP event, which was accompanied by a
geomagnetic storm. The average LHR-JFK effective dose rate in Figure 33 computed using
the TS05 storm-field is 9.4 uSv/hr. Dyer et al. (2005) reported measured peak SEP dose rates
on the order of 9.5 uSv/hr for a flight from Prague to New York during the April 2001 SEP
event. Thus, our computed effective dose rates are in qualitative agreement with measured
dose rates for similar flight paths during other storm periods.

The high sensitivity of SEP atmospheric dose rates to geomagnetic conditions near the
open-closed magnetospheric boundary is also responsible for the high sensitivity of SEP dose
rates to the exact flight path in the north Atlantic corridor region. For example, Dyer et al.
(2007) found that the differences in peak dose rates between great circle and actual flight
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paths for LHR-JFK Concorde flights were a factor of five during the September 1989 SEP
event and a factor of 2.5 during the October 1989 event, which was geomagnetically quiet.
Furthermore, the difference in peak SEP dose rates between great circle and actual flight paths
for the commercial flight from Prague to New York during the April 2001 event was a factor
of two.

The actual flight paths for the Chicago to Munich flights reported by Beck et al. (2005) may
have been equatorward of a great circle route, which could explain their low dose rates
compared to our calculated LHR-JFK great circle route dose rates during the Halloween 2003
superstorm. During the Halloween 2003 SEP event 3, the Chicago-Munich flight measured a
mean SEP dose rate of 3.6 uSv/hr and an accumulated dose of 0.032 mSv for the 8.75 hour
flight. These results are comparable to our 5.75 hour JFK-LHR for geomagnetically quiet
conditions presented in Figure 33. In other words, the Chicago-Munich flight didn’t seem to
experience the dose rate enhancement due to the large geomagnetic storm. By comparing the
LHR-JFK dose rates in Figure 33 computed using the IGRF field and the TS05 storm-field with
the dose rates computed for the ORD-ARN and ORD-PEK flights, it is clear that geomagnetic
effects enable flights along the North Atlantic corridor, or near the magnetosphere open-closed
boundary, to experience the same dose rates that are confined to the polar region under
geomagnetically quiet conditions.

Another possible explanation for the relative difference in the Chicago-Munich measured dose
rates reported by Beck et al. (2005) and our computed dose rates for the LHR-JFK flight is
our use of the event-averaged incident SEP spectral fluence rate, which we employed for the
purpose of isolating geomagnetic effects in our case study. It is clear from the shaded regions
in Figure 9 that our event-averaged SEP spectra fluence rate is weighted more toward the
peak ion flux measurements observed during SEP event 3. The measurements in Figure 8
show that the SEP ion flux rapidly decreased in time from the peak values present at the
beginning of event 3. Thus, our use of an event-averaged incident SEP spectral fluence rate
will tend to overestimate the accumulated effective dose over the flight-paths in Figure 33.
However, employing this constraint on the incident SEP spectral fluence rate is necessary to
unambiguously isolate the geomagnetic effects. Despite these caveats, the results discussed
in this paper are within the current factor of two uncertainty in SEP atmospheric dose rates
(Clucas et al., 2005).

5. Conclusions

The NAIRAS (Nowcast of Atmospheric Ionizing Radiation for Aviation Safety) prototype
operational model is currently streaming live from the project public website (google
NAIRAS). NAIRAS predicts biologically hazardous radiation exposure globally from the
surface to 100 km in real-time. The NAIRAS model addresses an important national need with
broad societal, public health, and economic benefits. Commercial aircrew are classified by
European and international agencies as radiation workers, yet they are the only occupational
group exposed to unquantified and undocumented levels of radiation. Furthermore, the
current guidelines for maximum public and prenatal exposure can be easily exceeded during
a single solar storm event for commercial passengers on intercontinental or polar routes, or by
frequent use of these high-latitude routes even during background conditions. The NAIRAS
model will provide a new decision support system that currently does not exist, but is essential
for providing the commercial aviation industry with data products that will enable airlines to
achieve the right balance between minimizing flight cost while at the same time minimizing
radiation risk.
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NAIRAS is a physics-based model that maximizes the use of real-time input data. GCR
are transported from outside the heliosphere to 1 AU using real-time measurements of
ground-based neutron monitor count rates. The SEP particle spectra are determined in-situ
using a combination of NOAA/GOES and NASA/ACE ion flux measurements. Both sources
of cosmic rays, galactic and solar, are transported through Earth’s magnetosphere using a
semi-physics-based geomagnetic shielding model. The geomagnetic shielding model utilizes
real-time NASA/ACE solar wind and IMF measurements. The cosmic rays are transported
from the magnetosphere through the neutral atmosphere using the NASA LaRC’s HZETRN
deterministic transport code. The real-time, global atmospheric mass density distribution
is obtained from the NOAA Global Forecasting System. Global and flight path radiation
exposure visualization and decision data products have been developed, which are available
at the NAIRAS website.

Future research will focus on new science questions that emerged in the the development
NAIRAS prototype operational model (Mertens et al., 2010c). The science questions identified
by Mertens et al. (2010c) must be addressed in order to obtain a more reliable and robust
operational model of atmospheric radiation exposure. Addressing these science questions
require improvements in both space weather modeling and observations.

The Automated Radiation Measurements for Aviation Safety (ARMAS) is a new initiative
to address the deficiencies in observations needed to improve the reliability and robustness
of operational aircraft radiation exposure assessment. The ultimate goal of the ARMAS
initiative is to integrate onboard radiation instruments into a global fleet of aircraft so that
the radiation measurements can be downlinked in real-time and assimilated into the NAIRAS
predictions of radiation exposure. A subsidiary goal of ARMAS is to provide a testbed
to evaluate the accuracy and reliability of new generations of smaller, cheaper hardware
technologies in measuring the atmospheric ionizing radiation field. The ARMAS initiative
enables the NAIRAS model to adopt the successful meteorological paradigm for reliable
and robust weather forecast, which is physics-based models combined with real-time data
assimilation of meteorological fields. The NAIRAS/ARMAS approach is a space weather
version of terrestrial weather forecasts. These efforts will occupy the NAIRAS team for the
next decade or more.

Other research topics unrelated to biological risk from cosmic rays will also be addressed.
Effort will also be directed toward predicting the risk that cosmic rays may pose to the
operation of microelectronics instrumentation onboard aircraft, and the potential influence
cosmic rays may have on the chemistry and climate of planetary atmospheres.
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1. Introduction 
This chapter will overview some of the aspects of total ionizing dose and dose rate effects on 
semiconducting devices especially those used in high energy and radiation physics. First, 
material aspects and interaction of Ionizing Radiation with Matter will be reviewed with 
emphasis on defect creation and carrier generation. Radiation induced defects are 
detrimental to device operation but electron-hole pair generation by impinging particles is 
the basis of all semiconductor detectors. In the second stage, problems related to transistor 
devices will be discussed with particular emphasis on gate oxide issues and on Silicon On 
Insulator technologies, Radiation-hardened by design. Although some of the 
phenomenological physics and chemistry related to ionizing radiation and its effects on 
Metal Oxide Semiconductors Structures were reviewed by Oldham (Oldham, 1989) and 
earlier authors (Ma & Dressendorfer, 1989), there is no finalized view of defect physics and 
chemistry in the device oxides, mainly because the related problems are very complex. 
However, most of the experiments regarding ionizing irradiation effects on electronics were 
made both at room temperature or above and at a relatively high dose rate (Messenger & 
Ash, 1986). For some present day practical applications in space or in high-energy physics 
low dose rates effects are important and are investigated to usefully complement single 
event effect studies. Effects at lower temperatures have been scarcely investigated (Saks et 
al., 1984) leading to a rather piecemeal knowledge of transport of photo-generated carriers 
and similarly for the activation energies of deep defects centers. As most important devices 
are silicon based, ionizing radiation effects studies of bulk silicon have been made in an 
early stage (Willardson, 1959; Sonder & Templeton, 1960; Cahn, 1959; and the Purdue 
Group). This is of special importance for silicon or other semiconductor detectors. Many 
good studies and reviews were made on semiconductors detectors mainly in the framework 
of Large Hadron Collider experiments (Wunstorf, 1997; Leroy, 2007). In the last part of this 
chapter, progress made on new pixel detectors such as Complementary Metal Oxide 
Semiconductor sensors will be reviewed because they constitute a very active field of 
research and development. 

2. Interaction of Ionizing radiation with a semiconductor material  
2.1 Energy deposition and electron-hole pair generation 
The interaction of radiation and both non-ionizing and ionizing will be the starting point of 
this discussion. The main issue is related to the damage generated in the materials both by 
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the non-ionizing and ionizing irradiation. These can be classified as permanent effects as 
they have a long lasting influence in a semiconductor (a few minutes to many years). Other 
effects should be regarded as transient effects, and have many consequences and 
applications. Ionization generates electron-hole pairs, which in a semiconductor are charge 
carriers and may be used for device operation, such as particle detectors. Generation of 
carriers can occur in a semiconductor with photons of energy of the order of the bandgap. 
At higher energies, electrons from inner shells are excited and result in a high number of 
photo-generated carriers. Similar processes occur with other charged particles, the total 
number of generated electron-hole pairs being given by a simple expression: 

 N=Ed/Eg  (1)  

where Ed is the total energy deposited and Eg is the direct bandgap. 
In practice, most of these pairs recombine, either directly or indirectly. An electric field 
applied to the device may dissociate these pairs and lead for a semiconductor detector to a 
current flow that can induce a signal according to the Ramo-Shockley theorem. Silicon, 
germanium, diamond counters, and other compound semiconductor detectors operate on 
this principle and have limited bulk sensitivity to Total Ionizing Dose (TID), but are most of 
the time very sensitive to Non-Ionizing-Effects.  
The interaction of photons in the keV energy region with silicon dioxide results in the 
generation of electron-hole pairs that dissociate in the presence of the electric field applied 
to the gate of a MOS structure. In the case of charged particles with sufficient energy similar 
to protons, alphas, electrons, pions or so, the interaction with the oxide also generates 
electron-holes pairs according to ionization models originating in the Bethe-Bloch theory 
(Bethe, 1930,1934). 
The Bethe-Bloch formula is valid at relatively large energies whereas in the lower range of 
energies, LSS (Lindhard,Scharff,Schiott, 1963) and Ziegler models should be taken into 
consideration, hence :  

 ���
�� � ��� ��

�
�� �

�
�	ln

�������������
�� 	� 	�� � �����

� � (2)  

dE/dx is the linear energy transfer, Tmax is the maximum energy transmitted to a free 
electron in a collision, �����is the density effect correction to ionization energy loss, the 
mean excitation energy whose value are derived experimentally, related to oscillator 
strength, the other parameters being having their normal physical meaning. Ziegler 
published a review (Ziegler, 1988) of the detailed stopping laws derived from the original 
Bethe-Bloch formula. Except at very low energies where LSS models hold with a dominant 
contribution of nuclear collisions, most of the energy deposited results in ionization. This 
leads to applications in radiation detection but also to many detrimental effects in 
semiconducting devices exposed to harsh ionizing environments. These effects, together 
with the efforts devoted to overcome them, have been studied for many decades (since the 
early sixties), due to the advent of the satellite era. Thus, except for some recent applications 
in high-energy physics, most studies were motivated by space or military purposes. 
Therefore, whatever particle is responsible for the energy deposition, the results are 
expressed in terms of Total Ionizing Dose (TID) with units most often derived from the 
Gy(Si) (1J/Kg) or the rad(Si). A diagram summarizing the effects of radiation on materials is 
shown below. Both Ionizing radiation, charged particle effects and neutral particle (Non 
Ionizing) effects are taken into consideration (Fig. 1). The results are mainly lattice defects 
that have an impact on the properties of the material. 
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2.2 Creation of defects by ionizing radiation  
The point that should be discussed is whether or not ionizing irradiation directly creates 
point defects in the material. At high energy (~1 MeV) , the impinging particles will create 
energetic electrons or nuclear recoils that should result in atomic displacements (Fig. 2). This 
is valid either for uncharged or charged particles (neutron and protons, respectively). Defect 
creation has been reported even for neutrinos (Brüssler et al., 1989). Depending on the recoil 
energy single displacements or a displacement cascade will occur leading to the appearance 
of point or extended defects respectively 
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the non-ionizing and ionizing irradiation. These can be classified as permanent effects as 
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Point defects such as vacancies or interstitials are not always stable in semiconductors such 
as germanium and silicon. Experiments with electron irradiation show a different picture 
when made either at room temperature (300 K) or at very low temperature (Mooney et al., 
1983).The comparison with non-ionizing irradiation (neutron) shows a very close behavior 
(Fourches et al.,1991), because extended defect generation has a weak influence 
(Fourches,1995). Direct defect creation by ionizing particles such as electrons was widely 
studied because of fundamental considerations, but purely ionizing effects in 
semiconductors due to photons and defect creation due to photons has not been 
investigated so extensively (Sonder and Templeton,1960). For purely ionizing radiation such 
as gamma rays, this effect is clearly limited even in very sensitive HPGe detectors used for 
photons detection. In contrast, these materials are prone to degradation under non-ionizing 
irradiation, even when a very low fluence is considered (a few 109 /cm2) (Fourches et 
al.,1991a, 1991b). These non-ionizing irradiation effects are often expressed in terms of non-
ionizing energy loss (NIEL) in order to reduce the damage effects to a global parameter 
independent of the nature of the impinging particles. These are still the basis of many 
studies devoted to device and process development. Recent studies made in silicon for high 
energy developments or CMOS device improvements have resulted in some new data on 
the defect introduction rate of 60Co   photon irradiated silicon. According to Pintile et al. 
(Pintille et al. 2009), the introduction rate for room temperature induced interstitial related 
defect in silicon is of the order of 103 cm-3/rad. This means that to obtain defect 
concentrations of the order of 1010 cm-3, the TID should reach 107 rad (10 Mrad (Si)) which is 
a very important TID. This has two consequences. First, this means that the integrated 
photon flux required to degrade very defect sensitive detectors such as HPGe detectors is of 
the 1016/1017 cm-2 which is a high value compared to other particle effect introduction rates 
(Fourches et al. 1991). Direct defect creation by photons in the MeV range should be 
considered as a negligible effect with respect to defect production by massive particles. Even 
in silica, widely used in MOS devices, the defects directly induced by irradiation are in 
negligible concentrations compared to precursors (E’ centers, positively charged particles) as 
long as ordinary oxides are considered. This is the reason oxygen vacancies in all the studies 
of ionizing radiation effects in MOS oxides focus on defect charging and charge carrier 
migration and annealing, properties which are mostly observed through electrical 
measurements.  

2.3 Defect transformation and annealing: Device implication  
Most devices using semiconductors operate at room temperature with the notable exception 
of cryogenic detectors such as HPGe. The concentration of defects in materials such as 
silicon, germanium and silicon dioxide depends significantly on the annealing processes of 
elementary defects created during irradiation. Most of the defects investigated have been 
point defects as the models used until now were simpler than for many atom defects such as 
dislocations and vacancy clusters (voids). Moreover, ionizing radiation studies have focused 
on electrical measurements either of macroscopic physical quantities or on the investigation 
of thermal relaxation behaviors, leading to the estimation of activation energies. The picture 
of the irradiated material is such that only a fraction of the defects introduced by irradiation 
remains in a stable form at room temperature. This has been established in a variety of 
semiconducting materials both elemental and compound. Most stable defects both in 
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germanium and silicon are divacancy or vacancy related. Some doubt still exists in 
germanium because of the lack of symmetry sensitive experimental results such as uniaxial 
stress DLTS (Deep Level Transient Spectroscopy) or ESR (Electron Spin Resonance). 
Interstitial related defects were detected in later studies (Song et al. 1989) in silicon and 
interstitials related defects in germanium (Carvalho et al., 2007) were not clearly identified.  

3. Devices questions and issues  
3.1 Ionizing irradiation issues 
3.1.1 Semiconductor detectors (new detector issues)  
In the last twenty years, many groups undertook empirical investigations in order to 
determine the behavior of semiconductor detectors damaged by ionizing and charged 
particles. Most of these studies focused on detector characteristics directly related to 
operational performance. The huge leakage current increase observed after irradiation has a 
great impact on the overall system power management and furthermore the most important 
characteristic affected is the charge collection efficiency. The charge collection efficiency 
depends on the concentration of deep traps localized in the fiducial (i.e. the sensitive) 
volume of the detector (sensor). They act as recombination or trapping centers. In the full 
depletion mode often used in semiconductor or semi-insulating detectors the defects act as 
carrier generation centers. The carriers generated in the volume are responsible for the bulk 
leakage current of the detectors; surface leakage current related to ionization induced 
defects at the interface dominates in silicon detectors/sensors passivated by silicon dioxide. 
This is strong evidence for these effects in CMOS (Monolithic Active Pixel Sensors) sensors 
recently characterized (Fourches et al., 2009) which sensitivity to ionizing (gamma ray) 
radiation was compared to the sensitivity to neutron irradiation (Fig. 3). Clearly, the CMOS 
sensors are very sensitive to bulk damage, this being only dependent on the material 
characteristics and the bias scheme, these devices not being fully depleted. Ionizing 
irradiation effect (TID) can be strongly reduced by process and layout improvements (Ratti 
et al.2006, 2010).For other pixel detectors, in order to match future SuperLHC requirements, 
tolerance to TID and bulk damage can be enhanced by using structures that reduce the 
charge collection length (i.e; the average length taken by one carrier to be collected by the 
electrodes), using TSV (Through Silicon Via). Defect engineering has been fruitful in 
reducing the sensitivity to structural defects of many silicon detectors through impurity 
density modulation (ROSE Collaboration). Fewer results were published concerning high-
purity germanium detectors for which early efforts were significant. Published results seems 
to show that annealing is not complete, although radiation induced point defects anneal out 
around 200°C (Mooney et al.,1983; Fourches et al.,1991) , clusters and other extended defects 
remain in the bulk of the crystal and only disappear at higher temperatures (Kuitunen et 
al.,2008). Other materials are used for semiconductor detectors, but have not attracted so 
much interest in terms of radiation tolerance. Diamond is the case in point but recent 
investigations have also been scarce (Velthuis, 2008). Their potential high radiation hardness 
is the result of higher atomic displacement energies, than for instance in silicon, and also the 
result of a higher band gap which leads in fewer electron-hole pairs generated. Applications 
are sought for LHC upgrades. III-V materials were also investigated (Bourgoin et al. 2001). 
In present times there is no definitive choice of either material or detector technology for 
future application in HEP (High Energy Physics), with respect to radiation hardness issues. 
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germanium because of the lack of symmetry sensitive experimental results such as uniaxial 
stress DLTS (Deep Level Transient Spectroscopy) or ESR (Electron Spin Resonance). 
Interstitial related defects were detected in later studies (Song et al. 1989) in silicon and 
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In the last twenty years, many groups undertook empirical investigations in order to 
determine the behavior of semiconductor detectors damaged by ionizing and charged 
particles. Most of these studies focused on detector characteristics directly related to 
operational performance. The huge leakage current increase observed after irradiation has a 
great impact on the overall system power management and furthermore the most important 
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depends on the concentration of deep traps localized in the fiducial (i.e. the sensitive) 
volume of the detector (sensor). They act as recombination or trapping centers. In the full 
depletion mode often used in semiconductor or semi-insulating detectors the defects act as 
carrier generation centers. The carriers generated in the volume are responsible for the bulk 
leakage current of the detectors; surface leakage current related to ionization induced 
defects at the interface dominates in silicon detectors/sensors passivated by silicon dioxide. 
This is strong evidence for these effects in CMOS (Monolithic Active Pixel Sensors) sensors 
recently characterized (Fourches et al., 2009) which sensitivity to ionizing (gamma ray) 
radiation was compared to the sensitivity to neutron irradiation (Fig. 3). Clearly, the CMOS 
sensors are very sensitive to bulk damage, this being only dependent on the material 
characteristics and the bias scheme, these devices not being fully depleted. Ionizing 
irradiation effect (TID) can be strongly reduced by process and layout improvements (Ratti 
et al.2006, 2010).For other pixel detectors, in order to match future SuperLHC requirements, 
tolerance to TID and bulk damage can be enhanced by using structures that reduce the 
charge collection length (i.e; the average length taken by one carrier to be collected by the 
electrodes), using TSV (Through Silicon Via). Defect engineering has been fruitful in 
reducing the sensitivity to structural defects of many silicon detectors through impurity 
density modulation (ROSE Collaboration). Fewer results were published concerning high-
purity germanium detectors for which early efforts were significant. Published results seems 
to show that annealing is not complete, although radiation induced point defects anneal out 
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remain in the bulk of the crystal and only disappear at higher temperatures (Kuitunen et 
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is the result of higher atomic displacement energies, than for instance in silicon, and also the 
result of a higher band gap which leads in fewer electron-hole pairs generated. Applications 
are sought for LHC upgrades. III-V materials were also investigated (Bourgoin et al. 2001). 
In present times there is no definitive choice of either material or detector technology for 
future application in HEP (High Energy Physics), with respect to radiation hardness issues. 
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Fig. 3. comparison between ionizing (upper) and neutron (lower) irradiated pixels arrays. 
Note the uniform effects of ionizing (gamma) irradiation (after Fourches et al., 2008). 

3.1.2 Microelectronic devices issues  
The use of microelectronic devices, circuits, and processes in harsh ionizing irradiation 
environments is common for many decades now. Efforts were pursued for many years to 
obtain processes less sensitive to TID, Dose Rate Effects, and Single Event Effects (SEE) such 
as Single Event Upset, Latch-up, both destructive and non-destructive, and Single Event 
Gate Rupture (SEGR). A lot of review papers and books exist on that subject but this 
paragraph will emphasize only on key technological advancements and on the TID effects 
that are thought to be the dominant problem in accelerator-based experiments. SOS 
technologies (Silicon On Sapphire) and subsequent SOI (Silicon On Insulator) technologies 
were first developed to overcome SEE (Single Event Effects) with great success but some 
extra progress in purely bulk processes made high radiation hardness possible. Down-
scaling the elementary device dimensions along with the Moore’s law have decreased the 
sensitivity to TID provided special layout design precautions are taken. Most of the 
problems related to ionizing irradiation sensitivity are linked to MOS devices although 
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bipolar and JFETs can be affected by TID (Fourches et al., 1998; Citterio et al. 1995; Dentan et 
al.1993,1996). Former MOS devices required gate special gate oxides, which were 
engineered in order to limit the total bulk positive charge induced by ionizing irradiation. 
Careful oxidation of the silicon has allowed a reduction of Pb (Pending Bonds) centers at the 
Si/SiO2 interface and theretofore to a reduction of the interface charge. This results in a 
lower Threshold Voltage Shift (Fig. 4). It is also sometimes necessary to use closed shape 
MOS structures to limit leakage current when bulk processes are used. 

 
Fig. 4. Threshold voltage shift versus Total Ionizing Dose of a typical DMILL SOI NMOS 
device with different biasing schemes applied (out of M.Dentan et al.,1996). Digital bias 
corresponds to a nil source-drain voltage. 

The R&D efforts made by many teams around the world have resulted in a very high 
radiation tolerance for n-channel SOI devices as well as p-channel ones. This has been 
established during the development of the DMILL technology. 

3.2 MOS device hardening issues 
The radiation hardness of MOS structures increases with the reduction of the oxide 
thickness, this being first observed in the 1970s and confirmed later (Saks et al., 1984). 
Simple models derived from classic carrier tunneling from a defect level and first used by 
Manzini and Modelli (Manzini & Modelli, 1983) in the reliability context show that the 
sensitivity to TID is negligible up to a few Mrads for oxide thicknesses less that 5 nm, which 
are common in modern sub-micron MOS low voltage processes.  
Using the analytical expression published by the original Manzini and Modelli paper one 
can compute the threshold voltage shift of a MOS device versus oxide thickness for a given 
TID received assuming realistic e-h pair generation energies and total hole trapping with no 
electron trapping in the whole volume of the gate oxide. Fig. 5 summarizes the results. A 
commercially available computer code was used to obtain numerical results using a 
trapping depth of the order of 0.18 eV.  
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Fig. 5. Absolute threshold voltage shift versus gate Oxide Thickness (in nm) for a 100 krad 
Total Ionizing Dose received assuming the conditions introduced in the text.  

3.3 Total dose and dose rate effects; Electronic devices  
3.3.1 Ionizing effects at moderate cryogenic temperatures  
Many applications require the operation of nano-microelectronic devices below room 
temperature. In the nineties, me and some of my colleagues embarked on the possibility of 
making a SOI process suitable for 90 K operation. n-channel and p-channel MOSFETs had 
 

 
Fig. 6. Threshold voltage shift versus TID for different dose rates (a) low dose rate, (b) high 
dose rate. (b) high dose rate (50 krads/hour), (a) low dose rate 0.018 krads/hour both made 
at ~ 80 K on n-channel devices.( a + 5 V bias was maintained on the gate).  

 
Total Dose and Dose Rate Effects on Some Current Semiconducting Devices 749 

very good characteristics at these temperatures, making these devices usable for amplifier 
and detector signal readout applications (Fourches et al., 1997a,1997b). The questions arising 
were related to the TID radiation hardness at these temperatures. A thorough study was 
initiated on the effects of ionizing dose, dose rate effects, annealing and geometric effects. 
Fig. 6 and 7 demonstrate clearly the existence of favourable dose rate effects in the sense that 
a reduced dose rate results in a lower Vth shift at equivalent total ionizing dose.  
 

 
Fig. 7. Double scale plot showing the dose rate dependence of the threshold voltage shift in 
the range 1 krad/hour to 100 krad/hour. The net positive trapped oxide charge is indicated 
on the left scale. The shift follows a D’ law. The law can be derived from CTRW 
(Continuous Time Random Walk) analytical approaches. 

The TID response also strongly depends on the electric field E in the gate oxide. Fig. 8 
clearly exhibits the difference in the slopes of the threshold voltage versus the Total Ionizing 
Dose (gamma rays) with electric Bias applied to the gate. At 0 V the dissociation of the 
electron-hole pairs is incomplete and a low charge generation yield results. When a 
moderately strong bias is applied (5V) the charge dissociation is almost complete and the 
slope is at its highest value. This effect is strongly reduced when the electric field is 
increased. Field assisted tunneling of trapped holes towards the silicon can explain the 
phenomenon in addition of field assisted hopping transport. The activation energy for 
dispersive transport is lowered when the electric field E is increased. (Ea(E)=Ea-kE ). This 
results in a faster hole hopping frequency, between random sites.  
Transport of holes within a temperature range extending from liquid nitrogen to room 
temperature, shows a temperature and field dependence, the same being true for the 
conduction of electrons in the oxide, these carriers being much more mobile than holes. The 
holes are trapped at low temperature, where they exhibit a very low mobility. They can be 
trapped either at E centers (oxygen vacancies) or self-trapped as polarons, which have a 
very low mobility particularly below room temperature. At higher temperatures, the 
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mobility is enhanced and they can anneal out rapidly. Experiments, carried out in the 1990s 
devices on DMILL thick film SOI process showed the thermal anneal of trapped holes in the 
gate oxide (Fig. 9). 
 

 
Fig. 8. Vth shift versus TID for p-channel devices with increasing voltage bias on the gate. 
The measurements were carried out at moderate cryogenic temperature. Note the 
importance of the shift with oxide thicknesses of 20 nm.  
 

   
Fig. 9. Isochronal annealing of n-channel and p-channel transistors; (30 minutes for each 
temperature step); The Vth shift of the n and p channel devices with bias on was identical. 
The original Vth shift of the p- channel device with 0 V bias on was different due to a 300 
krad TID compared to the 80 krad TID received by the  former two devices.  
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The activation energy deduced from the annealing diagram is approximately 0.12 eV, this is 
close to the detrapping energy of the self-trapped holes and is very small compared with the 
silica bandgap. As this diagram shows most of the charge (at least 50 %) has annealed up to 
room temperature.  
Early studies of hole transport in thick silica has confirmed the validity of the CTRW 
(Continuous Time Random Walk) theory (Sheer & Montroll, 1975) for hole-polaron 
transport in different conditions of field and temperature (McLean, Boesch, Jr. & Garrity in 
Ma & Dressendorfer,1989; McLean, Boesch, Oldham Ma & Dressendorfer,1989 ) . Analytical 
models were proposed a long time ago and it was reasonable to extend them to take into 
consideration the effects of dose rate, under continuous irradiation. Using signal theory and 
considering the physical processes as being causal a convolution of annealing effects and 
irradiation effects can be the basis of a simple analytical model. One obtains a dose and dose 
rate dependence of the threshold voltage shift of the form:  

 1  Vth KoxD D'  (3) 

Kox is a parameter that depends on the oxide characteristics, D the Total Ionizing Dose and 
D’ the dose rate. See (Fourches, 1997b ) for details. 
A power law dependence on the dose and dose rate is obtained, with a value for derived 
from Fig. 7 of approximately 0.125, this value is lower than the values deduced from older 
experiments made on thicker oxides (Ma & Dressendorfer and corresponding chapter 
herein). Additionally it seems clear that the annealing process cannot be simply interpreted 
by a first order kinetic, as it would be the case for single deep traps. A saturation would 
occur at a very low TID level (Fourches, 2000), which is not observed in the measurements 
with an electric field applied. Further investigations show that saturation is clear at a much 
higher TID, for which threshold voltage shifts exceed 1 V. A numerical treatment was 
introduced (Fourches, 2000) taking into account the presence of deep hole and electron traps 
together with CTRW transport, which fits with the saturation observed on some devices 
exposed to very high TID. The existence of a strong annealing between 80-90 K and room 
temperature has consequences on the behavior of devices. Cryogenic operation of CMOS 
SOI electronics had been considered for Liquid Argon Calorimeters, but  due to some of the 
shortcomings of the processes of the 1990’s this could not be implemented. 

3.3.2 Consequences on hardening issues at room temperature  
These modeling issues have had some direct consequences on the hardening techniques to 
be used especially at low temperatures but also for the normal operation of MOS devices. 
First, it is clear that the Manzini-Modelli-Saks model is a key to these prediction issues. A 
good fit can be found between measurements results at low temperature and mathematical 
predictions leaving aside the annealing effects that result in the power law dependence. For 
instance a 20 nm oxide irradiated at high dose rate, leads to a Vth shift of 0.3 V at 100 krads 
according to our measurements. This is very close to the value deduced from Fig. 5. This 
experimental verification of the Manzini-Modelli model could only be made on modern 
hardened oxides, which exhibit a low active defect density, compared to early oxides, on 
which Saks et al. made the first experiments. On this basis on can deduce a roadmap for 
hardening issues to TID. Modern processes either bulk or SOI have thin gate oxides (at the 
expense of supply voltage range) and this improves radiation hardness. Leakage currents 
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due to interface and surface effects have been somehow reduced over the years by process 
improvements and layout techniques.  
Other data obtained at 90 K show that the sensitivity to TID of the SOI process studied 
reduces when the dimensions of the device decrease. This is verified by plotting the 
prefactor Kox of expression (3) versus the gate length of each device. The exponent of the 
power law found less sensitive to the gate length. Fig. 10 and 11 show the results. The fact 
that downscaling the device dimensions has very favourable effects on tolerance to TID had 
a lot of implications for future processes both bulk and SOI. In retrospect it seems clear that 
today nanoscale or deep submicron technologies are intrisically TID hardened on the basis 
of some of the scaling laws discussed here and verified experimentally in the 1990’s papers 
(Fourches, 1997) for Silicon On Insulator processes.  

 
Fig. 10. Dependence of the pre-factor, with the gate length of a n-channel transistor, each 
transistor having received the same total ionizing dose for the same dose rates. It is clear 
that low gate length result in a reduced effect of radiation. The measurements were made at 
90 K.  

The interpretation of this effect at least at low temperature is relatively simple and was already 
introduced in (Fourches, 1997). Charge tunneling and simply migration is faster when the 
dimension of the device are lowered, resulting in an accelerated annealing of the positive 
charge. This should have favorable consequences even for room temperature operation of bulk 
device, because this simply concerns directly the properties of the gate oxide. 
This is one of the reasons the TID response of MOS devices is a today an issue of now lower 
importance for most applications, except perhaps for the upgrades of the LHC, for Future 
Linear Colliders and for nuclear power plant applications. Most of the research focuses on 
Transient Effects, destructive or not, due to charged particles in available bulk processes. 
The SOI processes are immune to these transient effects by design, because of the 
device/device insulation systematically implemented. 

 
Total Dose and Dose Rate Effects on Some Current Semiconducting Devices 753 

 
Fig. 11. Similar plot for the dependence of exponent with the power law. There is no clear 
exponent dependence on the gate length. 

3.3.3 TID and dose rate effects on other devices  
TID effects were reported and sustained efforts were made reduce them on bipolar 
transistors. DMILL technology was developed with a vertical npn bipolar transistor in order 
to obtain a radiation hard device, by a reduction of the passivation Si/SiO2 interface. Despite 
this TID effects still appear with enhanced effects on npn devices due to the higher base 
current due to minority electron carriers, the oxide being positively charged. In addition to 
this dose rate effects were reported in 1991 on polysilicon bipolar transistors, and later 
enhanced low dose rate effects were confirmed (Pease, 2004). Studies on JFETs and 
MESFETs have also shown the existence of ionizing dose effects, extensive studies were not 
very developed (Citterio et al., 1995; Fourches, 1998), mainly because the main constraints 
with  large and deep channel devices such as JFETs (Junction Field Effect Transistors) is 
their limited tolerance to displacement damage.  

4. Irradiation: Detectors  
4.1 Total dose and dose rate effects; Silicon detectors  
In this paragraph emphasis will be on new semiconductor detectors such as CMOS sensors 
that are now good candidates for high radiation hardness, high spatial resolution inner pixel 
detectors for Vertexing purposes. 
Sensitivity to Total Ionizing Dose for silicon detectors is clearly dependent on surface effects, 
the silicon surface being oxidized either naturally or for passivation purposes. Depending 
on the thickness of the oxide the sensitivity of the detector to leakage currents will be 
enhanced or limited. Recent studies have focused on CMOS Sensors (Fig.12) and CCDs. 
Sensitivity to bulk ionizing damage is limited and has not been thoroughly investigated 
except for charged particles (Hopkinson, 2000). The striking result is the limited Fixed 
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Pattern Noise increase due to ionizing irradiation, which is much less pronounced than it is 
when induced by displacement damage. Total Ionizing Dose induced displacements is often 
limited to the creation of Frenkel pairs and other point defects in the bulk that are less  

 
Fig. 12. Schematic structure of the CMOS sensor proposed for charged particle detection.  

  
Fig. 13. CCE versus TID for different sensor diode sizes: (S4, S3, S2). The increase in the CCE 
along with the TID could find its origin in a high surface local electric field, which results in 
carrier multiplication. 
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effective in reducing the free drift length of the carriers than displacement cascades. For a 
detailed simulation study of deep defects effects on CMOS sensors see Fourches, 2009. This 
induces a reduction of the Charge Collection Efficiency (CCE) which characterizes the 
effectiveness of the sensor/detector to collect all the generated carriers. Ionizing Dose effects 
can reduce the charge collection efficiency through surface/interface carrier recombination. 
Fig. 13 seems to confirm this effect. The CMOS sensors degrade rapidly with TID. In this 
case the layout of the sensing diode was not optimized so high recombination and leakage 
current can occur even at small TID.  
This Figure (Fig.13) shows that the degradation in charge collection efficiency are very fast 
with TID for these un-optimized pixel devices. This is due to the high surface leakage 
current that limits the current signal. CCE increase due to carrier multiplication has been 
recently reported and was the basis of possible radiation tolerant CMOS particle detectors 
(E. Villela et al., 2010).  
The last figure (Fig.14) clearly shows that the spread of pedestals values is greater in neutron 
irradiated CMOS sensors than for ionizing irradiated ones. Moreover, the temporal noise 
increases very slowly with pedestal value, in contrast with the neutron irradiated pixels, for 
which low pedestal pixels correspond to low temporal noise pixels. These relatively new 
results obtained on very small pixels (a few tens of cubic microns) indicate that the temporal 
noise is very high after 137 krads and this originates in the shot noise induced by the 
interface leakage current. The pedestal value shift is probably due to the threshold voltage 
shift of the follower n-channel MOS transistors. This threshold voltage shift is much lower 
in the case of neutron-irradiated pixels as displacement damage has a limited impact on the 
threshold voltage of MOS transistors.  

 
Fig. 14. Root Mean Square value of the temporal noise plotted versus the corresponding 
Pedestal (offset) values for pixels irradiated with neutrons (left) and pixels irradiated at a 
dose of 137 krads (Si)(right).  
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On other processes where radiation tolerance layout techniques were implemented, show a 
better response to ionizing irradiation. Up to now no long term dose rate effects were 
reported, nor studied (Fourches,  2008), on these novel CMOS detectors. But on the basis of 
other measurements the TID tolerance of CMOS sensors is higher than that of Charged 
Coupled Devices, making CMOS sensors more suitable for future ILC experiments. 
Radiation hardness up to several Mrads was reported on CMOS sensors using a Deep N-
Well structure with charge amplifier readout (L. Ratti et al., 2010). 
Other comments should follow concerning CMOS sensors and their counterparts CCDs and 
DEPFETs. In these devices transport is simply not due to the drift of charged carriers, carrier 
diffusion is also a very important component and has dramatic consequences on the overall 
migration length of carriers and subsequently on the signal build-up. Simulation with a 
software package may help obtaining predictive results but this was limited so far to 
displacement damage (Fourches, 2009). 

4.2 Total dose and dose rate effects: Other detectors  
Other materials have been proposed and used for particle detection and has been 
investigated, in terms of both ionizing irradiation-induced defects and displacement 
induced defects. Up to now, diamond has a good potential for charge particle detection and 
radiation tolerance, mainly because of the large amount of energy required to create a 

 
Fig. 15. Schematic structure of the deep trapping gate MOS detector structure. 
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vacancy-interstitial pair, and was proposed for LHC applications. Compound and alloy 
detectors have been not so successful because the density of residual defects remains high. 
This limits the CCE from the start, and affects the charge transport trough the fiducial zone. 
In spite of this, there have been recent studies of thick GaAs pixel detectors for medical 
applications (Bourgoin, 2001). Future proposals for high radiation hardness, both for 
ionizing radiation and displacement damage were recently presented (Fourches, 2010). The 
main idea is to reduce the fiducial value and to introduce a deep trapping gate below the 
channel of a MOS transistor which would act either as a detector (electron-hole pairs would 
be created along a charged particle track) or /and a volatile memory (Fig.15). As the trapped 
positive charge modulates the channel current of the MOS transistor the readout is 
simplified and can be implemented by a circuitry similar or to the ones used for CMOS 
sensors. As the deep trapping gates are made of a high density of structural defects, these 
result additionally in a high tolerance to displacement damage, confirmed by device 
simulation (Fourches, 2010).  

5. Conclusion  
Future developments about the TID effects are manifold. There is still some interest about 
the TID hardness at very high doses for high energy physics applications (SuperLHC). 
New nanoscale technologies, because of their reduced dimensions and the presumable 
existence of scaling laws will ease the development of new radiation hard ICs. On the 
detector side, similar advances are expected for reduced dimensions pixels, mainly for 
displacement damage but also for ionizing effects. Geiger mode Si detectors have been 
investigated by some researchers and are also promising (Ratti. L et al., 2006). Dose rate 
effects have been somehow investigated on silicon detectors for medical X ray imaging 
and much remains to be done to improve these sensors.  
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1. Introduction 
General characteristics of MOS components 
Favourable characteristics of silicon dioxide (further referred to as oxide or SiO2) as an 
almost irreplaceable dielectric in MOS (Metal-Oxide-Semiconductor) components have 
contributed to a considerable extent to the great success of the technology of manufacturing 
integrated circuits during the last decades. However, it has been proved that instabilities of 
electric charge in the gate oxide and at 2Si SiO  interface, which inevitably occur due to the 
influence of ionizing radiation (γ and X-radiation, electrons, ions) (IR) and hot carrier 
injection (which includes Fowler-Nordheim high electric field Stress, avalanche hole 
injection, avalanche electron injection, and so on (HCI) during the operation of MOS 
transistors, lead to instabilities of their electric parameters and characteristics and present a 
serious problem to the reliability of MOS integrated circuits [1-4]. Studying these 
instabilities, particularly causes and mechanisms responsible for their occurrence, is very 
significant as it may help the manufacturer define appropriate technological parameters 
with the aim of increasing their reliability. Considering the rate of development and 
requirement that the components should be highly reliable, the investigation of their 
instabilities in normal working conditions is practically impossible. In order to determine, as 
quickly as possible, mechanisms that cause instabilities, accelerated reliability tests are used 
and they comprise of the application of strong electric fields (so-called electric stress) in 
static and impulse modes at room temperature and/or at elevated temperatures. In this 
context, reliability comprises probability that the component may fulfil its target function 
during a certain period and under certain conditions, i.e. that it may preserve the electric 
characteristics and the value of electric parameters under certain exploitation conditions 
during a certain period. Reliability is defined as a probabilistic category as no failure of the 
component can be predicted with certainty. Namely, if a group of components 
manufactured in almost the same conditions is subjected to stress, a smaller number of them 
will fail earlier (early failure), while a larger number of them will fail later. In order to 
remove from such a group of components those with the possibility of early failure, a 
selection procedure is applied to all the components. This procedure consists of a series of 
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tests the most significant of which is the burn-in test. This test is carried out in two steps: 
short-term burning (10 – 30 hours) in normal and somewhat intense working conditions, in 
order to remove components liable to failure due to their manufacturing defects, and 
sufficiently long burning in tough working conditions in order to remove components with 
manifested functional failures. A significant fact that should be emphasized in relation to 
MOS components is that, although the high quality of components guarantees a certain level 
of their reliability, many defects may remain hidden and manifest during the application 
thus leading to the degradation of the components and their failure.  
In recent times, the development of MOS integrated circuits shows a tendency of increasing 
the complexity and constantly decreasing dimensions, which comprises a need for 
increasingly thin gate oxides. In addition, discrete power MOS components have been also 
developed. At the beginning of their development, it was deemed that they would very 
soon replace bipolar transistors in power electronics. However, technological processes used 
in the manufacture of these transistors were more complex in relation to bipolar transistors 
so that a real progress in power electronics was made when VDMOS (Vertical-Double-
Diffused MOS) transistors were developed because the manufacture of them was much 
simpler. Due to their favourable electric characteristics (great operative speed, low switch-
on resistance, high switching voltage, etc.), the VDMOS transistors have found their 
application in the fields such as automotive industry [5]. Switching characteristics of 
VDMOS transistors at high frequencies (higher than 100 kHz [6]) have also proved very 
good owing to which these transistors are applied as switching components for high-
frequency sources of supply used in medical electronics, engine control systems, switching 
sources of supply in telecommunication researches, etc. 
In addition to its favourable properties, SiO2 used in the manufacture of MOS components 
and integrated circuits has some shortcomings as well. Namely, instabilities of electric 
charge in the gate oxide and in interface traps, which are inevitable due to the presence of 
the IR or HCI processes, during the operation of MOS components and MOS integrated 
circuits, also lead to instabilities of their electric parameters and characteristics. Due to this, 
instabilities represent one of the most serious problems in relation to a reliable operation of 
MOS integrated circuits [2, 3] particularly when these components are used in radiation 
surroundings. 
Researches have shown [3] that MOS components are very sensitive to different types of 
ionizing radiation and that their sensitivity significantly depends on the manufacturing 
technology. Additionally, some technological processes such as lithography with the use of 
a ray of electrons, X-rays, and processes in plasma, etc. included in the technological 
sequence for the production of integrated circuits with the aim of decreasing the dimensions 
of their components, may be significant sources of defects in the oxide [3]. 
The attention of today’s researches on the impact of the IR and HCI processes on MOS 
components is directed in two ways. One way comprises the production of components 
with the highest possible resistance to these types of processes, while the other way leads 
towards the production of MOS transistors sensitive to IR in order to produce sensors and 
dosimeters of ionizing radiation [3]. It should be emphasized that the first operating 
principles of PMOS sensors and dosimeters of ionizing radiation were published as early as 
1974 [7]. Unlike the influence of IR and HCI on the reliability of commercial MOS transistors 
which is the subject of many researches worldwide, PMOS transistors as IR dosimeters are 
investigated to a much lesser extent. 
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2. Origin and characteristics of defects and electrical charges in oxide and at 
Si-SiO2 interface 
Electrical charges in the gate oxide and at the Si-SiO2 interface may be divided into four 
groups as follows [2, 8, 9]: mobile ions, charges at the traps, fixed centres charges and charges at 
interface traps. However, if a division of charges based on their influence on the current-
voltage characteristics of MOS transistors is made, only charges in the gate oxide (including 
mobile ions, charges at the trap centres, and fixed charges) and charges at interface traps 
may be distinguished. The main classification of charges in the gate oxide and at interface 
traps of MOS transistors is shown schematically in Figure 1. 
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Fig. 1. Classification of charge at 2Si SiO  interface and in the gate oxide of MOS transistor. 

Mobile ions in the gate oxide are mainly positive ions of alkali metals such as Na+ and K+, as 
well as hydrogen ions. They may be incorporated into the oxide during the mere processing 
of the wafer, or they may reach the oxide, coming from the surrounding surfaces, during the 
processes of passivation and packing [9, 10]. The existence of these ions in the gate oxide is 
associated with the fact that during high temperature processes, they easily diffuse into the 
oxide, from contaminated surfaces. Mobile ions are not distributed uniformly in the oxide, 
but most of them are located in the semiconductor or metal whereby many more ions are 
located in the metal as the attractive force towards the metal is much higher than the 
attractive force towards the semiconductor. 
The most important instability mechanism related to electric charges in the gate oxide is the 
migration of positive ions to the oxide-metal interface and oxide-semiconductor interface 
under the influence of the positive polarization of the gate and elevated temperature. A 
series of treatments are taken with the MOS technology in order to minimize these 
instabilities. Besides the compulsory annealing at high temperature and high level of 
cleanliness of the technological space and materials used, some modifications in the oxide 
manufacturing technology have been made in order to minimize instability effects. 
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oxide, from contaminated surfaces. Mobile ions are not distributed uniformly in the oxide, 
but most of them are located in the semiconductor or metal whereby many more ions are 
located in the metal as the attractive force towards the metal is much higher than the 
attractive force towards the semiconductor. 
The most important instability mechanism related to electric charges in the gate oxide is the 
migration of positive ions to the oxide-metal interface and oxide-semiconductor interface 
under the influence of the positive polarization of the gate and elevated temperature. A 
series of treatments are taken with the MOS technology in order to minimize these 
instabilities. Besides the compulsory annealing at high temperature and high level of 
cleanliness of the technological space and materials used, some modifications in the oxide 
manufacturing technology have been made in order to minimize instability effects. 
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Furthermore, a generally accepted procedure for minimizing mobile ions is the introduction 
of chlorine into the oxide, which is achieved by introducing a certain quantity of HCl or Cl2 
into the oxidation atmosphere or by passing oxygen through trichloroethylene. 

 

 
Fig. 2. Most common defects in oxide and at 2Si SiO  interface: (a) two dimensional model 
of chemical bonds; (b) energy band model. 
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Charges at the trap centres are defects and admixed atoms in the oxide which have 
permissible energy levels in the forbidden zone of the oxide. They are mainly located near 
the Si – SiO2 interface, while their number inside the oxide is negligible. Figure 2 shows the 
model of chemical bonding and diagram of energy zones that illustrate the most significant 
defects in the oxide and at the Si – SiO2 interface [4, 11]. Although this is not adequately 
shown in Figure 2a, it should be taken into account that the Si – SiO2 interface does not 
spread through only one atom layer, but rather through several of them. As Figure 2b 
shows, due to a great difference in the widths of the forbidden zones of silicon (1.12 eV) and 
oxide (9 eV), discontinuity of energy zones occurs at the interface, and charge carriers 
encounter a high energy barrier (around 3.2 eV for electrons and 4.7 eV for holes) which in 
normal conditions prevents any movement of electrons and holes from the semiconductor 
into the oxide. 
The origin of the traps varies. They may be formed both on ≡Si-O- bonds and on defects in 
the oxide (oxygen vacancies, ≡Si-H and ≡Si-OH bonds, other admixed atoms, etc.). This 
means that there are different energy levels of the traps depending on the type and quality 
of the oxide. The traps may be neutral or charged either positively or negatively. During 
exploitation in certain conditions, they may become electrically charged by capturing 
electrons or holes, and neutralized by releasing the same, a consequence of which is the 
instability of the density of effective electric charge captured on them. Therefore, the defects 
are mainly donor-type defects meaning that they may be positively charged or neutral, so 
that total electric charge in the oxide is positive. It is important to note that holes may be 
captured more easily than electrons. Thus the ratio between the number of captured holes 
and the total number of holes injected into the oxide is approximately one, while, on the 
average, out of 105 injected electrons only less than one is captured. Nevertheless, 
instabilities of charges at the traps caused by the electron capture may be equal to 
instabilities caused by the capture of holes or even more pronounced. The reason for this lies 
in the fact that electrons may be more easily injected into the oxide, which increases the 
possibility of their capture. 
The most significant mechanisms that lead to the occurrence of free carriers in the oxide may 
be classified into three groups: a) tunnelling of electrons and holes from the semiconductor 
or metal into the oxide, 2) injection of hot electrons and holes from the semiconductor into 
the oxide, and 3) generation of electron-hole pairs in the mere gate oxide which may be a 
consequence of various factors such as ionizing radiation effects, photo-generation or 
application of a strong electric field. To the traps in the oxide or to the valence or conductive 
zone of the oxide, holes from the valence zone of the semiconductor or electrons from the 
conductive zone of the semiconductor or metal may be tunnelled. The processes of 
tunnelling electrons or holes from the traps into the conductive or valence zone of the oxide, 
or directly into the semiconductor are possible, which by analogy leads to instability of the 
charge density at the traps. 
There are four mechanisms related to the injection of hot carriers from the semiconductor 
into the gate oxide. These are: 1) substrate hot electron injection, 2) channel hot electron 
injection, 3) drain avalanche hot carrier injection (whereby the injection of holes is preferred 
when the normal component of the field is directed towards the oxide, while the injection of 
electrons is preferred when the field is directed towards the semiconductor), and 4) hot 
electron injection caused by secondary ionization by holes in the substrate. It should be 
noted that such changes in the density of charges at the traps are not the only form of 
instability that occur during the exploitation of MOS transistors. Namely, new traps may be 
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formed which are neutral at the beginning, but which may become charged by capturing 
electrons and holes. 
Fixed charge is located near the 2Si SiO  interface at distances smaller than 8 nm and its 
density is constant regardless of changes in the threshold voltage of MOS components. This 
charge is always positive as it mainly consists of unsaturated bonds of silicon near the Si – SiO2 
interface. Fixed charge depends on the orientation of crystals and it is considerably higher with 
crystal orientation (111) than with crystal orientation (100). The quantity of fixed charge 
depends on the Technological conditions of oxidation (atmosphere and temperature). The 
oxide burn-in in nitrogen or argon at temperatures higher than 600ºC decreases the density of 
fixed charge. This is one of the reasons for which the oxide burn-in has been introduced as a 
standard procedure in the manufacture of CMOS integrated circuits. It should be emphasized 
that instability of fixed charges is rarely manifested separately from changes in other charges 
in the oxide. Instabilities of this type are commonly followed by simultaneous changes in 
charges at interface traps and oxide traps. This is why in literature fixed charge is mentioned in 
a much broader sense, although this term also refers to charge in the traps particularly 
considering the instability of charge in them. Since the origin of fixed charge and traps is 
frequently the same, it may be assumed that they differ in instability mechanisms. Namely, 
instability of charge in the traps is a consequence of capturing and releasing free electrons and 
holes in the oxide, while the instability of fixed charge reflects in its increase as a result of 
appropriate chemical reactions. One of such reactions is the dissociation of the Si – H bond 
near the Si – SiO2 interface. Under the influence of modest negative polarization of the gate 
and increased temperature, the Si – H group reacts with the Si – O group, whereby a interface 
trap is formed on the Si atom from the semiconductor, while released hydrogen and oxygen 
form an OH group which diffuses towards the interface. After the transfer of one electron into 
the semiconductor, the Si atom in the oxide remains positively charged and this represents the 
fixed charge. However, it is often impossible to determine a strict boundary between fixed 
charge and charge at the traps. 
Charges at interface traps represent a significant group of electric charges in the oxide. 
Interface traps are located at the Si – SiO2 interface the energy levels of which are in the 
forbidden zone of the semiconductor. These traps develop as a consequence of the 
semiconductor structure breaking because surface atoms remain with one unsaturated 
bond. This means that on clean areas of the semiconductor the number of interface traps is 
approximately equal to the number of surface atoms. However, thermal oxidation reduces 
the number of interface traps by several orders of magnitude as a great number of silicon 
atom bonds become saturated by bonding to oxygen atoms. From the aspect of the origin of 
interface traps, there is a complete analogy between them and fixed charge and thus with 
the trap centres. The difference is that fixed charge and the trap centres are in the oxide, 
while interface traps are at the Si – SiO2 interface and they are easily accessible to free 
carriers from the semiconductor. The exchange of charge between interface traps and the 
semiconductor is relatively fast, so that the density of charge in interface traps at a given 
moment depends on the distribution of the interface traps energy levels and the position of 
the Fermi level in the semiconductor forbidden zone. Although the process of thermal 
oxidation considerably decreases the density of interface traps, an additional decrease is 
needed for a proper operation of MOS components. Today, a procedure commonly used is 
the oxide burn-in after metallization performed in nitrogen or in a mixture of nitrogen and 
hydrogen. In this manner, hydrogen is directly introduced in the oxide, or it is formed after 
the reaction of water and aluminium. This procedure decreases both the density of interface 
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traps and density of fixed charge and therefore it is applied in almost all standard 
technologies. Another favourable circumstance is that oxides that increase in the presence of 
hydrogen chloride also contain, in addition to chlorine that neutralizes mobile ions, 
hydrogen that decreases the density of interface traps.  
The mechanisms of instability of charges in interface traps are a consequence of the 
formation of new interface traps. Almost all of the described mechanisms may be monitored 
through the increase in the density of interface traps. The mechanism of fixed charge 
formation has already been described, whereby interface traps are formed simultaneously. 
The ion drift towards the Si – SiO2 interface may lead to an increase in the density of 
interface traps. It has been proved that the processes of electric charge injection in the oxide 
most easily form new interface traps that may be achieved by the IR and HCI processes. It is 
important to point out that owing to the passage of electrons through the Si – SiO2 interface 
new interface traps may be formed whereby electrons will not be captured by the traps, 
which means that the density of charge in them will not change. 
As it has already been mentioned, interface traps exchange charge with the semiconductor 
very rapidly, while this is not the case with the trap centres. On the other hand, a 
considerable number of defects in the oxide are located in the close vicinity of the interface 
and they may, like interface traps and regardless of the fact that their microstructure is the 
same as that of defects deeper in the oxide, exchange charge with silicon. However, unlike 
real interface traps, these defects are separated from charges in silicon by an energy barrier 
so that the exchange of charge between them and silicon is carried out through carrier 
tunnelling whereby the duration of such a process depends to a great extent on the interface 
distance and the barrier height, and it may range from 1 µs to several years. The long period 
over which these defects exchange charge with silicon indicates that there is no strict 
boundary between the effects of charge in the oxide and the effects of interface traps on the 
electric parameters of MOS transistors. This is why in literature these defects are called 
boundary traps [12-15]. They may act both as the traps in the oxide and as interface traps. 
Such nature of the boundary traps may lead to problems in the interpretation of electric 
measuring results and to difficulties in separating the effects of interface traps and electric 
charge in the oxide since, depending on measuring conditions (values of the polarization 
voltage, signal frequency), the boundary traps may behave as interface traps or/and traps in 
the oxide. By combining appropriate measuring techniques and analysis it is possible to 
separate the effects of electric charge in the boundary traps [16, 17], which is particularly 
significant for the characterization of MOS components with a thin gate oxide, where all 
defects in the oxide are located near the interface and where these defects with their density 
values are comparable to or even exceed interface traps [14]. In case of thick oxides, as with 
power MOS transistors, the standard division into the traps in the oxide and interface traps 
is generally acceptable. In this case, the participation of boundary centres is that at the 
electric characterization of components will be registered as interface traps or the traps in 
the oxide, to a great extent depends on the measuring speed and the frequency of the signal 
that is used during the measurement.  

3. Classification of the traps according to their effects on electric 
characteristics 
According to the above, it may be concluded that all charges may be divided into two 
groups: charges in the oxide and charges at interface traps. Changes of charge densities in 
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the oxide ∆Not and interface traps ∆Nit are directly responsible for changes of sub-threshold 
characteristics of MOS transistors during the IR and HCI processes. The participation of a 
certain type of defects in the values of ∆Not and ∆Nit primarily depends on their electric 
effects on the charge carriers in the channel of MOS transistors, as well as on their location in 
space. If the defects may capture carriers from the channel, due to which the sub-threshold 
characteristic slope decreases, it is deemed that they behave as interface traps and that value 
∆Nit depends on them. If the defects act on carriers in the channel by attracting or rejecting 
them with Coulomb forces (depending on the mark of their electric charge), sub-threshold 
characteristics will be changed due to the change of ∆Not. It should be emphasized that the 
influence of defects developed in the IR and HCI processes on ∆Not and ∆Nit is determined 
primarily by their electric effects and after by their location. This indicates that some defects 
located at the Si – SiO2 interface may behave as defects in the oxide (influence ∆Not), while 
some defects located in the oxide may behave as interface traps (influence ∆Nit) [3, 4, 18]. 
Although the influence of the location of defects on sub-threshold characteristics is smaller 
than their electric impact, it should not be neglected. For example, during recording sub-
threshold characteristics (which is a fast process), only part of these defects may capture 
carriers from the channel.  
The most common techniques for determining densities of the traps in the oxide and at the 
Si – SiO2 interface are subthreshold-midgap (SMG) [19] and charge pumping (CP) 
techniques [20, 21] (a detailed description of these techniques is given in Section 6). Based on 
the position of the traps detected by these techniques, a new classification of the centres 
became necessary as with the use of the SMG technique both ∆Not (SMG) and ∆Nit (SMG) 
may be determined, while with the use of the CP technique only ∆Nit (CP) may be 
determined. The use of these two techniques is suitable as there is a great difference in 
effective frequencies (from several Hz for the SMG technique to 1 MHz for the CP 
technique). As a slower technique, SMG is used for determining two types of centres: fixed 
traps (FT) with a density of ∆Nft ≡ ∆Not (SMG) and switching traps (ST) with a density of 
∆Nst ≡ ∆Nit (SMG) [22, 23]. 
Fixed traps (FT) are traps in the oxide that do not exchange charges with Si substrate during 
recording sub-threshold characteristics by the SMG technique. They are commonly located 
deeper in the oxide, although they may also be near or at the Si – SiO2 interface. A 
significant characteristic of FT is that they may be permanently annealed [22, 23]. 
Switching traps (ST) may be divided into faster switching traps (FST) and slower switching 
traps (SST). ST may exchange charges with Si substrate during the measurement. The speed 
of ST depends on their distance from the Si – SiO2 interface [24]. This indicates that all 
defects developed in the IR or HCI processes, which are located near this interface and are 
capable of exchanging charges with the substrate, become part of ST. Furthermore, some ST 
may be located deeper in the oxide so that there is not sufficient time for them to exchange, 
during the the measurement, electric charges with carriers in the channel, meaning that ∆Nft 
may contain a certain number of ST. FST which are located at the mere interface and which 
represent true interface traps (with density ∆Nit, i.e. meaning that ∆Nit(CP) ≡ ∆Nfst). SST 
(with density ∆Nsst) located in the oxide, near the Si – SiO2 interface are frequently called 
slow states (SS) [21], anomalous positive charge (APC) [25], switching oxide traps (SOT) [26] 
or border traps (BT) [24]. 
Finally, it should be pointed out that during the measurement by the SMG technique, ST 
exchange charges during the measurement meaning that in case of an n-channel MOS 
transistor (NMOS) these centres capture charges from the channel but releases them when 
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the measurement is finished. It has been shown that ST may be temporarily annealed 
(compensation process) or permanently annealed (neutralization process), however not 
during the measurement but by exposing components to elevated temperatures. 

3.1 Defects in SiO2 and Si – SiO2 interface caused by IR and HCI processes 
3.1.1 Formation of electron-hole pairs in SiO2 
IR and HCI processes lead to the formation of similar defects in SiO2 since the electrons 
play a crucial role in the energy transfer to the oxide in both cases, and the difference is in 
the electron energy. Namely, the secondary electrons released in the oxide by the gamma 
photons (IR), and the hot electrons (HCI), and, eventually, the secondary electrons 
released by the hot electrons play a main role in defect creations. However, it has been 
shown [22, 27-31] that a difference in electron energy has a significant influence on the 
created defect types. For instance, the highly energetic secondary electrons (the IR case) 
produce significantly less negatively charged FT than the low-energy hot electrons (the 
HCI case). 
In the case of IR, the gamma photons interact with the electrons in the SiO2 molecules 
mainly via Compton effect, releasing secondary electrons and holes, i.e. gamma photons 
break Si0 – O and Si0 – Si0 covalent bonds in the oxide [3] (the index 0 is used to denote the 
oxide). The released electrons (so called “secondary electrons”) which are highly energetic, 
may be recombined by holes at the place of production, or may escape recombination. The 
secondary electrons that escape recombination with holes travel some distance until they 
leave the oxide, losing their kinetic energy through the collisions with other secondary 
electrons or, what is more probable, with the bonded electrons in Si0 – O and Si0 – Si0 
covalent bonds in the oxide, releasing more secondary electrons (the latter bond represents 
an oxygen vacancy). 
Each secondary electron, before it has left the oxide or been recombined by the hole, can 
break a lot of covalent bonds in the oxide producing a lot of new secondary highly energetic 
electrons, since its energy is usually much higher than an impact ionizing process energy 
(energy of 18 eV is necessary for the creation of one electron-hole pair [3], i.e. for electron 
ionization). 
In the case of IR processes, gamma radiation breaks both covalent bonds in SiO2 between 
oxygen atoms and weak ≡ Si0 – H and ≡ Si0 – OH bonds in the oxide. These processes 
develop in the following reactions [32, 33] 

 3 o o oO Si O Si Si O ,h e h               (1) 

 o oSi H Si H ,h e h              (2) 

  o oSi OH Si OHh e h           .   (3) 

As it can be noted, these reactions lead to the formation of electron-hole pairs (e- - h+). A part 
of the electrons formed by reactions (1)-(3) break covalent bonds in the oxide (reaction (1)). It 
is obvious that the secondary electrons play a more important role in bond breaking than 
highly energetic photons, as a consequence of the difference in their effective masses, i.e. in 
their effective cross section. The electrons leaving the place of production escape the oxide 
rapidly (for several picoseconds), but the holes remain in the oxide.  
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Si – SiO2 interface are subthreshold-midgap (SMG) [19] and charge pumping (CP) 
techniques [20, 21] (a detailed description of these techniques is given in Section 6). Based on 
the position of the traps detected by these techniques, a new classification of the centres 
became necessary as with the use of the SMG technique both ∆Not (SMG) and ∆Nit (SMG) 
may be determined, while with the use of the CP technique only ∆Nit (CP) may be 
determined. The use of these two techniques is suitable as there is a great difference in 
effective frequencies (from several Hz for the SMG technique to 1 MHz for the CP 
technique). As a slower technique, SMG is used for determining two types of centres: fixed 
traps (FT) with a density of ∆Nft ≡ ∆Not (SMG) and switching traps (ST) with a density of 
∆Nst ≡ ∆Nit (SMG) [22, 23]. 
Fixed traps (FT) are traps in the oxide that do not exchange charges with Si substrate during 
recording sub-threshold characteristics by the SMG technique. They are commonly located 
deeper in the oxide, although they may also be near or at the Si – SiO2 interface. A 
significant characteristic of FT is that they may be permanently annealed [22, 23]. 
Switching traps (ST) may be divided into faster switching traps (FST) and slower switching 
traps (SST). ST may exchange charges with Si substrate during the measurement. The speed 
of ST depends on their distance from the Si – SiO2 interface [24]. This indicates that all 
defects developed in the IR or HCI processes, which are located near this interface and are 
capable of exchanging charges with the substrate, become part of ST. Furthermore, some ST 
may be located deeper in the oxide so that there is not sufficient time for them to exchange, 
during the the measurement, electric charges with carriers in the channel, meaning that ∆Nft 
may contain a certain number of ST. FST which are located at the mere interface and which 
represent true interface traps (with density ∆Nit, i.e. meaning that ∆Nit(CP) ≡ ∆Nfst). SST 
(with density ∆Nsst) located in the oxide, near the Si – SiO2 interface are frequently called 
slow states (SS) [21], anomalous positive charge (APC) [25], switching oxide traps (SOT) [26] 
or border traps (BT) [24]. 
Finally, it should be pointed out that during the measurement by the SMG technique, ST 
exchange charges during the measurement meaning that in case of an n-channel MOS 
transistor (NMOS) these centres capture charges from the channel but releases them when 
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the measurement is finished. It has been shown that ST may be temporarily annealed 
(compensation process) or permanently annealed (neutralization process), however not 
during the measurement but by exposing components to elevated temperatures. 

3.1 Defects in SiO2 and Si – SiO2 interface caused by IR and HCI processes 
3.1.1 Formation of electron-hole pairs in SiO2 
IR and HCI processes lead to the formation of similar defects in SiO2 since the electrons 
play a crucial role in the energy transfer to the oxide in both cases, and the difference is in 
the electron energy. Namely, the secondary electrons released in the oxide by the gamma 
photons (IR), and the hot electrons (HCI), and, eventually, the secondary electrons 
released by the hot electrons play a main role in defect creations. However, it has been 
shown [22, 27-31] that a difference in electron energy has a significant influence on the 
created defect types. For instance, the highly energetic secondary electrons (the IR case) 
produce significantly less negatively charged FT than the low-energy hot electrons (the 
HCI case). 
In the case of IR, the gamma photons interact with the electrons in the SiO2 molecules 
mainly via Compton effect, releasing secondary electrons and holes, i.e. gamma photons 
break Si0 – O and Si0 – Si0 covalent bonds in the oxide [3] (the index 0 is used to denote the 
oxide). The released electrons (so called “secondary electrons”) which are highly energetic, 
may be recombined by holes at the place of production, or may escape recombination. The 
secondary electrons that escape recombination with holes travel some distance until they 
leave the oxide, losing their kinetic energy through the collisions with other secondary 
electrons or, what is more probable, with the bonded electrons in Si0 – O and Si0 – Si0 
covalent bonds in the oxide, releasing more secondary electrons (the latter bond represents 
an oxygen vacancy). 
Each secondary electron, before it has left the oxide or been recombined by the hole, can 
break a lot of covalent bonds in the oxide producing a lot of new secondary highly energetic 
electrons, since its energy is usually much higher than an impact ionizing process energy 
(energy of 18 eV is necessary for the creation of one electron-hole pair [3], i.e. for electron 
ionization). 
In the case of IR processes, gamma radiation breaks both covalent bonds in SiO2 between 
oxygen atoms and weak ≡ Si0 – H and ≡ Si0 – OH bonds in the oxide. These processes 
develop in the following reactions [32, 33] 

 3 o o oO Si O Si Si O ,h e h               (1) 

 o oSi H Si H ,h e h              (2) 

  o oSi OH Si OHh e h           .   (3) 

As it can be noted, these reactions lead to the formation of electron-hole pairs (e- - h+). A part 
of the electrons formed by reactions (1)-(3) break covalent bonds in the oxide (reaction (1)). It 
is obvious that the secondary electrons play a more important role in bond breaking than 
highly energetic photons, as a consequence of the difference in their effective masses, i.e. in 
their effective cross section. The electrons leaving the place of production escape the oxide 
rapidly (for several picoseconds), but the holes remain in the oxide.  
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Fig. 3. Space diagram: (a) hole transport through the oxide bulk in the case of positive gate 
bias. “x” represents unbroken bonds and “o” represents broken bonds (trapped holes at 
shallow traps), respectively, and “” represents the hole trap precursors near the interface 
(precursor of a deep trap). Energetic diagram: the hole transport (b) by tunneling between 
two localized traps and (c) by the oxide valence band. 

 
Fig. 4. The electron tunneling between adjacent centers: (a) shallow centre and (b) deep 
centre. 
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The holes released in the oxide bulk are usually only temporary, but not permanently 
captured at the place of production, since there are no energetically deeper centres in the 
oxide bulk. The holes move towards one of the interfaces (SiO2 – Si or gate-SiO2), depending 
on the oxide electric field direction, where they are trapped at energetically deeper trap hole 
centres (see Figures 3 and 4). Moreover, even in the zero gate voltage case, the electrical 
potential due to a work function difference between the gate and substrate is high enough 
for partial or complete holes moving towards the interface. In addition, some electrons 
could be trapped at the electron trapping centres of electron capture, but this is not very 
probable in the IR case [30]. 
In the case of HCI (e.g. Fowler-Nordheim tunnelling into the gate oxide), the hot electrons, 
having significantly lower energies than the secondary electrons created by IR, are injected 
either from the substrate or from the gate. Two cases should be considered: (1) thin oxide 
(dox ≤ 10 nm) and (2) thick oxide (dox > 10 nm). In the former case, the hot electrons, 
tunnelling into the oxide conduction band, pass the oxide without collisions, since their 
travel distance is short and, consequently, the probability of the collision with the electrons 
in the covalent oxide bonds is low [34, 35]. The hot electrons reach the gate, if they are 
injected from the substrate, or reach the substrate, if they are injected from the gate, where 
they generate electron-hole pairs. The released (secondary) electrons are attracted by the 
gate or the substrate electrode, depending on the location of their release, while the 
generated holes are injected into the oxide. 
In the case of thick oxide (dox > 10 nm), a hot electron passing through the oxide has to 
collide with the electrons bonded in the oxide, giving a certain amount of energy to them 
and performing the impact ionization [34, 36, 37]. The hot electrons, whose energies are 
usually higher than 9 eV representing the SiO2 band gap, can break the Si0 – O and Si0 – Si0 
covalent bonds in the oxide by impact ionization and create electron-hole pairs.  
The hot and secondary electrons after certain collisions with each other, and what are more 
probable, with bonded electrons, escape the oxide rapidly, but the holes transport towards 
one of the interfaces. The high electric field forces the holes to leave their production places, 
since there is no significant concentration of energetically deep trapping hole created in the 
oxide bulk, but these centres exist near the interfaces (see Figure 3). Besides, the hot and 
secondary electrons can produce more electron-hole pairs before they leave the oxide. In 
addition, some hot/secondary electrons could be trapped at electron centres creating 
negative charge, which is a very probable mechanism [31]. 

3.1.2 The defects created by electrons in the impact ionization process 
The hot (HCI) and secondary electrons (IR and HCI) passing through the oxide bulk collide 
with bonded electrons in the most numerous bond: the non-strained silicon-oxygen bond, ≡ 
Si0 – O – Si ≡ (it could be also represented as ≡ Si0••O••Si0 ≡, where •• represents two 
electrons making a covalent bond), by reaction [23] 

 o o o oSi O Si Si O Si 2 ,e e
                (4) 

 o o o oSi O Si Si O Si 2 ,e e
               (5) 

where ≡, the indices 0 and • denote three Si0 – O bonds (O3 ≡ Si0 – O), silicon atom in the 
oxide and an electron, respectively. 
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Fig. 3. Space diagram: (a) hole transport through the oxide bulk in the case of positive gate 
bias. “x” represents unbroken bonds and “o” represents broken bonds (trapped holes at 
shallow traps), respectively, and “” represents the hole trap precursors near the interface 
(precursor of a deep trap). Energetic diagram: the hole transport (b) by tunneling between 
two localized traps and (c) by the oxide valence band. 

 
Fig. 4. The electron tunneling between adjacent centers: (a) shallow centre and (b) deep 
centre. 
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The holes released in the oxide bulk are usually only temporary, but not permanently 
captured at the place of production, since there are no energetically deeper centres in the 
oxide bulk. The holes move towards one of the interfaces (SiO2 – Si or gate-SiO2), depending 
on the oxide electric field direction, where they are trapped at energetically deeper trap hole 
centres (see Figures 3 and 4). Moreover, even in the zero gate voltage case, the electrical 
potential due to a work function difference between the gate and substrate is high enough 
for partial or complete holes moving towards the interface. In addition, some electrons 
could be trapped at the electron trapping centres of electron capture, but this is not very 
probable in the IR case [30]. 
In the case of HCI (e.g. Fowler-Nordheim tunnelling into the gate oxide), the hot electrons, 
having significantly lower energies than the secondary electrons created by IR, are injected 
either from the substrate or from the gate. Two cases should be considered: (1) thin oxide 
(dox ≤ 10 nm) and (2) thick oxide (dox > 10 nm). In the former case, the hot electrons, 
tunnelling into the oxide conduction band, pass the oxide without collisions, since their 
travel distance is short and, consequently, the probability of the collision with the electrons 
in the covalent oxide bonds is low [34, 35]. The hot electrons reach the gate, if they are 
injected from the substrate, or reach the substrate, if they are injected from the gate, where 
they generate electron-hole pairs. The released (secondary) electrons are attracted by the 
gate or the substrate electrode, depending on the location of their release, while the 
generated holes are injected into the oxide. 
In the case of thick oxide (dox > 10 nm), a hot electron passing through the oxide has to 
collide with the electrons bonded in the oxide, giving a certain amount of energy to them 
and performing the impact ionization [34, 36, 37]. The hot electrons, whose energies are 
usually higher than 9 eV representing the SiO2 band gap, can break the Si0 – O and Si0 – Si0 
covalent bonds in the oxide by impact ionization and create electron-hole pairs.  
The hot and secondary electrons after certain collisions with each other, and what are more 
probable, with bonded electrons, escape the oxide rapidly, but the holes transport towards 
one of the interfaces. The high electric field forces the holes to leave their production places, 
since there is no significant concentration of energetically deep trapping hole created in the 
oxide bulk, but these centres exist near the interfaces (see Figure 3). Besides, the hot and 
secondary electrons can produce more electron-hole pairs before they leave the oxide. In 
addition, some hot/secondary electrons could be trapped at electron centres creating 
negative charge, which is a very probable mechanism [31]. 

3.1.2 The defects created by electrons in the impact ionization process 
The hot (HCI) and secondary electrons (IR and HCI) passing through the oxide bulk collide 
with bonded electrons in the most numerous bond: the non-strained silicon-oxygen bond, ≡ 
Si0 – O – Si ≡ (it could be also represented as ≡ Si0••O••Si0 ≡, where •• represents two 
electrons making a covalent bond), by reaction [23] 

 o o o oSi O Si Si O Si 2 ,e e
                (4) 

 o o o oSi O Si Si O Si 2 ,e e
               (5) 

where ≡, the indices 0 and • denote three Si0 – O bonds (O3 ≡ Si0 – O), silicon atom in the 
oxide and an electron, respectively. 
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Reaction (4) represents the most probable reaction in the oxide bulk, since these are the most 
numerous centres. The formed o oSi O Si     complex is energetically very shallow, 
representing the temporary hole centre (the trapped holes can easily leave it [11]). The 
creation of o oSi O Si     complex, given in reaction (5) is less probable (the • denotes the 
unpaired electron, i.e. “uncoupled spin”). 
Nevertheless, the strained silicon-oxygen bond (≡ Si0 – O – Si0 ≡), mainly distributed near 
the interfaces, can also be easily broken by the passing hot/secondary electrons, usually 
creating the amphoteric non-bridging-oxygen (NBO) centre oSi O  , and positively 
charged E' centre, ≡ Si0+ [38] known as an E's centre [39] (the same process as in reaction (4)). 
A NBO centre is an amphoteric defect that could be more easily negatively charged than 
positively by trapping an electron: 

 o oSi O Si Oe       . (6) 

Obviously, the NBO centre, as an energetically deeper centre, is the main precursor of the 
negatively charged traps (defect) in the oxide bulk and interface regions. 
A hot/secondary electron passing through the oxide can also collide with an electron in the 
strained oxygen vacancy bond o oSi Si   , i.e. o oSi Si  , which is a precursor of an 'E  
centre ( oSi  ) [40], breaking this bond and knocking out an electron: 

 -
o o o oSi Si Si Si 2e         (7) 

Moreover, this is a conventional structural model of the 'E  centre: a hole trapped at an 
oxygen monovacancy ( o oSi Si   ). The oxygen vacancy bonds are mainly distributed in 
the vicinity of interfaces. 
The mentioned reactions could occur anywhere in the oxide: near the interfaces and in the 
oxide bulk. The trapped charge can be positive (oxide trapped holes) and negative (oxide 
trapped electrons) and the former is more important, since the holes trapping centres are 
numerous, including three types ( '

sE , 'E  and NOB centres), compared with one electron 
capture (NBO). The holes and electrons captured near the Si – SiO2 interface have the 
greatest effect on MOSFET characteristics, since they have the strongest influence on the 
channel carriers. 

3.1.3 Hole transport 
The holes trapped at ≡ Si0+ centres form oxygen vacancies, and strained silicon-oxygen 
bonds are energetically deep and steady, at which the holes can remain for a longer time 
period, i.e. their filling with electrons is more difficult in relation to some shallowly 
captured holes. These centres exist near both interfaces, especially near the Si – SiO2 
interface. The holes created and trapped at the bulk defects (reaction (4)), representing 
energetically shallow centres, are forced to move towards one of the interface under the 
electric field, where they are trapped at deeper traps, since there are a lot of oxygen 
vacancies, as well as a lot of strained silicon-oxygen bonds near the interfaces, grouping all 
trapped positive charge there. The holes leave the energetically shallow centres in the oxide 
spontaneously and they are transported to the interface by a hopping process using either 
shallow centres in the oxide (Figure 3(b); the holes "hop" from one to another centre) or 
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centres in the oxide valence band (Figure 3(c)) [41]. Figure 3 displays the holes transport in 
the space for the positive gate bias (a) and the energetic diagram for the possible 
mechanisms of this space process ((b) and (c)). 
Figure 4 shows a possible hole (electron) tunnelling mechanism between adjacent centres: a 
shallow centre and deep centre. Figure 4(a) shows the case without gate bias, for the Si – 
SiO2 interface. In this case, the holes, i.e. electrons tunnelling between these centres, are not 
possible. The holes are factious species representing the electron unoccupied places, and the 
hole movement is in fact the movement of bonded electrons, however the electron 
movement is the movement of free electrons. 
When the MOS transistor is positively biased (Figure 4(b)), the bonded electron can tunnel 
from the deep centre to the shallow centre. It represents the hole tunnelling from shallow to 
deep centres, being permanently trapped at a deep centre. The electron, which is now in the 
shallow centre, can easily tunnel from this shallow centre to the next adjacent shallow 
centre, enabling the holes transport towards the interface. The pictures are similar for the 
negative gate bias [31]. 

3.1.4 The defects created by the holes 
The holes can be created either in the oxide bulk (thick oxide) or in the gate/substrate and 
injected into the oxide bulk (thin oxide). Moving throughout the oxide, the holes can react 
with the hydrogen defect precursors (≡ Si0 – Η and ≡ Si0 – OH) and create the following 
defects [42]. 

 o oSi H h Si H ,          (8) 

 o
o oSi H h Si H ,         (9) 

 o oSi OH h Si O H ,          (10) 

 o
o oSi OH h Si O H ,         (11) 

The hot and secondary electrons may also interact, in a similar way, with these defect 
precursors. However, these precursors are not so important for the hot and secondary 
electrons, since their concentration is significantly lower than the concentration of the 
precursors representing the non-strained silicon-oxygen bonds. Moreover, it could not be 
expected that the holes break bonds in the non-strained silicon-oxygen bonds. Because of 
that, the precursors described in reactions (8-11) are only important for the holes that are 
transported through the oxide since the hydrogen is relatively weakly bounded and the 
holes can easily break these bonds. Reactions (8-11) are particularly important for the 
creation of the interface trap since they produce the hydrogen ion H+ and hydrogen atom 
H°, which take part in defect creation at the Si – SiO2 interface. The existence of these 
precursors in the oxide and, particularly, at the Si – SO2 interface is very reasonable, since 
annealing in the hydrogen ambient is a standard step during the manufacture of numerous 
MOS devices. 
When the holes reach the interface, they can break both the strained oxygen vacancy bonds 
≡ Si0 – Si0 ≡, forming 'E  centres [38] 
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Reaction (4) represents the most probable reaction in the oxide bulk, since these are the most 
numerous centres. The formed o oSi O Si     complex is energetically very shallow, 
representing the temporary hole centre (the trapped holes can easily leave it [11]). The 
creation of o oSi O Si     complex, given in reaction (5) is less probable (the • denotes the 
unpaired electron, i.e. “uncoupled spin”). 
Nevertheless, the strained silicon-oxygen bond (≡ Si0 – O – Si0 ≡), mainly distributed near 
the interfaces, can also be easily broken by the passing hot/secondary electrons, usually 
creating the amphoteric non-bridging-oxygen (NBO) centre oSi O  , and positively 
charged E' centre, ≡ Si0+ [38] known as an E's centre [39] (the same process as in reaction (4)). 
A NBO centre is an amphoteric defect that could be more easily negatively charged than 
positively by trapping an electron: 

 o oSi O Si Oe       . (6) 

Obviously, the NBO centre, as an energetically deeper centre, is the main precursor of the 
negatively charged traps (defect) in the oxide bulk and interface regions. 
A hot/secondary electron passing through the oxide can also collide with an electron in the 
strained oxygen vacancy bond o oSi Si   , i.e. o oSi Si  , which is a precursor of an 'E  
centre ( oSi  ) [40], breaking this bond and knocking out an electron: 

 -
o o o oSi Si Si Si 2e         (7) 

Moreover, this is a conventional structural model of the 'E  centre: a hole trapped at an 
oxygen monovacancy ( o oSi Si   ). The oxygen vacancy bonds are mainly distributed in 
the vicinity of interfaces. 
The mentioned reactions could occur anywhere in the oxide: near the interfaces and in the 
oxide bulk. The trapped charge can be positive (oxide trapped holes) and negative (oxide 
trapped electrons) and the former is more important, since the holes trapping centres are 
numerous, including three types ( '

sE , 'E  and NOB centres), compared with one electron 
capture (NBO). The holes and electrons captured near the Si – SiO2 interface have the 
greatest effect on MOSFET characteristics, since they have the strongest influence on the 
channel carriers. 

3.1.3 Hole transport 
The holes trapped at ≡ Si0+ centres form oxygen vacancies, and strained silicon-oxygen 
bonds are energetically deep and steady, at which the holes can remain for a longer time 
period, i.e. their filling with electrons is more difficult in relation to some shallowly 
captured holes. These centres exist near both interfaces, especially near the Si – SiO2 
interface. The holes created and trapped at the bulk defects (reaction (4)), representing 
energetically shallow centres, are forced to move towards one of the interface under the 
electric field, where they are trapped at deeper traps, since there are a lot of oxygen 
vacancies, as well as a lot of strained silicon-oxygen bonds near the interfaces, grouping all 
trapped positive charge there. The holes leave the energetically shallow centres in the oxide 
spontaneously and they are transported to the interface by a hopping process using either 
shallow centres in the oxide (Figure 3(b); the holes "hop" from one to another centre) or 
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centres in the oxide valence band (Figure 3(c)) [41]. Figure 3 displays the holes transport in 
the space for the positive gate bias (a) and the energetic diagram for the possible 
mechanisms of this space process ((b) and (c)). 
Figure 4 shows a possible hole (electron) tunnelling mechanism between adjacent centres: a 
shallow centre and deep centre. Figure 4(a) shows the case without gate bias, for the Si – 
SiO2 interface. In this case, the holes, i.e. electrons tunnelling between these centres, are not 
possible. The holes are factious species representing the electron unoccupied places, and the 
hole movement is in fact the movement of bonded electrons, however the electron 
movement is the movement of free electrons. 
When the MOS transistor is positively biased (Figure 4(b)), the bonded electron can tunnel 
from the deep centre to the shallow centre. It represents the hole tunnelling from shallow to 
deep centres, being permanently trapped at a deep centre. The electron, which is now in the 
shallow centre, can easily tunnel from this shallow centre to the next adjacent shallow 
centre, enabling the holes transport towards the interface. The pictures are similar for the 
negative gate bias [31]. 

3.1.4 The defects created by the holes 
The holes can be created either in the oxide bulk (thick oxide) or in the gate/substrate and 
injected into the oxide bulk (thin oxide). Moving throughout the oxide, the holes can react 
with the hydrogen defect precursors (≡ Si0 – Η and ≡ Si0 – OH) and create the following 
defects [42]. 

 o oSi H h Si H ,          (8) 

 o
o oSi H h Si H ,         (9) 

 o oSi OH h Si O H ,          (10) 

 o
o oSi OH h Si O H ,         (11) 

The hot and secondary electrons may also interact, in a similar way, with these defect 
precursors. However, these precursors are not so important for the hot and secondary 
electrons, since their concentration is significantly lower than the concentration of the 
precursors representing the non-strained silicon-oxygen bonds. Moreover, it could not be 
expected that the holes break bonds in the non-strained silicon-oxygen bonds. Because of 
that, the precursors described in reactions (8-11) are only important for the holes that are 
transported through the oxide since the hydrogen is relatively weakly bounded and the 
holes can easily break these bonds. Reactions (8-11) are particularly important for the 
creation of the interface trap since they produce the hydrogen ion H+ and hydrogen atom 
H°, which take part in defect creation at the Si – SiO2 interface. The existence of these 
precursors in the oxide and, particularly, at the Si – SO2 interface is very reasonable, since 
annealing in the hydrogen ambient is a standard step during the manufacture of numerous 
MOS devices. 
When the holes reach the interface, they can break both the strained oxygen vacancy bonds 
≡ Si0 – Si0 ≡, forming 'E  centres [38] 
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 o o o oSi Si h Si Si          (12) 

and the strained silicon-oxygen bonds ≡ Si0 – Ο – Si0 ≡, creating the amphoteric NBO centres 

oSi O   and '
sE  ( oSi ) centres: 

 o o o oSi O Si h Si O Si           (13) 

It could be assumed that the strained Si – Ο bonds, ≡ Si0 – Ο – Si0 ≡ and oxygen vacancy, ≡ 
Si0 – Si0 ≡, represent the main defect precursors in the oxide bulk and at the interfaces. 
However, these precursors exist mainly near the interface. It should be noted that 'E , '

sE  
(reactions (12) and (13)) and NBO centre (reaction (13)) represent energetically deeper hole 
and electron trapping centres, respectively. The energetic levels of the defects created after 
the holes at 'E  and '

sE  centres and electrons at NBO centre, respectively, have been 
trapped, can be various. In the chemical sense same defects show different behaviours 
depending on the whole bond structure: the angles and distances between the surrounding 
atoms. It could be assumed that these defects represent fixed traps (FT) and slow switching 
traps (SST) [29, 30]. They can be positively and negatively charged, as well as neutral. 
In the literature, there are many controversies about the oxide defects types induced by the 
IR and HCI processes and there are different names for the same or similar defects (see [23] 
for more details). 

3.1.5 Gate oxide/substrate (SiO2 – Si) interface 
The defects at the Si — SiO2 interface, known as the fast switching traps (FST), or true 
interface traps, represent an amphoteric defect 3 sSi Si  a silicon atom sSi  at the Si — 
SiO2 interface back bonded to three silicon atoms from the substrate ≡ Si3 and the FST are 
usually denoted as sSi  or Si . They can be directly created by incident photons/hot 
electrons tunnelling from the substrate or the gate [43, 44], however this amount can be 
neglected. The direct creation of FST is only emphasized in the case of hot electrons for the 
positive gate bias applied to thin oxides (dox < 10 nm), where the electrons, tunnelling in the 
conduction band of oxide, pass the oxide without any collisions (the probability for collision 
process is small), accelerating themselves and reaching the interface with energy enough for 
an interface defect creation. Besides direct creation, the FST are mainly created by trapped 
holes (h+ model) [45-48] and by hydrogen released in the oxide (hydrogen-released species 
model - H-model) [49-51]. 
The h+ model proposes that a hole trapped near the interface create FST, suggesting that an 
electron-hole recombination mechanism is responsible [46]. Namely, when holes are trapped 
near the interface and electrons are subsequently injected from the substrate, recombination 
occurs. The interface trap may be formed from the energy released by this electron-hole 
recombination. It was supposed [23] that FST can be created by the reaction: 

 o s s o o oSi e Si Si Si Si Si              . (14) 

The main shortcoming of the h+ model is its impossibility in explaining the delayed creation 
of FST [51]. However, this fact cannot completely disqualify this model, and we can suppose 
that part of interface traps are created by it. 
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The Η model proposes that H+ ions, released in the oxide by trapped holes (reactions (8) and 
(10)), drift towards the Si — SiO2 interface under the positive electric field. When an H+ ion 
arrives at the interface, it picks up an electron from the substrate, becoming a highly reactive 
hydrogen atom H° [52]: 

 H+ + e- → H°. (15) 

Also, according to the Η model, the hydrogen atoms H° released in reactions (9) and (11) 
diffuse towards the Si — SiO2 interface under the existing concentration gradient. 
Highly reactive H° atoms react without an energy barrier at the interface producing FST 
throughout the following reactions [53-55]: 
(i) The creation of interface trap sSi , when H° reacts with an interface 
trap precursor Sis – Η [52] 

 o
s o 2Si H H Si H    . (16) 

or an interface trap precursor Sis – OH: 

 o
s o 2Si OH H Si H O    . (17) 

Many investigations have shown that the 
0bP  and 

1bP  centres which exist at the (100) 
interface represent interface traps [56-58]. The 

0bP  defect has the following structure: sSi ≡ 

0sSi , but the structure of 
1bP  defect, here denoted as ≡ 

1sSi , is not known (the remaining 
three bonds of the ≡ 

1sSi  defect can be bonded to various species [59]). 
(ii) The passivation of the interface traps, when H° reacts with previously 
formed (fabrication process or IR and HCI processes induced) interface trap  
[53, 60] 

 o
s sSi H Si H    . (18) 

(iii) Dimerization of hydrogen, when H° reacts with another H° also 
existing near the interface [61, 62] 

 H° + H°→ H2 (19) 

Reactions (16) and (17) are most probable at the start of the interface trap creation, since both 
have a large number of Sis – H(OH) precursors, and the effective cross sections for reactions 
(16) and (17) are higher than for reactions (18) and (19) [52]. 

4. Annealing of MOS components after IR and HCI processes 
For the electric characteristics of MOS components, changes of charge in the oxide and 
changes in interface traps are significant both during the IR and HCI processes and after the 
end of these processes. Some of the mechanisms occurring after the end of the IR and HCI 
processes remain active, and new mechanisms also develop and last for a longer period of 
time. The generation of charge in the oxide takes place as long as an IR or HCI process goes 
on. When these processes end, the density of charge in the oxide starts to decrease, while the 
generation of interface traps continues and this process may occur for a longer period of 
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 o o o oSi Si h Si Si          (12) 

and the strained silicon-oxygen bonds ≡ Si0 – Ο – Si0 ≡, creating the amphoteric NBO centres 

oSi O   and '
sE  ( oSi ) centres: 

 o o o oSi O Si h Si O Si           (13) 

It could be assumed that the strained Si – Ο bonds, ≡ Si0 – Ο – Si0 ≡ and oxygen vacancy, ≡ 
Si0 – Si0 ≡, represent the main defect precursors in the oxide bulk and at the interfaces. 
However, these precursors exist mainly near the interface. It should be noted that 'E , '

sE  
(reactions (12) and (13)) and NBO centre (reaction (13)) represent energetically deeper hole 
and electron trapping centres, respectively. The energetic levels of the defects created after 
the holes at 'E  and '

sE  centres and electrons at NBO centre, respectively, have been 
trapped, can be various. In the chemical sense same defects show different behaviours 
depending on the whole bond structure: the angles and distances between the surrounding 
atoms. It could be assumed that these defects represent fixed traps (FT) and slow switching 
traps (SST) [29, 30]. They can be positively and negatively charged, as well as neutral. 
In the literature, there are many controversies about the oxide defects types induced by the 
IR and HCI processes and there are different names for the same or similar defects (see [23] 
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3.1.5 Gate oxide/substrate (SiO2 – Si) interface 
The defects at the Si — SiO2 interface, known as the fast switching traps (FST), or true 
interface traps, represent an amphoteric defect 3 sSi Si  a silicon atom sSi  at the Si — 
SiO2 interface back bonded to three silicon atoms from the substrate ≡ Si3 and the FST are 
usually denoted as sSi  or Si . They can be directly created by incident photons/hot 
electrons tunnelling from the substrate or the gate [43, 44], however this amount can be 
neglected. The direct creation of FST is only emphasized in the case of hot electrons for the 
positive gate bias applied to thin oxides (dox < 10 nm), where the electrons, tunnelling in the 
conduction band of oxide, pass the oxide without any collisions (the probability for collision 
process is small), accelerating themselves and reaching the interface with energy enough for 
an interface defect creation. Besides direct creation, the FST are mainly created by trapped 
holes (h+ model) [45-48] and by hydrogen released in the oxide (hydrogen-released species 
model - H-model) [49-51]. 
The h+ model proposes that a hole trapped near the interface create FST, suggesting that an 
electron-hole recombination mechanism is responsible [46]. Namely, when holes are trapped 
near the interface and electrons are subsequently injected from the substrate, recombination 
occurs. The interface trap may be formed from the energy released by this electron-hole 
recombination. It was supposed [23] that FST can be created by the reaction: 

 o s s o o oSi e Si Si Si Si Si              . (14) 

The main shortcoming of the h+ model is its impossibility in explaining the delayed creation 
of FST [51]. However, this fact cannot completely disqualify this model, and we can suppose 
that part of interface traps are created by it. 
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The Η model proposes that H+ ions, released in the oxide by trapped holes (reactions (8) and 
(10)), drift towards the Si — SiO2 interface under the positive electric field. When an H+ ion 
arrives at the interface, it picks up an electron from the substrate, becoming a highly reactive 
hydrogen atom H° [52]: 

 H+ + e- → H°. (15) 

Also, according to the Η model, the hydrogen atoms H° released in reactions (9) and (11) 
diffuse towards the Si — SiO2 interface under the existing concentration gradient. 
Highly reactive H° atoms react without an energy barrier at the interface producing FST 
throughout the following reactions [53-55]: 
(i) The creation of interface trap sSi , when H° reacts with an interface 
trap precursor Sis – Η [52] 

 o
s o 2Si H H Si H    . (16) 

or an interface trap precursor Sis – OH: 

 o
s o 2Si OH H Si H O    . (17) 

Many investigations have shown that the 
0bP  and 

1bP  centres which exist at the (100) 
interface represent interface traps [56-58]. The 

0bP  defect has the following structure: sSi ≡ 

0sSi , but the structure of 
1bP  defect, here denoted as ≡ 

1sSi , is not known (the remaining 
three bonds of the ≡ 

1sSi  defect can be bonded to various species [59]). 
(ii) The passivation of the interface traps, when H° reacts with previously 
formed (fabrication process or IR and HCI processes induced) interface trap  
[53, 60] 

 o
s sSi H Si H    . (18) 

(iii) Dimerization of hydrogen, when H° reacts with another H° also 
existing near the interface [61, 62] 

 H° + H°→ H2 (19) 

Reactions (16) and (17) are most probable at the start of the interface trap creation, since both 
have a large number of Sis – H(OH) precursors, and the effective cross sections for reactions 
(16) and (17) are higher than for reactions (18) and (19) [52]. 

4. Annealing of MOS components after IR and HCI processes 
For the electric characteristics of MOS components, changes of charge in the oxide and 
changes in interface traps are significant both during the IR and HCI processes and after the 
end of these processes. Some of the mechanisms occurring after the end of the IR and HCI 
processes remain active, and new mechanisms also develop and last for a longer period of 
time. The generation of charge in the oxide takes place as long as an IR or HCI process goes 
on. When these processes end, the density of charge in the oxide starts to decrease, while the 
generation of interface traps continues and this process may occur for a longer period of 
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time [61, 63-73]. A process during which positive charge density in the oxide decreases with 
a simultaneous increase in interface traps density after an IR or HCI process, in which a 
large quantity of positive charge was incorporated in the oxide, is called annealing. This 
term is not fully adequate although it is frequently used, as only charge in the oxide is 
commonly “annealed” while the density of interface traps may increase. MOS components 
annealing may be performed spontaneously (in air atmosphere, at room temperature, 
without polarization), or at lowered or elevated temperatures, or in the presence of various 
intensity and direction electric field. 
A number of experimental results [24, 74-80] have shown that the density of interface traps 
during annealing mainly does not change, while the density of trapped charge in the oxide 
decreases. Several models are proposed for the trapped charge annealing [75, 77]. It has 
been observed that during annealing part of trapped charge is permanently burnt-in 
(neutralized), while the other part may only be compensated, which leads to the effect of 
“inverse burn-in” (apparent increase in the density of trapped charge during annealing at 
gate negative polarization), which is attributed, by a group of authors, to the existence of the 
so-called Switching Oxide Trap (SOT) centres [77, 78]. Another group of authors attribute it 
to the existence of the so-called Anomalous Positive Charge (APC) centres [24, 79, 80]. Both 
groups explain inverse burn-in by the exchange of charge with substrate whereby such 
exchange, in case of SOT, is performed by electron tunnelling as the appropriate levels of 
these centres lay at the height of the substrate conductive zone [78], while APC are, similarly 
to interface traps, capable of performing direct exchange with the substrate as their energy 
levels are at the level of the forbidden zone [24, 79, 80]. Regardless of their different 
approaches, both groups have practically contributed to establishing the fact that SOT and 
APC are most probably the same centre, i.e. E' centre that, depending on the conditions of 
the experiment and measurement may exhibit various properties (burn-in, inverse burn-in 
or exchange of charges) and may be registered as a interface trap or the so-called boundary 
centre of capture.  
A characteristic of these models of charge burn-in is that they are related to captured charge 
in the oxide and that they mainly do not exchange charge at interface traps, i.e. that they 
consider changes in the density of captured charge during annealing separately and 
independently of changes in the density of interface traps. This may be deemed the main 
disadvantage of this group of models, particularly because there are numerous experimental 
results that may be very accurately described by the above-described h+ and H models. It is 
important to point out that according to h+ and Η models, the mechanisms of the formation 
of defects in the oxide and at the Si — SiO2 interface take place not only during the IR or 
HCI processes, but after their cessation as well. This practically means that these two models 
are more comprehensive and more acceptable for explaining the annealing process than the 
charge burn-in model. It is important to emphasize here that most experimental results 
indicate the dominant role of hydrogen and that the Η model in many cases gives a real 
picture of the processes in the oxide and at the Si – SiO2 interface. Therefore, the processes of 
the captured charge density decrease and simultaneous increase in the density of interface 
traps, which take place within a shorter or longer time after the cessation of the IR or HCI 
processes, may be best described by the Η model. However, this model may not describe the 
annealing processes in case in which the generation of interface traps begins and ends 
during mere tension so that their density do not increase during the annealing. In addition, 
none of the models mentioned so far may explain the phenomenon of a decrease in the 
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density of interface traps during the annealing for a long period [81-83] and a latent increase 
in the density of interface traps [28,84]. Furthermore, none of the mentioned models may 
explain the phenomenon of an increase and then decrease in the density of interface traps 
during annealing for a longer period of time [85-88]. On the other hand, the latent 
generation of interface traps that occurs during annealing is manifested through rapid 
increase in their density after reaching apparent saturation, and simultaneous rapid 
decrease in the density of trapped charge, which is characteristic of MOS transistors the 
oxide of which contains a high concentration of oxygen and bounded hydrogen [87]. It is 
deemed that it is not the hydrogen originating from the mere oxide that is responsible for 
the latent increase in the density of interface traps, but rather the hydrogen which is, during 
the IR or HCI processes, released in the form of molecules in the adjusted layers (polysilicon 
gate, protective oxide). The hydrogen molecule diffuses towards the gate oxide and through 
it further towards the oxide-semiconductor interface in the vicinity of which it reacts with a 
positively charged centre of capture, according to the following reaction:  

 ≡ Si0+ + H2 →≡Si0 –H + H+. (20) 

As it can be seen from the last reaction, the captured charge is neutralized and hydrogen 
ions are released which then diffuse towards the Si — SiO2 interface and participate in the 
formation of a interface trap (reactions (16) and (17) [89]). The late increase in the density of 
interface traps is attributed to the long-lasting diffusion of hydrogen molecules which is 
particularly difficult through the polysilicon gate, as well as to a possibility that oxygen 
vacancies slow down the movement of hydrogen in the oxide [67, 89]. 
This explains the latent increase in the density of interface traps but cannot explain their 
decrease that occurs after the latent increase. Owing to this, based on experimental results of 
the annealing of irradiated power VDMOS transistors, the so-called Hydrogen-Water (Η – 
W) model has been proposed, which can explain the behaviour of the densities of interface 
traps and captured charge during annealing including both the latent increase and the 
decrease in the density of interface traps [28, 85, 86]. According to this model, all free 
hydrogen (present in the oxide before the IR or HCI processes or released during these 
processes) is utilized for the so-called conventional generation of interface traps that ends 
with the cessation of the IR or HCI processes and/or in the initial stage of annealing 
immediately after the cessation of these processes. In the further stage of annealing, for 
initiating the latent generation of interface traps it is necessary and sufficient that a certain 
quantity (even a small one) of hydrogen ions appears at the interface. The origin of these 
ions will be discussed later. When these late ions reach the Si – SiO2 interface under the 
influence of the electric field, they takeover electrons from the substrate (reaction 15) and 
form neutral atoms of hydrogen that may participate in one of the following processes: 
(i) formation (depassivation) of interface traps (reaction (16)); (ii) pasivation of interface 
traps (reaction (18)); and (iii) dimerization (reaction (19)). Reaction (18) is more probable 
than the other two reactions because the concentration of ≡ Sis – Η precursor is higher than 
the concentration of interface traps ( sSi ), as well as because the cross section of reactants 
is larger in this reaction in comparison to the other two, so that the density of interface traps 
begins to increase. In reactions (16) and (19), hydrogen molecules are released and therefore 
their concentration at the interface increases (concentration gradient occurs) due to which 
these molecules diffuse towards the inside of the oxide whereby on their way many of them 
react on with positively charged traps. The following reaction commonly occurs:  
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time [61, 63-73]. A process during which positive charge density in the oxide decreases with 
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commonly “annealed” while the density of interface traps may increase. MOS components 
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without polarization), or at lowered or elevated temperatures, or in the presence of various 
intensity and direction electric field. 
A number of experimental results [24, 74-80] have shown that the density of interface traps 
during annealing mainly does not change, while the density of trapped charge in the oxide 
decreases. Several models are proposed for the trapped charge annealing [75, 77]. It has 
been observed that during annealing part of trapped charge is permanently burnt-in 
(neutralized), while the other part may only be compensated, which leads to the effect of 
“inverse burn-in” (apparent increase in the density of trapped charge during annealing at 
gate negative polarization), which is attributed, by a group of authors, to the existence of the 
so-called Switching Oxide Trap (SOT) centres [77, 78]. Another group of authors attribute it 
to the existence of the so-called Anomalous Positive Charge (APC) centres [24, 79, 80]. Both 
groups explain inverse burn-in by the exchange of charge with substrate whereby such 
exchange, in case of SOT, is performed by electron tunnelling as the appropriate levels of 
these centres lay at the height of the substrate conductive zone [78], while APC are, similarly 
to interface traps, capable of performing direct exchange with the substrate as their energy 
levels are at the level of the forbidden zone [24, 79, 80]. Regardless of their different 
approaches, both groups have practically contributed to establishing the fact that SOT and 
APC are most probably the same centre, i.e. E' centre that, depending on the conditions of 
the experiment and measurement may exhibit various properties (burn-in, inverse burn-in 
or exchange of charges) and may be registered as a interface trap or the so-called boundary 
centre of capture.  
A characteristic of these models of charge burn-in is that they are related to captured charge 
in the oxide and that they mainly do not exchange charge at interface traps, i.e. that they 
consider changes in the density of captured charge during annealing separately and 
independently of changes in the density of interface traps. This may be deemed the main 
disadvantage of this group of models, particularly because there are numerous experimental 
results that may be very accurately described by the above-described h+ and H models. It is 
important to point out that according to h+ and Η models, the mechanisms of the formation 
of defects in the oxide and at the Si — SiO2 interface take place not only during the IR or 
HCI processes, but after their cessation as well. This practically means that these two models 
are more comprehensive and more acceptable for explaining the annealing process than the 
charge burn-in model. It is important to emphasize here that most experimental results 
indicate the dominant role of hydrogen and that the Η model in many cases gives a real 
picture of the processes in the oxide and at the Si – SiO2 interface. Therefore, the processes of 
the captured charge density decrease and simultaneous increase in the density of interface 
traps, which take place within a shorter or longer time after the cessation of the IR or HCI 
processes, may be best described by the Η model. However, this model may not describe the 
annealing processes in case in which the generation of interface traps begins and ends 
during mere tension so that their density do not increase during the annealing. In addition, 
none of the models mentioned so far may explain the phenomenon of a decrease in the 
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density of interface traps during the annealing for a long period [81-83] and a latent increase 
in the density of interface traps [28,84]. Furthermore, none of the mentioned models may 
explain the phenomenon of an increase and then decrease in the density of interface traps 
during annealing for a longer period of time [85-88]. On the other hand, the latent 
generation of interface traps that occurs during annealing is manifested through rapid 
increase in their density after reaching apparent saturation, and simultaneous rapid 
decrease in the density of trapped charge, which is characteristic of MOS transistors the 
oxide of which contains a high concentration of oxygen and bounded hydrogen [87]. It is 
deemed that it is not the hydrogen originating from the mere oxide that is responsible for 
the latent increase in the density of interface traps, but rather the hydrogen which is, during 
the IR or HCI processes, released in the form of molecules in the adjusted layers (polysilicon 
gate, protective oxide). The hydrogen molecule diffuses towards the gate oxide and through 
it further towards the oxide-semiconductor interface in the vicinity of which it reacts with a 
positively charged centre of capture, according to the following reaction:  

 ≡ Si0+ + H2 →≡Si0 –H + H+. (20) 

As it can be seen from the last reaction, the captured charge is neutralized and hydrogen 
ions are released which then diffuse towards the Si — SiO2 interface and participate in the 
formation of a interface trap (reactions (16) and (17) [89]). The late increase in the density of 
interface traps is attributed to the long-lasting diffusion of hydrogen molecules which is 
particularly difficult through the polysilicon gate, as well as to a possibility that oxygen 
vacancies slow down the movement of hydrogen in the oxide [67, 89]. 
This explains the latent increase in the density of interface traps but cannot explain their 
decrease that occurs after the latent increase. Owing to this, based on experimental results of 
the annealing of irradiated power VDMOS transistors, the so-called Hydrogen-Water (Η – 
W) model has been proposed, which can explain the behaviour of the densities of interface 
traps and captured charge during annealing including both the latent increase and the 
decrease in the density of interface traps [28, 85, 86]. According to this model, all free 
hydrogen (present in the oxide before the IR or HCI processes or released during these 
processes) is utilized for the so-called conventional generation of interface traps that ends 
with the cessation of the IR or HCI processes and/or in the initial stage of annealing 
immediately after the cessation of these processes. In the further stage of annealing, for 
initiating the latent generation of interface traps it is necessary and sufficient that a certain 
quantity (even a small one) of hydrogen ions appears at the interface. The origin of these 
ions will be discussed later. When these late ions reach the Si – SiO2 interface under the 
influence of the electric field, they takeover electrons from the substrate (reaction 15) and 
form neutral atoms of hydrogen that may participate in one of the following processes: 
(i) formation (depassivation) of interface traps (reaction (16)); (ii) pasivation of interface 
traps (reaction (18)); and (iii) dimerization (reaction (19)). Reaction (18) is more probable 
than the other two reactions because the concentration of ≡ Sis – Η precursor is higher than 
the concentration of interface traps ( sSi ), as well as because the cross section of reactants 
is larger in this reaction in comparison to the other two, so that the density of interface traps 
begins to increase. In reactions (16) and (19), hydrogen molecules are released and therefore 
their concentration at the interface increases (concentration gradient occurs) due to which 
these molecules diffuse towards the inside of the oxide whereby on their way many of them 
react on with positively charged traps. The following reaction commonly occurs:  
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 ≡ Si0+ + H2→≡Si0 – H + H+. (21) 

Hydrogen ions formed in this reaction drift towards the interface, takeover electrons from 
the substrate and the processes (i) - (iii) are repeated. In this manner, for further formation of 
interface traps an additional source of H+ ions is provided, and at the same time, burn-in of 
captured charge is performed, in compliance with results according to which the latent 
increase in the density of interface traps corresponds to the decrease in the density of 
captured charge. 
Water molecules are deemed responsible for the decrease in the density of interface traps 
that occurs after the latent increase. Water molecules are mainly bounded (physically or 
chemically) in the thermal and/or protective CVD oxide. During annealing, they may be 
released (more expressed at higher temperatures) and after that they slowly diffuse towards 
the Si – Si02 interface where they finally react with interface traps according to the following 
reaction: 

 o
s 2 sSi H O Si OH H     . (22) 

As it can be seen from the last reaction, the final contribution of water molecules after long 
annealing is the passivation of interface traps. Namely, in reaction (22) one interface trap is 
passivated and a neutral hydrogen atom formed in the same reaction may react with (i) 
another neutral hydrogen atom (reaction (19)) which will not change the result of reaction (22), 
meaning that one interface trap remains passivated, (ii) with the sSi  defect (reaction (18)) 
with which one more interface trap is passivated, or (iii) with the ≡ Sis – Η precursor (reaction 
(16), the only one with which the effect of reaction (22) is annulled). In this manner, the H – W 
model covers the latent increase and, afterwards, the decrease in the density of interface traps. 
Based on this model, it may be concluded that a small quantity of any type of hydrogen 
particles (ions, neutral atoms or molecules) may trigger the latent generation of interface traps. 
Although the authors of this model [28] mention a possibility that this generation is triggered 
by hydrogen ions captured in the traps in the oxide, or by hydrogen molecules formed in 
reaction (22) from the water molecule after its slow diffusion through the oxide, they still 
believe that for triggering the latent increase in the density of interface traps, hydrogen 
molecules originating from the protective CVD oxide and/or polysilicon gate are most 
probably responsible. The cause of their late arrival to the oxide-semiconductor interface may 
be the reduced speed of diffusion through polysilicon, even through the gate oxide (as a 
consequence of a decrease in the diffusion constant in the oxide owing to the IR processes), as 
well as a possibility that hydrogen molecules may have reduced speed by being captured at 
oxygen vacancies from which they are subsequently released.  

5. Influence of charges in the oxide and interface traps on MOS transistors 
parameters 
Charges in the oxide, as well as interface traps have a significant influence on the 
characteristics of MOS transistors. The transfer characteristic of MOS transistors in the 
saturation region may be described by the following expression [2, 4]: 
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where β is an amplifying factor and may be expressed as  

 oxWC
L


   .   (24) 

In expressions (23) and (24), ІD is drain current, VG is voltage at the gate, VT is threshold 
voltage, μ is electric mobility in the channel, Cox = εox/dox is the capacitance of the gate oxide 
per area unit (εox and dox represent dielectric constant and oxide thickness, respectively), 
while W and L are the width and effective length of the channel, respectively. Based on these 
expressions it may be noticed that charges in the oxide and in interface traps may influence 
the electric characteristics of MOS transistors only through the influence on threshold 
voltage and mobility of carriers in the channel. Positive charge in the oxide influences 
carriers in silicon by its electric field, attracting electrons towards the interface and rejecting 
holes from it. This leads to a change in threshold voltage which is decreased with NMOS, 
and increased (by absolute value) with PMOS transistors. At the same time, electrons 
approaching the interface with NMOS transistors should increase, while holes moving away 
with PMOS transistors should decrease the dispersal of carriers on the uneven areas of the 
interface, by which the mobility of carriers would be decreased with NMOS, and increased 
with PMOS transistors. However, it is deemed that charges in the oxide have a low 
influence on the carrier mobility and that their impact is not electrostatic but it is rather a 
consequence of the carrier capturing process [4, 90]. Namely, carrier capture in interface 
traps will not change the total amount of charge in the channel region, which means that no 
electric effect is produced. The influence of interface traps may be explained in the following 
way: interface traps capture a certain number of electrons or holes induced by a change in 
the surface potential caused by the gate voltage, due to which the formation of a channel 
requires higher gate voltage comprising an increase in the threshold voltage both with 
NMOS and PMOS transistors. At the same time, capturing carriers at the interface traps 
with both types of MOS transistors leads to a decrease in the number of conductive carriers 
in the channel (to a decrease in current) which is manifested in a decrease in the slope of 
transfer characteristics, a decrease in the amplifying factor and thus a decrease in the 
mobility of carriers μ. Namely, the greater the density of interface traps, the greater the 
number of captured carriers in relation to a total number of induced carriers, which is 
manifested in an apparently greater mobility degradation. Through such a conclusion, the 
real situation (decreased number of mobile carriers in the channel) is replaced with an 
apparent one (unchanged number of mobile carriers with reduced mobility), but the effect 
on the conductivity in the channel (i.e. on the transistor current) remains absolutely the 
same. Due to this, the use of a simpler model given in expressions (23) and (24), whereby the 
so-called effective (or apparent) mobility is used instead of the real one, is much more 
purposeful than complicated consideration of the real situation which would require the 
knowledge about the accurate function of the interface trap energy levels distribution in the 
forbidden zone of silicon. This claim is supported by the definition of the mobility of carriers 
according to which this mobility is not a physical value but only the coefficient of 
proportionality in the expression for the dependence of drift rate on electric field. Therefore, 
the value of mobility is not constant but it is rather necessary to adjust it in order to maintain 
the applicability of Ohm’s law to the transport of current in the semiconductor [4]. Owing to 
this, the concept of effective mobility is common in modelling the effects of various factors 
on transport processes in the semiconductor, such as doping effects, effects of electric field, 
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Hydrogen ions formed in this reaction drift towards the interface, takeover electrons from 
the substrate and the processes (i) - (iii) are repeated. In this manner, for further formation of 
interface traps an additional source of H+ ions is provided, and at the same time, burn-in of 
captured charge is performed, in compliance with results according to which the latent 
increase in the density of interface traps corresponds to the decrease in the density of 
captured charge. 
Water molecules are deemed responsible for the decrease in the density of interface traps 
that occurs after the latent increase. Water molecules are mainly bounded (physically or 
chemically) in the thermal and/or protective CVD oxide. During annealing, they may be 
released (more expressed at higher temperatures) and after that they slowly diffuse towards 
the Si – Si02 interface where they finally react with interface traps according to the following 
reaction: 
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s 2 sSi H O Si OH H     . (22) 

As it can be seen from the last reaction, the final contribution of water molecules after long 
annealing is the passivation of interface traps. Namely, in reaction (22) one interface trap is 
passivated and a neutral hydrogen atom formed in the same reaction may react with (i) 
another neutral hydrogen atom (reaction (19)) which will not change the result of reaction (22), 
meaning that one interface trap remains passivated, (ii) with the sSi  defect (reaction (18)) 
with which one more interface trap is passivated, or (iii) with the ≡ Sis – Η precursor (reaction 
(16), the only one with which the effect of reaction (22) is annulled). In this manner, the H – W 
model covers the latent increase and, afterwards, the decrease in the density of interface traps. 
Based on this model, it may be concluded that a small quantity of any type of hydrogen 
particles (ions, neutral atoms or molecules) may trigger the latent generation of interface traps. 
Although the authors of this model [28] mention a possibility that this generation is triggered 
by hydrogen ions captured in the traps in the oxide, or by hydrogen molecules formed in 
reaction (22) from the water molecule after its slow diffusion through the oxide, they still 
believe that for triggering the latent increase in the density of interface traps, hydrogen 
molecules originating from the protective CVD oxide and/or polysilicon gate are most 
probably responsible. The cause of their late arrival to the oxide-semiconductor interface may 
be the reduced speed of diffusion through polysilicon, even through the gate oxide (as a 
consequence of a decrease in the diffusion constant in the oxide owing to the IR processes), as 
well as a possibility that hydrogen molecules may have reduced speed by being captured at 
oxygen vacancies from which they are subsequently released.  

5. Influence of charges in the oxide and interface traps on MOS transistors 
parameters 
Charges in the oxide, as well as interface traps have a significant influence on the 
characteristics of MOS transistors. The transfer characteristic of MOS transistors in the 
saturation region may be described by the following expression [2, 4]: 
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where β is an amplifying factor and may be expressed as  

 oxWC
L


   .   (24) 

In expressions (23) and (24), ІD is drain current, VG is voltage at the gate, VT is threshold 
voltage, μ is electric mobility in the channel, Cox = εox/dox is the capacitance of the gate oxide 
per area unit (εox and dox represent dielectric constant and oxide thickness, respectively), 
while W and L are the width and effective length of the channel, respectively. Based on these 
expressions it may be noticed that charges in the oxide and in interface traps may influence 
the electric characteristics of MOS transistors only through the influence on threshold 
voltage and mobility of carriers in the channel. Positive charge in the oxide influences 
carriers in silicon by its electric field, attracting electrons towards the interface and rejecting 
holes from it. This leads to a change in threshold voltage which is decreased with NMOS, 
and increased (by absolute value) with PMOS transistors. At the same time, electrons 
approaching the interface with NMOS transistors should increase, while holes moving away 
with PMOS transistors should decrease the dispersal of carriers on the uneven areas of the 
interface, by which the mobility of carriers would be decreased with NMOS, and increased 
with PMOS transistors. However, it is deemed that charges in the oxide have a low 
influence on the carrier mobility and that their impact is not electrostatic but it is rather a 
consequence of the carrier capturing process [4, 90]. Namely, carrier capture in interface 
traps will not change the total amount of charge in the channel region, which means that no 
electric effect is produced. The influence of interface traps may be explained in the following 
way: interface traps capture a certain number of electrons or holes induced by a change in 
the surface potential caused by the gate voltage, due to which the formation of a channel 
requires higher gate voltage comprising an increase in the threshold voltage both with 
NMOS and PMOS transistors. At the same time, capturing carriers at the interface traps 
with both types of MOS transistors leads to a decrease in the number of conductive carriers 
in the channel (to a decrease in current) which is manifested in a decrease in the slope of 
transfer characteristics, a decrease in the amplifying factor and thus a decrease in the 
mobility of carriers μ. Namely, the greater the density of interface traps, the greater the 
number of captured carriers in relation to a total number of induced carriers, which is 
manifested in an apparently greater mobility degradation. Through such a conclusion, the 
real situation (decreased number of mobile carriers in the channel) is replaced with an 
apparent one (unchanged number of mobile carriers with reduced mobility), but the effect 
on the conductivity in the channel (i.e. on the transistor current) remains absolutely the 
same. Due to this, the use of a simpler model given in expressions (23) and (24), whereby the 
so-called effective (or apparent) mobility is used instead of the real one, is much more 
purposeful than complicated consideration of the real situation which would require the 
knowledge about the accurate function of the interface trap energy levels distribution in the 
forbidden zone of silicon. This claim is supported by the definition of the mobility of carriers 
according to which this mobility is not a physical value but only the coefficient of 
proportionality in the expression for the dependence of drift rate on electric field. Therefore, 
the value of mobility is not constant but it is rather necessary to adjust it in order to maintain 
the applicability of Ohm’s law to the transport of current in the semiconductor [4]. Owing to 
this, the concept of effective mobility is common in modelling the effects of various factors 
on transport processes in the semiconductor, such as doping effects, effects of electric field, 
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high levels of injection, surface dispersal, crystal orientation, as well as effects of charge in 
the oxide and effects of interface traps [4, 91-93]. Further in this text, the term mobility will 
be used, but it will comprise the effective value.  
The considerations given so far suggest that with NMOS transistors a decrease in mobility 
should be expected with an increase in the density of either interface traps or charge in the 
oxide. Considering the dominant influence of interface traps, a decrease in mobility in 
general should be also expected for PMOS transistors, even in the case in which the density 
of charge in the oxide increases somewhat more rapidly than the density of interface traps. 
In literature, however, there are examples of an increase in mobility, one of which was 
recorded in a study of PMOS transistors with a polysilicon gate [94]. In the same 
experiment, PMOS transistors with an aluminium gate were irradiated and an expected 
decrease in mobility was recorded, while an expected increase in threshold voltage was 
almost the same with both types of transistors. By additional analysis, a great increase in the 
density of charge in the oxide was determined, approximately equal with both types of 
samples while at the same time an increase in the density of interface traps was much 
greater with the samples with aluminium gates in relation to the samples with polysilicon 
gates. An increase in mobility with PMOS transistors with polysilicon gates was explained 
by their high resistance to the formation of interface traps, i.e. by a disproportionately great 
increase in the density of charge in the oxide in relation to the increase in the density of 
interface traps during the IR processes. This result is not in accordance with the conclusion 
that charge in the oxide has low influence on mobility. It may be deemed even controversial 
as similar results with PMOS transistors with polysilicon gates [95, 96] showed the opposite 
result, i.e. reduced mobility. However, regardless of the contradiction of these results, it may 
be concluded that charge in the oxide has significant influence on the mobility of carriers in 
the channel, although such influence is lower than the influence of interface traps. This is 
indicated by the results of researches with PMOS dosimetric transistors which show that a 
considerable increase in the density of charge in the oxide leads to an increase in mobility 
[97]. 
Many experimental results have shown that the influence of charge in the oxide and the 
influence of interface traps on the threshold voltage of MOS transistors may be modelled by 
the following expression [98]: 
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where ѴT0 is the threshold voltage of an ideal MOS transistor without any charge in the 
oxide and without interface traps, while the second and third terms include their influence, 
whereby the sigh "-" in front of the second term refers to an NMOS transistor, while the sign 
"+" refers to a PMOS transistor. Therefore, the influence of charge in the oxide ( otqN ) is 
included as voltage drop that creates an electric field on the oxide, i.e. ot oxqN C . On the 
other hand, it is claimed that the influence of interface traps on carriers in the channel 
reflects in their capture, so a that part of carriers induced in the channel by the gate voltage 
remain immobile. If, for given gate voltage, the number of captured carriers from the 
channel per area unit is itqN , then part of the gate voltage amounting to qNit/C0X is spent 
not on the formation of mobile carriers but rather on the formation of captured ones. By this 
amount the gate voltage required for the formation of a channel is increased (according to 
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absolute value), which means that the influence of interface traps on threshold voltage is 
it oxqN C . 

In order to give consideration to the influence of charge in the oxide and of interface traps 
on mobility, several models may be used [99-101] which are based on the empirical 
expression for the dependence of effective mobility on charge in the oxide and the 
concentration of admixtures in the channel of NMOS transistors given in the paper [102] 

 0
1 otN








,   (26) 

where μ0 = 3440 – 164 1og NA [cm2/(Vs)] is mobility without charge in the oxide (NA is the 
concentration of acceptor impurities expressed in cm3) and αot = - 1.04  10-12 + 1.93 log NA 
[cm2]. Based on later researches [98] it has been shown that the above expression should be 
modified taking into account the contribution of interface traps as well. Therefore, mobility 
may be expressed in the following way: 
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where coefficients αit and αot depend on technology, and due to greater influence of charge 
on interface traps αit > αot. The sign "+" in front of the third term in the denominator refers to 
NMOS transistors, while the sign "-" refers to PMOS transistors. This is in accordance with 
the observation above that charge in the oxide, being almost always positive, may lead to an 
increase in mobility with PMOS transistors (although this happens rarely owing to the 
dominant influence of charge on interface traps). 
Due to the increase in interface traps, the leakage current of the inversely polarized 
connection increases as well. Leakage current consists of free electrons and holes generated 
in the depletion region of the inversely polarized junction, which are transferred through 
the field into the n-type or p-type semiconductor. The generation of free holes in the 
presence of interface traps takes place through the transfer of electrons from the valence 
band to the energy level of interface traps near the Fermi level, while the generation of free 
electrons takes place through the transfer of electrons from the energy level of interface 
traps near the Fermi level to the conductive band of the semiconductor. Therefore, electrons 
pass from the valence band into the conductive band through interface traps. This process 
leads to the occurrence of leakage current of the inversely polarized junction. The leakage 
current directly depends on the density of interface traps. 
The low-frequency noise of MOS transistors also increases with the increase in the density of 
interface traps. This noise appears because interface traps capture carriers that move 
through the channel retaining them for a certain period of time and then emitting them back 
into the channel. This is a process of accidental nature and it modulates the channel current 
which may be particularly observed at low frequencies and high densities of interface traps. 
The avalanche breakdown of the inversely polarized drain-substrate junction is a 
consequence of the presence of charge in the gate oxide originating from mobile ions, fixed 
charge, and charge in the traps. The sum of all these charges gives effective charge per area 
unit which is almost always positive. This charge transforms the drain-substrate p+-n 
junction in PMOS transistors into the p+-n+ junction meaning that breakdown voltage is 
reduced. In NMOS transistors, the substrate is of p-type, and charge in the oxide depletes it 
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high levels of injection, surface dispersal, crystal orientation, as well as effects of charge in 
the oxide and effects of interface traps [4, 91-93]. Further in this text, the term mobility will 
be used, but it will comprise the effective value.  
The considerations given so far suggest that with NMOS transistors a decrease in mobility 
should be expected with an increase in the density of either interface traps or charge in the 
oxide. Considering the dominant influence of interface traps, a decrease in mobility in 
general should be also expected for PMOS transistors, even in the case in which the density 
of charge in the oxide increases somewhat more rapidly than the density of interface traps. 
In literature, however, there are examples of an increase in mobility, one of which was 
recorded in a study of PMOS transistors with a polysilicon gate [94]. In the same 
experiment, PMOS transistors with an aluminium gate were irradiated and an expected 
decrease in mobility was recorded, while an expected increase in threshold voltage was 
almost the same with both types of transistors. By additional analysis, a great increase in the 
density of charge in the oxide was determined, approximately equal with both types of 
samples while at the same time an increase in the density of interface traps was much 
greater with the samples with aluminium gates in relation to the samples with polysilicon 
gates. An increase in mobility with PMOS transistors with polysilicon gates was explained 
by their high resistance to the formation of interface traps, i.e. by a disproportionately great 
increase in the density of charge in the oxide in relation to the increase in the density of 
interface traps during the IR processes. This result is not in accordance with the conclusion 
that charge in the oxide has low influence on mobility. It may be deemed even controversial 
as similar results with PMOS transistors with polysilicon gates [95, 96] showed the opposite 
result, i.e. reduced mobility. However, regardless of the contradiction of these results, it may 
be concluded that charge in the oxide has significant influence on the mobility of carriers in 
the channel, although such influence is lower than the influence of interface traps. This is 
indicated by the results of researches with PMOS dosimetric transistors which show that a 
considerable increase in the density of charge in the oxide leads to an increase in mobility 
[97]. 
Many experimental results have shown that the influence of charge in the oxide and the 
influence of interface traps on the threshold voltage of MOS transistors may be modelled by 
the following expression [98]: 
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where ѴT0 is the threshold voltage of an ideal MOS transistor without any charge in the 
oxide and without interface traps, while the second and third terms include their influence, 
whereby the sigh "-" in front of the second term refers to an NMOS transistor, while the sign 
"+" refers to a PMOS transistor. Therefore, the influence of charge in the oxide ( otqN ) is 
included as voltage drop that creates an electric field on the oxide, i.e. ot oxqN C . On the 
other hand, it is claimed that the influence of interface traps on carriers in the channel 
reflects in their capture, so a that part of carriers induced in the channel by the gate voltage 
remain immobile. If, for given gate voltage, the number of captured carriers from the 
channel per area unit is itqN , then part of the gate voltage amounting to qNit/C0X is spent 
not on the formation of mobile carriers but rather on the formation of captured ones. By this 
amount the gate voltage required for the formation of a channel is increased (according to 
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absolute value), which means that the influence of interface traps on threshold voltage is 
it oxqN C . 

In order to give consideration to the influence of charge in the oxide and of interface traps 
on mobility, several models may be used [99-101] which are based on the empirical 
expression for the dependence of effective mobility on charge in the oxide and the 
concentration of admixtures in the channel of NMOS transistors given in the paper [102] 
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concentration of acceptor impurities expressed in cm3) and αot = - 1.04  10-12 + 1.93 log NA 
[cm2]. Based on later researches [98] it has been shown that the above expression should be 
modified taking into account the contribution of interface traps as well. Therefore, mobility 
may be expressed in the following way: 
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where coefficients αit and αot depend on technology, and due to greater influence of charge 
on interface traps αit > αot. The sign "+" in front of the third term in the denominator refers to 
NMOS transistors, while the sign "-" refers to PMOS transistors. This is in accordance with 
the observation above that charge in the oxide, being almost always positive, may lead to an 
increase in mobility with PMOS transistors (although this happens rarely owing to the 
dominant influence of charge on interface traps). 
Due to the increase in interface traps, the leakage current of the inversely polarized 
connection increases as well. Leakage current consists of free electrons and holes generated 
in the depletion region of the inversely polarized junction, which are transferred through 
the field into the n-type or p-type semiconductor. The generation of free holes in the 
presence of interface traps takes place through the transfer of electrons from the valence 
band to the energy level of interface traps near the Fermi level, while the generation of free 
electrons takes place through the transfer of electrons from the energy level of interface 
traps near the Fermi level to the conductive band of the semiconductor. Therefore, electrons 
pass from the valence band into the conductive band through interface traps. This process 
leads to the occurrence of leakage current of the inversely polarized junction. The leakage 
current directly depends on the density of interface traps. 
The low-frequency noise of MOS transistors also increases with the increase in the density of 
interface traps. This noise appears because interface traps capture carriers that move 
through the channel retaining them for a certain period of time and then emitting them back 
into the channel. This is a process of accidental nature and it modulates the channel current 
which may be particularly observed at low frequencies and high densities of interface traps. 
The avalanche breakdown of the inversely polarized drain-substrate junction is a 
consequence of the presence of charge in the gate oxide originating from mobile ions, fixed 
charge, and charge in the traps. The sum of all these charges gives effective charge per area 
unit which is almost always positive. This charge transforms the drain-substrate p+-n 
junction in PMOS transistors into the p+-n+ junction meaning that breakdown voltage is 
reduced. In NMOS transistors, the substrate is of p-type, and charge in the oxide depletes it 
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leading to a reduction of the field at the drain-substrate n+-p junction and thus to an increase 
in avalanche breakdown voltage. 
It is important to emphasize that it is impossible to give an appropriate typical quantitative 
picture of the described instabilities. There are differences not only in the values of changes 
in corresponding parameters, but also in the occurring instability mechanisms, and as it has 
been already mentioned these differences may lead to changes in an observed parameter 
even in opposite directions. The next important difference is in time dependencies of 
respective instabilities meaning that even if the same initial instability is manifested with 
this group of MOS transistors, the instabilities may significantly differ after some time. In 
addition, time dependences of respective parameters instabilities may have very complex 
forms as they are frequently defined by simultaneous activities of several mechanisms. Such 
differences in the behaviour of MOS transistor parameters are conditioned by differences in 
the manner of the gate oxide formation and by conditions of the component exploitation, 
and they may lead to qualitatively different forms of instabilities of the MOS transistor 
parameters. 

6. Techniques of determining electric charge density in oxide and interface 
traps 
Change of electric charge density in gate oxide and interface traps, which occur during IR 
and HCI processes, are studied through the application of certain techniques. An important 
role in that procedure is played by changes in electric parameters, primarily threshold 
voltage and amplification factor (considering that the influence of electric charge in oxide 
and interface traps on electric characteristics are transferred through them), which are 
determined on the basis of recorded I-V characteristics. 
It is already known that a change in threshold voltage of MOS transistors due to IR and HCI 
processes can be expressed in the following way: 

 T ot itV V V    , (28) 

where ΔVot and ΔVit are contributions to the change in threshold voltage due to the electric 
charge in oxide and in interface traps, respectively. By using the expression (25), the change 
in surface electric charge density in oxide ΔNot and the change in interface traps density ΔNit 
can be determined as 
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where the signs “+” and “-“ refer to p-channel and n-channel MOS transistors, respectively. 
ΔVT (expression (28)) represents an experimentally determined value of threshold voltage 
ΔVT = VT - VT(0) and the corresponding change in the electric charge densities in oxide  
ΔNot = Not – Not(0) and the interface traps ΔNit = Nit – Nit(0) (expression (29)), where VT(0), 
Not(0) and Nit(0) are values of corresponding values prior to, and VT, Not and Nit after IR or 
HCI processes. 
There are several techniques used to determine electric charge density, and/or to separate 
the influence of electric charge density in gate oxide and interface traps, and each of these 
techniques has its own advantages and deficiencies [3,103]. Here we will describe the two 
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techniques most commonly used today. These are subthreshold midgap (SMG) technique 
which is used to determine electric charge density in gate oxide and interface traps, and 
charge pumping (CP) technique which is used only to determine change in interface traps 
density. 

6.1 Subthreshold midgap technique 
The subthreshold midgap (SMG) technique is based on the analysis of change in the 
subthreshold transfer characteristics of MOS transistors [19]. Theoretically, the subthreshold 
characteristic (dependence of drain current on the gate voltage for the given voltage on 
drain VDS) can be described by the expression [2]: 
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where NA is the concentration of impurities in the p-channel area, LD is Debye length, φs is 
surface potential which represents the voltage function at the gate [2]. The last expression 
clearly expresses exponential dependence of drain current on the surface potential, and 
thereby on the gate voltage as well. The subthreshold characteristics of n-channel MOS 
transistor prior to and after being subjected to the IR process, as well as the necessary 
elements to explain the technique are given on the Figure 5 [19]. 
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Fig. 5. Subthreshold current as a function of gate voltage, before irradiation and after 
gamma radiation dose of 103 Gy. 

From the viewpoint of subthreshold characteristic, an increase in interface traps density, as 
already mentioned before, under the influence of IR or HCI processes, is manifested through 
the change in its slope. Namely, as an increase in gate voltage is followed by capture of 
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leading to a reduction of the field at the drain-substrate n+-p junction and thus to an increase 
in avalanche breakdown voltage. 
It is important to emphasize that it is impossible to give an appropriate typical quantitative 
picture of the described instabilities. There are differences not only in the values of changes 
in corresponding parameters, but also in the occurring instability mechanisms, and as it has 
been already mentioned these differences may lead to changes in an observed parameter 
even in opposite directions. The next important difference is in time dependencies of 
respective instabilities meaning that even if the same initial instability is manifested with 
this group of MOS transistors, the instabilities may significantly differ after some time. In 
addition, time dependences of respective parameters instabilities may have very complex 
forms as they are frequently defined by simultaneous activities of several mechanisms. Such 
differences in the behaviour of MOS transistor parameters are conditioned by differences in 
the manner of the gate oxide formation and by conditions of the component exploitation, 
and they may lead to qualitatively different forms of instabilities of the MOS transistor 
parameters. 

6. Techniques of determining electric charge density in oxide and interface 
traps 
Change of electric charge density in gate oxide and interface traps, which occur during IR 
and HCI processes, are studied through the application of certain techniques. An important 
role in that procedure is played by changes in electric parameters, primarily threshold 
voltage and amplification factor (considering that the influence of electric charge in oxide 
and interface traps on electric characteristics are transferred through them), which are 
determined on the basis of recorded I-V characteristics. 
It is already known that a change in threshold voltage of MOS transistors due to IR and HCI 
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ΔNot = Not – Not(0) and the interface traps ΔNit = Nit – Nit(0) (expression (29)), where VT(0), 
Not(0) and Nit(0) are values of corresponding values prior to, and VT, Not and Nit after IR or 
HCI processes. 
There are several techniques used to determine electric charge density, and/or to separate 
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techniques most commonly used today. These are subthreshold midgap (SMG) technique 
which is used to determine electric charge density in gate oxide and interface traps, and 
charge pumping (CP) technique which is used only to determine change in interface traps 
density. 

6.1 Subthreshold midgap technique 
The subthreshold midgap (SMG) technique is based on the analysis of change in the 
subthreshold transfer characteristics of MOS transistors [19]. Theoretically, the subthreshold 
characteristic (dependence of drain current on the gate voltage for the given voltage on 
drain VDS) can be described by the expression [2]: 
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where NA is the concentration of impurities in the p-channel area, LD is Debye length, φs is 
surface potential which represents the voltage function at the gate [2]. The last expression 
clearly expresses exponential dependence of drain current on the surface potential, and 
thereby on the gate voltage as well. The subthreshold characteristics of n-channel MOS 
transistor prior to and after being subjected to the IR process, as well as the necessary 
elements to explain the technique are given on the Figure 5 [19]. 
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Fig. 5. Subthreshold current as a function of gate voltage, before irradiation and after 
gamma radiation dose of 103 Gy. 

From the viewpoint of subthreshold characteristic, an increase in interface traps density, as 
already mentioned before, under the influence of IR or HCI processes, is manifested through 
the change in its slope. Namely, as an increase in gate voltage is followed by capture of 
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carriers in interface traps, the “response” of surface potential will be decreased, and along 
with it, the drain current as well, to the changes in gate voltage, and therefore the voltage of 
subthreshold characteristic will be milder. 
In case when Fermi level of semiconductors on the Si – SiO2 interface is located in the 
middle of the forbidden zone, the total electric charge on interface traps, regardless of the 
disposition within the forbidden zone of the substrate, is equal to zero. This means that the 
shift on the voltage axis between two subthreshold characteristics in that case is solely the 
consequence of change in electric charge density in oxide. The gate voltage in which Fermi 
level on the Si – SiO2 interface is located in the middle of the forbidden zone is marked with 
VMG (midgap voltage), and is calculated as abscissa of the point (VMG, IMG) on the 
subthreshold characteristics. The above-mentioned point is determined on the basis of its 
ordinate, i.e. IMG current (midgap current) which is calculated on the basis of the expression 
(30) by replacing appropriate values of surface potential φs = φF and experimentally 
determined mobility µ. As the mobility of carriers depends on several parameters such as 
temperature, admixture concentrations, degree of component degradation (and thereby also 
the electric charge density in the oxide and interface traps), it must be determined 
experimentally for each component and for each radiation dose or duration of HCI process. 
It is determined from the slope of the curve √ID = f(VG) [19], as the drain current of MOS 
transistors in saturation is given through the following expression: 

  2
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The IMG current in VMG voltage is very small (order of magnitude of picoampere or smaller, 
depending on the size of transistor), i.e. it is often significantly smaller than the lowest 
measured level of subthreshold current, determined by the leakage current. For this reason, 
the point (VMG, IMG) is located on the extension of the most linear part of subthreshold 
characteristics marked by the dashed line on Figure 5. Therefore, change in electric charge 
density in oxide, formed under the influence of IR or HCI process is generated as [19] 
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where VMG(0) is the value of VMG voltage prior to IR or HCI processes. 
Other two important points on the Figure 5 are the points (VT, IT), which are located on 
subthreshold characteristics prior to and after the radiation. These points could be determined 
in a similar way as the points (VMG, IMG), and/or on the basis of the expression (30) and the 
definition of threshold voltage, and/or on the basis of the expression (30) and the definition of 
surface potential for the case of strong inversion. However, these points can be determined 
with highest reliability on the basis of knowledge about their abscissas, i.e. used generated 
values of threshold voltage, which avoid any ambiguity in the definition of threshold and/or 
start of strong inversion. The threshold voltage is most frequently determined as section of 
extrapolated dependence of the square root of drain current in MOS transistor in saturation 
from the threshold voltage at the gate (expression (31)), with VG axis. 
Presence of interface traps changes the slope of subthreshold characteristics, i.e. the 
difference between the voltage VT and VMG which represents the measure of “stretch-out” 
and is marked as VS0 (stretch-out voltage) 
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Accordingly, an increase in electric charge density on interface traps which causes change in 
subthreshold characteristics inclination, i.e. VS0 voltage is now more simply determined on 
the basis of the expression [19] 
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where VS0(0) is the value of stretchout voltage prior to, and VS0 after IR or HCI process. 

6.1.1 Charge-pumping technique 
As opposed to the SMG technique, the charge-pumping (CP) technique does not give 
changes in charge densities in oxide and in interface traps, but is used solely to determine 
interface traps density while charge density in oxide can be subsequently determined on the 
basis of the expression (29) under the condition that the change in threshold voltage is 
known [20, 21, 104]. 
The charge-pumping effect can be explained on the basis of the diagram shown in Figure 6 
[104]. The source and the drain of the transistor are short-circuited, and the p-n junction of 
source and drain with the substrate are inversely polarized with VR voltage. In the absence 
of signal at the gate, under the influence of inverted polarization at the junction source-
substrate and drain-substrate, the inverted saturation current of these connections will flow. 
When a train of rectangular pulses of sufficiently high amplitude is brought to gate (with 
pulse generator), a change of current direction in the substrate occurs. The intesity of that 
current is proportional with the pulse frequency, and “pumping” of the same amount of 
electric charge towards the substrate. As current cannot flow through oxide, the electric 
charge in the substrate come through p-n junctions of source and drain. In this way, in the 
case of n-channel MOS transistors, a channel is formed under the gate in positive pulse half-
period, whereby electrons are captured on interface traps. During the negative half-period, 
when the channel area turns into the state of accumulation, mobile electrons from the 
channel are returned to the source and drain, and the captured electrons are recombined  
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Fig. 6. Schematic diagram of charge pumping measurement. 
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The IMG current in VMG voltage is very small (order of magnitude of picoampere or smaller, 
depending on the size of transistor), i.e. it is often significantly smaller than the lowest 
measured level of subthreshold current, determined by the leakage current. For this reason, 
the point (VMG, IMG) is located on the extension of the most linear part of subthreshold 
characteristics marked by the dashed line on Figure 5. Therefore, change in electric charge 
density in oxide, formed under the influence of IR or HCI process is generated as [19] 
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where VMG(0) is the value of VMG voltage prior to IR or HCI processes. 
Other two important points on the Figure 5 are the points (VT, IT), which are located on 
subthreshold characteristics prior to and after the radiation. These points could be determined 
in a similar way as the points (VMG, IMG), and/or on the basis of the expression (30) and the 
definition of threshold voltage, and/or on the basis of the expression (30) and the definition of 
surface potential for the case of strong inversion. However, these points can be determined 
with highest reliability on the basis of knowledge about their abscissas, i.e. used generated 
values of threshold voltage, which avoid any ambiguity in the definition of threshold and/or 
start of strong inversion. The threshold voltage is most frequently determined as section of 
extrapolated dependence of the square root of drain current in MOS transistor in saturation 
from the threshold voltage at the gate (expression (31)), with VG axis. 
Presence of interface traps changes the slope of subthreshold characteristics, i.e. the 
difference between the voltage VT and VMG which represents the measure of “stretch-out” 
and is marked as VS0 (stretch-out voltage) 
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Accordingly, an increase in electric charge density on interface traps which causes change in 
subthreshold characteristics inclination, i.e. VS0 voltage is now more simply determined on 
the basis of the expression [19] 
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where VS0(0) is the value of stretchout voltage prior to, and VS0 after IR or HCI process. 

6.1.1 Charge-pumping technique 
As opposed to the SMG technique, the charge-pumping (CP) technique does not give 
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of signal at the gate, under the influence of inverted polarization at the junction source-
substrate and drain-substrate, the inverted saturation current of these connections will flow. 
When a train of rectangular pulses of sufficiently high amplitude is brought to gate (with 
pulse generator), a change of current direction in the substrate occurs. The intesity of that 
current is proportional with the pulse frequency, and “pumping” of the same amount of 
electric charge towards the substrate. As current cannot flow through oxide, the electric 
charge in the substrate come through p-n junctions of source and drain. In this way, in the 
case of n-channel MOS transistors, a channel is formed under the gate in positive pulse half-
period, whereby electrons are captured on interface traps. During the negative half-period, 
when the channel area turns into the state of accumulation, mobile electrons from the 
channel are returned to the source and drain, and the captured electrons are recombined  
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with holes from the accumulated layer, thereby generating CP current which is proportional 
with the number of recombination centers, i.e. interface traps: 

  CP G itI q A f N       (35) 

where AG is gate surface, and f is pulse frequency. In order to avoid recombination with the 
channel electrons, it is necessary to ensure their return to the source and drain before 
overflow of cavities from the substrate occurs, which is accomplished by using reverse 
polarization of p-n junction or using a train of trapezoid pulses or triangular pulses with 
sufficient time for rise time tr and fall time tf pulse. However, part of the electrons whose 
capture is shallowest, are in the meantime thermally emitted into conductive band of the 
substrate, reducing the width of interface traps energy range measured by the CP technique, 
so that CP current is generated by interface traps within the range [21] 
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which is 0.5 eV from the middle of the forbidden band. In the expression (36) vth is thermal 
velocity, σn and σp are cross-section surfaces of carrier captures, ni is self-concentration of 
carriers in the semiconductor, and ΔVG is pulse height 
Using of expression (35), interface traps density can be calculated on the basis of the 
measured maximum value of CP current. Maximum CP current is directly proportional to 
the pulse frequency, and a small-size transistor with usual state density needs a frequency of 
at least several kHz to enable the charge-pumping current level reach the order of 
magnitude of picoampere. Due to this, CP measuring is most often conducted with 
frequencies in the range between 100 kHz and around 1 MHz, whereby only real (FST) 
interface traps are registered (in some frequencies, CP is also contributed by part of SST 
which also captures electrons from the channel [105]). 
As the CP technique requires a separate outlet for the substrate, it could be concluded that it 
is not applicable for power VDMOS transistors, in which the p-bulk is technologically 
connected to the source. However, thanks to the very structure of these transistors [106], the 
CP technique is applicable in a somewhat altered form; as shown in Figure 7 [25, 107]. It 
should be pointed out that VDMOS power transistor represents a parallel connection of a 
large number of cells (elementary transistor structures) with a large surface, which is 
especially suitable for the CP technique (higher level of current which is easier to measure). 
The role of source and drain, as minority carrier in power VDMOS transistors (Figure 7) are 
taken over by p- body areas of two adjacent cells, while the role of substrate (source of 
majority carriers) is played by n- epitaxial layer between the cells which is directly 
connected to the n+ area of the drain. In this case, the CP current is generated through 
recombination through interface traps which are located on the interface oxide – n- 
substrate, and VDMOS structure acts as a PMOS transistor. In this way, the CP technique 
practically perform characterization of interface above the epitaxial layer, and not above the 
channel area, which must be taken into consideration when calculating interface traps 
density with use of the expression (35), whereby an adequate value of the active surface 
above the epitaxial layer should be taken as AG. The oxide above the channel and the oxide 
above the epitaxial layer have the same characteristics and thickness, as they are made 
simultaneously in the production process, which also refers to the polysilicon gate. On the 
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other hand, it is known that the surface interface traps do not depend on the type of 
semiconductor on which the oxide is formed. This means that, within the qualitative 
analysis, it can be considered that the conclusions attained on the basis of the CP 
measurements also refer to the interface above the channel surface. 
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Fig. 7. Schematic diagram of charge pumping measurement for power VDMOS transistor. 

7. Some results of IR and HCI processes and later annealing of MOS 
transistors 
7.1 Behavior of CMOS transistors with Al gate from integrated circuits of the 
CD4007UB type in the course of IR process and subsequent annealing 
The results of radiation with gamma rays, X-rays and electrons, as well as of subsequent 
annealing of MOS transistors with Al-gate from the integrated circuits CD4007UB are 
displayed in several papers [108-115], in which CMOS (NMOS and PMOS) transistors were 
used. This made it possible to directly evaluate the instability of electric parameters and 
characteristics of these integrated circuits on the basis of the data on instability of electric 
parameters and characteristics of these transistors. 
Figures 8 and 9 display changes in the threshold voltage of CMS transistors during the 
radiation with gamma rays and later annealing on the temperature of 115ºC for 0 V gate 
polarizations [111, 112]. As it can be seen, the threshold voltage in NMOS transistor (Figures 
8) decreases down to the value of the absorbed dose of gamma radiation of 200 Gy, and then 
rises again, while in PMOS transistors (Figure 9], it continually rises. Change in threshold 
voltage also takes place during the annealing at elevated temperature, but in such a way as 
to approximate their values to the ones present prior to the radiation. It has been shown 
[112] that the annealing process can be accelerated by positive polarization on the gate. 
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CD4007UB type in the course of IR process and subsequent annealing 
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used. This made it possible to directly evaluate the instability of electric parameters and 
characteristics of these integrated circuits on the basis of the data on instability of electric 
parameters and characteristics of these transistors. 
Figures 8 and 9 display changes in the threshold voltage of CMS transistors during the 
radiation with gamma rays and later annealing on the temperature of 115ºC for 0 V gate 
polarizations [111, 112]. As it can be seen, the threshold voltage in NMOS transistor (Figures 
8) decreases down to the value of the absorbed dose of gamma radiation of 200 Gy, and then 
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Fig. 8. Threshold voltage shift ( TV ) for NMOS transistor during gamma irradiation,  

GV  = 0 V (a) and thermal annealing, GV  = 0 V (b). 
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Fig. 9. Threshold voltage shift TV  for PMOS transistor during gamma irradiation,  

GV  = 0 V (a) and thermal annealing, GV  = 0 V (b). 
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Fig. 10. The oxide trap ( otN ) and interface traps ( itN ) density of NMOS transistor during 
gamma irradiation, GV  = 0 V (a) and thermal annealing, GV  = 0 V (b). 
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Figures 10 and 11 show changes in charge density in gate oxide and interface traps during 
radiation with gamma rays and later annealing in the temperature of 115ºC for 0 V gate 
polarizations for the same transistors for which the change in threshold voltage (Figures 8 
and 9) was monitored [111, 112]. The method described in the paper [90] was used to 
determine these densities. From the behavior of the curves in Figures 10 and 11, it was 
concluded that the annealing of radiated transistor is carried out through annealing of 
radiation defects described in detail in chapter 3. Namely, both the density of charge in the 
gate oxide and the density of interface traps show the tendency of decreasing during the 
burn in. It has been shown that the annealing of defects caused by gamma radiation 
depends not only on the conditions of transistor annealing, but on the conditions of their 
radiation as well, which can also be detected in Figures 10 and 11. Namely, the level of 
radiation exposure dictates the degree of annealing and the speed of the process of burn in 
the defects, so that the annealing is smaller in higher degrees of radiation exposure, 
considering the higher density of defects, but their annealing is more intense. This fact is 
supported by radiating a CMOS transistor with electrons and X-radiation whose energies 
amount to 10 MeV and later annealing with low-energy UV radiation [109]. 
In order to be able to consider the temperature annealing or annealing or annealing by low-
energy UV radiation of gamma radiation degraded of electric characteristics of CMOS 
transistors as successful, it is necessary to ensure conditions in which the degraded electric 
parameters will become stable after annealing. It has been shown [110] that these conditions 
can be fulfilled by annealing on the temperature of 115º C and positive polarization at the 10 
and 15 V gate. Check of characteristics stability was performed by continuing the annealing 
in an increased temperature and without polarization of the gate, and it was observed that 
the threshold voltage remains stable. Besides being definitive, the annealing process is 
accelerated by polarization at the 10 and 15 V gate. With lower voltage values in the 
continued temperature treatment of radiation-exposed transistors, the threshold voltage 
starts decreasing, which can most probably be attributed to the effect of the so-called 
“inverted” annealing. 

7.2 Behavior of power VDMOS transistor during the IR process and the subsequent 
annealing 
Electric parameters behavior of MOS transistors with polysilicon gate during gamma 
radiation was studied for many years [4]. For the commercial components can be said that 
they are mostly known. Figure 12 shows typical changes in threshold voltage during 
radiation of n-channel power VDMOS power transistors of the type EF1N10 at room 
temperature, and with gate voltages VG = 0 and 10 V [116]. It can be seen that the threshold 
voltage decreases along with the increase in radiation dose and that the changes are more 
pronounced with higher values of gate voltage. It was also shown that the mobility is 
decreased during the radiation, and the changes are greater when the gate voltage is 10 V 
than when it is not applied. 
Change in the oxide traps charge density density ΔNot and interface traps ΔNit during the IR 
process for the same transistors in which the change in threshold voltage was monitored 
(Figure 12), determined by use of SMG technique, are displayed in Figures 13 and 14, 
respectively [116]. An increase in ΔNot and ΔNit values during gamma radiation can be 
observed, and these changes are greater in the case VG = 10 V. It has also been observed that 
the increase in the oxide trap density is substantially greater than the increase in interface 
traps density. 
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Fig. 12. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during gamma 
irradiation for GV  = 0 V and GV  = 10 V. 

 

Doze (Gy (Si))

V = 0 VG

V = 10 VG

10
1

10
2

10
3

�
N

(x
1
0

c
m

)
o

t

1
1

-2

25

20

15

10

5

0

 
Fig. 13. The oxide traps charge density density ( otN ) of n-channel power VDMOS 
transistor during gamma irradiation for GV  = 0 V and GV  = 10 V. 
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traps density. 
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Fig. 12. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during gamma 
irradiation for GV  = 0 V and GV  = 10 V. 
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Fig. 13. The oxide traps charge density density ( otN ) of n-channel power VDMOS 
transistor during gamma irradiation for GV  = 0 V and GV  = 10 V. 
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Fig. 14. The interface trap density ( itN ) of n-channel power VDMOS transistor during 
gamma irradiation for GV  = 0 V and GV  = 10 V. 

Several papers [22, 27, 28, 85, 86, 88, 117-124] displayed the results of annealing the 
radiation-exposed power VDMOS transistors in room temperature and elevated 
temperatures. Figure 15 displays changes in threshold voltage of VDMOS power transistor 
of the type EFL1N10 when, during the gamma radiation, there was no voltage at the gate, 
and during the annealing it amounted to VG = 10 V, while the annealing was conducted at 
room temperature, 55º C and 140º C. Figure 16 refers to the same annealing conditions, 
except that the voltage at the gate during the gamma radiation amounted to VG = 10 V [27]. 
As it can be seen from these figures, a greater and faster change in threshold voltage ΔVT 
occurs in case of higher temperature, and occurrence of super-recovery was detected only in 
transistors for which radiation was conducted when there was no polarization at the gate, 
and when their annealing was conducted on the temperature of 140º C. 
The influence of temperature and voltage at the gate on the change in density of oxide traps 
charge ΔNot and interface traps ΔNit for the same transistors for which a change in threshold 
voltage was monitored (Figures 15 and 16) are displayed in Figures 17 and 18 [27], and these 
changes are determined by using SMG technique. It can be seen that the density of interface 
traps after some annealing time starts increasing, while the time period prior to the start of 
increase can be very long. As mentioned before, this phenomenon of increase of ΔNit value 
after some saturation is known in literature under the title latent increase (latent generation) 
of interface traps. The time interval prior to the occurrence of latent increase in interface 
traps density depends on the annealing temperature, it being shorter if the annealing 
temperature is higher. Also, a direct link between the latent increase in interface trap density 
and the latent decrease of density of the oxide trapped charge have been detected, as well as 
the fact that, after the latent increase in interface traps density, comes their decrease 
(passivization) during exposure to elevated temperature. 
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Fig. 15. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during 
annealing; GV  = 0 V during irradiation and GV  = 10 V during annealing. 
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Fig. 16. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during 
annealing; GV  = 10 V during irradiation and annealing. 
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Fig. 16. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during 
annealing; GV  = 10 V during irradiation and annealing. 
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Fig. 17. The oxide traps charge density ( otN ) and interface traps ( itN ) density during 
annealing for n-channel power VDMOS transistor irradiated for GV  = 0 V. 
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Fig. 18. The oxide traps charge density ( otN ) and interface trap ( itN ) density during 
annealing for n-channel power VDMOS transistors irradiated at GV  = 10 V. 
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One of the important parameters which influence changes in density of oxide trapped 
charge ΔNot and interface traps ΔNit during the annealing of power VDMOS transistors 
which have previously been exposed to gamma radiation is the value of voltage at the gate 
during the annealing. Experimental studies [119] have shown that the recovery of radiation-
exposed transistors on the temperature of 140º C for the polarizations at the gate amounting 
to VG = 0, 5 and 10 V, leads to latent increase in interface traps density and latent decrease in 
the density of oxide trapped charge. In the case VG = 0, when only an electric field is present 
in the oxide due to the difference of work function of poly-Si gate and substrate, these 
changes are significantly smaller, when compared to the changes caused by the gate voltage 
of 5 and 10 V. The values of maximum densities of interface traps formed during the 
annealing, for VG = 5 and 10 V have very few mutual differences. Also, there are certain 
differences in the time interval prior to the start of latent increase in ΔNit. 
Changes in densities of captured electric charge and interface traps shown in Figures 13 
through 18 are very well described by H-W model [27, 28], whose more detailed description 
is given in chapter 4. 

7.2.1 Isochronal annealing of power VDMOS transistors after the IR process 
The isochronal annealing implies to the annealing of MOS transistors after IR or HCI 
processes with variable temperature. Figure 19 shows behavior of density of the oxide 
trapped charge and interface traps during an isochronal annealing of radiation-exposed 
power VDMOS transistors of the type EFP8N15 in the temperature range between 50º C and 
290º C [121]. These densities were followed by using SMG technique. Duration of annealing 
at every temperature amounted to 5 min, while the temperature change amounted to 10º C, 
and the gate voltage during the annealing amounted to VG = 10 V. As it can be seen, the  
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Fig. 19. The oxide traps charge density ( otN ) and interface trap ( itN ) density for n-channel 
power VDMOS transistors during isochronal annealing determined using SMG technique. 
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Fig. 17. The oxide traps charge density ( otN ) and interface traps ( itN ) density during 
annealing for n-channel power VDMOS transistor irradiated for GV  = 0 V. 

Time (h)
room temp.

55 C
o

140 C
o

�Not

�Not

�Not

��it

��it

��it

�
N

o
t,
�

�
it

(x
1

0
cm

)
1
1

-2

2.0

1.5

1.0

0.5

0.0

10
0

10
1

10
2

10
3

10
4

 
Fig. 18. The oxide traps charge density ( otN ) and interface trap ( itN ) density during 
annealing for n-channel power VDMOS transistors irradiated at GV  = 10 V. 
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Fig. 19. The oxide traps charge density ( otN ) and interface trap ( itN ) density for n-channel 
power VDMOS transistors during isochronal annealing determined using SMG technique. 
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values of ΔNot and ΔNit are insignificantly changed up to the temperature of approximately 
175º C, while at higher temperatures there occurs a rapid increase in interface traps  
densities, followed by decrease in the density of oxide trapped charge. The interface traps 
density starts decreasing from the temperature t=225º C. Figures 20 shows behavior of 
interface traps density with the temperature of isochronal annealing, generated by SMG and 
CP techniques. Similarities in behavior of these curves can be seen, but the values of ΔNit 
generated by SMG technique are significantly higher, in accordance with the discussion 
given in chapter 6. 
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Fig. 20. The interface trap ( itN ) density for n-channel power VDMOS transistor during 
isochronal annealing determined using SMG and CP techniques. 

7.2.2 Influence of voltage polarization at the gate during the annealing of power 
VDMOS transistors which had previously been subjected to gamma radiation 
Figure 21 shows changes in the density of oxide trapped charge and interface traps during 
the annealing of power VDMOS transistor of the type EFP8N15 which had previously been 
subjected to the IR process. Annealing was conducted under alternating change in the 
voltage polarization at the gate and temperatures of 200º C and 250º C, while each phase, for 
one direction of electric field lasted for 1 h [116]. The densities of the oxide trapped charge 
and interface traps were determined by SMG technique. It can be seen from the figure that 
during the first phase for VG = 10 V, there occurred a latent increase in interface traps 
density and latent decrease in the density of oxide trapped charge, for both temperatures. 
The first phase is similar to the results shown in Figures 17 and 18. During the second phase 
(VG=-10 V), at the annealing temperature of 200º C, the value of ΔNit continues to decrease, 
which could be expected on the basis of the H-W model, as the diffusion of water molecules 
is not dependent on the direction of electric field in oxide, while at the temperature of 250º C 
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there is no change in this density, as almost all interface traps have already been passivated 
during the first phase. However, in the third phase (VG=+10 V), the behavior of interface 
traps density is different from the behavior in the first phase. Namely, there is no latent 
increase in interface traps density, although the value of ΔNit at first insignificantly raise at 
the very start of the annealing at the temperature of 250º C, and then continued to decrease, 
while at the temperature of 200º C, a mild increase was detected, and then slow decrease of 
this density (these changes are significantly smaller than during the first phase). On the 
basis of such behavior of interface traps and the application of H-W model, it was concluded 
that there were no hydrogen particles during the third phase (and especially no H2 
molecules) which could cause latent increase of ΔNit. 
The paper [116] also shows the results of ΔNit generated through the application of CP 
technique for power VDMOS transistors of the type EFP8N15 annealing under the same 
conditions as shown in Figure 21. The behavior of this density is very similar to the behavior 
of the density generated through the SMG technique, but the values of ΔNit generated with 
CP technique are significantly lower, which is in accordance with the sensitivity of the 
method discussed in chapter 6. 
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Fig. 21. The oxide traps charge density ( otN ) and interface trap ( itN ) density during 
annealing with positive and negative polarization on the gate ( 10 VGV   ) for n-channel 
VDMOS transistors. 

7.3 Behavior of power VDMOS transistor during the HCI process and subsequent 
annealing 
Figure 22 shows the changes in threshold voltage of power VDMOS transistor EFL1N10 
during the HCI process, with gate voltages of +80 V and -80 V [126]. It can be seen that the 
HCI process leads to significant changes in the threshold voltage ΔVT. An initial decrease in 
the value of ΔVT (during the first 40 min under positive, i.e. 20 min under negative gate 
voltage) and subsequent increase until the end of tension implies the occurrence of the 
“turn-around” effect. Similar behavior was also detected in power VDMOS transistor of the 
type IRF510 [29]. 
Figure 22 also shows the change in threshold voltage during the second HCI process. 
Namely, after the first HCI process, transistors were annealing at the temperature of 150º C 
in the duration of 3000 h, and then subjected to the HCI process again. It can be seen that the 
behavior is similar, while the changes in ΔVT are more pronounced in the first HCI process, 
for both polarization signs at the gate. 



 
Current Topics in Ionizing Radiation Research 

 

796 

values of ΔNot and ΔNit are insignificantly changed up to the temperature of approximately 
175º C, while at higher temperatures there occurs a rapid increase in interface traps  
densities, followed by decrease in the density of oxide trapped charge. The interface traps 
density starts decreasing from the temperature t=225º C. Figures 20 shows behavior of 
interface traps density with the temperature of isochronal annealing, generated by SMG and 
CP techniques. Similarities in behavior of these curves can be seen, but the values of ΔNit 
generated by SMG technique are significantly higher, in accordance with the discussion 
given in chapter 6. 
 

Temperature ( C)
o

V = 10 VG

CP
SMG

�

�

= 5 min

t = 10 C
o

�
�

it
(x

1
0

cm
)

1
1

-2

50 100 150 200 250

4

3

2

1

0

 
Fig. 20. The interface trap ( itN ) density for n-channel power VDMOS transistor during 
isochronal annealing determined using SMG and CP techniques. 
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Fig. 22. Threshold voltage shift ( TV ) of n-channel power VDMOS transistors for positive ((a) 
80 VGSV  ) and negative ((b) 80 VGSV   ) HCI during the first and second stress cycle. 
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Fig. 23. The oxide traps charge density ( otN ) and interface trap ( itN ) density of n-
channel power VDMOS transistors for positive ((a) 80 VGSV  ) and negative ((b) 

80 VGSV   ) HCI during the first and second stress cycle. 

Figure 23 shows the changes in oxide trapped charge density in the gate oxide ΔNot 
determined by SMG technique and the changes in interface traps density ΔNit (SMG) 
determined by SMG technique and ΔNit (CP) determined by CP technique for the same 
transistors that were subjected to the HCI procedures during the monitoring of change in 
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threshold voltage (Figure 22) [126]. From the figure it can be seen that the behaviors of ΔNit 
(SMG) and ΔNit (CP) are qualitatively the same, while there are significant quantitative 
differences between them. On the basis of the discussion given in section 3, the quantitative 
concurrences should not be expected, as the share of ST in the densities ΔNit (SMG) and ΔNit 
(CP) is different. Besides that, SMG and CP techniques in power VDMOS transistors register 
interface traps in two different areas of gate surface. SMG technique registers current in the 
p- -area of the channel, while CP technique registers interface traps in the n- -epi area of 
power VDMOS transistors. 
Park et al [127] studied this problem in detail in a large number of similar samples and 
concluded that the initial values of threshold voltage in these two interfaces are significantly 
different. Another cause of quantitative difference in the values of ΔNit (SMG) and ΔNit (CP) 
is the fact that these two techniques record different areas of the silicon forbidden band. 
Namely, SMG technique records the defects in the area located at about 0.45 eV of the upper 
part of the silicon forbidden band, while CP technique records the defects at the same 
distance, but in the lower part of this area [127]. 
The initial increase ΔNot shown in Figure 23 is a consequence of the formation of positively 
charged FT at the early stage of HCI process [126]. ΔNit achieves saturation at the later stage 
of this process, as the number of electrons captured by NBO centers increases. The increase 
in ΔNit value for the entire duration of the HCI process is necessitated by the reaction of H+ 
ions which are released in the oxide (H model) and the holes drifting towards the Si – SiO2 
interface and forming interface traps (h+ model). Greater changes of ΔNit (SMG) occur 
because this technique comprises all ST (ST=SST+FST), while ΔNit (CP) comprises only FST. 
Figures 24 shows the changes in threshold voltage of ΔVT, while Figures 25 shows the 
changes in the density of oxide trapped charge ΔNot and the change in interface traps  
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Fig. 24. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during the first 
and second thermal post HCI annealing cycle following (a) positive and (b) negative HCI. 



 
Current Topics in Ionizing Radiation Research 

 

798 

�
V

(V
)

T

0.0

-0.4

-0.8

-1.2

-1.6

-2.0
0 40 80 120 160

Time (min)

Stress: V = + 80 V, t = 150 minGS

�V (V)T

I
II

(a)

 

Time (min)

Stress: V = -80 V, t = 150 minGS

�V (V)T

I
II

�
V

(V
)

T

0 20 40 60 80 100 120 140 160

1.2

0.8

0.4

0.0

-0.4

-0.8

-1.2

-1.6

(b)

 
 

Fig. 22. Threshold voltage shift ( TV ) of n-channel power VDMOS transistors for positive ((a) 
80 VGSV  ) and negative ((b) 80 VGSV   ) HCI during the first and second stress cycle. 
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Fig. 23. The oxide traps charge density ( otN ) and interface trap ( itN ) density of n-
channel power VDMOS transistors for positive ((a) 80 VGSV  ) and negative ((b) 

80 VGSV   ) HCI during the first and second stress cycle. 

Figure 23 shows the changes in oxide trapped charge density in the gate oxide ΔNot 
determined by SMG technique and the changes in interface traps density ΔNit (SMG) 
determined by SMG technique and ΔNit (CP) determined by CP technique for the same 
transistors that were subjected to the HCI procedures during the monitoring of change in 
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threshold voltage (Figure 22) [126]. From the figure it can be seen that the behaviors of ΔNit 
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The initial increase ΔNot shown in Figure 23 is a consequence of the formation of positively 
charged FT at the early stage of HCI process [126]. ΔNit achieves saturation at the later stage 
of this process, as the number of electrons captured by NBO centers increases. The increase 
in ΔNit value for the entire duration of the HCI process is necessitated by the reaction of H+ 
ions which are released in the oxide (H model) and the holes drifting towards the Si – SiO2 
interface and forming interface traps (h+ model). Greater changes of ΔNit (SMG) occur 
because this technique comprises all ST (ST=SST+FST), while ΔNit (CP) comprises only FST. 
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Fig. 24. Threshold voltage shift ( TV ) of n-channel power VDMOS transistor during the first 
and second thermal post HCI annealing cycle following (a) positive and (b) negative HCI. 
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densities determined by SMG technique (ΔNit (SMG)) and CP technique (ΔNit (CP)) during 
the annealing of power VDMOS transistor of the type EFL1N10 which had previously been  
subjected to the HCI process under gate voltages of +80 V and -80 V, annealing at the 
temperature of 150º C, and then subjected to HCI process again [126]. It can be seen that ΔVT 
rises during the first 10 hours of recovery, then it decreases and achieves saturation in case 
of duration of 1.000 h of annealing, and that the behavior of ΔVT is very similar in both 
polarization cases. The only difference is that ΔVT achieves saturation sooner in the 
annealing preceded by HCI process with a negative gate polarization. 
From Figure 25 it can be seen that there are no differences caused by the opposite sign of a 
gate polarization during the HCI process. Nor do the trends of the monitored changes 
differ during the first and the second recovery. As expected, the density of ΔNot decreases 
during annealing. ΔNit (SMG) initially rises, while its decrease would occur during a 
longer annealing period, until the saturation is achieved. Very similar behavior also 
applies to the values of ΔNit (CP), but this change is significantly smaller than the change 
ΔNit (SMG) for the reasons discussed previously. The behavior of ΔNot, ΔNit (SMG) and 
ΔNit (CP) during annealing is very well described by the H-W model which details are 
given in chapter 5. 
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Fig. 25. The oxide traps charge density ( otN ) and interface trap ( itN ) density of n-
channel power VDMOS transistors during the first and second thermal post HCI annealing 
cycle following (a) positive and (b) negative HCI. 

In the paper [22] shows comparative results of annealing of the n-channel power VDMOS 
transistor of the type EFL1N10, where a certain number of them is subjected to gamma 
radiation, and others to the HCI (Fowler-Nordheim high electric field stress) process. The 
changes in ΔNot , ΔNit (SMG) and ΔNit (CP) were monitored. It was noticed that, during 
annealing of transistors that had previously been subjected to gamma radiation there is a 

Influence of Ionizing Radiation and  
Hot Carrier Injection on Metal-Oxide-Semiconductor Transistors 

 

801 

latent increase in interface trap density, both with SMG and CP technique. For transistors 
that had previously been subjected to the HCI process, a latent increase in interface trap 
density during the annealing occurs when only CP technique is used to determine their 
density. This shows that there is a difference in the nature of capture centers emerged 
during the IR and HCI processes. Finally, it should be pointed out that the behavior of ΔNit 
(SMG) and ΔNit (CP) after exposure to IR process given in the paper [127, 128], is identical to 
the behavior of ΔNit (SMG) given in the paper [126] in case of the HCI process. The 
experiment was conducted with the samples that are structurally the same, but not 
identically processed as the samples in the work [126]. This comparison only illustrates the 
complicated nature of defect behavior occurring during the gamma radiation and the HCI 
process. 

7.4 Application of PMOS transistor with Al-gate as a sensor and dosimeter of ionizing 
radiation 
As early as 1974, there emerged an idea on the possibility of application of MOS transistors 
for the detection of the absorbed dose of ionizing radiation [7]. It was followed by the design 
and production of radiation-sensitive PMOS transistor with Al gate which is known under 
the title RADFET (radiation sensitive field effect transistors) which could be used as both 
sensor and dosimeter of ionizing radiation (gamma and X-radiation) [7]. These dosimeter 
transistors have so far found partial application in modern aircrafts [129, 130] (in which 
higher values of absorbed doses are measured) in medicine (in radiology, where they have 
the role of radiation sensors) [131, 132], in nuclear industry [132] and military [133, 134]. 
However, no PMOS dosimeter for small doses of radiation measuring, which could be used 
as a personal dosimeter has yet been realized. 
The basic parameter for PMOS dosimetric transistor is the threshold voltage VT, on basis of 
which the absorbed radiation dose is determined. The change in threshold voltage, as 
already said above, is a consequence of oxide trapped charge density ΔNot and interface 
traps ΔNit caused by the IR process. In the case of PMOS transistors, the increase in these 
densities leads to the increase in VT, as opposed to NMOS transistors, in which an increase 
of ΔNot reduces VT, and increase of ΔNit increases its value. 
In general, the change in threshold voltage ΔVT with an absorbed dose of radiation D is 
given by the following expression: 

 n
TV A D   ,   (37) 

where A is the constant, and n is the degree of linearity. For n = 1, the constant A represents 
the sensitivity S of dosimetric transistor 

  TVS
D


 ,  (38) 

Figure 26 represents the single-point method, which is primarily used to determine the 
threshold voltage of PMOS dosimetric transistors [135]. It consists of the establishing 
constant current through the channel ID (the value of 10 µA is usually taken) and measuring 
of V0 voltage which corresponds with this current. It is also considered that the change in 
this voltage (ΔV0) corresponds with the change in threshold voltage (ΔVT). 
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densities determined by SMG technique (ΔNit (SMG)) and CP technique (ΔNit (CP)) during 
the annealing of power VDMOS transistor of the type EFL1N10 which had previously been  
subjected to the HCI process under gate voltages of +80 V and -80 V, annealing at the 
temperature of 150º C, and then subjected to HCI process again [126]. It can be seen that ΔVT 
rises during the first 10 hours of recovery, then it decreases and achieves saturation in case 
of duration of 1.000 h of annealing, and that the behavior of ΔVT is very similar in both 
polarization cases. The only difference is that ΔVT achieves saturation sooner in the 
annealing preceded by HCI process with a negative gate polarization. 
From Figure 25 it can be seen that there are no differences caused by the opposite sign of a 
gate polarization during the HCI process. Nor do the trends of the monitored changes 
differ during the first and the second recovery. As expected, the density of ΔNot decreases 
during annealing. ΔNit (SMG) initially rises, while its decrease would occur during a 
longer annealing period, until the saturation is achieved. Very similar behavior also 
applies to the values of ΔNit (CP), but this change is significantly smaller than the change 
ΔNit (SMG) for the reasons discussed previously. The behavior of ΔNot, ΔNit (SMG) and 
ΔNit (CP) during annealing is very well described by the H-W model which details are 
given in chapter 5. 
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Fig. 25. The oxide traps charge density ( otN ) and interface trap ( itN ) density of n-
channel power VDMOS transistors during the first and second thermal post HCI annealing 
cycle following (a) positive and (b) negative HCI. 

In the paper [22] shows comparative results of annealing of the n-channel power VDMOS 
transistor of the type EFL1N10, where a certain number of them is subjected to gamma 
radiation, and others to the HCI (Fowler-Nordheim high electric field stress) process. The 
changes in ΔNot , ΔNit (SMG) and ΔNit (CP) were monitored. It was noticed that, during 
annealing of transistors that had previously been subjected to gamma radiation there is a 
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latent increase in interface trap density, both with SMG and CP technique. For transistors 
that had previously been subjected to the HCI process, a latent increase in interface trap 
density during the annealing occurs when only CP technique is used to determine their 
density. This shows that there is a difference in the nature of capture centers emerged 
during the IR and HCI processes. Finally, it should be pointed out that the behavior of ΔNit 
(SMG) and ΔNit (CP) after exposure to IR process given in the paper [127, 128], is identical to 
the behavior of ΔNit (SMG) given in the paper [126] in case of the HCI process. The 
experiment was conducted with the samples that are structurally the same, but not 
identically processed as the samples in the work [126]. This comparison only illustrates the 
complicated nature of defect behavior occurring during the gamma radiation and the HCI 
process. 

7.4 Application of PMOS transistor with Al-gate as a sensor and dosimeter of ionizing 
radiation 
As early as 1974, there emerged an idea on the possibility of application of MOS transistors 
for the detection of the absorbed dose of ionizing radiation [7]. It was followed by the design 
and production of radiation-sensitive PMOS transistor with Al gate which is known under 
the title RADFET (radiation sensitive field effect transistors) which could be used as both 
sensor and dosimeter of ionizing radiation (gamma and X-radiation) [7]. These dosimeter 
transistors have so far found partial application in modern aircrafts [129, 130] (in which 
higher values of absorbed doses are measured) in medicine (in radiology, where they have 
the role of radiation sensors) [131, 132], in nuclear industry [132] and military [133, 134]. 
However, no PMOS dosimeter for small doses of radiation measuring, which could be used 
as a personal dosimeter has yet been realized. 
The basic parameter for PMOS dosimetric transistor is the threshold voltage VT, on basis of 
which the absorbed radiation dose is determined. The change in threshold voltage, as 
already said above, is a consequence of oxide trapped charge density ΔNot and interface 
traps ΔNit caused by the IR process. In the case of PMOS transistors, the increase in these 
densities leads to the increase in VT, as opposed to NMOS transistors, in which an increase 
of ΔNot reduces VT, and increase of ΔNit increases its value. 
In general, the change in threshold voltage ΔVT with an absorbed dose of radiation D is 
given by the following expression: 

 n
TV A D   ,   (37) 

where A is the constant, and n is the degree of linearity. For n = 1, the constant A represents 
the sensitivity S of dosimetric transistor 

  TVS
D


 ,  (38) 

Figure 26 represents the single-point method, which is primarily used to determine the 
threshold voltage of PMOS dosimetric transistors [135]. It consists of the establishing 
constant current through the channel ID (the value of 10 µA is usually taken) and measuring 
of V0 voltage which corresponds with this current. It is also considered that the change in 
this voltage (ΔV0) corresponds with the change in threshold voltage (ΔVT). 
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Fig. 26. The threshold voltage determination using single point method. 

The second important parameter of PMOS dosimetric transistors is the recovery of threshold 
voltage after the radiation, which is known under the term fading f(t). It can be expressed in 
the following way: 
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where VT0 is the threshold voltage prior to radiation, VT(0) immediately after irradiation, 
VT(t) after annealing time t and ΔVT(0) is the threshold voltage shift immediately after 
irradiation of PMOS dosimetric transistor. 
Fading can also be determined on the basis of the values ΔNot and ΔNit [136, 137] 
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in which ΔN’ot (t) = ΔNot (0) - ΔNot (t) (“the annealing part” of the oxide trapped charge) and 
ΔN’it (t) = ΔNit (0) – ΔNit (t) (“the annealing part” of the interface traps), ΔNot (0) and ΔNit (t) 
are the densities of oxide trapped charge and interface traps after the annealing for the time 
t, respectively, while ΔNit (0) and ΔNit (t) are adequate densities after the radiation, i.e. at the 
start of annealing. 
The papers [136-143] show the results of exposure to gamma radiation and subsequent 
annealing of PMOS dosimetric transistors manufactured in the company Ei-
Microelectronics, Nis, Serbia, while the papers [135, 143-145] show the results of radiation 
and annealing of PMOS dosimetric transistors manufactured in Tyndall National Institute, 
Cork, Ireland. Figure 27 shows change in threshold voltage with an increase in absorbed 
dose of gamma radiation for the transistors with oxide thickness of 1.23 µm [136]. It can be 
seen, that this dependence can be displayed in a coordinate system with log-log scale, with a 
straight line for all applied voltages at the gate. Also, changes in threshold voltage are 
greater in the case of positive voltages at the gate, although sensitivity grows with the 
increase of the absolute value VG in both polarization modes (the smallest value applies to 
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the zero polarization). This means that the increase of ΔVT takes place regardless of the 
direction of the electric field in oxide, but the size of these changes is dependent on it. 
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Fig. 27. Threshold voltage shift ( TV ) during irradiation of pMOS transistor, with 1.23 m 
thick oxide. 

Figure 28 shows change in threshold voltage as a function of absorbed dose of gamma 
radiation for different oxide thicknesses, for the gate voltage of VG = 3 V [139]. It can be seen 
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Fig. 28. Threshold voltage shift ( TV ) during irradiation of pMOS transistors with different 
oxide thickness and gate polarization of +3 V. 
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Fig. 26. The threshold voltage determination using single point method. 

The second important parameter of PMOS dosimetric transistors is the recovery of threshold 
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where VT0 is the threshold voltage prior to radiation, VT(0) immediately after irradiation, 
VT(t) after annealing time t and ΔVT(0) is the threshold voltage shift immediately after 
irradiation of PMOS dosimetric transistor. 
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Microelectronics, Nis, Serbia, while the papers [135, 143-145] show the results of radiation 
and annealing of PMOS dosimetric transistors manufactured in Tyndall National Institute, 
Cork, Ireland. Figure 27 shows change in threshold voltage with an increase in absorbed 
dose of gamma radiation for the transistors with oxide thickness of 1.23 µm [136]. It can be 
seen, that this dependence can be displayed in a coordinate system with log-log scale, with a 
straight line for all applied voltages at the gate. Also, changes in threshold voltage are 
greater in the case of positive voltages at the gate, although sensitivity grows with the 
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the zero polarization). This means that the increase of ΔVT takes place regardless of the 
direction of the electric field in oxide, but the size of these changes is dependent on it. 
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Fig. 27. Threshold voltage shift ( TV ) during irradiation of pMOS transistor, with 1.23 m 
thick oxide. 

Figure 28 shows change in threshold voltage as a function of absorbed dose of gamma 
radiation for different oxide thicknesses, for the gate voltage of VG = 3 V [139]. It can be seen 
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Fig. 28. Threshold voltage shift ( TV ) during irradiation of pMOS transistors with different 
oxide thickness and gate polarization of +3 V. 
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that the sensitivity grows along with the thickness of gate oxide, and as the tested PMOS  
dosimetric transistors have thermal oxide with the same thickness, these results show a 
significant role of CVD oxide in the change of threshold voltage. The gate voltage for these 
transistors was the same, i.e. the electric field in the thickest oxide was smallest, which 
affected their sensitivity. 
The paper [135] shows changes in the threshold voltage of PMOS dosimetric transistors for 
the oxide thicknesses of 100 mm for the values of absorbed gamma radiation doses between 
50 and 300 Gy, while the paper [143] stated this dependence for the dose range between 100 
Gy and 500 Gy for gate voltages during radiation VG=0 and 5 V (Figure 29). It was found 
that there is a linear dependence between the threshold voltage change and the absorbed 
radiation dose when the dose range amounted between 10 Gy and 500 Gy (Figure 29). 
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Fig. 29. Threshold voltage shift ( TV ) of pMOS transistors during irradiation for GV  = 0 V 
and GV  = 5 V. 

Change of fading, as the other important parameter for PMOS dosimetric transistors, during 
annealing at room temperature is shown in figures 30 and 31 [116] for the transistors with 
oxide thickness of 1.23 and 2.0 µm. The radiation and recovery were conducted with the 
same voltage values at the gate. It can be seen that the transistors having oxide thickness of 
2.0 µm show a more pronounced negative fading. On the basis of fading behavior of 
transistors with the same oxide thickness, but with different gate polarization, it is obvious 
that no concrete conclusion which would apply to all radiation-exposed transistors can be 
given. Lack of knowledge about the explicit form of dependence of fading behavior since 
the recovery time is not a deficiency of these PMOS transistors (which cannot be said for the 
sensitivity), as the practical application requires solely that it be smaller than some 
previously set value (usually, fading should be no less than ± 10% after three months of 
annealing at room temperature). On the basis of these results, it can be seen that for the 
oxide thickness of 2.0 µm, when the sensitivity is at its peak, the fading has a small value, 
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and therefore in the case VG=9 V, the sensitivity is S = 2 V/Gy for the absorbed dose D = 10 
Gy(Si) and fading 5.9 % for annealing time of 3500 h 
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Fig. 30. Fading of irradiated pMOS transistors, with gate oxide thickness of 1.23 m, during 
room temperature/bias annealing. 
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Fig. 31. Fading of irradiated pMOS transistors, with gate oxide thickness of 2.0 m, during 
room temperature/bias annealing. 
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that the sensitivity grows along with the thickness of gate oxide, and as the tested PMOS  
dosimetric transistors have thermal oxide with the same thickness, these results show a 
significant role of CVD oxide in the change of threshold voltage. The gate voltage for these 
transistors was the same, i.e. the electric field in the thickest oxide was smallest, which 
affected their sensitivity. 
The paper [135] shows changes in the threshold voltage of PMOS dosimetric transistors for 
the oxide thicknesses of 100 mm for the values of absorbed gamma radiation doses between 
50 and 300 Gy, while the paper [143] stated this dependence for the dose range between 100 
Gy and 500 Gy for gate voltages during radiation VG=0 and 5 V (Figure 29). It was found 
that there is a linear dependence between the threshold voltage change and the absorbed 
radiation dose when the dose range amounted between 10 Gy and 500 Gy (Figure 29). 
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Fig. 29. Threshold voltage shift ( TV ) of pMOS transistors during irradiation for GV  = 0 V 
and GV  = 5 V. 

Change of fading, as the other important parameter for PMOS dosimetric transistors, during 
annealing at room temperature is shown in figures 30 and 31 [116] for the transistors with 
oxide thickness of 1.23 and 2.0 µm. The radiation and recovery were conducted with the 
same voltage values at the gate. It can be seen that the transistors having oxide thickness of 
2.0 µm show a more pronounced negative fading. On the basis of fading behavior of 
transistors with the same oxide thickness, but with different gate polarization, it is obvious 
that no concrete conclusion which would apply to all radiation-exposed transistors can be 
given. Lack of knowledge about the explicit form of dependence of fading behavior since 
the recovery time is not a deficiency of these PMOS transistors (which cannot be said for the 
sensitivity), as the practical application requires solely that it be smaller than some 
previously set value (usually, fading should be no less than ± 10% after three months of 
annealing at room temperature). On the basis of these results, it can be seen that for the 
oxide thickness of 2.0 µm, when the sensitivity is at its peak, the fading has a small value, 
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and therefore in the case VG=9 V, the sensitivity is S = 2 V/Gy for the absorbed dose D = 10 
Gy(Si) and fading 5.9 % for annealing time of 3500 h 
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Fig. 30. Fading of irradiated pMOS transistors, with gate oxide thickness of 1.23 m, during 
room temperature/bias annealing. 
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Fig. 31. Fading of irradiated pMOS transistors, with gate oxide thickness of 2.0 m, during 
room temperature/bias annealing. 



 
Current Topics in Ionizing Radiation Research 

 

806 

1.6

1.2

0.8

0.4

0.0
1 2 3 4 5

0.73 m�

0.99 m�

1.07 m�

1.23 m�

1.89 m�

1.97 m�

Doze (Gy(Si))

�
V

(V
)

T

 
Fig. 32. Threshold voltage shifts ( TV ) during irradiation at dose rate -31.2 10 Gy/s  for 
different gate oxide thickness of pMOS transistors. 
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Fig. 33. Threshold voltage shifts ( TV ) for different pMOS transistors irradiated up to 5 
Gy(Si). 

Figure 32 shows changes in the threshold voltage from a dose of gamma radiation of PMOS 
dosimetric transistors with different gate oxide thicknesses (the thickness of thermal oxide 
was 0.3 µm, and the thickness of CVD oxide were different) during radiation with the dose 
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of 1.2 10-3 Gy [138]. It can be seen that the sensitivity grows along with the gate oxide 
thickness. This is clearly displayed in Figure 33 which shows changes in threshold voltage 
immediately after radiation, i.e. prior to annealing at room temperature for three dose 
speeds. On the basis of these figures, it can be concluded that the main influence on 
sensitivity is exerted by the total oxide thickness, and then the thickness of CVD oxide. 
Namely, the transistors with oxide thickness of 1.97 µm are more sensitive that a transistor 
with oxide thickness of 1.89 µm, although they have smaller thickness of CVD oxide (the 
same applies to the oxide thicknesses of 1.07 µm and 0.99 µm). A cause for such behavior 
can be the thickness and the type of thermal oxide. 
As opposed to the results shown in Figures 32, in which the sensitivity of the tested PMOS 
transistors is given in the range between 1 and 5 Gy, Figures 34 shows their sensitivity in the 
dose range between 0.003 and 1 Gy for the case when there was no gate polarization during 
radiation [116].  
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Fig. 34. Threshold voltage shifts ( TV ) of pMOS transistor during irradiation with dose rate 
of -57.51 10 Gy/s  (a) and annealing at room temperature (b), for different values of gate 
oxide thickness. 

As it can be seen from the figure 34, the greatest sensitivity is displayed by the transistors 
with oxide thickness of 1.89 µm, which can register radiation doses in the order of 
magnitude cGy. As this transistor has the greatest thickness of CVD oxide, it can be 
assumed that this oxide would have a significant role in the area of small doses. The changes 
in threshold voltage during annealing of up to 2000 hours are insignificant for any oxide 
thickness (Figure 34b). Results with transistors of this oxide thickness show that their 
sensitivity increases with the increase of gate voltage during the gamma radiation, 
especially when the doses are higher than 0,01 Gy. 

8. References 
[1] J.R. Davis, Instabilities in MOS Devices, London: Gordon an Breach Science Publishers, 

1981. 
[2] S.M. Sze, Physics of Semiconductors Devices, New York: Wiley and Sons, 1981. 
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Fig. 32. Threshold voltage shifts ( TV ) during irradiation at dose rate -31.2 10 Gy/s  for 
different gate oxide thickness of pMOS transistors. 
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Fig. 33. Threshold voltage shifts ( TV ) for different pMOS transistors irradiated up to 5 
Gy(Si). 

Figure 32 shows changes in the threshold voltage from a dose of gamma radiation of PMOS 
dosimetric transistors with different gate oxide thicknesses (the thickness of thermal oxide 
was 0.3 µm, and the thickness of CVD oxide were different) during radiation with the dose 
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of 1.2 10-3 Gy [138]. It can be seen that the sensitivity grows along with the gate oxide 
thickness. This is clearly displayed in Figure 33 which shows changes in threshold voltage 
immediately after radiation, i.e. prior to annealing at room temperature for three dose 
speeds. On the basis of these figures, it can be concluded that the main influence on 
sensitivity is exerted by the total oxide thickness, and then the thickness of CVD oxide. 
Namely, the transistors with oxide thickness of 1.97 µm are more sensitive that a transistor 
with oxide thickness of 1.89 µm, although they have smaller thickness of CVD oxide (the 
same applies to the oxide thicknesses of 1.07 µm and 0.99 µm). A cause for such behavior 
can be the thickness and the type of thermal oxide. 
As opposed to the results shown in Figures 32, in which the sensitivity of the tested PMOS 
transistors is given in the range between 1 and 5 Gy, Figures 34 shows their sensitivity in the 
dose range between 0.003 and 1 Gy for the case when there was no gate polarization during 
radiation [116].  
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Fig. 34. Threshold voltage shifts ( TV ) of pMOS transistor during irradiation with dose rate 
of -57.51 10 Gy/s  (a) and annealing at room temperature (b), for different values of gate 
oxide thickness. 

As it can be seen from the figure 34, the greatest sensitivity is displayed by the transistors 
with oxide thickness of 1.89 µm, which can register radiation doses in the order of 
magnitude cGy. As this transistor has the greatest thickness of CVD oxide, it can be 
assumed that this oxide would have a significant role in the area of small doses. The changes 
in threshold voltage during annealing of up to 2000 hours are insignificant for any oxide 
thickness (Figure 34b). Results with transistors of this oxide thickness show that their 
sensitivity increases with the increase of gate voltage during the gamma radiation, 
especially when the doses are higher than 0,01 Gy. 
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1. Introduction  
Polymers having an aromatic backbone polymers have a high mechanical strength and a 
high modulus. Their aromaticity increases their resistance for use in relatively severe 
conditions especially in aerospace and nuclear industry for which lifetime prediction is a 
key issue. For example, a challenge for nuclear plants is to extend lifetime from the initially 
planned 40 years duration to 50 or 60 years, which makes necessary to determine lifetime by 
a non-empirical method. Since polymers mechanical failure originates from chain scission or 
crosslinking of the backbone, the ideal method of lifetime prediction would first involve the 
elaboration of a kinetic model for chain scission and crosslinking. Then, the changes of 
molecular mass would be related to the changes of mechanical properties using the 
available laws of polymers physics. Lifetime would be then determined using a pertinent 
lifetime criterion. A noticeable difficulty comes here from the fact that oxidation, which 
plays a key major role in chain scission, is diffusion controlled and thus heterogeneously 
distributed in sample thickness. It is crucial, indeed, to determine experimentally and to 
predict this depth distribution of chain scission and crosslinking because it will play a key 
role on fracture properties.  
This chapter will be henceforward devoted to the effect of aromaticity on radiostability, the 
effect on temperature on the chain scission/crosslinking competition, the diffusion limited 
oxidation (which will be illustrated by the effect of dose rate, atmosphere and sample 
thickness), then some concluding remarks on oxidative stability of aromatic polymers and 
the possible link with the absence of macromolecular mobility below Tg. We will start by 
some basics of radiochemistry which are necessary for the good understanding of this 
paper, and especially the quantitative treatment for crosslinking and chain scission.  

2. Basics of radiochemical degradation 

Let us first consider the reaction: 

 A + h  B  
The radiochemical yield is defined as the number of B molecules that are generated per 
absorbed joule: 
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where: 
- G’ is the radiochemical yield expressed in mol J-1, 
- n is the number of moles of B which is formed by the radiochemical reaction, 
- E’ is the amount of absorbed energy in J, 
- E is the amount of absorbed energy in 100 eV, 
- N is the number of B molecules, 
- NAv is the Avogadro’s number, 
- G is the yield in molecules per 100 eV absorbed. 
Since the absorbed dose (denoted by  and expressed in Gy) is defined as the amount of 
received energy (in J) per kilogram of polymer, the following equation can be derived: 

 7n 10 .G.δ
m

  (2) 

So that: 

 7dcr 10 .G.I
dt

   (3) 

r being the rate of a radiochemical event (in mol l-1 s-1), I the dose rate in Gy s-1 and c the 
concentration of reacted or generated species (in mol kg-1 even if one often considers that it 
is the same than in mol l-1). 

2. Mathematical treatment for chain scission and crosslinking 

Irradiation can provoke both chain scission and crosslinking, the relative proportion of these 
phenomena depending on many factors which will be presented in the following. The 
radical coupling may lead to trifunctionnal or tetrafunctionnal crosslinking noduli called 
respectively Y- and H-crosslinkings (Fig. 1):  
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Fig. 1. Reaction of H- and Y- crosslinking. 

The radiochemical yields for chain scissions G(s) and crosslinking G(x) in thick samples can 
be tentatively assessed using  
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- The Charlesby-Pinner’s (Charlesby, 1960) from an analysis of the residual soluble 
fraction after beginning of sol-gel transition,  

- Saito’s equations (Saito, 1958) describing the average molar mass changes for soluble 
polymers before the sol-gel transition.  

The corresponding mathematical treatment of these theories differs for Y- and H- 
crosslinking: 
1. In the case of H- crosslinking mode: 
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2. In the case of Y- crosslinking mode: 
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where:  
- wS = 1 - wI is the soluble fraction,  
- GH(s), GH(x), GY(s), and GY(x) are the radiochemical yields expressed for 100 eV 

respectively for chain scissions and crosslinking for an H- and a Y- crosslinking 
mechanism,  

-  is the dose (Gy) 
- MN0 and MW0 are respectively the initial number and weight average molar mass (kg 

mol-1).  

3. Effect of aromaticity on radiostability 

The degradation of aromatic polymers was studied by many authors:  
1. By monitoring mechanical properties (Sasuga et al., 1985, see Table 1): 
These results give a first indication on the relative radiostability of aromatic polymers. Let 
us first mention that these lethal doses are considerably greater than those compiled by 
Wilski for polymer having an aliphatic backbone (Wilski, 1987). It can be attributed to the 
well-known stabilizing effect of aromatic groups which was first observed on methyl 
methacrylate-styrene copolymers (Alexander & Charlesby, 1954, Kellman et al., 1990, 
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3. Effect of aromaticity on radiostability 

The degradation of aromatic polymers was studied by many authors:  
1. By monitoring mechanical properties (Sasuga et al., 1985, see Table 1): 
These results give a first indication on the relative radiostability of aromatic polymers. Let 
us first mention that these lethal doses are considerably greater than those compiled by 
Wilski for polymer having an aliphatic backbone (Wilski, 1987). It can be attributed to the 
well-known stabilizing effect of aromatic groups which was first observed on methyl 
methacrylate-styrene copolymers (Alexander & Charlesby, 1954, Kellman et al., 1990, 
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Thominette et al., 1991). However, the results of these studies cannot be directly used in 
kinetic models for aromatic polymers. 
 

Polymer 50% 20%

Kapton 500 10 90
Upilex 35 60
Ultem 1.5 4

A-Films 15 25
A-Paper 20 30

PEEK non-cryst 20 50
PEEK cryst 8 30
U-polymer 0.5 2

Udel-Polysulphone 0.75 1
PES 0.5 0.75

Noryl (modified PPO) 0.75 1.5  
Table 1. Dose for reducing strain at break to 50% and 20% of initial value for various 
aromatic polymers submitted to 5.103 Gy s-1 in air (sample thickness ~ 0.1-0.2 mm) (Sasuga 
et al., 1985). 

2. By radical appearance measured by Electron Spin Resonance spectroscopy (Heiland et 
al., 1996, see Fig. 2): 
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Fig. 2. Concentration in radicals versus dose measured in PPO (), Kevlar (), PSU (), 
PEPO (), Ultem (), Kapton (), PEEK () in aromatic polymers under 1 - 5 kGy h-1 dose 
rate at 77 K (Heiland et al., 1996). 

Data presented in Fig. 2 permit the yield in radical build-up to be calculated according to the 
simplified scheme for radiochemical degradation in the absence of oxygen: 
Initiation:    Polymer (PH) + hν  P°  ri 
Propagation:    P° + PH  PH + P°    kP 
-scission:    P°  P° + s    kR 
Termination by coupling:   P° + P°  P–P + x  kC 
Termination by disproportionnation: P° + P°  F + PH   kD 
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Where F is a double bond. 
The rate of radical formation is: 

 
   2i t

d P
r 2k P

dt

    (10) 

with:  

 kt = kC + kD (11) 

Fig. 2 indicates the existence of an asymptote characterizing a steady-state at which the 
concentration in radicals is:  

   i

t

rP
2k   (12) 

Eq. 10 gives: 
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Which is integrated in: 
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At t ~ 0, [P°] ~ 0 so that: 
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thus: 

 G(P°) = Gi =  
t 0

d P
dt 

 
 
 

 (16) 

The corresponding yields for radical build-up are given in Table 2. 
Let us first mention that Table 1 results correspond to degradation under air, meanwhile 
Table 2 results correspond to degradation in inert environment, the possible influence of 
oxygen being discussed in the following. However, it can be checked that the lethal dose (or 
dose to reach an arbitrarily chosen threshold for a mechanical property) varies oppositely 
with the estimated G(P°) values.  
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The corresponding yields for radical build-up are given in Table 2. 
Let us first mention that Table 1 results correspond to degradation under air, meanwhile 
Table 2 results correspond to degradation in inert environment, the possible influence of 
oxygen being discussed in the following. However, it can be checked that the lethal dose (or 
dose to reach an arbitrarily chosen threshold for a mechanical property) varies oppositely 
with the estimated G(P°) values.  
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Polymer G(P°)
PPO 1.35

Kevlar® 1.25
PSU 0.75

Bis-A-PEPO 0.55
Ultem 0.50

Kapton® 0.40
PEEK 0.25

 
Table 2. Yields for radical build-up for aromatic polymers irradiated under 1 - 5 kGy h-1 dose 
rate at 77 K. 

- By gas yield emission: 
Concerning the yield for total gas emission, it can be checked that there is no great 
difference between gamma, proton and electron-beam irradiation (Hegazy et al., 1992b, Hill 
& Hopewell, 1996) and that these values are considerably lower than those measured for 
aliphatic polymers such as PE or PP (Schnabel, 1978). An example is worth to be mentioned 
(Schnabel, 1978): aliphatic polysulfones have a gas emission yield equal to 39 (poly butene-1-
sulfone) or 71 (poly hexene-1-sulfone) meanwhile PES or PSU gas emission yields are lower 
than 1, illustrating here the protective effect by aromatic rings. However, the relative 
proportion of each emitted gas can vary due to some differences in temperature rising under 
irradiation. As it will be seen below, this difference due to irradiation nature has a lower 
influence on the radio induced degradation of polymer than temperature, nature of 
environment atmosphere and oxygen gradient in sample thickness. 
 

I (kGy h-1) Gaz Kapton Upilex-R Upilex-S PEEK-c PEEK-a PES U-PS U-Polymer
Total 24.0 22.0 91.0 39.0 54.0 46.0 150.0 480.0

H2 3.2 0.4 7.5 - 14.0 7.1 39.0 72.0
N2 5.1 9.7 14.0 6.4 - - - -

CO 5.4 2.4 1.4 12.0 6.0 16.0 19.0 220.0
CO2 8.1 4.8 15.0 4.3 24.0 19.0 25.0 180.0
CH4 1.0 0.1 0.3 0.2 0.3 0.3 16.0 12.0
SO2 - - - - - 12.0 13.0 -

Total 25.0 17.0 18.0 31.0 39.0 69.0 210.0 460.0
H2 4.9 1.3 2.4 10.0 12.0 19.0 62.0 80.0
N2 0.2 0.1 2.8 - - - -

CO 3.4 2.2 2.4 5.1 5.5 8.3 32.0 220.0
CO2 10.0 3.9 8.8 9.5 16.0 16.0 16.0 120.0
CH4 0.8 - 0.3 0.2 0.2 0.4 13.0 32.0
SO2 - - - - - 23.0 43.0 -

10

6120

 
Table 3. 103.G(gas) for irradiation at 30°C 100 μm films vacuum (Hegazy et al., 1992a) 
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3. Let us turn to the radiation-induced crosslinking observed in PEEK and PSU.  
Fig. 3 depicts the changes in thermal behavior which are induced by radio-ageing for a thick 
PEEK sheath under air (Richaud et al., 2010a). As it will be seen later, the observed behavior 
is comparable to the one obtained for an irradiation under vacuum. Virgin and degraded 
samples were characterized by DSC heating-cooling-heating cycle. 
- In the case of virgin sample, melting endotherms for the first and the second heating 

ramps are very comparable (peak temperature and enthalpy). The crystallization from 
molten state is characterized by a sharp exotherm at c.a. 300°C. 

- In the case of 30.7 MGy irradiated sample, melting endotherm for the second heating 
ramp and crystallization exotherm are shifted to the lower temperatures with a lower 
transition enthalpy.  
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Fig. 3. Heating-cooling-heating cycle by DSC for non-irradiated (a) and 30.7 MGy irradiated 
PEEK sample. 

During irradiation of semi-crystalline polymers, chain scission and crosslinking occur only 
in amorphous phase, the crystalline phase undergoes only small changes so that melting 
characteristics remain almost unchanged at the first heating scan. After a first melting 
however, the sample is homogenized, and the changes of molar mass, branching ratio or 
crosslink density resulting from irradiation affect melting and crystallization. Irradiation 
effects become then observable by DSC. Here, the decrease of crystallization temperature 
and enthalpy is explained by the occurrence of radiation-induced crosslinking (Sasuga, 
1991). This latter disfavors crystallization because it lowers the transport rate of chain 
segments from the melt to growing crystals. As a consequence, the degree of crystallinity 
and the lamellae thickness are decreased that explains the observed decrease of melting 
point and melting enthalpy.  
Comparable data were obtained by Hegazy (Hegazy et al., 1992c). Tg values from this study 
are reported (Fig. 4): 
It is well known that for a linear polymer, Tg is an increasing function of molar mass. 
According to Fox and Flory (Fox & Flory, 1950): 
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3. Let us turn to the radiation-induced crosslinking observed in PEEK and PSU.  
Fig. 3 depicts the changes in thermal behavior which are induced by radio-ageing for a thick 
PEEK sheath under air (Richaud et al., 2010a). As it will be seen later, the observed behavior 
is comparable to the one obtained for an irradiation under vacuum. Virgin and degraded 
samples were characterized by DSC heating-cooling-heating cycle. 
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molten state is characterized by a sharp exotherm at c.a. 300°C. 
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Fig. 3. Heating-cooling-heating cycle by DSC for non-irradiated (a) and 30.7 MGy irradiated 
PEEK sample. 

During irradiation of semi-crystalline polymers, chain scission and crosslinking occur only 
in amorphous phase, the crystalline phase undergoes only small changes so that melting 
characteristics remain almost unchanged at the first heating scan. After a first melting 
however, the sample is homogenized, and the changes of molar mass, branching ratio or 
crosslink density resulting from irradiation affect melting and crystallization. Irradiation 
effects become then observable by DSC. Here, the decrease of crystallization temperature 
and enthalpy is explained by the occurrence of radiation-induced crosslinking (Sasuga, 
1991). This latter disfavors crystallization because it lowers the transport rate of chain 
segments from the melt to growing crystals. As a consequence, the degree of crystallinity 
and the lamellae thickness are decreased that explains the observed decrease of melting 
point and melting enthalpy.  
Comparable data were obtained by Hegazy (Hegazy et al., 1992c). Tg values from this study 
are reported (Fig. 4): 
It is well known that for a linear polymer, Tg is an increasing function of molar mass. 
According to Fox and Flory (Fox & Flory, 1950): 
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Where: 
- Tg0 is the Tg of a virtual infinite polymer (K). 
- MN is the number average molar mass (kg mol-1). 
- kFF is a constant characteristic of the chain chemical structure (K kg mol-1). 
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Fig. 4. Tg changes for PEEK amorphous () and semi-crystalline () samples irradiated 
under vacuum. 

For a network, Tg is an increasing function of crosslink density. According to Di Marzio 
(DiMarzio, 1964): 
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Where: 
- Tgl is the Tg of a virtual linear polymer containing all the structural units of polymer 

except crosslinks (K). 
- F is a flex parameter linked to chain stiffness (kg mol-1). 
- A is the concentration in elastically active chains, which is calculated from crosslinks 

concentration (mol kg-1). 
Under vacuum, chain scission is generally negligible. Above gel point, it seems to us that Tg 
changes are given by combining Fox-Flory relationship and Saito’s equation (assuming first 
that s << x): 

 g g 7
FF

dT dT dx 10 .G(x).k
dδ dx dδ

    (19) 

One obtains:     
- G(x) ~ 0.012 for amorphous PEEK, 
- G(x) ~ 0.023 for semi-crystalline one. 
It seemed to us interesting to compare radio-induced gelation for PEEK, PSU and PES  
(Fig. 5). 
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Fig. 5. Gel formation for PSU at 210°C (), 180°C (), 100°C (), 60°C (), room 
temperature () from Murakami & Kudo, 2007, Richaud et al., 2011), and PEEK (: 24 kGy 
h-1, ,,: 60 MGy h-1 for 3 different initial crystalline microstructures) samples irradiated 
at several temperatures (Vaughan & Stevens, 1995 , Richaud, 2010a). 

From the above given mechanistic scheme where chain scission results from radical 
rearrangement and crosslinking results from radical coupling scheme, the following 
stationary rate expressions can be derived: 
- Rate of chain scission:  

 ds
dt

 = 
1/2

R i

C D

k r
2 k k

 
  

 
  (20) 

-  Rate of crosslinking: 

 Ci

C D

kdx r
dt 2 k k




 (21)  

Assuming that disproporationation is negligible compared to coupling for polymers under 
study, it comes: 

 idx r
dt 2

  (22) 

So that : Gi = 2G(x) in the absence of oxygen.  
It seems that this relationship disagrees with experimental results in the case of aromatic 
polymers which will be discussed next. 
As a conclusion of this short review of experimental results, it is clear that aromatic 
polymers belong the family of relatively radiostable polymers because primary 
radiochemical events, presumably radiolytic chain scissions of C-H bonds, have a 
radiochemical yield less than 0.5, i.e. 5 to 50 times lower than for aliphatic polymers. 
Aromatic groups are actually able to dissipate a great part of the absorbed energy into 
reversible processes (fluorescence, phosphorescence...). Data militate in favour of the 
following ranking: 
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Where: 
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Fig. 4. Tg changes for PEEK amorphous () and semi-crystalline () samples irradiated 
under vacuum. 

For a network, Tg is an increasing function of crosslink density. According to Di Marzio 
(DiMarzio, 1964): 

 gl
g

DM A

T
T

1 k .F.ν



 (18) 

Where: 
- Tgl is the Tg of a virtual linear polymer containing all the structural units of polymer 

except crosslinks (K). 
- F is a flex parameter linked to chain stiffness (kg mol-1). 
- A is the concentration in elastically active chains, which is calculated from crosslinks 

concentration (mol kg-1). 
Under vacuum, chain scission is generally negligible. Above gel point, it seems to us that Tg 
changes are given by combining Fox-Flory relationship and Saito’s equation (assuming first 
that s << x): 

 g g 7
FF

dT dT dx 10 .G(x).k
dδ dx dδ

    (19) 

One obtains:     
- G(x) ~ 0.012 for amorphous PEEK, 
- G(x) ~ 0.023 for semi-crystalline one. 
It seemed to us interesting to compare radio-induced gelation for PEEK, PSU and PES  
(Fig. 5). 
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Fig. 5. Gel formation for PSU at 210°C (), 180°C (), 100°C (), 60°C (), room 
temperature () from Murakami & Kudo, 2007, Richaud et al., 2011), and PEEK (: 24 kGy 
h-1, ,,: 60 MGy h-1 for 3 different initial crystalline microstructures) samples irradiated 
at several temperatures (Vaughan & Stevens, 1995 , Richaud, 2010a). 

From the above given mechanistic scheme where chain scission results from radical 
rearrangement and crosslinking results from radical coupling scheme, the following 
stationary rate expressions can be derived: 
- Rate of chain scission:  

 ds
dt

 = 
1/2

R i

C D

k r
2 k k

 
  

 
  (20) 

-  Rate of crosslinking: 

 Ci

C D

kdx r
dt 2 k k




 (21)  

Assuming that disproporationation is negligible compared to coupling for polymers under 
study, it comes: 

 idx r
dt 2

  (22) 

So that : Gi = 2G(x) in the absence of oxygen.  
It seems that this relationship disagrees with experimental results in the case of aromatic 
polymers which will be discussed next. 
As a conclusion of this short review of experimental results, it is clear that aromatic 
polymers belong the family of relatively radiostable polymers because primary 
radiochemical events, presumably radiolytic chain scissions of C-H bonds, have a 
radiochemical yield less than 0.5, i.e. 5 to 50 times lower than for aliphatic polymers. 
Aromatic groups are actually able to dissipate a great part of the absorbed energy into 
reversible processes (fluorescence, phosphorescence...). Data militate in favour of the 
following ranking: 
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A comparison of the rate of gel content increase (Fig. 4) for samples irradiated at various 
temperatures and dose rates shows that gelation is more sudden in the case of PSU and 
more progressive in PEEK which means that radiation generated radicals would be more 
reactive for PSU than PEEK. 
Data also show unambiguously: 
- The protective effect of aromaticity: Kapton®, which is the most aromatic polymer, 

presents a very limited degradation, or even no significant degradation (Kang et al., 
2008, Richaud et al, 2010b). 

- The role of SO2 moiety: experimental results for radiochemical yields values (Horie & 
Schnabel, 1984) shows that aliphatic polysulfones are among the less stable polymers 
with G(s) values on the order of 10. High yields of SO2 emission are also observed 
indicating thus the probable existence of the weak (Li & Huang, 1999, Molnár et al., 
2005) carbon-sulfone bond cleavage. It seems reasonable to suppose that such events 
occur also in PSU even though the yield is considerably lower owing to the well-known 
protective effect of aromatic nuclei illustrated for instance in studies on isobutylene-
styrene. 

- The role of isopopylidene group: gelation is undoubtedly due to the coupling of alkyl 
radicals. The difference in gelation rate would be explained by the nature of radicals: in 
PEEK, only aryl radicals can react meanwhile both aryl and primary methyl radical can 
react in PSU.  
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Theoretically, it seems that yields in gas emission G(gas) is half of yield radicals G(P°) as 
illustrated by proposal of degradation mechanisms below: 
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Then radicals react by coupling to give a gaseous molecule: 

H° + H°  H2 
CH3° + H°  CH4 
CH3° + CH3°  C2H6 

2. In sulfone containing polymer: 
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Analogous mechanisms could lead to carbon monoxide formation from PEEK. 
Data for Kapton®, PEEK and PSU (Table 1 and Table 2) seem also to show that: 

G(P°) >> 2G(x) and 2G(gas) 

PEEK and PSU values gathered in this work are compared with those for polyethylene 
(Khelidj 2006), and those compiled for cyclohexane and benzene (Ferry, 2008) in Table 4: 
 

thickness T (K) dose rate atmosphere 50% (MGy) gel (MGy) G (gas)
298 > 0.3
423 > 0.15
463 0.1
503 0.1
298 3 0.025
373 1.25 0.07
453 0.5 0.17
483 < 0.25 2

100 µm

50 µm

0.1 kGy s-1 He

vacuum1.7 Gy s-1

 
Table 4. Yields for radicals, gas emission, crosslinking and double bond formation 
(corresponding to disproportionnation process). *: G(H2) is expected to be close to G(gas),  
**: G(F) is expected to be negligible in aromatic polymers. 
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A comparison of the rate of gel content increase (Fig. 4) for samples irradiated at various 
temperatures and dose rates shows that gelation is more sudden in the case of PSU and 
more progressive in PEEK which means that radiation generated radicals would be more 
reactive for PSU than PEEK. 
Data also show unambiguously: 
- The protective effect of aromaticity: Kapton®, which is the most aromatic polymer, 

presents a very limited degradation, or even no significant degradation (Kang et al., 
2008, Richaud et al, 2010b). 

- The role of SO2 moiety: experimental results for radiochemical yields values (Horie & 
Schnabel, 1984) shows that aliphatic polysulfones are among the less stable polymers 
with G(s) values on the order of 10. High yields of SO2 emission are also observed 
indicating thus the probable existence of the weak (Li & Huang, 1999, Molnár et al., 
2005) carbon-sulfone bond cleavage. It seems reasonable to suppose that such events 
occur also in PSU even though the yield is considerably lower owing to the well-known 
protective effect of aromatic nuclei illustrated for instance in studies on isobutylene-
styrene. 

- The role of isopopylidene group: gelation is undoubtedly due to the coupling of alkyl 
radicals. The difference in gelation rate would be explained by the nature of radicals: in 
PEEK, only aryl radicals can react meanwhile both aryl and primary methyl radical can 
react in PSU.  
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Theoretically, it seems that yields in gas emission G(gas) is half of yield radicals G(P°) as 
illustrated by proposal of degradation mechanisms below: 
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Analogous mechanisms could lead to carbon monoxide formation from PEEK. 
Data for Kapton®, PEEK and PSU (Table 1 and Table 2) seem also to show that: 

G(P°) >> 2G(x) and 2G(gas) 

PEEK and PSU values gathered in this work are compared with those for polyethylene 
(Khelidj 2006), and those compiled for cyclohexane and benzene (Ferry, 2008) in Table 4: 
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Table 4. Yields for radicals, gas emission, crosslinking and double bond formation 
(corresponding to disproportionnation process). *: G(H2) is expected to be close to G(gas),  
**: G(F) is expected to be negligible in aromatic polymers. 
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These results call for the following comments: 
1. The effect of aromaticity on radiostability is confirmed. 
2. The ratio G(P°)/G(gas) is surprisingly lower than 1 for cyclohexane, is fairly close to 2 

for benzene and PE, but increases for PSU and PEEK. 
A possible explanation is the existence of very stable radicals that would be detected by ESR 
but would contribute neither to gas emission nor to crosslinking (see later) as for example:  
 

O O

°  
Let us also note that the absence of contribution to gas emission seems easily explainable 
because the probability for generating a short and volatile segments from such 
macroradicals is very low. 
3. The ratio G(P°)/(G(x)+G(F)) is also clearly greater than 2 for PSU and particularly for 

PEEK meanwhile it is close to 1 in PE and in cyclohexane. The comparison with 
benzene suggests that this behaviour is due to the macromolecular structure of radicals 
preventing them to react by coupling to give crosslinking.  

In fact, even if a negative concavity is observed in Fig. 1 and indicates the existence of a 
termination process even at 77 K, the relatively low value of G(x) indicates that segmental 
mobility would be reduced below Tg, which will be discussed in a first section dedicated to 
temperature effect and another one dealing with oxidizability. 

4. Effect of temperature 

Data in Table 5 confirm that lethal dose (here. the necessary dose to half the initial 
elongation at break) and gel dose vary oppositely with temperature meanwhile gas emission 
yield would increase.  
 

thickness T (K) dose rate atmosphere 50% (MGy) gel (MGy) G(gas)

100 µm 298 > 0.3 - -
100 µm 423 > 0.15 - -
100 µm 463 0.1 - -
100 µm 503 0.1 - -
50 µm 298 - 3 0.025
50 µm 373 - 1.25 0.07
50 µm 453 - 0.5 0.17
50 µm 483 - < 0.25 2

0.1 kGy s-1

1.7 Gy s-1

He

vacuum

 
Table 5. Effect of temperature on lethal dose for PES (Sasuga & Hagiwara, 1987 and 
Murakami & Kudo, 2007). 

As previously suggested, the only knowledge of changes in macroscopic (engineering) 
properties does not permit to ascribe the right cause of failure. Yields in chain scission and 
crosslinking permit to elucidate the degradation mechanism.  
Let us first comment the Tg changes in PES (Li et al., 2006) presented in Fig. 6: 
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Fig. 6. Change in Tg for PES submitted to electron beam irradiation at room temperature () 
or 230°C () (Li et al., 2006). 

Before sol-gel transition, Tg changes are given by combining Fox-Flory law (Fox & Flory, 
1950) with Saito’s equation (Saito, 1958) irrespectively of H- or Y-crosslinking mode: 

  7
g g0 FF FF

N N0

1 1T T k . 10 .k . G(s) G(x) .
M M

 
        

 
 (23) 

It turns into: 
- for a pure crosslinking mechanism:  

 g 7
FF

dT
10 .k .G(x)

d



 (24) 

- for a pure chain scission mechanism: 

  g 7
FF

dT
10 .k .G(s)

d
 


 (25) 

Results presented in Fig. 5 indicate that crosslinking predominates above Tg, whereas chain 
scission predominates below Tg. Comparable exploitation can be done from other published 
results (Murakami & Kudo, 2007, Brown & O’Donnell, 1979): 
All data converge towards the fact that G(x) increases with temperature. Despite some 
scattering, it also suggests that G(s)/G(x) decreases with temperature. According to Brown 
and O’Donnell (Brown & O’Donnell, 1979), it falls to 0 above Tg.  
The results in Table 6 can be explained as follows: irradiation creates macroradicals. At low 
temperature, they react by an unimolecular process which generates a chain scission 
(possibly accompanied by gas emission). At high temperature, macromolecular mobility is 
sufficient to permit macroradicals to react by coupling to give a crosslinking. According to 
Zhen (Zhen, 2001) most polymers can only crosslink above their melting point.  
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Fig. 6. Change in Tg for PES submitted to electron beam irradiation at room temperature () 
or 230°C () (Li et al., 2006). 

Before sol-gel transition, Tg changes are given by combining Fox-Flory law (Fox & Flory, 
1950) with Saito’s equation (Saito, 1958) irrespectively of H- or Y-crosslinking mode: 
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- for a pure chain scission mechanism: 
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Results presented in Fig. 5 indicate that crosslinking predominates above Tg, whereas chain 
scission predominates below Tg. Comparable exploitation can be done from other published 
results (Murakami & Kudo, 2007, Brown & O’Donnell, 1979): 
All data converge towards the fact that G(x) increases with temperature. Despite some 
scattering, it also suggests that G(s)/G(x) decreases with temperature. According to Brown 
and O’Donnell (Brown & O’Donnell, 1979), it falls to 0 above Tg.  
The results in Table 6 can be explained as follows: irradiation creates macroradicals. At low 
temperature, they react by an unimolecular process which generates a chain scission 
(possibly accompanied by gas emission). At high temperature, macromolecular mobility is 
sufficient to permit macroradicals to react by coupling to give a crosslinking. According to 
Zhen (Zhen, 2001) most polymers can only crosslink above their melting point.  
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dose rate method T (K) GH(s) GY(s) GH(x) GY(x) G(s)/G(x)thickness
308 0.03 0.04 0.75 3 mm
353 0.05 0.05 1.00 3 mm
398 0.3 0.2 1.50 3 mm
493 0 0.67 0.00 3 mm
298 0.100 0.373 0.100 0.301 1.00 50 µm
373 0.104 0.318 0.104 0.313 1.00 50 µm
423 0.147 0.455 0.147 0.442 1.00 50 µm
453 0.216 0.601 0.216 0.647 1.00 50 µm
298 0.067 0.065 0.104 0.147 0.64 50 µm
373 0.170 0.138 0.245 0.312 0.69 50 µm
453 0.075 0.268 0.170 0.575 0.44 50 µm

GPC

8 Gy s-1 Sol gel

1.7 Gy s-1

1.7 Gy s-1 Sol gel

 
Table 6. Effect of temperature on radiochemical yields in chain scissions and crosslinking 
(envisaging the possibility of H- or Y- crosslinking mode) (Murakami & Kudo, 2007, Brown 
& O’Donnell, 1979). 

Let us now discuss of the possibility of Y- and H-crosslinking. 
- At 150°C, Hill (Hill et al., 1998) unambiguously showed that PSU crosslinks in Y-mode. 

A comparable analysis was performed by Li (Li et al., 2006). A proposal of mechanism 
is shown below: 
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- Kudo (Murakami & Kudo, 2007) proposed a Y-mechanism also. However, by 
reexaminating his results using the above equations, his conclusion is questioned. 

- Richaud (Richaud et al., 2011) proposed a H- crosslinking mechanism at 60°C, basing on 
the observation that if isopropopylidene groups are generated, the C–CH2° group is 
considerably more reactive than aryl one and should react by coupling to give  
C–CH2-CH2-C crosslinking bridges corresponding more to a H- crosslinking 
mechanism. 

As a conclusion, it seems that elevating the temperature promotes the crosslinking. 
However, the nature of this latter and presumably the role of temperature remain unclear. 

5. Effect of atmosphere and sample thickness 

Results in Fig. 7 (Sasuga & Hagiwara, 1987) clearly show that oxygen accelerates the 
degradation of aromatic polymers. 
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 (a)              (b) 

Fig. 7. Residual elongation as a function of dose for PSU (a) and PES (b) submitted to g-rays 
under air () or 0.7 MPa oxygen (). 

The nature of the responsible process is suggested in a study on the degradation of PET films 
monitored by Tg measurements (Burillo et al., 2007): a strong Tg decrease is observed in air at 
the beginning and is certainly due to chain scission whereas a moderate Tg decrease is 
observed for irradiation under vacuum. As proposed by Sasuga (Sasuga, 1988), polymer radio-
degraded under anaerobic conditions would undergo mainly crosslinking meanwhile they 
would undergo chain scissions when they are degraded under aerobic (oxidative) conditions. 
The effect of atmosphere nature and the effect of thickness have the same origin linked to 
oxygen diffusion: thick samples present a diffusion limited oxidation (DLO), i.e. that their 
surface undergoes an oxidative degradation leading to chain scission meanwhile bulk 
undergoes an anaerobic radio-ageing generating radicals reacting only by coupling.  
This effect was quantified by comparing the degradation of thin and thick samples by 
means of GPC (for molar mass assessment and subsequently chain scission and crosslinking 
yields assessment) and Tg (Richaud et al., 2011). Tg decreases for both 2 mm and 200 µm 
thick samples, but more significantly for thin films (Fig. 8) which is not surprising since Tg 
decreases with chain scissions and increases with crosslinking. 
 

 
Fig. 8. Tg changes with dose for thin films () or thick samples (). 
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1. Case of thin films  
Thin films undergo certainly a “pure” random chain scissions process. A graphical 
estimation (Fig. 5) gave for the thin samples (using kFF ~ 220 K kg mol-1 for PSU): 

gdT
dδ

 ~ g g
6

T (0 MGy) T (5.0 MGy)

5.0 10




= 3.210-6 K Gy-1 

from which one obtains G(s) ~ 0.15 
2. Case of thick samples 
Here, the simultaneous crosslinking compensates partially chain scissions consequences on 
Tg changes. For ideal networks having no dangling chains, the effect of crosslinking on Tg 
obeys the DiMarzio’s law (DiMarzio,1964 – equation (18)) with: 
- Tgl ~ 473 K 
- FPSU = 0.1105 kg mol-1 
- kDM is the DiMarzio’s constant: kDM is close to 1 
-  is the elastically active chains concentration. For ideal tetrafunctional networks:  

  = 2.x (26) 

x being the concentration of crosslinks events. Supposing that DiMarzio’s equation can be 
applied for non-ideal networks, Eq. 23 turns into the Fox-Loshaek (Fox & Loshaek, 1955) 
equation for low conversion of the crosslinking process:  

  Tg = Tgl + kFL.x (27) 

with the Fox-Loshaek constant kFL being equal to: 

 kFL = 2.Tgl.F.kDM (28) 
so that:     kFL ~ 104 K mol kg-1 
Finally, the global changes of Tg would be given by: 

 g g gdT T Tds dx. .
dδ s dδ x dδ

    
           

 (29) 

so that: 

  g 7
FL FF

dT
10 k .G(x) k .G(s)

dδ
    

Using G(s) ~ 0.15, one can simulate the experimental Tg decrease: 

gdT
d

= 15.610-7 K Gy-1  

with G(x) ~ 0.15. 
In other words, effect of sample thickness is explained by the effect of oxygen diffusion 
(which will be developed in the next section): irradiation generates radicals. In the absence 
of oxygen (i.e. for the core a bulk sample), these later react together by coupling which gives 
a crosslinking phenomenon. When oxygen is present (which is the case for thin samples or 
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the superficial layer of a bulk sample), it orientates the degradation towards an oxidative 
mechanism with the formation of peroxy radicals POO°, and POOH of which 
decomposition induces chain scissions.  

6. Effect of dose rate 

This effect is illustrated by some results by Tavlet (Tavlet, 1997) presented in Fig. 9: 
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Fig. 9. Radiation degradation in an epoxy resin on strain (,), stress (,). Open symbols 
correspond to long term (low dose rate) ageing (Tavlet, 1997). 

There are two effects to be distinguished: 
- An increase in temperature involved by enhancing the dose rate, 
- A physical and chemical effect linked to Diffusion Limited Oxidation, which will be 

described below. 
From a simplified theory of diffusion controlled oxidation (Audouin et al, 1994), a rough 
estimation of oxygen consumption rate rOX in films or superficial layers of thick samples can 
be done: 

 O2 2 S
OX 2

D .[O ]r
TOL

  (30) 

where: 
- TOL is the thickness of oxidized layer (m), 
- DO2 is the oxygen diffusion coefficient in polymer amorphous phase (m2 s-1), 
- [O2]S is the equilibrium concentration under atmospheric pressure given by Henry’s law: 

 [O2] = sO2PO2 (31) 
sO2 being the solubility coefficient of oxygen in polymer amorphous phase. 
rOX can be expressed from a simplified mechanistic scheme for radio-thermal oxidation: 
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1. Case of thin films  
Thin films undergo certainly a “pure” random chain scissions process. A graphical 
estimation (Fig. 5) gave for the thin samples (using kFF ~ 220 K kg mol-1 for PSU): 

gdT
dδ

 ~ g g
6

T (0 MGy) T (5.0 MGy)

5.0 10




= 3.210-6 K Gy-1 

from which one obtains G(s) ~ 0.15 
2. Case of thick samples 
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  = 2.x (26) 

x being the concentration of crosslinks events. Supposing that DiMarzio’s equation can be 
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equation for low conversion of the crosslinking process:  
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 (29) 

so that: 

  g 7
FL FF

dT
10 k .G(x) k .G(s)

dδ
    

Using G(s) ~ 0.15, one can simulate the experimental Tg decrease: 

gdT
d

= 15.610-7 K Gy-1  

with G(x) ~ 0.15. 
In other words, effect of sample thickness is explained by the effect of oxygen diffusion 
(which will be developed in the next section): irradiation generates radicals. In the absence 
of oxygen (i.e. for the core a bulk sample), these later react together by coupling which gives 
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the superficial layer of a bulk sample), it orientates the degradation towards an oxidative 
mechanism with the formation of peroxy radicals POO°, and POOH of which 
decomposition induces chain scissions.  

6. Effect of dose rate 

This effect is illustrated by some results by Tavlet (Tavlet, 1997) presented in Fig. 9: 
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Fig. 9. Radiation degradation in an epoxy resin on strain (,), stress (,). Open symbols 
correspond to long term (low dose rate) ageing (Tavlet, 1997). 

There are two effects to be distinguished: 
- An increase in temperature involved by enhancing the dose rate, 
- A physical and chemical effect linked to Diffusion Limited Oxidation, which will be 

described below. 
From a simplified theory of diffusion controlled oxidation (Audouin et al, 1994), a rough 
estimation of oxygen consumption rate rOX in films or superficial layers of thick samples can 
be done: 
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TOL
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where: 
- TOL is the thickness of oxidized layer (m), 
- DO2 is the oxygen diffusion coefficient in polymer amorphous phase (m2 s-1), 
- [O2]S is the equilibrium concentration under atmospheric pressure given by Henry’s law: 

 [O2] = sO2PO2 (31) 
sO2 being the solubility coefficient of oxygen in polymer amorphous phase. 
rOX can be expressed from a simplified mechanistic scheme for radio-thermal oxidation: 
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PH + h  P° + ½ H2 ri 
P° + O2  P° k2 
POO° + PH  POOH + P° k3 
POO° + POO°  inact. prod. + O2 k6 

ki being the rate constants (expressed in l mol-1 s-1).  
The oxidation rate for oxygen consumption can be expressed as: 

  2
OX

d O
r

dt
  = - k2.[P°][O2] + k6.[POO°]2 (32) 

Using the classical steady-state assumption: 

 k2.[P°][O2] = ri + k3.[POO°].[PH] (33) 

 ri = 2k6.[POO°]2 (34) 

it comes:  

  i i
OX 3

6

r rr k PH
2 2k

     (35) 

knowing that:   rOX = 10-7.G(P°).I 
I denoting the dose rate. Consequently, if: 
- I is very high  

     i
OX

rr
2

  (36) 

     OXr I  (37) 

   TOL  I-1/2 
- I is moderate  

     i
OX 3

6

rr k PH
2k

    (38) 

    1/2
OXr I  (39) 

    TOL  I-1/4 (40) 

It is thus demonstrated that radiothermal oxidation is characterized by a skin-core structure: 
superficial layers are oxidized meanwhile bulk not. Results by Tavlet (Tavlet, 1997) are thus 
explained as follows: for irradiation performed under a relatively elevated dose rate, only a 
very thin polymer layer is degraded and time for drop of elongation at break is longer than 
for irradiation performed under a moderate dose rate. This reasoning is confirmed by the 
comparison of a bulk sample (4 mm) for which no dose rate effect is observed undoubtedly 
because the thickness of degraded superficial layer is negligible compared to the total 
thickness of bulk material. Examples of Oxidized layers measured for radiochemical 
degradation of aromatic polymers (Richaud et al., 2010a) are presented in Fig. 10 and 
confirm the existence of a Diffusion Limited Oxidation. 
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Fig. 10. Oxidation profiles in PEEK sheaths submitted to 10 MGy (), 20 MGy (), 30.7 
MGy () -rays exposure (Richaud et al., 2010a). 

7. On the radio-induced oxidizability of aromatic polymers 

It seemed to us interesting to compare the k32/k6 ratio estimated from radiodegradation of 
aromatic polymers with polypropylene or polyethylene ones. Let us recall that k32/k6 
describes the oxidizability of a polymer irrespectively of the oxidation mode (i.e. photo, 
thermo- or radio-induced). k32/k6 can be calculated from Eq. (32) using: 
- [PH] = /M,  being the polymer density and M the molar mass of repetitive unit, 
- ri = 10-7.G(P°).I from Heiland’s results (Table 2), 
- rOX from TOL measured for example in FTIR mapping mode (Eq (30)). 
One can use with a good approximation the values of oxygen permeation of BisPhenol A 
Polycarbonate values for in PEEK and PSU (Van Krevelen & Te Nijenhuis, 2009) at 60°C : 
- DO2 = 8.110-8 m² s-1  
- sO2 = 410-8 mol l-1 Pa-1 
For samples exposed under 1.5 bar oxygen, TOL were found close to: 
- 100 µm in PSU (Richaud et al., 2011), 
- 70 µm in PEEK (Fig. 10). 
 

TOL rOX Gi ri [PH] BDE k3
2/k6 k3 k6

(m) (mol l-1 s-1) (mol/100 eV) (mol l-1 s-1) (mol l-1) (kJ mol-1) (l mol-1 s-1) (l mol-1 s-1) (l mol-1 s-1)
PEEK 1.00E-04 5.2E-06 0.25 1.7E-07 12.9 460 1.8E-06 1.0E-04 5.6E-03
PSU 7.00E-05 1.1E-05 0.75 5.0E-07 5.6 410 1.3E-05 9.5E-03 6.8E+00  

Table 7. Kinetic parameters of PEEK and PSU estimated from DLO theory. 

so that one can calculate (Table 6): 
- k32/k6 = 1.310-5 l mol-1 s-1  for PSU 
- k32/k6 = 1.810-6 l mol-1 s-1  for PEEK 
These orders of magnitude are surprisingly on comparable or higher than values reported in 
PP (Richaud et al., 2006) and PE (Khelidj, 2006). k3 can be conveniently estimated from the 
paper by Korcek (Korcek et al., 1972) using the relations: 
log k3s-POO° = 16.4 - 0.2BDE(C-H) at 30°C 
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Fig. 10. Oxidation profiles in PEEK sheaths submitted to 10 MGy (), 20 MGy (), 30.7 
MGy () -rays exposure (Richaud et al., 2010a). 
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log k3t-POO° = 15.4 - 0.2BDE(C-H) at 30°C 
E3s-POO° = 0.55.(BDE(C-H) – 65) 
E3t-POO° = 0.55.(BDE(C-H) – 62.5) 
s-POO° and t-POO° representing respectively secondary and tertiary peroxy radicals. Given 
the difference in Bond Dissociation Energies for C-H (denoted by BDE(C-H)) in benzene 
(Davico et al., 1995) or in -CH3 (Korcek et al., 1972), it is clear that: 

k3(PEEK) < k3(PSU) < k3(PE) < k3(PP) 

Thus, it suggests that (Table 7): 

k6(PEEK, PSU) << k6(PE, PP) 

From a chemical point of view, the reactivity of aryl or primary peroxy radicals is not low 
enough to justify such values (Table 6). A possible explanation is that the termination 
between two POO° radicals is a process involving two rare species. The mobility of 
segments favouring the coupling could thus control the kinetics of the reaction. The low 
order of magnitude below Tg could be hence justified. Aromatic polymers could be 
interesting substrate for studying the Waite’s theory: 

 20
A 0

rdC 4 N r D 1 C
dt πDt

     
 

 (41) 

where: 
- r0 is the cage radius, which corresponds to the maximal distance permitting the 

reaction: It would be on the order of r0 ~ 1-10 nm (Emanuel & Buchachenko, 1990), 
- D is the diffusion coefficient of radical species. On the order of D ~ 10-22 – 10-20 m2 s-1 

(Emanuel & Buchachenko, 1990), 
- NA is Avogadro’s number. 
According to this theory, kinetic constant depends on the diffusivity of a radical and in 
other words of macromolecular mobility. 

8. Conclusions 

A comparison of yields for gas emission, gel dose or critical dose for reaching an 
unacceptable level of mechanical properties shows that aromatic polymers radiochemical 
behaviour can be first explained by their aromatic character which is doubly favourable: 
- Yield for radical formation is very low compared with aliphatic polymers, because 

aromatic groups are able to dissipate a great part of the absorbed energy into reversible 
processes (fluorescence, phosphorescence...). 

- In the case of radio-oxidation, the propagation rate constant of hydrogen abstraction by 
peroxy radicals (k3) is a decreasing function of the C-H bond dissociation energy, that 
takes a high value for aromatic hydrogen. 

These positive effects are partially counterbalanced by the relatively low termination rate 
linked to the low segmental mobility in glassy state. It is noteworthy that P° + P° 
termination (which leads to crosslink when oxygen is lacking) is more efficient than 
expected because P° radicals can diffuse independently of segmental mobility by the valence 
migration process (P1° + P2H  P1H + P2°).  
This chapter also illustrates the effect of dose rate, thickness and oxygen concentration in 
polymers layers, which are linked by the theory of Diffusion Limited Oxidation: chain 
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scissions predominate in aerobic degradation (i.e. thin sample, and low dose rate) and 
crosslinking in case of anaerobic degradation (thick sample, high dose rate). The effect of 
temperature can be considered as not partially understood.  
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