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Preface

Understanding the sentiments and emotions expressed in text data is paramount in 
an era driven by digital communication and social media. Sentiment analysis refers to 
the process of identifying and extracting opinions, attitudes, and emotions expressed 
in text, audio, or video data. The book provides a comprehensive overview of the 
techniques, applications, and challenges associated with sentiment analysis. It covers a 
range of topics intended for researchers, academics, and professionals who are inter-
ested in understanding state-of-the-art sentiment analysis. The main aim of the book is 
to provide insights into the latest developments in the field and to help readers under-
stand the challenges and opportunities associated with sentiment analysis. The book 
is unique in that it covers both theoretical and practical aspects of sentiment analysis, 
and it provides real-world examples and case studies that demonstrate the application 
of sentiment analysis in different domains. Advances in Sentiment Analysis – Techniques, 
Applications, and Challenges is a valuable resource for anyone looking to stay updated 
with the latest developments in this exciting field.

Jinfeng Li
Beijing Institute of Technology,

Beijing, China
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Chapter 1

Introductory Chapter: The 2023 
Sentiment Analysis Roadmap
Jinfeng Li

1. Introduction

As the introductory chapter of the book, the 2023 Sentiment Analysis Roadmap 
serves as a concise yet comprehensive (and engaging) overview of the latest trends, 
techniques, and applications in the field of sentiment analysis. It establishes the foun-
dation for the subsequent content by presenting a panoramic view of the present sta-
tus and significance of sentiment analysis in today’s society. The chapter commences 
by defining sentiment analysis and illuminating its diverse applications, encompass-
ing market research, customer service, political analysis, healthcare, etc. It then traces 
the historical trajectory of sentiment analysis, originating from its association with 
rule-based lexicon, natural language processing and machine learning. The associated 
challenges and limitations are identified, including the intricate task of accurately 
interpreting sarcasm and irony, as well as the potential bias stemming from training 
data, the trade-off between predicting performance and computational resources 
(cost) with the constraint of labeled training data scarcity, etc. Given the escalating 
significance of social media and visual content, multimodal sentiment analysis will 
assume increasing importance for businesses, researchers, and individuals seeking 
to comprehend sentiment across diverse media types. This chapter also discusses the 
importance of data quality and ethical considerations in sentiment analysis, such as 
protecting user privacy and avoiding harmful stereotypes. Finally, the chapter looks 
ahead to the future of sentiment analysis, discussing emerging trends of integrating 
diverse sentiment analysis approaches in various domains and applications. It con-
cludes by emphasizing the importance of continued research and development in this 
rapidly evolving field.

2. Sentiment analysis and its applications

Branching out from big data (both quantitative and qualitative) analytics, senti-
ment analysis is a rapidly growing field that has gained significant attention in recent 
years. It involves the use of rule-based lexicon [1], natural language processing (NLP) 
[2] and other smart techniques [3] to analyze and understand the emotions, opinions, 
and attitudes expressed in unstructured text data (including but not limited to social 
media posts, customer reviews, and other online content), and hence to gauge the 
overall sentiment or opinion (how people feel) of a particular topic or brand (by 
assessing the polarity of the text) for informed decision making. Bringing valu-
able data-driven insights for businesses and organizations, sentiment analysis has 
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numerous applications in various industries, including marketing, customer service, 
politics, and healthcare [4], among others. For example, in the marketing industry, 
sentiment analysis can be leveraged to analyze customer feedback and identify areas 
for improvement. In the financial sector, sentiment analysis can be employed to 
analyze news articles and social media posts to predict market/stock trends [3]. In the 
education industry, sentiment analysis can be performed to analyze student feedback 
and identify areas for improvement. Furthermore, AI-powered sentiment analysis 
can also be used in healthcare to analyze patient feedback and identify areas for 
improvement. As the demand for sentiment analysis continues to increase, it is essen-
tial to formulate a roadmap that outlines the current state of the field and the future 
direction it is heading. This book and the introductory chapter are thus designed for 
researchers, practitioners, and decision-makers who are interested in understanding 
the current state of sentiment analysis and its potential impact on their respective 
fields. It covers a wide range of topics, including but not limited to the advancements 
in NLP techniques, the challenges of sentiment analysis in social media, the ethical 
considerations of sentiment analysis, and the future directions of the field.

3. Methodologies in sentiment analysis

Depending on targeted prediction performance (accuracy and speed) versus com-
putational cost (connected to data complexity in various projects), sentiment analysis 
can be undertaken in diverse ways, i.e., rule-based approach (which requires a lexicon 
and weightings for the wordlist to calculate the overall polarity of the text), machine 
learning-based approach (which requires training with manually tagged labels in 
order to learn new dataset by supervised learning), and a mix (hybrid approach). 
Figure 1 qualitatively compares these methods.

Arguably, artificial intelligence (AI) has revolutionized the field of sentiment 
analysis in recent years. With the help of machine learning algorithms, AI has made it 
possible to analyze vast amounts of data and extract valuable insights from it. In this 
chapter, we will explore the role of AI in sentiment analysis and how it is changing the 
way we approach this field. One of the key areas where AI has made significant con-
tributions to sentiment analysis is in natural language processing (NLP) that cleans 
data (preprocessing), constructs the word cloud (tokenization), and transforms 
words into numbers (vectorization). NLP is a subfield of AI that focuses on the inter-
action between computers and human language. With the help of NLP, computers can 
understand and interpret human language, which is essential for sentiment analysis. 
NLP algorithms can analyze textual data and identify the sentiment expressed in it. 
They can also identify the tone, emotion, and intent behind the text. This makes it 
possible to extract valuable insights from social media posts, customer reviews, and 
other forms of textual data.

In the past decades, AI has significantly contributed to sentiment analysis, 
particularly in the field of machine learning. Machine learning algorithms have the 
capability to learn from data and enhance their performance over time, enabling 
the development of sentiment analysis models that accurately predict the senti-
ment conveyed in textual data. These algorithms can analyze extensive datasets and 
discern patterns within the data, thus facilitating predictions for new data instances. 
Commonly employed supervised learning algorithms, such as Naive Bayes, Support 
Vector Machines (SVM), and Random Forests, are trained on labeled datasets where 
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each text is associated with a sentiment label. They acquire knowledge of patterns and 
relationships between words or features and sentiment labels, enabling the prediction 
of sentiment for unseen texts.

As sentiment analysis gains popularity, researchers and developers are continu-
ally seeking innovative methods to enhance the accuracy and efficiency of sentiment 
analysis models. Deep learning, a subset of machine learning, focuses on the develop-
ment of neural networks capable of learning from data. Deep learning algorithms 
can scrutinize extensive datasets, identifying intricate patterns within the data. 
Consequently, sentiment analysis models can be developed to accurately predict 
sentiment expressed in textual data. These algorithms possess the ability to scrutinize 
text data and identify the sentiments conveyed, as well as perceive the underlying 
tone, emotion, and intent. Consequently, valuable insights can be extracted from 
diverse sources of text data, such as social media posts and customer reviews. In 
recent years, deep learning algorithms, including convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs), have exhibited great promise in 
improving sentiment analysis model accuracy. These algorithms excel in learning 

Figure 1. 
A qualitative comparison of existing sentiment analysis approaches.
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intricate data patterns and can be trained on extensive datasets to enhance their 
performance. Recurrent Neural Networks (RNNs) and Long Short-Term Memory 
(LSTM) networks are often employed to capture the sequential nature of text, while 
Convolutional Neural Networks (CNNs) effectively extract crucial features through 
convolutional operations. Additionally, attention mechanisms are utilized to focus 
on pertinent sections of the text. However, it is essential to note that deep learning 
models necessitate substantial amounts of labeled data and computational resources 
for effective training.

Transfer learning has emerged as a noteworthy avenue of exploration in sentiment 
analysis, involving the utilization of pre-trained models to enhance the performance 
of sentiment analysis models. This approach enables developers to capitalize on the 
acquired knowledge derived from training on substantial datasets, thereby improving 
the accuracy of sentiment analysis models when confronted with smaller datasets. In 
addition to these notable advancements, researchers are also investigating the applica-
tion of unsupervised learning techniques, such as clustering and topic modeling, to 
bolster the precision of sentiment analysis models. These techniques prove instru-
mental in identifying patterns and themes within text data, subsequently contribut-
ing to the refinement of sentiment analysis models.

The integration of the aforementioned methods to capitalize on their respective 
advantages and mitigate their individual limitations has led to the emergence of a 
hybrid approach. As depicted in Figure 1, it is noteworthy that deep learning models 
often necessitate substantial amounts of labeled training data, which may not be 
readily accessible across diverse domains or languages. In such scenarios, the hybrid 
approach presents notable advantages. Specifically, it involves employing a rule-based 
component for preliminary sentiment classification [5] utilizing predefined rules 
or lexicons, thus requiring minimal labeled data. Subsequently, a machine learning 
or deep learning component is utilized to refine the results using smaller labeled 
datasets, consequently reducing data requirements while achieving commendable 
performance. As such, the hybrid approach is anticipated to assume a pivotal role in 
the future of sentiment analysis. As these techniques continue to evolve and advance, 
we can anticipate further enhancements in the accuracy and efficiency of sentiment 
analysis models, rendering them even more invaluable for enterprises and organiza-
tions seeking to extract insights from customer feedback and social media data.

4. The rise of multimodal sentiment analysis

As we approach the year 2024, the domain of sentiment analysis is swiftly advanc-
ing to encompass not only text-based data but also other modalities. The surge in 
popularity of social media platforms such as Instagram and TikTok, which heavily 
rely on visual content, necessitates the development of sentiment analysis tools 
capable of analyzing both textual and visual elements. Multimodal sentiment analysis 
represents the frontier of this field, encompassing the analysis of diverse data types, 
including text, images, videos, and audio. This approach enables a more compre-
hensive comprehension of sentiment by considering the nuanced characteristics of 
various media types.

The development of multimodal sentiment analysis tools encounters a significant 
challenge regarding the availability of extensive labeled datasets. While numerous 
datasets for text-based sentiment analysis exist, the availability of datasets encom-
passing images or videos is comparatively limited. Consequently, researchers are 
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striving to construct new datasets that integrate multiple data types, facilitating 
the training of more accurate and effective multimodal sentiment analysis models. 
Another challenge lies in the necessity for sophisticated algorithms capable of ana-
lyzing and interpreting diverse media types. Analyzing sentiment in an image, for 
instance, demands distinct skills compared to sentiment analysis in textual content. 
Consequently, researchers are engaged in the development of novel algorithms that 
can effectively analyze disparate media types and integrate them within a unified 
sentiment analysis model.

Notwithstanding these challenges, multimodal sentiment analysis offers substan-
tial potential benefits. By incorporating diverse data types, a more comprehensive 
understanding of sentiment pertaining to specific content can be achieved. This holds 
notable value for businesses and organizations reliant on social media platforms to 
establish connections with their customers, as it enables a better grasp of their brand’s 
perception across various media modalities. As we approach 2023, a surge in research 
and development efforts in the realm of multimodal sentiment analysis is anticipated.

5. Data quality and ethical considerations in sentiment analysis

The rising popularity and significance of sentiment analysis as a vital tool for 
businesses and organizations underscore the paramount importance of data quality. 
The accuracy and dependability of sentiment analysis outcomes are heavily contin-
gent upon the caliber of the data employed for training and testing the models. Data 
quality encompasses aspects of completeness, consistency, and accuracy pertaining to 
the data utilized in sentiment analysis. Inaccurate or incomplete data may yield biased 
or unreliable outcomes, potentially leading to consequential ramifications for busi-
nesses and organizations. Ensuring data quality poses a notable challenge due to the 
sheer volume of unstructured data available on the internet. Social media platforms, 
blogs, and forums generate an extensive influx of data on a daily basis, rendering it 
arduous to filter out irrelevant or low-quality information. In response to this chal-
lenge, techniques encompassing data cleaning and preprocessing are implemented to 
eliminate noise, extraneous data, and duplicates from the dataset. These techniques 
serve to ascertain the accuracy, consistency, and reliability of the data employed in 
sentiment analysis.

Another pivotal facet of data quality pertains to the utilization of labeled data. 
Labeled data refers to data that has been manually annotated with sentiment labels, 
such as positive, negative, or neutral. This labeled data is instrumental in training and 
evaluating sentiment analysis models, with the efficacy of these models being con-
tingent upon the quality of the labeled data. To ensure the quality of labeled data, it is 
imperative to engage a diverse pool of annotators who have received adequate training 
to consistently and accurately label the data. Additionally, regular quality checks and 
validation procedures are instrumental in identifying and rectifying any errors or 
inconsistencies present within the labeled data. In summary, data quality stands as a 
pivotal determinant of the accuracy and reliability of sentiment analysis outcomes. To 
safeguard the quality of data employed in sentiment analysis, it is imperative to lever-
age data cleaning and preprocessing techniques alongside high-quality labeled data. 
By prioritizing data quality, businesses and organizations can make well-informed 
decisions based on reliable sentiment analysis results.

Sentiment analysis, as a burgeoning field in NLP and data analytics, has gained 
substantial attention due to its potential applications in understanding public 
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opinion, market trends, and customer sentiments. However, as sentiment analysis 
techniques are implemented in diverse contexts, it becomes imperative to address the 
ethical considerations inherent in this practice, i.e., the key ethical concerns associ-
ated with sentiment analysis as summarized below, including biases and limitations, 
privacy and consent, and the responsible use of sentiment analysis in sensitive 
domains.

First, sentiment analysis algorithms are susceptible to various biases, both explicit 
and implicit. Algorithmic bias can emerge from biased training data or inherent 
biases in the algorithm design, leading to unfair treatment and perpetuation of 
societal inequalities. Representational bias can arise due to the underrepresentation or 
misrepresentation of certain demographics or cultural nuances in the training data, 
resulting in inaccurate sentiment analysis results. Furthermore, sentiment analysis 
struggles with the interpretation of subtle linguistic cues, such as sarcasm, irony, 
and context, which may lead to misclassification and distorted sentiment analysis 
outcomes.

Second, the ethical use of sentiment analysis requires careful consideration of 
privacy and consent. Sentiment analysis often relies on user-generated content from 
various sources, such as social media platforms and customer reviews. Collecting and 
analyzing this data raises concerns regarding data privacy and the need for obtain-
ing informed consent from users. Anonymization and de-identification techniques 
should be employed to protect user identities and sensitive information. Additionally, 
ensuring data security and establishing transparent data usage policies are vital in 
maintaining user trust and upholding ethical standards.

Third, the application of sentiment analysis in sensitive domains, such as 
healthcare, politics, and legal contexts, demands heightened ethical considerations. 
In healthcare, for instance, sentiment analysis of patient feedback raises concerns 
regarding patient privacy, data security, and potential misuse of sensitive health 
information. Similarly, sentiment analysis in political analysis and public opinion 
polling must adhere to principles of fairness, impartiality, and transparency to avoid 
undue influence and manipulation of public sentiment. The potential for emotional 
manipulation and its impact on psychological well-being should also be acknowl-
edged and addressed responsibly.

Last but not least, fairness and transparency are crucial ethical principles in senti-
ment analysis. Ensuring fairness entails unbiased algorithm design, representation of 
diverse perspectives in training data, and monitoring for discriminatory outcomes. 
Transparency involves providing clear explanations of the sentiment analysis process, 
including the factors considered and the limitations of the results. Accountability 
mechanisms should be established to address any ethical violations or misuse of 
sentiment analysis techniques, including ethical review boards and regulatory bodies 
overseeing its implementation.

6. Concluding remarks

In conclusion, sentiment analysis has assumed a crucial role for businesses, 
governments, and individuals in comprehending and responding to public opinion. 
Nevertheless, there remains considerable scope for enhancing the accuracy and efficacy 
of sentiment analysis algorithms. The integrated approach, as depicted in Figure 1, 
strives to harness the strengths of different methods while mitigating their respec-
tive limitations. Ongoing research and development in this domain are imperative 
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to ensure the continued value and reliability of sentiment analysis. As the volume 
of available data for analysis continues to expand, sentiment analysis will assume an 
even greater significance in shaping public opinion and facilitating decision-making 
processes. Hence, it is imperative for researchers and developers to persist in explor-
ing novel techniques and approaches that enhance the accuracy and effectiveness of 
sentiment analysis algorithms.

Moreover, sentiment analysis holds potential for application in various fields 
beyond marketing and public opinion analysis. For instance, it can be deployed in 
healthcare to analyze patient feedback and enhance the quality of care, or in finance 
to assess market sentiment and forecast trends. In summary, sentiment analysis is a 
potent tool with vast potential across diverse domains. Ongoing research and develop-
ment endeavors are indispensable to ensure its enduring value and reliability for busi-
nesses, governments, and individuals alike. Meanwhile, ethical considerations play a 
pivotal role in the responsible practice of sentiment analysis. Addressing biases and 
limitations, respecting privacy and consent, and navigating the complexities of sensi-
tive applications are essential for maintaining ethical standards. Fairness, transpar-
ency, and accountability should guide the development and deployment of sentiment 
analysis algorithms, fostering trust, and ensuring that sentiment analysis remains a 
reliable and valuable tool in an ethically aware and socially responsible manner.

Overall, the 2023 Sentiment Analysis Roadmap kicks off the book Advances in 
Sentiment Analysis—Techniques, Applications, and Challenges. This introductory 
chapter constitutes a valuable resource for individuals seeking to comprehend the 
present state of sentiment analysis and its prospective impact on various industries. 
It provides a comprehensive overview of the field and offers insights into the future 
trajectory of sentiment analysis.
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Chapter 2

Preprocessing of Slang Words for
Sentiment Analysis on Public
Perceptions in Twitter
Media Anugerah Ayu and Abdul Haris Muhendra

Abstract

Nowadays, many people express their evaluations on certain issues via social
media freely, which makes huge amounts of data generated every day on social media.
On Twitter, public opinions are diverse, which makes them possible to be processed
for sentiment analysis. However, many people conveniently use slang words in
expressing their opinions on Twitter. These slang words in the text can sometimes
lead to miscalculation of language processing due to the absence of the “real words.”
This research aimed to investigate the effect of adding slang words as part of the
preprocessing stage to the performance of the conducted sentiment analysis. The
sentiment analysis was performed using Naïve Bayes Classifier as the classification
algorithm with term frequency-inverse document frequency (TF-IDF) as the feature
extraction. The research focused on comparing the performance of the conducted
sentiment analysis on data that was preprocessed using slang dictionary and the ones
that did not use slang dictionary. The case used in this research was texts related to
COVID-19 pandemic in Indonesia, especially the ones related to the implementation
of vaccines. The performance evaluation results indicate that sentiment analysis of
data preprocessed using slang word dictionary has shown better accuracy than the
ones preprocessed without it.

Keywords: sentiment analysis, slang words, social media, performance evaluation,
public opinions, Naïve Bayes, Twitter

1. Introduction

The rapid growth of the Internet nowadays has made huge amounts of information
spread through different platforms, such as blog posts, online discussion forums,
product websites, social media, and so forth. Several tools/applications are used, in the
form of social media, as the basis for people to communicate and share their opinion
or information with different methods such as texts, images, videos, audios, and so
on. One of the popular social media that are capable of gathering information and
opinion from general people is Twitter. Twitter is one of the 10 most-visited websites
that have been used as a platform to collect data; for example, it is used to collect the

13



tweets related to the candidate for election [1, 2]. Using several unique features such
as hashtags and retweets can make data collection easier. The collected data then is
analyzed to see whether the opinion goes toward positive, negative, or neutral senti-
ment. Sentiment analysis or opinion mining is one of the methods of text mining to
determine the attitude of a subject toward a certain topic [2, 3]. Many studies have
been done with a different approach. In their work, Bouazizi and Ohtsuki
[4] approached the work by proposing multi-class classification sentiment analysis,
while [5] approached the work by comparing the preprocessing method in sentiment
analysis. Sentiment analysis requires the classification of the tweets that have been
collected, toward the determination of its positive, negative, or neutral review.

Classification is a process or technique of categorizing different sets of data into
different classes [1]. There are two techniques for classifying the data, which are
lexicon based and machine learning. The lexicon-based approach works by classifying
the sentiment based on the dictionary that has been provided beforehand. The dictio-
nary contains a large amount of data, where each of them is labeled by annotators,
either manually or automatically. On the other hand, machine learning uses training
and testing data to predict the output in classifying the data. Some of the examples use
common algorithms like Naïve Bayes, Maximum Entropy, Support Vector Machine,
and K-means for classification.

In machine learning, Naïve Bayes is one of the most commonly used techniques for
classification. Naïve Bayes works best when used on a well-formed text corpus. Cor-
pus is a collection of documents with a large number of total documents. This means
that the algorithm will use training data as a way to learn the input data given and
make decisions from it. The decision is then divided into three sentiments, which are
positive, negative, and neutral sentiments. In this research, the Naïve Bayes algorithm
has been assessed for finding accuracy, precision, recall, and F-measure.

Out of many specific kinds of sentiment analysis that have been conducted,
assessing sarcasm is regarded as one of the hardest challenges to explore, especially in
Indonesia where research on that area is limited. Sarcasm or irony can also be a burden
on the performance of sentiment analysis [6]. Another issue in Indonesia is that a
popular way to type a tweet is by using slang words or abbreviations. Singh and
Kumari [7] stated that slang is one of the major challenges in this area other than noise,
relevance, emoticons, and folksonomies. Disambiguation because of the ignorance of
the slang sometimes leads to miscalculation of the sentiment. Some researchers have
done research optimizing the data cleaning when the slang word occurs in the docu-
ment. In Indonesia, some researchers such as [6, 8, 9] specifically focus on the slang
word in their paper. The method used in their paper varies, from improving the
stemming process for the slang to generating their slang lexicon. Using one of the basic
stemming algorithms for the Indonesian language, evaluating the sentiment can be
done better in terms of accuracy. The common method for the Indonesian language
stemming is by using Nazief and Adriani Stemming Algorithm [10]. Some other
research studies, such as Drus and Khalid [1], Jianqiang and Xiaolin [5], Rahayu et al.
[6], Nuritha et al. [11], Adarsh and Ravikumar [12], Ferdiana et al. [13], Fitri et al.
[14], Mandloi and Patel [15], show the effectiveness of term frequency-inverse docu-
ment frequency (TF-IDF) from the lexicon-based approach as feature extraction,
while Naïve Bayes is the optimum classification from machine learning approach.

One interesting case for sentiment analysis to be done in Indonesia is the topic regard-
ing the coronavirus (COVID-19) pandemic. Over a year of pandemic events throughout
the world, Indonesia had become the country with the highest case prevalence and fatality
rate among Southeast Asia countries. By checking the trending tweets that are discussing

14

Advances in Sentiment Analysis – Techniques, Applications, and Challenges



the virus on Twitter, hashtags related to it, such as “#covid”, “#covid19”, “#delta”,
“#omicron”, “#vaccine”. Social and physical distancing to reduce the transmission of the
virus had been implemented in several countries, including Indonesia. The campaign to
limit human-to-human transmission as well as self-hygiene was required to be done. After
more than a year of the first case of coronavirus in Indonesia, positive cases in Indonesia
had risen with a total of 4,763,252 as of 12 February 2022. The government had taken
action to apply the coronavirus vaccine to help reduce the spread of the virus. Up until 12
February 2022, 135,209,233 people of Indonesia had been given fully dosed vaccine,
which is 50.7% of the population.

Observing the sentiment of people talking about the virus may become one of the
measurements to see if people’s perceptions toward global pandemic can be used to
measure the emotion of the people in relation to the pandemic. Therefore, one of the
objectives of this research is to help in concluding the temporary result of the percep-
tion of Indonesian people toward pandemic. The main objective of this research study
is to seek a better result of sentiment analysis if the slang words and abbreviations that
are commonly used in tweets can be considered in the process. The data collection and
processing will be retrieved from Twitter API. The selected sentiment of people’s
opinion on Twitter can be done by choosing several popular words related to COVID-
19 and its vaccination. The collected data are then processed into two different stages,
one that uses slang word and abbreviation dictionary while the other one does not use
slang word and abbreviation dictionary in the preprocessing step. Evaluation then will
be done by comparing the performance measure of both processes, the one with slang
words included and the one without.

The remainder of this paper is structured as follows: Section 2 describes the related
work from previous study and Section 3 discusses the method used in this research.
Section 4 presents result from preliminary research and the main experiments and
their discussions. Section 5 discusses the conclusion.

2. Related work

This section discusses previous studies done that are related to this research study.
The discussed studies are grouped into four, that is, studies related to public percep-
tion, sentiment analysis, Twitter, and COVID-19.

2.1 Public perception

Public opinion/perception refers to the social and political attitudes held by the
public toward the emergence, spread, and change of social events in a certain social
space. It can be expressed according to entities, behaviors, and emotional words.
Previous research has been conducted on many branches of the topic of assessing
public perception.

Assessing public perceptions is usually conducted through the use of surveys,
including defined preference or customer satisfaction surveys. Casas and Delmelle
[16] discussed how Twitter can be a method to assess public perceptions of BRT (bus
rapid transit) in area of Cali, Colombia. The main purpose of their research was that
they wanted to know what discussion is happening in terms of transportation systems,
especially on the topic of user satisfaction and/or service quality. Moreover, they
wanted to ensure that the information of tweets in the Latin American context is
similar to the knowledge about the quality factors in the country. They used Twitter
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Search API, twitterSearch library, within a 9-day time frame, which was filtered by
geographic location within a 60 km radius from the center of Cali city. Moreover, they
only filtered two search keywords of tweets: MetroCali and MIO.

While other research used public perception to understand user satisfaction of
public transportation in a city, public perception can be also used as a way to get
crowdsourcing information in disasters, for example, in getting information of build-
ing seismic safety following the Canterbury earthquakes in New Zealand [17]. The
purpose of their research is close to this research, which is related to the topic of a
nation-level disaster of coronavirus 2019, which seeks for risk and expert opinion to
relieve public anxiety and acceptance of building standards regarding the durability to
withstand earthquakes.

In terms of social media itself, many researchers discuss it more specifically,
especially when talking about public opinion with social media data. Klašnja et al. [18],
in part of Oxford Handbooks Online, discussed social media data and public opinion.
They stated three factors of why social media can be used to measure public opinion.
First, social media offers a chance to observe the opinions of the public without any
prompting or framing effects from analysts. It means that the analyst does not need
any other burdensome environment or deciding a topic from the analyst’s view; rather
we can observe them by choosing what the analyst wants and filtering all of the
related opinions. The second factor is the reach of their data. Since social media can be
found all over the world, they provide tons of data on a daily or even hourly basis.
Twitter itself is likely already the biggest time series dataset of individual public
opinion available to the public. Third and the last factor is cost and practicality. With a
few codes executed in a simple device, anyone can capture a selected topic in real time
for free. These three factors are the main reasons why social media is considered to be
a good choice for examining public opinion.

2.2 Sentiment analysis

Sentiment analysis or opinion mining is the study of determining people’s per-
spective of opinion, attitude, and emotion into something related to them, such as
entities, individuals, issues, events, or topics [2, 3]. Its focus is to analyze opinions
from a text document. It is part of natural language processing (NLP), which is a
technique for analyzing and describing text naturally. The study involves classifying
the attitude of texts into three common parts, which are a positive, negative, and
neutral statement. To classify the different sentiment methods, various algorithms
were developed.

In their paper, Drus and Khalid [1] present a systematic literature review (SLR) of
sentiment analysis topic. Taken from five online resource databases that publish
literature, which are Emerald Insight, Science Direct, Association for Computing
Machinery (ACM), Scopus, and IEEE, they identified a total search of 407 articles
with keywords “Sentiment analysis, social media, Facebook, Twitter” during
publish time between 2014 and February 2019. After screening the available articles, a
total of 24 articles are selected. Out of 24 papers, 7 papers used lexicon-based
methods, 10 papers used machine learning methods, and 7 papers showed the
combination of both methods. Another paper [2] also conducted an SLR on sentiment
analysis that focused on Twitter data. Out of 42 papers deeply reviewed, 23 used
machine learning-based approaches, 10 employed lexicon-based approaches, and
9 papers used hybrid-based ones.
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2.2.1 Lexicon-based approach

Lexicon is one of the methods to approach sentiment analysis, which does not
require any training data but only depends on the dictionary that has been prepared
before. Lexicon-based approach is included as an unsupervised learning method [1].
The lexicon-based method works by determining the overall sentiment tendency of a
given text by utilizing a pre-established lexicon of words weighted with their senti-
ment orientation or dictionary. It works by identifying the final polarity score of the
given text from prepared language resources of positive, negative, and neutral words.

Many papers have discussed using the lexicon method to get the sentiment of
people’s opinions. In their work, Al-Thubaity et al. [19] create their lexicon by using the
dataset of Saudi Dialect Twitter Corpus (SDTC) that consists of 5400 tweets containing
Saudi dialect. The corpus was chosen to minimize the risk of dataset prejudice against a
specific topic. Then, the tweet classification is done using SaudiSenti, which is a lexicon
containing 4431 words. The lexicon is then compared with the previous lexicon avail-
able AraSenTi with the result that SaudiSenti outperformed AraSenti when comparing
neutral tweets. Mukhtar et al. [20] works on a lexicon-based approach in the Urdu
language. The method used is to first create a Sentiment Lexicon in the Urdu language
with the help of annotators; then, the analyzer is created to perform sentiment analysis.
Even though they use the lexicon approach, some machine learning approaches are still
in use, such as stop word removal, sentences classification, and attribute selection. The
result is that the lexicon-based approach outperforms the machine learning approach in
many aspects, such as accuracy, precision, recall, F-measure, time taken, and effort.
This can happen because the lexicon and the analyzer are well-developed.

Besides being used to get the sentiment, the lexicon can also be used to collect
other things, such as a slang dictionary. Wu et al. [21], Salsabila et al. [22] and Muliady
and Widiputra [23] discussed the context of making a slang dictionary. The crawled
slang words are retrieved by the online dictionary in their respective language, and
some provide them with a sentiment score beside the meaning and choose most of
them to avoid mistakes.

2.2.2 Machine learning approach

According to Vieira et al. [24], machine learning is “an area of artificial intelligence
that is concerned with identifying patterns from data and using these patterns to make
a prediction about unseen data.” It involves learning patterns in the data, storing the
processed patterns, and then making them as a method to do predictions. It differs
from a traditional statistic in at least four ways: it has a capability of speculating at the
individual level; it focuses on maximizing generalizability; it is a data-driven
approach; it takes into account individual heterogeneity. Based on the category of
machine learning, supervised learning is by far the most commonly used approach in
research that requires machine learning. Supervised learning is a machine learning
algorithm where prepared correlations between data and expected outcomes are pro-
vided as examples [25]. It uses the algorithm to learn the optimal function that
occupies the relationship between the input and the variable.

Taking an example, the learning process can be compared with student learning with
a teacher. The teacher knows the correct answers to some questions, and the student
tries to answer the questions as close to the correct answers as possible. If the student
happens to get the wrong answers, the teacher corrects the mistake. It means the process
of predicting the result with the difference of the predictions and target should be as
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small as possible. A supervised method works based on training classifiers by using
combinations of features, for example: in tweet context, the information features can be
in the form of hashtags, retweet, emoticon, capital words, and so forth [26]. It works by
utilizing algorithms to extract and detect sentiment from data with the most commonly
used algorithm: Naïve Bayes, Support Vector Machine, and Random Forest.

Work presented in Singh et al. [27] performs Twitter sentiment analysis using the
Rapid Miner tool. The author uses two common algorithms, Naïve Bayes and k-NN
algorithms. The dataset was fetched from Twitter with the topic of government
campaign and ready to be classified into positive and negative opinions. Both common
algorithms Naïve Bayes and K-NN perform with 100% accuracy to find positive
values but fail to find negative values. The author suggests using a tool other than the
Rapid Miner tool, which is the NLTK toolkit from Python since it consists of many
sources of inbuilt libraries.

2.3 Twitter

Twitter is one of the famous social media that allow users to post brief text
updates, with one tweet (text message) limited to 280 characters. The official release
of this microblogging service was on 13 July 2006, which can be accessed via web or
mobile [14]. With over 313 million monthly active users and over 500 million tweets
per day, Twitter has become one of the most promising platforms to enhance the
social, political, or economic side of individuals or organizations [5].

Many interesting features have made Twitter popular as a data source for many
studies related to public opinions. With limitation for 280 characters, users only need to
spend a little time creating one tweet. Moreover, properties like “ReTweet”make
spreading information become so much faster. Users only need to click or tap the retweet
icon (described as a double arrow sign that creates a loop) to make the tweet appear on
their homepage. Hashtag (labeled by the sign “#”) usage is also making people find the
topic easily. According to Bouazizi and Ohtsuki [28], hashtags are “labels used on social
network and microblogging services which make it easier for users to find messages with
a specific theme or content.” It is useful not only to spread news or discussion to refer to
the topics being discussed but also to set a trending topic. Another uniqueness of Twitter
is that the data provided can be accessed freely by using the Twitter API, thus making the
data easier to collect. By registering for Twitter Developer, collecting and processing the
data can be done without the need to do anything that breaks the rules.

Various studies have used Twitter as their data source in doing sentiment analysis.
Work presented in Drus and Khalid [1] has reviewed 24 papers related to sentiment
analysis, whereby only 6 of them did not use Twitter as their context, rather using
other sources, such as YouTube, Facebook, Stock Twits, or news blog. Another work
presented in Wang et al. [2] has reviewed 42 papers using Twitter as their data source
for conducting sentiment analysis. A study by Zimmer and Proferes [29] shows a
topology of Twitter research over 380 academic publications ranged from 2006 to
2012 that used Twitter as their main platform of data collection and analysis. Further-
more, a recent study presented in [30] has also been based on Twitter data to develop
a sentiment analysis model in relation to stock market price.

2.4 COVID-19

It is mentioned in Harapan et al. [31] that the coronavirus was first identified as a
cold in 1960, which was treated as a simple nonfatal virus. It was known as COVID-19
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when the first case was identified at Wuhan, China, in December 2019. Later, a new
type of coronavirus 2019-nCoV was found from the outbreak inWuhan.WHO declared
that this is a global pandemic on 11 March 2020 since it affected 172 out of 195 countries
with more than 30,000 reported deaths. The way the coronavirus spread generally was
through airborne droplets. People can get the infection if one of the following body parts
is in contact with the infected droplet: eyes, nose, or mouth. The effect causes respira-
tory infection including pneumonia, cold, sneezing, and coughing [32].

The strategy to reduce the spread of the virus is by doing simple practices; cover-
ing the mouth and nose while coughing or sneezing, maintaining a minimum of 1-m
distance between persons, and frequent handwashing just postpone the virus from
spreading. The movement of “social distancing” was being held in many countries
that listed containing positive cases, with the strategies of closing any educational
institutions and workplaces, canceling any event that required mass gatherings, self-
quarantining people who were suspected with the contact of the virus, stay-at-home
recommendations, and even lockdown in some cities [33]. Self-quarantine of people
with symptoms of this virus is because the incubation period of the virus is 14 days or
less with an average of 5 days [34]. Hence, the facilities still open even in this outbreak
need to check common symptoms that people have. Every facility needs to be
equipped with at least a thermal detector and hand sanitizer.

A study presented in Nicola et al. [35] reviewed the pandemic in terms of socio-
economic aspects. The classification is divided into three sectors: primary sectors,
which are industries that consist of raw materials; secondary sectors, producing com-
plete products; and tertiary sectors, including service providers. We can see that there
is an important missing part, which is social impact. Lockdown in many countries had
increased the level of problems in domestic violence and physical, emotional, and
sexual abuse. Many instances have been found that it is more difficult to expose
domestic violence since no one can leave their house if it is not necessary. Thus, the
guideline to find and report domestic abuse can be found in several media. Vieira et al.
[33] talks about how to treat well-being during the pandemic. Stress is one of the
unavoidable effects of lockdown due to limited activity that can be done. The author
suggests that people need to be aware of this pandemic to prevent the risk of health
problems due to stress. Updating on the situation needs to be done daily on reliable
sources of information. Misinformation among news should be reduced by using more
diverse channels such as television, radio, newspaper, and online news. Information
should be spread out in ways that people understand what they need to do.

Another study in Chen et al. [36] has focused on retrieving public opinion from
one of the popular news websites with keywords related to the topic of coronavirus,
ranging from 1 January 2020 to 7 July 2020. By using a skip-gram model of word to
vector and manual screening, the filtered trigger words are selected as the dataset.
They construct a relationship between the dominant public opinion by analyzing the
frequency and probability of keywords in each category.

3. Methodology

As mentioned earlier, this study aims to investigate the effect of including a step
with slang word dictionary in the preprocessing phase of the tweet-data to the per-
formance of the conducted sentiment analysis. The dataset is retrieved by crawling
tweets with related keywords on Twitter. The search query used to get the twitter is
related to the topic of COVID-19 in Indonesia, such as “corona,” “covid-19,” “vaksin”,
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as well as the hashtags related to it, such as “#vaccine,” “#vaksin,” and “#corona”.
The tweets data were taken every day, which was limited to 7 days (1 week) from the
day of execution. After that, the data would be stored as a CSV file, which will be used
to get the sentiment score. The scoring of the sentiment would be held automatically
using the Indonesian lexicon approach that is available on Github.

To be able to get Twitter datasets, we need to create a Twitter developer account.
Apps of the developer are also needed to generate the key and token. There are four
keys to getting access to data collection: Access token, access token secret, consumer
key, and consumer key secret. These keys will be used to crawl the tweets legally via
Twitter API. The dictionary for slang words is retrieved from other work, which are
Okky Ibrohim’s slang word dictionaries [37] that can be found in GitHub (link),
Louis Owen’s in GitHub (link), and Rama Prakoso’s in Github (link). This dictionary
later will be used in preprocessing part of the slang word process or usually called
normalization.

Later on, the dataset from the crawling process will be divided into two parts,
which are training data and testing data. The training data will be labeled with
positive, negative, or neutral sentiment before being applied to the classification
process. When the data has been labeled and trained into the classification process, the
testing data will be applied to the process as the data that will be evaluated. This
process is repeated once again but with different treatment from the last time. The
first treatment will be without slang word dictionary as the base compared to the
other experiment. The other experiment will use the combination of the slang dictio-
nary mentioned above as the treatment. The details of the research process can be seen
in Figure 1.

Figure 1 shows the research model of sentiment analysis, and the process was
divided into four different processes to make it easier. In the beginning, the data
was collected from Twitter through API credentials. The collected data were stored in
a database in a corpus type file (.csv) and then moved to the preprocessing stage to
read tweets. The preprocessing stage was divided into two, which in the first
method did not use slang word and abbreviation dictionary, while the second method
used it. The Python library is called “Sastrawi,” which allows the words in the Indo-
nesian language (Bahasa Indonesia) to be reduced into their base form (stemming).
The results were labeled by using the TextBlob library of Python language. The
training set and the testing set were processed for the feature extraction; then, the
model was evaluated based on the result given. Otherwise, the error was
prompted when the machine learning algorithm fails to predict the sentiment. In
the end, by looking for both accuracy and error, this study can conclude the result of
the tweets.

3.1 Data preprocessing

Steps done in the preprocessing phase of this research are: case folding, cleansing,
converting negation, converting emoticon, tokenization, stop words removal, and
stemming. The difference between process one and two is the additional slang word
and abbreviation dictionary that is applied before the stemming process. Methods to
do the preprocessing are listed in Figure 1 as well.

Case folding is a step where all the uppercase letters in the tweeted document will
be converted to lowercase. The only word from “a” to “z” that accepted in this stage.
The purpose is to remove the data redundancy where the difference is only from the
letter. Next, cleansing is done to clean the words that do not correlate with the result
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Figure 1.
Process flow of the sentiment analysis with slang words.
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of sentiment classification. The component of the tweeted document has various
attributes that do not affect the sentiment since every tweet mostly has those
attributes. Examples of unimportant attributes of tweets are: the mention feature
(symbolized by “@”), hashtag (symbolized by “#”), link (symbolized by “http,” “b
it.ly,” and “.com”), and character (�!@#$%^&*()_ + {}[]|?<>;’:). These
attributes will be replaced by a space ““character to make it easier to be classified.
Then, the process to convert negation word that exists in a tweet. This negation
will change the sentiment value of the document; thus, the negation word will
be combined with the next word. Examples of negation words are “bukan,”
“jangan,” “tidak,” and so forth. It is then followed by convert emoticon, which
removes every emoticon from the text. Examples of emoticon are (“ ”, “ ”, “ ”,
“ ”, “ ”).

The next process is tokenizing, which cuts every word and arranges it into a single
piece. The word in the document is the word that is separated by space. The result of
this process is a single word for weighting. Then, stop word removal is performed to
remove the word that is not suitable for the document topic, in which the word does
not affect the accuracy of sentiment classification. The removed words will be stored
in the stop word database. If in the document, there are stop words, then it will be
replaced by a space character. Then, the process with slang words which is the main
part of the research. By comparing this additional process and the one without it in
terms of performance, the comparison can be analyzed. This process is done by
changing the word that is not following the Indonesian standard word (EYD, “Ejaan
yang Disempurnakan”) referring to the slang word dictionary used. After that, stem-
ming is done to convert the words in a document to be back to their root by using
certain rules. The process of Indonesian language stemming is done by removing
suffix, prefix, and confix, on the document.

3.2 Feature extraction with TF-IDF

TF-IDF is one of the methods commonly used in feature extraction. This method is
famous for being efficient, easy, and accurate. It is used to calculate the weight of the
words used in information retrieval. It calculates the value of TF and IDF on every
token (words) in every document in the corpus.

TF is the amount of word occurrence in a document. The more a word appears in a
document, the more it affects the document. Otherwise, the less a word appears in a
document, the less it affects the document. IDF is word weighting that is based on
how much a document contains a certain word. The more a document contains a
certain word, the less the word affects the document. Otherwise, the less a document
contains a certain word, the more the word affects the document. The equation to
determine TF-IDF can be found below:

IDF wð Þ ¼ log
N

DF wð Þ
� �

(1)

TF� IDF w, dð Þ ¼ TF w, dð Þ � IDF Wð Þ (2)

Where IDF(w) is the inverse document frequency of word W, N is the number of
documents, DF(w) is the number of documents containing word W, TF-IDF(w,d) is
the weight of a words in all document, TF(w,d) is the frequency of word W occur-
rence in document, and W is a word and d is a document.
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3.3 Classification with Naïve Bayes algorithm

In this paper, the algorithm used for the classification process is the Naïve
Bayes algorithm. The algorithm was chosen because it is simple and can perform
well with a small dataset, which will be useful for classifying positive and negative
words that are conditionally independent of each other. Depending on the probability
model, this classifier can be trained to run the supervised learning effectively. The
algorithm is derived from the classifier that is based on the appearance or absence of
class A in a given document B. The following is the basis formula used in Naïve Bayes
algorithm:

P AjBð Þ ¼ P Að ÞP BjAð Þ
P Bð Þ (3)

Where A belongs to a positive or negative class and B belongs to the document
whose class is being predicted. The numerator (P(A) and P(B|A) was obtained during
data training. It represents every tweet in attribute (a1, a2, a3, … , an) where a1 is the
first word, a2 is the second, and so on, where V represents the class set. When the
classification begins, this method will create a category or class with the highest
probability (VMAP) by inserting attributes (a1, a2, a3, … , an). The equation is given
below:

VMAP ¼ argmax
vj ∈ v P vjja1, a2, a3, … an

� �
(4)

By using Bayes theorem, Eq. (4) can be written as:

VMAP ¼
argmax

vj ∈ v
P

a1, a2, a3, … anjVj
� �

P Vj
� �

P a1, a2, a3, … anð Þ (5)

P(a1, a2, a3, … , an) becomes constant for every vj; thus, the equation can be
declared by Eq. (6) as below:

VMAP ¼ argmax
vj ∈ v P vjja1, a2, a3, … an

� �
P Vj
� �

(6)

Naïve Bayes Classifier simplifies this by assuming that in every category, each
attribute is conditionally independent of each other. Thus:

P a1, a2, a3, … anjVj
� � ¼

Y
i

P aijvj
� �

(7)

Then, by substituting Eq. (6) to Eq. (7), it will create a formula (8) as below:

VMAP ¼ argmax
vj∈V P vj

� ��
Y
i

P aijvj
� �

(8)

P(vj) and probability of word ai for every category, P(ai|vj) will be calculated at
training process based on the following formulas (9) and (10):

vj
� � ¼ docsj

training
(9)
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P aijvj
� � ¼ ni þ 1

nþ vocabulary
(10)

Where docsj is the sum of a document in category j and training is the sum of
documents used in the training process, while ni is the amount of appearance of word
ai in category vj, n is the amount of vocabulary that appears in category vj, and
vocabulary is the number of unique words on every training data.

3.4 Design of experiments

There are two phases of experiments conducted in this research, which are pre-
liminary works and main experiments. In the preliminary research, we did experi-
ments by looking at several variables, which are the effect of using slang dictionaries,
and the other one is the splitting of training and testing data to different ratios.
Table 1 shows the design of experiments (DoEs) for preliminary research. For the
experiment, the data used was from 4000 tweets crawled on 14 July 2021. The slang
word dictionary used for the preliminary works was dictionary A (Okky Ibrohim),
which generates six results for the preliminary works. The results were then analyzed
to choose which data splitting is going to be used in the main experiments.

The main experiments were then conducted with different parameters involved,
which are various slang word dictionaries. There were eight different experiments
conducted as presented in Table 2.

4. Result and discussion

This section presents the results and discussions from two phases of the research
study, that is, preliminary works and main experiments.

Slang word dictionary

Using slang dictionary Not using slang dictionary

Data splitting 60:40 Experiment 1 Experiment 4

70:30 Experiment 2 Experiment 5

80:20 Experiment 3 Experiment 6

Table 1.
DoEs for preliminary research.

Main experiment Slang word dictionary Main experiment Slang word dictionary

Experiment 1 No slang dictionary Experiment 5 Dictionary A and B

Experiment 2 Dictionary A Experiment 6 Dictionary A and C

Experiment 3 Dictionary B Experiment 7 Dictionary B and C

Experiment 4 Dictionary C Experiment 8 Dictionary A, B, and C

Table 2.
DoEs for the main experiment.

24

Advances in Sentiment Analysis – Techniques, Applications, and Challenges



4.1 Preliminary works

The preliminary work was conducted with tweets crawled using Python script to get
query by limiting the search area within a 50 km radius from the central geocode of
Jakarta, Indonesia. Table 3 shows the example of first five results of the raw crawled data.

Preprocessing stage was then conducted to the scrapped tweets. As explained in
the methodology section, the preprocessing was done to clean the data to ease and
simplify further process. Two types of preprocessing were performed: (i) tweets were
cleaned without using slang word dictionary and (ii) tweets were cleaned using slang
word dictionary. Table 4 shows the results from both preprocessing channels,
respectively. It can be observed that there are some differences in the number of
words that are not covered when not using slang dictionary.

Next, results from the preprocessing stage were labeled using a lexicon-based
approach, which retrieved from the number of words containing the sentiment value
and scored it based on the dictionary of positive and negative words. The scoring of
sentiment is divided into three, which are positive for a score above 0, negative for a
score below 0, and neutral for a score exactly 0. Tables 5 and 6 show the results of the
first five tweets that have been labeled with lexicon-based approach.

Created
at

Text Location Username Language

2021–07–
14
14:31:21

@ridwanhr @msaid_didu
Innalillahiwainnalilahirajiuun
Ada kah data2 org yg minggal covid ini sdh divaskin
atau blm? Kalau ada brp org sdh vaksin yg mninggal
terhitung dari vaksinasi ini di mulai, klo mau detail
merk vaksin nya skalian

Jakarta ndra_833 in

2021–07–
14
14:30:52

@BeBuzzerNKRI Dampaknya juga gak signifikan
vaksin GR individu karena jumlahnya sedikit. Tapi
ekses kecemburuan sosialnya begitu besar. Ekses ini
yang bisa membuat penjaga kedai kopi, semir
sepatu dan pedagang kecil lainnya terbakar
emosinya. Kalau mau berdampak, perusahaan
kepada pekerja.

Jakarta Uki23 in

2021–07–
14
14:30:06

Vaksin Covid-19 baru bisa diberikan untuk anak
berusia 12-17 tahun. Meski demikian, ada beberapa
cara untuk menjaga imunitas anak yang belum
divaksin. https://t.co/70tG0Dhbe4

Jakarta kompascom in

2021–07–
14
14:29:49

@detikinet @detikinet bahas dunk apa boleh yg
disuntik vaksin merekam video saat penyuntikan
vaksin
Karena ada beberapa video yg nakes bilang tidak
boleh merekam saat proses vaksin
Di satu sisi merekam proses vaksin bisa jadi bukti
penyuntikan sesuai SOP &amp; sesuai dosis
Cc @KemenkesRI @PBIDI

Jakarta ari_aditya in

2021–07–
14
14:29:29

Pak pres. @jokowi mohon pak dibuat peraturan saja
wajib pakai sertifikat vaksin untuk semua layanan
transportasi. Pasti org yg anti vaksin itu akhirnya
minta divaksin.

Jakarta Yehezkiel_Sound in

Table 3.
The first five results of crawled tweets.
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The results of tokenizing the tweets show differences between the ones with slang
word dictionary and the ones without. This can make different results of calculations
when the feature extraction process is applied. This propagates to the differences in
polarity score, even though the polarity labels are all the same.

With slang word dictionary Without slang word dictionary

innalillahiwainnalilahirajiuun kah data2 orang
minggal covid sdh divaskin orang sdh vaksin
tinggal hitung vaksinasi detail merk vaksin

innalillahiwainnalilahirajiuun kah data2 org yg minggal
covid sdh divaskin blm brp org sdh vaksin yg mninggal
hitung vaksinasi klo detail merk vaksin skalian

dampak signifikan vaksin gede individu ekses
cemburu sosial ekses jaga kedai kopi semir
sepatu dagang bakar emosi dampak usaha kerja

dampak gak signifikan vaksin gr individu ekses
cemburu sosial ekses jaga kedai kopi semir sepatu
dagang bakar emosi dampak usaha kerja

vaksin covid 19 anak usia 12 17 jaga imunitas
anak vaksin

vaksin covid 19 anak usia 12 17 jaga imunitas anak
vaksin

bahas dunk suntik vaksin rekam video sunti
vaksin video tenaga sehat bilang rekam proses
vaksin sisi rekam proses vaksin bukti sunti
sesuai sop amp sesuai dosis cc pbidi

bahas dunk yg suntik vaksin rekam video sunti vaksin
video yg nakes bilang rekam proses vaksin sisi rekam
proses vaksin bukti sunti sesuai sop amp sesuai dosis cc
pbidi

pres mohon atur wajib pakai sertifikat vaksin
layan transportasi orang anti vaksin vaksin

pres mohon atur wajib pakai ifikat vaksin layan transpo
asi org yg anti vaksin vaksin

Table 4.
Results from cleaning process of the first five tweets.

Text Tokenized words Polarity
score

Polarity

innalillahiwainnalilahirajiuun kah data2
orang minggal covid sdh divaskin orang
sdh vaksin tinggal hitung vaksinasi detail
merk vaksin

[“innalillahiwainnalilahirajiuun,” “kah,”
“data2,” “orang,” “minggal,” “covid,”
“sdh,” “divaskin,” “orang,” sdh,”

vaksin,” “tinggal,” “hitung,”
“vaksinasi,” “detail,” “merk,” “vaksin”]

1 Positive

dampak signifikan vaksin gede individu
ekses cemburu sosial ekses jaga kedai
kopi semir sepatu dagang bakar emosi
dampak usaha kerja

[“dampak,” “signifikan,” “vaksin,”
“gede,” “individu,” “ekses,” “cemburu,”
sosial,” “ekses,” “jaga,” “kedai,” “kopi,”
“semir,” “sepatu,” “dagang,” “bakar,”
“emosi,” “dampak,” “usaha,” “kerja”]

�9 Negative

vaksin covid 19 anak usia 12 17 jaga
imunitas anak vaksin

[“vaksin,” “covid,” “19,” “anak,” “usia,”
“12,” “17,” “jaga,” “imunitas,” “anak,”

“vaksin”]

�7 Negative

bahas dunk suntik vaksin rekam video
sunti vaksin video tenaga sehat bilang
rekam proses vaksin sisi rekam proses
vaksin bukti sunti sesuai sop amp sesuai
dosis cc pbidi

[“bahas,” “dunk,” “suntik,” “vaksin,”
“rekam,” “video,” “sunti,” “vaksin,”
“video,” “tenaga,” “sehat,” “bilang,”
“rekam,” “proses,” “vaksin,” “sisi,”
“rekam,” “proses,” “vaksin,” “bukti,”

“sunti,” “sesuai,” “sop,” “amp,”
“sesuai,” “dosis,” “cc,” “pbidi”]

10 Positive

pres mohon atur wajib pakai sertifikat
vaksin layan transportasi orang anti
vaksin vaksin

[“pres,” “mohon,” “atur,” “wajib,”
“pakai,” “sertifikat,” “vaksin,” “layan,”

“transportasi,” “orang,” “anti,”
“vaksin,” “vaksin”]

�4 Negative

Table 5.
First five tweets tokenized and labeled using slang word dictionary.
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Figure 2 shows the sentiment distribution of the tweets dataset used in the
form of number of tweets and percentage. It can be seen that there is a difference in the
total of number of tweets resulted from the preprocessing and labeling with slang word
dictionary, which was 1952 tweets, and the one without, which was 1958 tweets.

After the dataset has been cleaned and labeled, it goes to feature extraction pro-
cess. The TF-IDF feature extraction has been selected with n-gram and bigram fea-
tures. The dataset was then split into two, which are the training data and the
testing data. The data was then classified using Naïve Bayes and assessed to see the
performance. Three combinations of ratio for data splitting, that is, 60:40, 70:30, and
80:20, were used in the experiments, and the performance evaluation results are
displayed in Figure 3. Ratio 3 (80:20) has shown the best performance among the
three as presented in Figure 3.

Next, main experiments were performed with the following notes:

1.The crawling data used for it was approximately 14,000 tweets crawled with the
same keywords used in the preliminary works. Furthermore, the previous
dataset from the preliminary work was also used in the main experiment;

2.There were four (3 + 1 self-developed) slang word dictionaries used in the main
experiments, which are Okky Ibrahim (Dict. A) with 15,167 words, Louis Owen

Text Tokenized words Polarity
score

Polarity

innalillahiwainnalilahirajiuun kah data2
org yg minggal covid sdh divaskin blm
brp org sdh vaksin yg mninggal hitung
vaksinasi klo detail merk vaksin skalian

[“innalillahiwainnalilahirajiuun,” “kah,”
“data2,” “org,” “yg,” “minggal,” “covid,”
sdh,” “divaskin,” “blm,” “brp,” “org,”
“sdh,” “vaksin,” “yg,” “mninggal,”

“hitung,” “vaksinasi,” “klo,” “detail,”
“merk,” “vaksin,” “skalian”]

3 Positive

dampak gak signifikan vaksin gr
individu ekses cemburu sosial ekses jaga
kedai kopi semir sepatu dagang bakar
emosi dampak usaha kerja

[“dampak,” “gak,” “signifikan,”
“vaksin,” “gr,” “individu,” “ekses,”
“cemburu,” “sosial,” “ekses,” “jaga,”
“kedai,” “kopi,” “semir,” “sepatu,”

“dagang,” “bakar,” “emosi,” “dampak,”
“usaha,” “kerja”]

�9 Negative

vaksin covid 19 anak usia 12 17 jaga
imunitas anak vaksin

[“vaksin,” “covid,” “19,” “anak,” “usia,”
“12,” '17,” “jaga,” “imunitas,” “anak,”

“vaksin”]

�7 Negative

bahas dunk yg suntik vaksin rekam
video sunti vaksin video yg nakes bilang
rekam proses vaksin sisi rekam proses
vaksin bukti sunti sesuai sop amp sesuai
dosis cc pbidi

[“bahas,” “dunk,” “yg,” “suntik,”
“vaksin,” “rekam,” “video,” “sunti,”
“vaksin,” “video,” “yg,” “nakes,”

“bilang,” “rekam,” “proses,” “vaksin,”
“sisi,” “rekam,” “proses,” “vaksin,”

“bukti,” “sunti,” “sesuai,” “sop,” “amp,”
“sesuai,” “dosis,” “cc,” “pbidi”]

4 Positive

pres mohon atur wajib pakai ifikat
vaksin layan transpo asi org yg anti
vaksin vaksin

[“pres,” “mohon,” “atur,” “wajib,”
“pakai,” “ifikat,” “vaksin,” “layan,”
“transpo,” “asi,” “org,” “yg,” “anti,”

'vaksin,” “vaksin”]

�4 Negative

Table 6.
First five tweets tokenized and labeled without slang word dictionary.
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(Dict. B) with 1026 words, and Rama Prakoso (Dict. C) with 1319 words and our
own dictionary (Dict. D) with 882 words;

3.The main experiment covered 8 different experiments as presented in Table 7.
These main experiments were conducted at 80:20 ratio of data splitting as the
results from preliminary works has shown that best performance resulted from
this data splitting ratio.

Performance evaluation covering accuracy, precision, recall, and F1-score was
done to each of the 16 experiments in the main phase. On top of this performance
evaluation, the computation time for each experiment was observed and monitored as
well. It took approximately 1 hour (59 minutes and 26 seconds) to complete
conducting experiment 1 and less than 1 hour (41 minutes and 55 seconds) to conduct
experiment 16. This shows that using slang word dictionary in the preprocessing of
the data can reduce the total computation time required.

Figure 2.
Sentiment distribution of dataset after preprocessing and labeling.

Figure 3.
Performance evaluation results of the sentiment classification process.
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The performance evaluation results in Figure 4 show that using slang word
dictionary can improve the accuracy of the sentiment classification process. Experi-
ment 1, which did not use slang word dictionary, has the lowest accuracy compared to
other experiments that used slang word dictionary. These results are also quite prom-
ising compared to another recent study conducted by [38], which reported 71.97%
being the highest accuracy of the conducted sentiment analysis of tweets in social
networks.

ANOVA test was then conducted to analyze whether the experimental results
show significant difference between treatments [39]. Since only one factor, which is
slang word dictionary, was used in the experiments, ANOVA with single factor was
used for the analysis. Results from ANOVA analysis are presented in Table 8.

Data in Table 8 shows that the p-value, which is 404253E�18, is way less than the
significance level (0.05) of the ANOVA used. By this, it can be concluded that the null
hypothesis H0 is rejected and alternative hypothesis H1 is accepted.

H0 : μ1 ¼ μ2 ¼ … ¼ μ2 null hypothesis

H1 : μ1 6¼ μm alternate hypothesis: (11)

Experiment
no.

Dictionary
used

Experiment
no.

Dictionary
used

Experiment
no.

Dictionary used

Exp. 1 No dictionary Exp. 7 Dictionary AC Exp. 13 Dictionary ABD

Exp. 2 Dictionary A Exp. 8 Dictionary AD Exp. 14 Dictionary ACD

Exp. 3 Dictionary B Exp. 9 Dictionary BC Exp. 15 Dictionary BCD

Exp. 4 Dictionary C Exp. 10 Dictionary BD Exp. 16 Dictionary
ABCD

Exp. 5 Dictionary D Exp. 11 Dictionary CD

Exp. 6 Dictionary AB Exp. 12 Dictionary ABC

Table 7.
DoE of the main experiment.

Figure 4.
Performance evaluation results from the main experiment.
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Where H0: there is no significant difference in treatment of dictionary in senti-
ment analysis and H1: there is a significant difference in treatment of dictionary in
sentiment analysis.

In the next step, since there is a significant difference between the group of
dictionaries, the least significant difference (LSD) test then can be conducted to see
which group has the significant difference [40]. The test can be done by calculating it
via the following formula. The formula was used because the same number of repeti-
tions were performed in each experiment.

LSD ¼ tv,α

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSS Að Þ

2
S

r

¼ 1:997729654

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0000225152352610331 ∗

2
5

r
¼ 0:005995218 (12)

Table 9 shows the usage of the LSD as well as the notation labeling for finding the
significant difference among the group of experiments.

Source of variation SS df MS F p-value F-crit

Between groups 0.006469437 15 0.000431296 191,557,314 404253E�18 182,558,574

Within groups 0.001440975 64 0.000022515

Total 0.007910412 79

Table 8.
The ANOVA results from the main experiment.

Groups Average Average + LSD Notation

Experiment 1 0.729273163 0.735268 a

Experiment 2 0.733774834 0.73977 ab

Experiment 3 0.738109573 0.744105 b

Experiment 5 0.746944543 0.75294 c

Experiment 10 0.746944543 0.75294 c

Experiment 15 0.750900742 0.756896 cd

Experiment 11 0.75132462 0.75732 cde

Experiment 9 0.751465913 0.757461 cdef

Experiment 4 0.753903214 0.759898 defg

Experiment 7 0.755351466 0.761347 defgh

Experiment 6 0.756481809 0.762477 defghi

Experiment 13 0.756870364 defghi

Experiment 12 0.756976333 efghi

Experiment 8 0.757541505 ghi

Experiment 14 0.758106676 ghi

Experiment 16 0.76156835 i

Table 9.
Results of LSD test of the main experiment.
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The results in Table 9 show that Experiment 16 is the one that has a significant
difference from the other group. The concept used to determine which experiment(s)
shows significant difference is based on the notation given. For example, Experiment
13 has six notations “defghi,” which means that the other experiment that has the
same notation does not give a significant difference toward Experiment 13. Another
example is from Experiments 1 and 16; it can be seen in Experiment 1 has the notation
“a,” while Experiment 16 has the notation “i,” which means that both experiments are
significantly different from each other. Even though the last experiment, Experiment
16, bears the same notation “i” with 6, 13, 12, 8, and 14, it has the most significant
difference toward the other 8 notation “a,” “b,” “c,” “d,” “e,” “f,” “g,” and “h” and is
the experiment with the highest accuracy.

In regard to the combination of dictionaries used in the research, the difference in
the result of the accuracy can be seen. Experiment 1 shows 72.92% of accuracy, while
Experiment 16 has 76.15% of accuracy. The amount of dictionary words used increased
the accuracy of the sentiment result. However, it can be seen that the number of words
from Dictionary A (Okky Ibrohim), which is 16,167 words, compared with our own
dictionary that was created with the help of annotators, which only has 882 words, has
raised a question. It is because when we see other groups result, for example, Experi-
ment 12 (Dictionary ABC) with an accuracy of 75.697% and Experiment 15 (Dictionary
BCD) with an accuracy of 75.090%. We further analyzed why this problem had hap-
pened, and it was because the Dictionary A was outdated with slang terms that are
rarely used nowadays, although some common slang words still in use are still available
there. In the dictionary D, the slang words were taken from the raw crawling data itself,
taken manually and vetted by annotators, and then translated the meaning with the
help of annotators as well as KBBI (Kamus Besar Bahasa Indonesia). Even though only
one tenth of the Dictionary A words, there are around 270 unique words compared to
the dictionary A, which help the preprocessing to be more accurate.

The above discussion shows that preprocessing with slang word dictionaries has
significantly improved the performance of the sentiment analysis conducted. How-
ever, it needs to also be highlighted that the quality of the dictionary used related to its
slang word collection has an effect to the contributed improvement. The research
works conducted were limited to only involving four slang word dictionaries in
Bahasa Indonesia, with their limited number of word collections. To determine the
optimum number of slang word collections need to be used in preprocessing stage is a
challenge that could significantly contribute to the sentiment analysis performance.
Another limitation of this work that can be expanded further is the machine learning
algorithm used. It would also be interesting to find out how the combination of
different algorithm and slang word dictionary contributes to the performance of the
sentiment analysis.

5. Conclusion

This study has shown that sentiment analysis can be performed well using Naïve
Bayes Classifier combined with the TF-IDF for feature selection. Moreover, it also has
been shown that the number of instances in the dataset used has an impact on the
performance of the conducted sentiment analysis. In the preliminary stage, with the
same data splitting of 80:20, the accuracy score was 64.796%, while the accuracy score
in the main experiment, when the number of instances was much bigger, was 73.722%
as being the lowest score. Its performance improved in about 8.926% of accuracy.
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Another highlight from this study is how the inclusion of slang word dictionary in
the preprocessing part has contributed to the improvement of the sentiment analysis
performance. The experiment without the dictionary and all of the dictionaries com-
bined has given different results of evaluation score, where there was improvement
from 73.722% in Experiment 1 to 76.248% in Experiment 6, with an increment of
2.526% in its accuracy. In addition, the total time required for the complete sentiment
analysis process has been significantly reduced, from computation time of 59 minutes
and 26 seconds without slang word dictionary to 41 minutes and 55 seconds with slang
word dictionary.
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Abstract

Sentiment Analysis is highly valuable in Natural Language Processing (NLP) across 
domains, processing and evaluating sentiment in text for emotional understanding. 
This technology has diverse applications, including social media monitoring, brand 
management, market research, and customer feedback analysis. Sentiment Analysis 
identifies positive, negative, or neutral sentiments, providing insights into decision-
making, customer experiences, and business strategies. With advanced machine 
learning models like Transformers, Sentiment Analysis achieves remarkable progress 
in sentiment classification. These models capture nuances, context, and variations 
for more accurate results. In the digital age, Sentiment Analysis is indispensable for 
businesses, organizations, and researchers, offering deep insights into opinions, 
sentiments, and trends. It impacts customer service, reputation management, brand 
perception, market research, and social impact analysis. In the following experimental 
research, we will examine the Zero-Shot technique on pre-trained Transformers and 
observe that, depending on the Model we use, we can achieve up to 83% in terms of the 
model’s ability to distinguish between classes in this Sentiment Analysis problem.

Keywords: Sentiment Analysis, Natural Language Processing (NLP), sentiment 
classification, machine learning, transformers

1. Introduction

In this chapter, we present relatively new technologies in the field of sentiment 
analysis and examine their performance. The term “Sentiment Analysis” emerged and 
gained popularity around the late 2000s. While the concept of sentiment analysis had 
been present before, the term “Sentiment Analysis” was formally defined to refer to 
the automated processing and evaluation of sentiment expressed in texts, primarily 
in natural language texts. Since then, Sentiment Analysis has evolved and expanded 
with the development of advanced machine learning models, such as the scikit-learn 
library and later the Transformers. These powerful tools have significantly enhanced the 
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capabilities of sentiment analysis by providing more accurate and efficient sentiment 
classification algorithms. Sentiment Analysis falls into a distinct category of text classifi-
cation. It involves the process of comprehending and evaluating the sentiment expressed 
within a sentence, paragraph, or text. The primary objective is to identify and categorize 
the emotional tone conveyed in these written expressions. Sentiment Analysis com-
monly employs various categories to capture the nuances of sentiment. Positive category 
encompasses texts that convey positive emotions, including pleasure, excitement, joy, 
optimism, and more, Negative, where this category refers to texts that express negative 
emotions, such as frustration, sadness, anger, worry, and others. Finally, texts falling 
into Neutral category do not exhibit strong positive or negative sentiments. They often 
maintain an impartial stance, describing information or presenting neutral viewpoints.

It is possible to expand the aforementioned categories to five by further distin-
guishing between “Positive” and “Negative.” This can be accomplished by introducing 
additional subcategories: “Very Positive” and “Positive” under the Positive category, 
as well as “Very Negative” and “Negative” under the Negative category. With this 
refinement, along with the inclusion of the Neutral category, the total number of 
sentiment categories becomes five. However, it is essential to exercise caution when 
implementing such subdivisions. Introducing more categories may have implications 
for evaluation metrics, as it can create ambiguity between closely related terms, mak-
ing it more challenging for the model to accurately differentiate and classify them.

In general, Sentiment Analysis represents a crucial area in Natural Language 
Processing (NLP), offering the ability to comprehend and evaluate the emotional aspects 
of human expressions through automated processing. By automatically analyzing and 
interpreting text data, Sentiment Analysis enables us to gain insights into people’s senti-
ments, opinions, and attitudes, thereby facilitating various applications such as market 
research, brand monitoring, social media analysis, and customer feedback analysis.

Transformers are a class of advanced machine learning models that have emerged 
in recent years and have revolutionized the field of Natural Language Processing 
(NLP) [1]. Unlike more traditional machine algorithms, Transformers have the ability 
to analyze and understand complex linguistic relationships, enabling them to solve 
problems like Sentiment Analysis with high levels of accuracy.

On the other hand, machine learning algorithms can also be used for Sentiment 
Analysis, such as Naive Bayes, Decision Trees, Random Forests, Support Vector 
Machines, and others. These algorithms are more traditional and rely on statistical and 
algebraic methods. They can be successfully applied to sentence or text-level Sentiment 
Analysis but may not achieve the same level of accuracy and results as Transformers.

In contrast, Transformers utilize recursive neural networks and specialized models 
with millions of parameters, such as BERT (Bidirectional Encoder Representations 
from Transformers), GPT (Generative Pre-trained Transformer), and others, which 
have been trained on large volumes of text data. These models can learn rich linguistic 
features and word compositions to recognize and categorize sentiments with high 
accuracy.

In summary, while the traditional Sentiment Analysis algorithms in the scikit-
learn library can produce reliable results, Transformers are more advanced models 
capable of handling more complex linguistic problems and achieving higher accuracy 
in Sentiment Analysis tasks.

In the following sections, we will dive into the Zero-Shot technique, the data-
set employed, the utilization of Tokenizers in Transformers, the applications of 
Transformers in various tasks, and a detailed examination of four pre-trained 
Transformer Models. We will explore how these models function and their 



39

A Comparative Performance Evaluation of Algorithms for the Analysis and Recognition…
DOI: http://dx.doi.org/10.5772/intechopen.112627

experimental performance on the same dataset used in the Zero-Shot technique. 
Additionally, we will evaluate the effectiveness of each model based on various evalu-
ation metrics and from an overall table of the models’ metrics and a bar chart, we will 
see which model exhibits the best overall performance. The chapter will conclude 
with directions for future work.

2. Related works

In the literature, various works examine the use of transformers in sentiment anal-
ysis and in text classification. In the work presented in Prottasha et al. [2], the authors 
fine-tuned the BERT model, which had been pre-trained on the largest BanglaLM 
dataset. The model was subsequently combined with layers of Convolutional Neural 
Network (CNN) and Long Short-Term Memory (LSTM). The proposed research 
compared various word embedding approaches, such as Word2Vec, GloVe, fastText, 
and BERT. The researchers demonstrated that the transformer-based BERT model 
outperformed conventional techniques, achieving state-of-the-art results with 
sufficient fine-tuning. The study also compared several machine learning and deep 
learning algorithms to validate the performance of the hybrid integrated model CNN-
BiLSTM (Bidirectional-LSTM). The results were analyzed using accuracy, precision, 
recall, F1 score, Cohen’s kappa, and Receiver Operating Characteristic Area Under 
Curve (ROC AUC). Furthermore, the proposed model’s performance was evalu-
ated on various sentiment datasets, including the Secure Anonymised Information 
Linkage (SAIL) dataset, the aspect-based sentiment analysis (ABSA) dataset (cricket 
and restaurant parts), the BengFastText dataset, the YouTube Comments dataset, and 
the CogniScenti dataset. The results showed that the hybrid integrated model CNN-
BiLSTM outperformed other techniques in terms of accuracy and F1 score, especially 
when combined with Bangla-BERT embedding.

In the work presented in Chi et al. [3], the main focus is to explore the use of pre-
trained BERT models for aspect-based sentiment analysis (ABSA) tasks. The authors 
investigate different methods of constructing auxiliary sentences to transform ABSA 
into a sentence-pair classification task. These methods include question sentences, 
single pseudo sentences, question sentences with labels, and pseudo questions with 
labels. Through fine-tuning the pre-trained BERT model, they achieve new state-of-
the-art results on the ABSA task using pair sentences on the datasets they evaluated. 
Specifically, they achieve an F1 score of 92.18 on the SentiHood dataset and an F1 
score of 95.6 on the SemEval-2014 Task 4 dataset.

In the work presented in Zhang et al. [4], the authors propose a comprehensive 
multitask transformer network called Broad Multitask Transformer Network for 
Sentiment Analysis (BMT-Net) to address these issues. BMT-Net combines the 
strengths of feature-based and fine-tuning approaches and is specifically designed 
to leverage robust and contextual representations. Authors’ proposed architecture 
ensures that the learned representations are applicable across multiple tasks through 
the use of multitask transformers. Furthermore, BMT-Net is capable of thoroughly 
learning robust contextual representations for a broad learning system, thanks to 
its powerful ability to explore deep and extensive feature spaces. Authors conducted 
experiments using two widely used datasets, namely the binary Stanford Sentiment 
Treebank (SST-2) and SemEval Sentiment Analysis in Twitter (Twitter). When 
compared to other state-of-the-art methods, authors’ approach achieves superior 
results. Specifically, it achieves an improved F1 score of 0.778 for Twitter sentiment 
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analysis and an accuracy of 94.0% for the SST-2 dataset. These experimental findings 
not only demonstrate BMT-Net’s proficiency in sentiment analysis, but also emphasize 
the importance of previously overlooked design choices concerning the exploration of 
contextual features in deep and extensive domains.

In the work presented in Junyan et al. [5], the authors propose the multimodal 
Sparse Phased Transformer (SPT) as a solution that mitigates the complexities 
associated with self-attention and memory usage. SPT employs a sampling function 
to generate a sparse attention matrix, effectively compressing long sequences into 
shorter sequences of hidden states. At each layer, SPT captures interactions between 
hidden states from different modalities. To further enhance the efficiency of our 
approach, we utilize Layer-wise parameter sharing and Factorized Co-Attention. 
These techniques allow for parameter sharing between Cross Attention Blocks, 
minimizing the impact on task performance. Authors evaluate the model using 
three sentiment analysis datasets and achieve comparable or superior performance 
compared to existing methods, all the while reducing the number of parameters by 
90%. Through the experiments, authors demonstrate that SPT, along with parameter 
sharing, can effectively capture multimodal interactions while reducing the model 
size and improving sample efficiency.

In the work presented in Tan et al. [6], the authors introduce a hybrid deep learn-
ing approach that combines the benefits of both sequence models and Transformer 
models while mitigating the limitations of sequence models. The proposed model 
incorporates the Robustly optimized BERT approach and Long Short-Term Memory 
(LSTM) for sentiment analysis. The Robustly optimized BERT approach effectively 
maps words into a condensed and meaningful word embedding space, while the 
LSTM model excels at capturing long-range contextual semantics. Through experi-
mental evaluations, the results demonstrate that the proposed hybrid model surpasses 
the performance of state-of-the-art methods. It achieves impressive F1 scores of 93, 
91, and 90% on the Internet Movie Database (IMDb) dataset, Twitter US Airline 
Sentiment dataset, and Sentiment140 dataset, respectively. These findings highlight 
the effectiveness of the hybrid approach in sentiment analysis tasks.

In the work presented in Tesfagergish et al. [7], authors tackle the problem 
of emotion detection as a component of the broader sentiment analysis task and 
propose a two-stage methodology. The first stage involves an unsupervised Zero-
Shot learning model, which utilizes a sentence transformer to generate probabilities 
for 34 different emotions. This model operates without relying on labeled data. The 
output of the Zero-Shot model serves as input for the second stage, which involves 
training a supervised machine learning classifier using ensemble learning techniques 
and sentiment labels. Through the proposed hybrid semi-supervised approach, 
authors achieve the highest accuracy of 87.3% on the English SemEval 2017 dataset. 
This methodology effectively combines unsupervised and supervised techniques 
to address sentiment analysis, incorporating emotion detection and outperforming 
alternative methods.

3. Zero-Shot text classification

One relatively new field in research compared to other domains is Sentiment 
Analysis on text datasets, where models encounter classes for the first time. These 
transformer models are pre-trained in natural language and utilize the Zero-Shot Text 
Classification technique [8].
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Zero-Shot Text Classification is a machine learning technique that leverages a 
model’s ability to classify text into categories it has never seen before. This technique 
is applied to texts that were not used during the model’s training or were not used to 
develop its initial understanding of the text. This means that the model can recognize 
and classify data (texts) into new categories that it has not “seen” during its pre-
training phase. During pre-training, these models are trained on a large volume of 
texts from various sources, developing a general understanding of language [9].

With this technique, the models can comprehend the meaning of the text and 
evaluate it in relation to predefined categories provided to them, even without having 
seen them before. What is important here is that they recognize the meaning of these 
categories. As a result, these models can classify text into new categories, increas-
ing their flexibility and applicability in various cases, such as Zero-Shot Sentiment 
Analysis [10].

4. Research design and methodology

4.1 Data description

In the context of our work, we explore the “Twitter US Airline Sentiment” data-
set using various variations of BERT, employing the Zero-Shot text classification 
technique [11]. The “Twitter US Airline Sentiment” dataset is a popular collection of 
tweets related to US airline companies and the evaluation of their services. This dataset 
was published on the Kaggle platform and comprises 14,640 tweets, accompanied by 
comments from each customer who wrote them, the airline company mentioned in 
each tweet, and the corresponding sentiment category (positive, negative, or neutral). 
Therefore, each comment is labeled as positive, negative, or neutral. This dataset is 
frequently utilized in Natural Language Processing and the development of machine 
learning algorithms for sentiment analysis in text data. We will experimentally explore 
four different pre-trained Transformers using the Zero-Shot text classification tech-
nique to evaluate their performance on an unseen dataset of customer comments for 
airline companies. The task involves categorizing texts into positive, neutral, and nega-
tive sentiment labels, essentially performing Sentiment Analysis. These Transformers 
have not been previously exposed to or trained specifically on this dataset, making the 
evaluation more robust and insightful [11]. By investigating how these models respond 
to the new data, we aim to gain valuable insights into their effectiveness in sentiment 
analysis tasks and their adaptability to previously unseen contexts.

We will experimentally examine several pre-trained Transformer models to 
determine if they are effective enough to perform Sentiment classification on three 
classes using the Zero-Shot technique. For this purpose, we selected a dataset from 
Kaggle that consists of a total of 14,640 customer comments on airline companies. 
These comments are divided into 9781 Negative comments, 3099 Neutral comments, 
and 2363 Positive comments [11]. The following bar plot visually illustrates the dis-
tribution of instances based on their category. This dataset does not have a good class 
distribution or balance; it is imbalanced, which makes the classification task more 
challenging for any algorithm (Twitter US Airline Sentiment) (Figure 1) [12].

So, we are dealing with a quite demanding dataset for any model trained on it. 
However, we will examine this dataset using the Zero-Shot technique, which means 
without any training. Therefore, the Transformer models should have a deep under-
standing of the English language to achieve better results [8].
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The data preprocessing, we performed, was relatively straightforward. We 
removed all columns that were irrelevant to our purpose, keeping only the column 
containing the comments and the column with the labels, which represent the actual 
sentiment ratings (negative, neutral, or positive). We also removed all the names 
of the airlines. All the other preprocessing steps that we used to do on the texts 
we wanted to input in the past are now handled by the built-in tokenizer of each 
Transformer model.

4.2 Tokenizers

4.2.1 BERT tokenizer

The BERT tokenizer is responsible for breaking down the text into smaller units 
called “tokens.” The underlying concept of the BERT tokenizer is to represent the text 
using a set of tokens that correspond to significant units of the text, such as words or 
computational symbols.

The tokenizer operates in two main steps. First, it segments the text into words 
and computational symbols. Then, it converts these words and symbols into unique 
tokens, each of which is assigned a unique numerical identifier. This transformation 
allows BERT to operate with inputs of a predetermined size, as each token represents 
a unit of information [13].

The BERT tokenizer is designed to work in conjunction with the BERT model, 
creating input that represents the text by utilizing the concept of tokens. Its main 
function is to represent the text using a set of tokens that correspond to significant 
units of the text, such as words or computational symbols.

The tokenizer operates in two main steps. First, it segments the text into words 
and computational symbols. Then, it converts these words and symbols into unique 
tokens, each of which is assigned a unique numerical identifier. This transformation 
allows BERT to work with inputs of a fixed size, as each token represents a unit of 
information.

Figure 1. 
Bar plot dataset’s labels.
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The BERT tokenizer also includes special functionalities, such as handling special 
characters (e.g., articles, punctuation marks) and managing the representation of 
words that exceed the maximum length limit by applying techniques like truncation 
or padding.

Using the BERT tokenizer, the input text is effectively prepared for processing 
by the BERT model. It enables the model to understand the meaning of the text and 
evaluate it in relation to pre-defined categories, without having seen them before [14].

4.2.2 DistilBERT tokenizer

The tokenizer of DistilBERT operates somewhat differently from that of BERT. 
DistilBERT utilizes a compressed version of BERT with fewer layers and reduced 
parameters. The tokenizer of DistilBERT follows a similar process as the BERT 
tokenizer, which involves breaking down the text into smaller units called “tokens.” 
However, due to the reduced number of layers in DistilBERT, its tokenizer performs a 
simplified tokenization process. This means that the tokens of DistilBERT are fewer in 
comparison to BERT, and there might be a slight loss of detail in the text representa-
tion. Nevertheless, the tokenizer of DistilBERT maintains the fundamental function 
of the BERT tokenizer, which is to represent the text using tokens [15].

4.2.3 DistilRoBERTa tokenizer

Also, the tokenizer of DistilRoBERTa is different from that of BERT. 
DistilRoBERTa is based on the RoBERTa model, which is an improved version of 
BERT. The tokenizer of DistilRoBERTa follows a similar process to the tokenizer of 
BERT, where the text is broken down into smaller units called “tokens.” However, 
there are some differences in the tokenization rules and token processing. The 
tokenizer of DistilRoBERTa typically uses a smaller vocabulary compared to BERT, 
with a limited number of tokens. This results in smaller token representations, but it 
can still provide high-quality performance in language tasks. Overall, the tokenizer of 
DistilRoBERTa is adapted to the architecture and requirements of the DistilRoBERTa 
model for efficiency and effective text processing.

4.3 Transformers

4.3.1 Masked language modeling (MLM)

In order to better understand Transformers and how they work in relation to 
Sentiment Analysis, we need to grasp one of their fundamental techniques: Masked 
Language Modeling (MLM).

First and foremost, it is important to know that Transformers have been designed 
differently depending on the task they aim to accomplish. For instance, when the 
task at hand is Sentiment Classification or Named Entity Recognition or Question-
Answering, suitable Transformers such as BERT, DistilBERT, RoBERTa, and others 
have been developed specifically for these purposes. On the other hand, when our task 
involves translation or summarization, appropriate Transformers include Facebook’s 
BART, Google’s T5, and others. Similarly, for text generation, models like GPT, GPT2, 
GPT3, GPT3.5, and GPT-4 utilized by OpenAI, and others are employed.

Masked Language Modeling (MLM) is a technique used in the field of Natural 
Language Processing (NLP) and Machine Learning to train language models.
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In Masked Language Modeling, a randomly selected word or sequence of words 
in a sentence is hidden (masked), and the model is tasked with predicting what that 
hidden word or words are. This encourages the model to understand the context and 
meaning of the surrounding words in order to make the prediction.

For example, a sentence that could be used in an MLM model is as follows: “The 
big ________ soared through the sky, capturing everyone’s attention.”

In this case, a word like “bird,” “plane,” or “kite” could be masked, and the model 
would need to predict the correct word within the context of the sentence.

Training MLM models is widely known, with BERT (Bidirectional Encoder 
Representations from Transformers) being one of the most well-known examples. 
BERT is trained on large bodies of text, where a random portion of words is masked, 
and the model attempts to predict the correct word based on the context.

Masked Language Modeling models have been successfully used in various appli-
cations, such as text completion, information retrieval, and language understand-
ing. The idea is that MLM models can learn from the sequential content of text and 
reproduce human-like language understanding to a great extent. This ability adds to 
the model’s capacity to classify or characterize texts based on sentiment [16].

4.3.2 Pre-trained models

4.3.2.1 bert-base-uncased

“bert-base-uncased” is a specific pre-trained model variant of BERT (Bidirectional 
Encoder Representations from Transformers). BERT is a successful machine learning 
model for Natural Language Processing (NLP) that is trained on large bodies of text 
to understand the semantic richness of words and sentence structure.

The “bert-base-uncased” version refers to a particular implementation of BERT 
where words are treated as lowercase (uncased), meaning they are all converted to 
lowercase. This means that words like “Hello” and “hello” are essentially considered 
the same by the model.

The difference between “bert-base-uncased” and “BERT” is that “BERT” is a 
general term referring to the original idea and architecture of the model, while 
“bert-base-uncased” is a specific implementation of that idea with specific processing 
parameters.

In general, the designation “bert-base-uncased” is used to describe a specific pre-
trained BERT model with certain settings. There are also other variations of BERT, 
such as “bert-base-cased” (where uppercase and lowercase letters are preserved) and 
“bert-large-uncased” (a larger model size with more parameters).

As the variations of BERT can have different settings and parameters, it is impor-
tant to be familiar with the descriptions and documentation to understand precisely 
what the differences and functionalities of each variation are [13].

4.3.2.2 distilbert-base-cased

“distilbert-base-cased” is a variation of the original BERT (Bidirectional Encoder 
Representations from Transformers) model that has undergone a process called 
“distillation” to compress the original model into a smaller size without significant 
loss in performance.

The differences between “distilbert-base-cased” and the original BERT lie in the 
following aspects:
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1. Model size: “distilbert-base-cased” is significantly smaller than the original 
BERT. This compression is achieved by reducing the number of model layers, 
parameters, and nested representation layers.

2. Case sensitivity: Similar to the original BERT, “distilbert-base-cased” maintains 
the distinction between lowercase and uppercase letters. This means that words 
like “Hello” and “hello” are considered different by the model.

3. Training with knowledge distillation: The distillation process involves training 
the “distilbert-base-cased” model using a pre-trained BERT model as a “teach-
er.” The smaller model attempts to replicate the performance of the original 
model by analyzing the knowledge transferred from the “teacher” model to the 
“student” model.

The main advantages of “distilbert-base-cased” are its lower memory require-
ments and computational power compared to the original BERT, making it suitable 
for applications with limited resources, such as systems with limited memory capacity 
or low computational power.

Overall, “distilbert-base-cased” is a compressed version of the original BERT that 
offers reasonably good performance relative to its size compared to the full BERT 
model, while requiring less space and computational power [15].

4.3.2.3 distilbert-base-uncased-mnli

“distilbert-base-uncased-mnli” is a variation of the BERT (Bidirectional Encoder 
Representations from Transformers) model that has been trained on the MultiNLI 
(Multi-Genre Natural Language Inference) dataset.

The differences of “distilbert-base-uncased-mnli” from the original BERT are as 
follows:

1. Model size: “distilbert-base-uncased-mnli” is compressed and smaller in size 
compared to the original BERT. This compression is achieved by reducing the 
number of layers and parameters in the model.

2. Uncased tokens: Similar to the original BERT, “distilbert-base-uncased-mnli” 
treats all words as uncased, disregarding the distinction between uppercase and 
lowercase. This means that words like “Hello” and “hello” are considered essen-
tially the same by the model.

3. Training on the MultiNLI dataset: “distilbert-base-uncased-mnli” has been 
trained on the MultiNLI dataset, which includes pairs of sentences that require 
evaluating the relationship between them (alternative hypotheses). This trains 
the model to understand the logical meaning and semantics of the sentences.

Variations of BERT, such as “distilbert-base-uncased-mnli,” provide pre-trained 
models that are adapted to specific domains and datasets. In the case of “distilbert-
base-uncased-mnli,” it has been specifically trained on the MultiNLI dataset for better 
performance in logical analysis and evaluating the relationship between sentences.

Overall, “distilbert-base-uncased-mnli” is a compressed variation of the BERT 
model that has been trained on the MultiNLI dataset. This variation offers a smaller 
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model size while maintaining the ability to comprehend and evaluate the relationship 
between sentences [15].

4.3.2.3.1 MultiNLI (multi-genre natural language inference)

The MultiNLI (Multi-Genre Natural Language Inference) dataset is a popular 
dataset used in the field of Natural Language Processing (NLP) to evaluate the ability 
of models to understand the meaning and relationship between sentences.

The MultiNLI dataset consists of pairs of sentences known as “hypothesis” and 
“premise.” The “hypothesis” is a statement expressing an idea or hypothesis, while the 
“premise” is the sentence from which the hypothesis is derived. The main task is to 
evaluate whether the hypothesis is “entailment,” “contradiction,” or “neutral” based 
on the relationship between the two sentences.

MultiNLI encompasses a variety of linguistic materials, covering different genres 
of literature, scientific texts, news articles, and other types of written material. This 
ensures the diversity and generalization of the dataset, ensuring that models trained 
on it can comprehend and respond to various linguistic scenarios.

MultiNLI has been widely used as a dataset for evaluating and training NLP 
models, including BERT models. Using MultiNLI, we can study a model’s ability to 
understand the meaning of sentences and process the relationships between them.

Overall, MultiNLI represents an important dataset for the development and 
evaluation of NLP models that deal with recognizing and evaluating the relationship 
between sentences [17].

4.3.2.4 nli-distilroberta-base

Let us first examine RoBERTa in relation to BERT to understand the version of the 
pre-trained model nli-distilroberta-base:

RoBERTa is a pre-trained model for Natural Language Processing (NLP) that 
is a variation of the original BERT (Bidirectional Encoder Representations from 
Transformers) model. The name “RoBERTa” stands for “Robustly Optimized BERT 
approach.”

The differences between RoBERTa and the original BERT are as follows:

1. Text preprocessing: During text preprocessing, RoBERTa eliminates the case 
distinction between uppercase and lowercase letters. This means that all letters 
are converted to lowercase before being processed by the model. This approach 
allows the model to treat words with different cases as completely different.

2. More training data: RoBERTa is trained on a larger dataset compared to the 
original BERT. Instead of using 16% of the BERT dataset, RoBERTa utilizes the 
full datasets of BooksCorpus (800 million words) and CC-News (CommonCrawl 
News) (76 gigabytes).

3. Training duration: The training algorithm of RoBERTa takes longer than the 
algorithm used for the original BERT. This means that RoBERTa is trained for 
more epochs and for a longer period of time to better leverage the available 
data and improve its performance. These differences constitute enhancements 
that allow RoBERTa to achieve better results in various NLP tasks compared 
to the original BERT. However, it is important to note that the fundamental 



47

A Comparative Performance Evaluation of Algorithms for the Analysis and Recognition…
DOI: http://dx.doi.org/10.5772/intechopen.112627

architecture and ideas that guided BERT remain at the core of RoBERTa, with 
the differences mainly focusing on training and data preprocessing.

4. Larger model size: RoBERTa has a larger model size compared to the original 
BERT. This implies that RoBERTa has more parameters and a more detailed 
representation of words and sentences [18].

The above differences constitute improvements that allow RoBERTa to achieve 
better results in various NLP tasks compared to the original BERT. However, 
it is important to note that the basic architecture and ideas that guided BERT 
remain at the core of RoBERTa, with the differences focusing on training and data 
preprocessing [18].

Therefore, “nli-distilroberta-base” is a pre-trained model for Natural Language 
Processing (NLP) that is a variation of the original BERT (Bidirectional Encoder 
Representations from Transformers) model. This variation utilizes the DistilRoBERTa 
architecture and has been trained on the NLI (Natural Language Inference) dataset.

The differences of “nli-distilroberta-base” from the original BERT are as follows:

1. Architecture: “nli-distilroberta-base” utilizes the DistilRoBERTa architecture, 
which is a simplified version of the RoBERTa model. The DistilRoBERTa archi-
tecture uses fewer layers and parameters compared to the original BERT, aiming 
to reduce the size of the model.

2. Training on the NLI dataset: “nli-distilroberta-base” has been trained on the NLI 
dataset, which consists of sentence pairs for evaluating the relationship between 
them. Training on the NLI dataset helps the model understand the meaning and 
relationship between different sentences [11].

5. Experimental results

We will describe the results we obtained from the experimental process of four 
pre-trained Transformers on the same dataset (Twitter US Airline Sentiment) that we 
described earlier [12]. The experiments were conducted by us using our own compu-
tational resources. The code for the metrics we present was written in Python, utiliz-
ing relevant libraries for Transformers with pipelines for the Zero-Shot technique. All 
Confusion Matrices were generated by combining two functions: confusion_matrix 
from the sklearn.metrics library and sns.heatmap from the seaborn library.

5.1 Zero-Shot and sentiment analysis distilbert-base-cased

Applying the Zero-Shot technique to the pre-trained Transformer distilbert-base-
cased, we obtain the Confusion Matrix (Figure 2).

The diagonal of the Confusion Matrix always shows the percentages that the 
Transformer predicted correctly (Table 1). So here we can see that the Transformer 
correctly predicted 18% of the positive sentiments, 25% of the negative sentiments, 
and 60% of the neutral sentiments. In the other cells, we can observe the following:

• 23% of the comments that were actually positive were predicted as negative by 
the model.
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• 60% of the comments that were actually positive were predicted as neutral by 
the model.

• 22% of the comments that were actually negative were predicted as positive  
by the model.

• 53% of the comments that were actually negative were predicted as neutral by 
the model.

• 11% of the comments that were actually neutral were predicted as positive by the 
model.

• 28% of the comments that were actually neutral were predicted as negative by 
the model.

• Val_accuracy = 0.3114071038251366: This metric represents the percentage of 
correct predictions overall, and we can see that it is approximately 31.14%.

• F1_score = 0.3114071038251366: The F1 score combines precision and recall and 
measures the balance between them. In your case, the F1 score is also approxi-
mately 31.14%.

• Roc_auc_score = 0.531066885655905: The ROC AUC score (Receiver Operating 
Characteristic Area Under Curve) measures the model’s ability to distinguish 

distilbert-base-cased (3 classes)

Val_accuracy f1_score roc_auc_score

31.14 × 10−2 31.14 × 10−2 53.11 × 10−2

Table 1. 
Metrics of distilbert-base-cased.

Figure 2. 
Confusion Matrix of distilbert-base-cased.
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between classes. A score of 0.5 represents randomness, while a score of 1 repre-
sents perfect discrimination. In your case, the ROC AUC score is approximately 
0.531, suggesting a moderate ability to discriminate between classes.

Overall, the model appears to have relatively low performance based on the pre-
sented metrics. This could be because the pre-trained model may not have adequately 
understood such comments, which often contain irony or sarcasm. This does not 
mean that pre-trained Transformers cannot understand such comments; it means that 
this specific model has not reached the levels of language comprehension required for 
use in Zero-Shot Sentiment Classification.

5.2 Zero-Shot and sentiment analysis bert-base-uncased

Applying the Zero-Shot technique to the pre-trained Transformer bert-base-
uncased, we obtain the Confusion Matrix (Figure 3).

The diagonal of the Confusion Matrix always shows the percentages that the 
Transformer predicted correctly. So here we can see that the Transformer correctly 
predicted 58% of the negative sentiments, 17% of the neutral sentiments, and 40% of 
the positive sentiments. In the other cells, we can observe the following (Table 2).

• 16% of the comments that were actually negative were predicted as neutral by 
the model.

• 26% of the comments that were actually negative were predicted as positive  
by the model.

• 46% of the comments that were actually neutral were predicted as negative by 
the model.

• 36% of the comments that were actually neutral were predicted as positive by the 
model.

Figure 3. 
Confusion Matrix of bert-base-uncased.



Advances in Sentiment Analysis – Techniques, Applications, and Challenges

50

• 42% of the comments that were actually positive were predicted as negative by 
the model.

• 19% of the comments that were actually positive were predicted as neutral by the 
model.

Based on the metrics provided for the Transformer bert-base-uncased for 
sentiment analysis with Zero-Shot text classification, we can draw the following 
conclusions:

The validation accuracy is low, at 0.4644808743169399. This indicates that the 
model struggles in recognizing the three classes in the dataset.

The F1 score for the model is 0.4644808743169399, representing the harmonic 
mean of precision and recall. This suggests that the model has limited performance in 
both precision and recall.

The ROC AUC score is 0.5083023131851064, which is low. This indicates that the 
model has limited ability to correctly distinguish the three classes.

5.3 Zero-Shot and sentiment analysis distilbert-base-uncased-mnli

Applying the Zero-Shot technique to the pre-trained Transformer distilbert-base-
uncased-mnli, we obtain the Confusion Matrix (Figure 4).

The diagonal of the Confusion Matrix always shows the percentages that the 
Transformer predicted correctly. So here we can see that the Transformer correctly 

Figure 4. 
Confusion Matrix of distilbert-base-uncased-mnli.

bert-base-uncased (3 classes)

Val_accuracy f1_score roc_auc_score

46.45 × 10−2 46.45 × 10−2 50.83 × 10−2

Table 2. 
Metrics of bert-base-uncased.
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predicted 3.7% of the neutral sentiments, 92% of the positive sentiments, and 67% of 
the negative sentiments. In the other cells, we can observe the following (Table 3).

• 61% of the comments that were actually neutral were predicted as positive by the 
model.

• 35% of the comments that were actually neutral were predicted as negative by 
the model.

• 1.4% of the comments that were actually positive were predicted as neutral by 
the model.

• 6.1% of the comments that were actually positive were predicted as negative  
by the model.

• 8.8% of the comments that were actually negative were predicted as neutral by 
the model.

• 24% of the comments that were actually negative were predicted as positive by 
the model.

Based on the metrics provided for the Transformer distilbert-base-uncased-mnli 
for sentiment analysis with Zero-Shot text classification, we can draw the following 
conclusions:

Validation accuracy (Val_accuracy): The validation accuracy is 0.576. This 
means that the Transformer correctly classifies the sentiment of the text into three 
categories (3 classes) with an average accuracy of 57.6%. This accuracy indicates 
that the Transformer has a relatively moderate performance, and there is room for 
improvement.

F1 score: The F1 score is 0.576, which is equal to the validation accuracy. The F1 
score is a measure of the overall performance that combines precision and recall. The 
value of 0.576 indicates that the Transformer has a moderate performance and needs 
improvement in this area.

ROC AUC score: The ROC AUC score is 0.768. This metric evaluates the model’s 
ability to distinguish between classes and correctly rank examples based on the 
predicted probabilities. A ROC AUC score of 0.768 indicates that the Transformer 
has a relatively good discriminative ability between classes, but there is still room for 
improvement.

Overall, we can say that the Transformer distilbert-base-uncased-mnli has a mod-
erate performance in sentiment analysis with Zero-Shot text classification, and there 
is room for improvement in terms of accuracy and F1 score. However, the ability to 
distinguish between classes, as represented by the ROC AUC score, is relatively good.

typeform/distilbert-base-uncased-mnli (3 classes)

Val_accuracy f1_score roc_auc_score

57.61 × 10−2 57.61 × 10−2 76.83 × 10−2

Table 3. 
Metrics of distilbert-base-uncased-mnli.
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5.4 Zero-Shot and sentiment analysis nli-distilroberta-base

Applying the Zero-Shot technique to the pre-trained Transformer nli-distilro-
berta-base, we obtain the Confusion Matrix (Figure 5).

The diagonal of the Confusion Matrix always shows the percentages that the 
Transformer predicted correctly. So here we can see that the Transformer correctly 
predicted 4.4% of the neutral sentiments, 87% of the positive sentiments, and 86% of 
the negative sentiments. In the other cells, we can observe the following (Table 4).

• 39% of the comments that were actually neutral were predicted as positive by the 
model.

• 57% of the comments that were actually neutral were predicted as negative by 
the model.

• 2.0% of the comments that were actually positive were predicted as neutral by 
the model.

• 11% of the comments that were actually positive were predicted as negative  
by the model.

• 3.3% of the comments that were actually negative were predicted as neutral by 
the model.

Figure 5. 
Confusion Matrix of nli-distilroberta-base.

cross-encoder/nli-distilroberta-base (3 classes)

Val_accuracy f1_score roc_auc_score

69.17 × 10−2 69.17 × 10−2 82.63 × 10−2

Table 4. 
Metrics of nli-distilroberta-base.
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• 10% of the comments that were actually negative were predicted as positive by 
the model.

Based on the metrics provided for the Transformer nli-distilroberta-base, which 
performs sentiment analysis using Zero-Shot text classification, we can draw the 
following conclusions:

1. Validation accuracy (Val_accuracy): The validation accuracy is 0.692. This indi-
cates that the Transformer correctly classifies the sentiment of the text into three 
categories (3 classes) with an accuracy of 69.2%. This accuracy shows a relatively 
good performance, suggesting that the Transformer is effective in predicting 
sentiment.

2. F1 score: The F1 score is 0.692, which is equal to the validation accuracy. The F1 
score combines precision and recall and provides an overall measure of perfor-
mance. The value of 0.692 indicates that the Transformer has a relatively good 
balance between precision and recall, resulting in accurate predictions for senti-
ment analysis.

3. ROC AUC score: The ROC AUC score is 0.826. This metric evaluates the model’s 
ability to differentiate between classes and rank examples based on predicted 
probabilities. A ROC AUC score of 0.826 indicates that the Transformer has a 
good discriminative ability, with a high likelihood of correctly distinguishing 
between different sentiment classes.

In summary, the Transformer nli-distilroberta-base demonstrates a relatively good 
performance in sentiment analysis using Zero-Shot text classification. It achieves 
high accuracy, F1 score, and ROC AUC score, indicating its effectiveness in accurately 
predicting sentiment and distinguishing between different sentiment classes (Table 5 
and Figure 6).

Based on the overall table for the performances of the Transformers we have and 
the bar plot, we can draw the following conclusions:

Validation accuracy: The models significantly differ in validation accuracy. The 
nli-distilroberta-base model has the highest validation accuracy at around 69.2%, while 
the distilbert-base-cased model has the lowest validation accuracy at around 31.1%.

F1 score: Similar to the validation accuracy, the nli-distilroberta-base model 
achieves the highest F1 score at around 69.2%, while the distilbert-base-cased model 
has the lowest F1 score at around 31.1%.

ROC AUC score: The nli-distilroberta-base model has the highest ROC AUC 
score at around 82.6%, indicating a good discriminative ability between classes. 

Transformers Validation accuracy F1 score ROC AUC score

distilbert-base-cased 31.14 × 10−2 31.14 × 10−2 53.11 × 10−2

bert-base-uncased 46.45 × 10−2 46.45 × 10−2 50.83 × 10−2

distilbert-base-uncased-mnli 57.61 × 10−2 57.61 × 10−2 76.83 × 10−2

nli-distilroberta-base 69.17 × 10−2 69.17 × 10−2 82.63 × 10−2

Table 5. 
Comparison in the metrics of all models.
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On the contrary, the distilbert-base-cased model has the lowest ROC AUC score at 
around 53.1%.

Overall, the nli-distilroberta-base model stands out among the other three models 
in all metrics. It demonstrates higher validation accuracy, F1 score, and ROC AUC 
score compared to the other models. On the other hand, the distilbert-base-cased 
model shows the lowest performance across all metrics.

Therefore, we can conclude that the nli-distilroberta-base model is the most effec-
tive among the four models examined for sentiment analysis.

6. Conclusions

The fact that we followed the Zero-Shot Sentiment Classification technique lim-
its us in terms of fine-tuning to achieve optimal results in Sentiment Analysis for 
this specific dataset. Through these experiments, a new technique is highlighted, 
which can be applied to vast datasets. With the Zero-Shot technique, we can 
achieve Sentiment Classification without human supervision. One might wonder 
how many human hours are required to evaluate a massive dataset without errors. 
This method can be likened to unsupervised learning. Furthermore, it is another 
approach to understand how well the pre-trained Model has immersed itself in the 
language.

The percentages we achieved in the experiments demonstrate to what extent 
this particular Transformer Model has been trained on similar data and how well 
it has understood the language. Such an effort to apply the Zero-Shot Sentiment 
Classification technique on the Twitter US Airline Sentiment dataset has not been 
done before, so there is no comparative reference we can provide. However, works 
have been done with this technique in other domains, such as a study proposing a 
method for conducting Zero-Shot Aspect-Based Sentiment Analysis without using 
domain-specific training data, among others [19].

Figure 6. 
Bar plot comparison of all models.
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The abundance of user-generated information on the Web necessitates accurate meth-
ods for analyzing and determining users’ opinions and attitudes toward events, products, 
and entities. In this study, we designed and implemented BERT-like Transformers for 
the task of Zero-Shot classification. These four pre-trained Transformer models deliver 
commendable results, despite having only a few million parameters.

Future work will focus on several directions based on the presented results in 
this chapter using the Zero-Shot technique. First, exploring other models known 
for their performance in sentiment analysis with the Zero-Shot technique should be 
considered. Evaluating their accuracy, F1 score, and ROC AUC score and comparing 
them to those of the existing models will be beneficial. Experimenting with different 
model variations to identify the most suitable one for specific requirements is recom-
mended. Additionally, examining data preprocessing techniques and evaluating the 
steps involved in data preprocessing should be conducted. Lastly, exploring ensemble 
models that combine multiple models to enhance performance can be advantageous. 
The utilization of diverse models can offer improvements in terms of accuracy and 
overall performance. These are potential avenues for future work to enhance the 
results of sentiment analysis using the Zero-Shot techniques.
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Chapter 4

Sentiment Analysis of Social Media
Using Artificial Intelligence
K. Victor Rajan

Abstract

Social media refers to the development and sharing of sentiment, information, and
interests, as well as other forms of opinion via virtual communities and networks.
Nowadays, social networking and micro blogging websites are considered reliable
sources of information since users may openly express their opinions in these forums.
An investigation of the sentiment on social media could assist decision-makers in
learning how consumers feel about their services, products, or policies. Extracting
emotion from social media messages is a difficult task due to the difficulty of
Natural Language Processing (NLP). These messages frequently use a combination of
graphics, emoticons, text, etc. to convey the sentiment or opinion of the general
people. These claims, known as eWOM (Electronic Word of Mouth), are quite
common in public forums where people may express their opinions. A
classification issue arises when categorizing the sentiment of eWOM as positive,
negative, or neutral. We could not use standard NLP tools to examine social media
sentiment. In this chapter, we will study the role of Artificial Intelligence in
identifying the sentiment polarity of social media. We will apply ML(Machine
Learning) methods to resolve this classification issue without diving into the difficulty
of eWOM parsing.

Keywords: social media analytics, sentiment analysis, artificial intelligence, electronic
word of mouth, machine learning

1. Introduction

Sentiment polarity has a context-sensitive meaning in sentiment analysis. Based on
the sum of the positive and negative opinions stated about an event, automatic
methods calculate the sentiment polarity. Generally, daily sentiment scores are often
calculated by measuring the number of positive as well as negative words in a sen-
tence. A sentence with more negative words (reflecting violence, anger, sadness) than
positive (displaying happiness, celebration, joy) is deemed negative.

Definition: Sentiment polarity of textual data is the result of analysis expressed in
terms of a numerical value obtained by the algebraic sum of opinion contained in each
entity of the sentence, document, or message. The sentiment polarity can be deter-
mined as positive, negative, or neutral.
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Sentiment polarity score (Sp) of a message is the linear combination of all polari-
ties. This is in turn converted as a ratio to the sum to get a rational value between �1
and 1. Hence,

Sp ¼ Wp‐ Wn
� �

= Wp þWn
� �

(1)

where Wp denotes the number of positive words in the and Wn represents a
number of negative words in the message.

Several decision-makers, including business organizations and governmental
authorities, may learn more about public opinion by using social media analytics.
Short messages are used by users to share their opinions on social networking plat-
forms. Sentiment analysis of social media evaluates emotions and opinions [1]. These
social media messages reflecting the opinion, sentiment, and emotion of the
public via a combination of text, images, and emoticons are sometimes referred to as
eWOM.

Definition: eWOM refers to messages that are written to be exposed via
internet-mediated online communication, especially towards a brand, product, or
organization.

The field of social media analysis has grown up fast in this decade to answer the
question ‘What do people feel about a certain event or topic?’. Analyzing the senti-
ments, opinions, and emotions of people has its importance. For instance, we could
assess a community’s well-being; we can stop suicides, etc. Additionally, by examining
client feedback, businesses may gain a great deal of insight into the level of consumer
satisfaction. However, the non-standard format of these messages makes it challeng-
ing to understand the language of eWOM. For example, the message ‘Enjoying my
lazy Sunday !!’ is a mix of words and emoji representing positive sentiment about
Sunday. An eWOM like this is difficult for parsing because it contains special and
emoticons symbols. The context of the sentence could not be interpreted unless
parsers are also familiar with the meaning of the emoji . Sentiment analysis would
not be correct until these messages are translated into plain text while retaining their
context and emotions.

Social media users always express their sentiments over a product or a public
event. A user-generated message containing sentiment can be defined as a quadruple:

u ¼ o, f, s, hð Þ (2)

here
o indicates a target object.
f represents a feature of the object.
s denotes the sentiment value of the opinion (+ve, �ve, or neutral).
h signifies opinion holder.
For example, the following is a user review of mobile phones.

Although the battery life of my new phone is not long, that is ok for me.

When we parse this message, we get the quadruple as follows:
o new phone.
f battery life.
s not long (-ve sentiment).
h ok for me.
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Sentiment analysis involves major sub-tasks namely pre-processing, transformation,
and classification. Though pre-processing and transformation can be done using text
manipulation, classification is a complex task. It involves recognizing the sentiment along
with the context. The system should interpret the meaning and analyze the sentiment
similar to human intelligence. A systematic methodology is needed as shown below.

• Cleansing and extracting textual content from eWOM.

• Identifying the sentiment polarity of the extracted text.

Artificial Intelligence (AI) is a powerful source for the crowd’s wisdom to filter out
non-textual information and our study focuses on how artificial intelligence can
effectively be used to identify the sentiment of eWOM.

2. Architecture of social sentiment analysis system

After extracting plain text from social media messages, we can use computer
algorithms to automatically classify the sentiment polarity. The following two catego-
ries might be used to broadly classify sentiment analysis algorithms:

i. Lexicon based: This method uses a pre-built repository of emotional words to
match the message. A knowledge base having textual units annotated with
sentiment labels is called an emotion lexicon. They depend on lexical
resources such as lexicon, word banks, or ontology.

ii. AI-based: AI-based approaches use ML methods to identify the sentiment.
The machine learning approach uses algorithms that may learn from data by
making use of document similarity between text messages.

The subjectivity, polarity, or object of any opinion is frequently determined by a
lexicon-based system using a set of criteria created by people. These rules may take
into account a variety of NLP methods developed in computational linguistics, like
part-of-speech tagging, tokenization, stemming, and parsing.

Contrary to lexicon-based systems, AI-based methods are on the basis of ML
algorithms instead of hand-crafted rules. Typically, the process of identifying the
polarity of sentiment is defined as a classification problem, in which a classifier is
provided a text and outputs a polarity label, like positive, negative, or neutral.

Lexicon-based systems do not perform well due to the non-standard language of
social media users. Results are more accurate, which is one major advantage of AI-
based systems. They resemble a human scoring system while classifying the sentiment
polarity by taking the contextual information into account. Machine Learning algo-
rithms are widely used to solve complex real-world problems. It is a promising strat-
egy that has been widely used in AI disciplines including NLP, semantic parsing,
transfer learning, computer vision, and many others. Social media sentiment analysis
is a complicated task because of the following difficulties:

• People do not have a formal writing style.

• People use colloquial and personal elements in their language.
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• People use a mixture of text, emojis, abbreviations, images, and symbols.

• Hashtags are also often used to highlight their importance.

• Millions of messages are generated every second.

Automatic systems try to extract the sentiment polarity using computer algorithms
and techniques. The colloquial language makes it hard for automatic systems to
interpret the context and sentiment being expressed. The sentiment analysis method-
ology we show here employs machine learning methods to classify sentiment at the
sentence level and acts directly at that level (Figure 1).

The first step is to translate the eWOM into plain English text using pre-defined
mapping for symbols and emojis. The text is then converted to a feature vector
representing the features. The Ml method creates a model from pairs of feature
vectors and labels (such as positive and negative), which are input into the process.
The well-trained model predicts sentiment polarity for new incoming input.

3. Feature engineering of messages

Social media messages are not well-formed and unstructured. The system for
analyzing sentiment needs to be tailored to handle the style and specifics of this
informal writing style. For example, the message “Enjoying my lazy Sunday ”

signifies a positive sentiment. It comprises one word and one emoji representing
happiness. Feature engineering is the method of selecting and transforming
unprocessed data into features that could be utilized in ML. The inclusion of symbols
and emojis plays a significant role in detecting hidden sentiments. The first step in
processing the eWOM is feature engineering. We need to derive meaningful sentences

Figure 1.
Architecture of sentiment analysis system.
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from eWOM so that the message is informative, non-redundant and supports the next
learning and generalization steps [2]. Feature engineering (FE) works as follows.

• Emojis are replaced with Common Locale Data Repository meaning if a mapping
is available. They are eliminated otherwise.

• Punctuation such as brackets, periods, and commas are removed.

• Stop words (a, an, and, etc.,) are removed.

• Words with special letters and digits are eliminated, as are words that don't only
include alphabetical characters.

• Lowercase letters are used for all words.

Translation of emojis is a crucial part of the feature selection. Popular emojis used
in sentiment analysis can be translated to plain text using their corresponding Unicode
Common Locale Data Repository (CLDR) meaning. The Unicode chart offers a list of
the emoji character, codes, and meanings. For example, has the code U+1F604 and

means smiling face. Similarly, has the code U+0270C which means victory hand. A

complete list of Unicode for emojis is available at “http://unicode.org/emoji/charts/f
ull-emoji-list.html” for reference. Translation of emojis helps us to capture the senti-
ment without losing the original context. The following diagram indicates the steps
involved in the feature engineering of eWOM (Figure 2 and Table 1).

The converted plain text may not be a meaningful English sentence but it
captures the original sentiment and context. This could be applied as an input
vector to ML algorithms. Following are examples of a few plain texts extracted from
eWOM.

Figure 2.
Feature engineering of eWOM.
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The extracted plain text is given as input to an automatic system that uses a machine
learning algorithm for classification. The automatic system is defined as follows.

Sentiment polarity classification system M is a quadruple

M ¼ α, λ, δ,φf g (3)

where
α ¼ e1, e2, … enf g is a set of messages from social media,
λ ¼ ∣ei � ej∣ is a function that calculates the similarity score of messages,
δ !an algorithm to classify the sentiment polarity, and
φ ¼ Sp, Sn, So

� �
is a set of output labels: positive, negative, and neutral.

For a given input in α, the algorithm δ produces an output label in φ with the help
of the function the following diagram shows the overview of the sentiment classifica-
tion machine (Figure 3).

No eWOM Plain text

1 The market seems crashed! My money is already in the

loss...

the market seems crashed my money already lost a
sad face

2 Hey folks the Samsung Galaxy M12 is the best in this

price range !!

folks samsung galaxy best price range victory hand

3 People are urging for relief from gundarj, terror &

hypocrisy of leaders

people urging relief gundarj, terror hypocrisy leaders
sad face

4 Am afraid the emperor’s experiments will continue with a

great cost to the nation

afraid the emperor’s experiments will continue great
cost the nation crying face

5 Everyone crying for #cryptoban. Me who never invested

in cryptocurrency

everyone crying crypto ban me never invested
cryptocurrency smiling face

Table 1.
Sentences extracted from eWOM.

Figure 3.
Sentiment polarity classification system.

66

Advances in Sentiment Analysis – Techniques, Applications, and Challenges



The sentiment polarity of social media messages can be efficiently predicted by an
artificial intelligence system if we identify the right choice for

1.Function to calculate the similarity score of two messages.

2.A machine learning algorithm for classification.

We will discuss the selection of algorithms for these two tasks in detail in the
following sections.

4. Similarity score of messages

Machine learning algorithms mainly work on numerical input vectors. It is essen-
tial to convert the pre-processed text to a numerical vector for algorithms to predict
the sentiment polarity correctly. The ML model is trained with labeled data sets for
positive, negative, and neutral messages. A well-trained model predicts the sentiment
polarity of incoming messages by comparing it with members of the training data set.
Comparing two messages and giving a numerical score on how similar they are being
important for high accuracy. TF-IDF (“Term Frequency-Inverse Document Fre-
quency”) is a vectorization approach used widely in text processing. This approach
examines the relative frequency of terms in a text via an inverse percentage of the
phrase throughout the full corpus of documents [3, 4]. It works well for text catego-
rization or making it possible for machines to interpret input words represented as
numbers. In TF-IDF, the same texts must result in a closer vector. TF-IDF is the
multiplicative product of the Term Frequency and Inverse Document Frequency
scores of the word.

TF represents the “number of times the word appears in the doc / Total number of
words in the document.

IDF ¼ ln Number of documents=Number of documents the word appears inð Þ:
TF‐IDF ¼ TF ∗ IDF (4)

The phrase is rarer and vice versa, depending on the TF-IDF score. A smaller score
between the documents indicates that they are highly similar to each other. A score of
0 indicates that the papers are entirely equal. Following is an illustration of TF-IDF
score calculation using two simple sentences.

Document 1: It is going to rain today.
Document 2: Today I am not going outside.

Word Count

going 2

today 2

rain 1

outside 1

i 1
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Step 1: Tokenize the words and count their frequency (Table 2).
Step 2: Find Term Frequency “(TF).

TF ¼ ðNumber of times the word appears in the documentÞ= Total no:of words in a documentð Þ
(5)

(See Table 3).
Step 3: Find IDF for documents.

IDF ¼ Log Number of documentsð Þ= Number of documents containing the wordð Þ½ �
(6)

Word Count

am 1

is 1

it 1

to 1

not 1

Table 2.
Word count.

Word Document 1 Document 2

going 0.17 0.17

today 0.17 0.17

rain 0.17 0

outside 0 0.17

i 0 0.17

am 0 0.17

is 0.17 0

it 0.17 0

to 0.17 0

not 0 0.17

Table 3.
Term frequency.

Word IDF value IDF (in decimal)

going log 2 2=2ð Þ 0

today log 2 2=2ð Þ 0

rain log 2 2=1ð Þ 1

outside log 2 2=1ð Þ 1

i log 2 2=1ð Þ 1

am log 2 2=1ð Þ 1
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(See Table 4).
Step 4: Calculate TF-IDF for each word.

TF‐IDF ¼ TF ∗ IDF (7)

(See Table 5).
To measure the similarity between these 2 documents, we need a distance metric.

Hamming distance is suitable to measure the distance between column vectors.
Hamming distance is used usually with boolean or string vectors, detecting the

points where the vectors do not match. While comparing two vectors of equal length,
it is the number of positions in which the values are different. It is also known as the
overlap metric.

Now let’s use hamming distance to measure the distance between the documents
(Table 6).

Word Document 1 Document 2

going 0 0

today 0 0

rain 0.17 0

outside 0 0.17

i 0 0.17

am 0 0.17

is 0.17 0

it 0.17 0

to 0.17 0

not 0 0.17

Table 5.
TF-IDF for two documents.

Word IDF value IDF (in decimal)

is log 2 2=1ð Þ 1

it log 2 2=1ð Þ 1

to log 2 2=1ð Þ 1

not log 2 2=1ð Þ 1

Table 4.
Inverse document frequency.

Word Document 1 Document 2

going 0 0

today 0 0

rain 0.17 0

outside 0 0.17

69

Sentiment Analysis of Social Media Using Artificial Intelligence
DOI: http://dx.doi.org/10.5772/intechopen.113092



λ doc1, doc2ð Þ ¼ 8 (8)

We observe that these two documents have only two words in common. Hamming
distance of TF-IDF is eight. The similarity score generated by our algorithm is a good
metric to measure the distance between documents. Two similar documents will have
a score of zero. A non-zero score indicates their distance. Having converted the input
to a numerical vector and identified a distance metric, we can now use a machine-
learning algorithm for sentiment polarity classification.

5. Sentiment classification using machine learning

An identification task for sentiment polarity is usually defined as a classification
problem, where a classifier is fed a text and outputs a label, like “positive, negative, or
neutral”. In general, supervised and unsupervised learning techniques may be used to

Word Document 1 Document 2

i 0 0.17

am 0 0.17

is 0.17 0

it 0.17 0

to 0.17 0

not 0 0.17

Table 6.
Hamming distance between Document 1 and 2.

Figure 4.
KNN classification with k = 9.
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classify text using a machine learning methodology. Many tagged documents are used
in the supervised approaches. Unsupervised approaches are employed when it is
challenging to find these labeled training documents. Since thousands of messages of
emitted every minute on social media, we can manually label a few thousand and use
them for supervised learning. A training data set consisting of three labels namely,
positive, negative, and neutral is prepared by picking messages from social media sites
like Twitter, Facebook, etc. Only the training documents that are most similar to the
incoming document are used by the machine learning algorithm to label it. Popular
text classification algorithms include K-Nearest Neighbor (KNN). With the help of
supervised learning, this method divides objects into one of the predetermined cate-
gories of a sample group. Here we will see how KNN can be used to classify sentiment
polarity. If we represent the numerical vectors as points in a diagram, then the
training data set will look like this (Figure 4).

It is trained with a set of labeled data sets. The label of incoming input is predicted
based on the majority voting of its neighbors. The algorithm can be described below.

Algorithm: KNN classification

1.Calculate the distance from the query data item to the labeled data items.

2.Order the labeled samples by increasing distance.

3.Using accuracy, determine the k nearest neighbours that are the heuristically optimal
number. Cross-validation is used to accomplish this.

4.Assign a class label to the query example based on majority voting (neighbors).

5.A confusion matrix may be used as a tool to check the KNN classification algorithm’s
accuracy.

We have three clusters for the labels namely positive, negative, and neutral. Dur-
ing training, labeled data items form the clusters based on the distance from their
neighbors. A new data point is assigned a label by picking up nine neighbors and their
majority voting.

5.1 Popular algorithms for classification

We have seen how KNN supervised learning method could be applied used for
sentiment polarity classification. However, there are few other machine learning
algorithms. Researchers can experiment with the following algorithms and choose the
right choice based on performance.

XG boost: Extreme Gradient Boosting is referred to as XGBoost. The GBDT
(“Gradient-Boosted Decision Tree”) ML approach is scalable and distributed. It
offers parallel tree boosting and is the most effective ML technique for classifica-
tion and regression issues.

Support vector machines (SVM): SVM is a supervised method in which the
learning method examines the data and finds patterns. We display the data as points
in an “n-dimensional” space. The value of every attribute is then connected to a
specific coordinate, which facilitates categorization.
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Naive bayes(NB): NB is depending on Bayes' Theorem, an approach for deter-
mining conditional probability on the basis of previous information and the naive
belief that each attribute is independent of the others. The greatest advantage of Naive
Bayes is that it works quite well even with small amounts of training data, whereas the
majority of ML algorithms rely on huge amounts of training data.

Convolutional neural networks (CNN): Deep learning is gaining popularity due
to enhanced chip processing capabilities (GPU units), much cheaper hardware costs,
and major advancements in ML methods. Deep neural network design was first used
by researchers to assess document similarity. A series of word embeddings
constructed from data sets used as inputs to train a CNN-based representation learn-
ing model may also be utilized to classify the sentiment polarity.

5.2 Popular performance metrics for classification

The performance of a machine learning algorithm needs to be evaluated before
selecting the model for real-world applications. Our sentiment analysis is a classifica-
tion problem. The results of any classification algorithm can be evaluated by creating a
confusion matrix and popular metrics. The following table shows the confusion
matrix for a “binary classification” model (Table 7).

Based on the elements of the confusion matrix, a set of metrics is generally calcu-
lated for assessing the performance of the classification model.

5.2.1 Accuracy and error rate

A classification model’s quality may be assessed using these key metrics. A “true
positive, a false positive, a true negative, and a false negative”, respectively, are
denoted as TP, FP, TN, and FN. Following are definitions for the terms Accuracy and
Error Rate in classification.

Accuracy ¼ TPþ TNð Þ
N

,Error Rate ¼ FPþ FNð Þ
N

(9)

where N indicates the total number of samples. Clearly, we have Error Rate = 1
Accuracy.

5.2.2 Recall, F1 score, and precision

These are also the main metrics for unbalanced test sets, and they are applied more
frequently than error rate or accuracy. For binary classification, precision, as well as
recall, are specified below. The harmonic mean of recall and accuracy is the F1 score.

Predicted values

Actual values True Positive
(TP)

False Negative
(FN)

False Positive
(FP)

True Negative
(TN)

Table 7.
Confusion matrix for classification model.
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The F1 score is best when it is 1 (perfect recall and precision), and it is worse when
it is 0.

Precision ¼ TP
TPþ FPð Þ , Recall ¼

TP
TPþ FNð Þ , F1‐Score ¼

2 ∗Prec ∗Rec
Precþ Recð Þ (10)

We may always calculate recall and precision for every class label in multi-class
classification problems, assess each class label’s performance individually, or simply
average the numbers to obtain the overall recall and precision. The average for the three
classifications positive, negative, and neutral in our situation may be determined.

6. Applications of social media sentiment analysis

Traditional polling may be replaced by AI-based social media analysis, which is
also a more affordable way for decision-makers to comprehend the situation and
address any emerging crises. Social media is used by the public proactively to express
their sentiment and opinion. People post millions of messages every minute on social
media. If these messages are analyzed and opinion is extracted, it will help decision-

No. Twitter eWOM Sentiment

1 Future generations will continue to be inspired by their sacrifice for our motherland Positive

2 We appreciate and respect your sacrifices, and we will always be grateful for them. Positive

3 If you carry your childhood with you, you never become older Positive

4 The government has officially proclaimed that India is currently under a state of

emergency as a result of attacks on farmers

Negative

5 A paranoid, vindictive administration won't let farmers survive . Negative

Table 8.
Sentiment classification by automatic system.

Figure 5.
Real world applications of social media analytics.

73

Sentiment Analysis of Social Media Using Artificial Intelligence
DOI: http://dx.doi.org/10.5772/intechopen.113092



makers to quickly respond to any crisis. Following are examples of sentiments
captured by an automatic system from Twitter (Table 8).

Results are convincing in the possibility to replace manual sentiment classification
with automatic systems. The experimental results show promising output and can be
used by online marketing companies, and government agencies for decision-making
[5]. Online advertisement agencies can use this study for effectively targeted market-
ing campaigns. On the other hand, Government organizations could know how the
public is affected by a policy or decision and then decide how to respond to public
opinion. It has many applications in the real world. The above diagram shows the
areas where social media analytics is finding its applications (Figure 5).

It allows business organizations to determine how consumers feel about their
brands and products, identify how they feel about advertising efforts, and generally
track which way the wind is blowing. Social media analytics helps commercial
organizations in the following areas:

• Derive customer sentiment towards products and services.

• Understand conversations - what is being told and how it is being received.

• Spot trends related to brands and service offerings.

• Find the high-value components of a service or product.

• Assess the reaction to messaging on social media and other channels.

• Find out what the competition is saying and its efficacy.

• Learn how third-party partners and channels may impact performance.

7. Conclusion

The AI strategy produced greater results when it came to categorizing eWOMs'
sentiments based on polarity. The two-step process, namely Feature Extractor and
Machine Learning, eliminates the main difficulty in employing NLP tools to compre-
hend social media communications. Commercial enterprises may increase accuracy
and acquire greater insights when assessing customer comments and complaints by
employing a centralized sentiment analysis system. The following are some general
advantages of AI-based sentiment analysis:

Sorting data at scale: It is difficult and time-consuming to manually review
thousands of tweets, customer service discussions, or survey responses. AI-based
sentiment analysis enables businesses to analyze massive amounts of data
economically and efficiently.
Real-time analysis: Organizations may immediately detect dangerous
circumstances on a real-time basis with the use of social media analysis and take
action before consumers start to leave. Text sentiment labeling is highly subjective
and is affected by personal experiences, viewpoints, and opinions. Words such as
extremely, quiet, most, etc. are examples of intensifiers. These are the terms that
affect how the adjacent non-neutral terms feel. They may be broken down into 2
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categories: those that raise the intensity of feeling (very, very much) and those
that tone it down (little). Through a rule-based method, determining the strength
of an emotion might not be straightforward. The AI-based model may still be
improved to determine the level of emotion intensity.
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Chapter 5

Citizen Sentiment Analysis
Yohei Seki

Abstract

Recently, the co-creation process between citizens and local governments has become
increasingly significant as a mechanism for addressing administrative concerns, such as
public facility maintenance, disaster response, and overall administrative improvement
driven by citizen feedback. Social media platforms have been recognized as effective
tools to facilitate this co-creation process. Compared to traditional methods like surveys
and public comment solicitations, social listening is deemed superior for obtaining
authentic and naturally articulated citizen voices. However, there is a noticeable lack of
research concerning the gathering of opinions specifically related to municipal issues via
platforms like X (Twitter). This study seeks to address this gap by presenting an original
methodology for analyzing citizen opinions through the deployment of large language
models. Utilizing these models, we introduce three distinct applications based on our
framework, each considering a different opinion typology. We demonstrate that our
approach enables the analysis and comparison of citizen sentiments across various cities
in relation to common political issues, tailoring the analysis to diverse goal types. The
results of this research not only contribute to the understanding of citizen engagement
via social media but also provide valuable insights into potential applications of large
language models for municipal-related opinion analysis.

Keywords: sentiment analysis, social listening, X (Twitter), citizen engagement, large
language models

1. Introduction

Citizen cooperation has become indispensable in recent years in local government
administration as a way to reduce administrative costs. The advent of communication
through social networking sites (SNS) has enabled citizens to identify and tackle
administrative issues such as the repair of public facilities, graffiti removal, and
disaster countermeasures, akin to the Open311 platform1.

However, citizen participation is paramount in the decision-making process of
local government administration. Traditional methods of collecting opinions, such as
questionnaires and public comments, have inherent limitations, including a limited
participant pool and the influence of vocal individuals. As a solution, the potential of
public opinion analysis using SNSs like X (formerly known as Twitter) has been
acknowledged.

1 https://www.open311.org/
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For an authentic collection of citizen opinions, it is crucial to garner opinions
from specific municipalities through social media platforms. While participation
in region-specific SNSs might be low, platforms like X with a larger user base can
serve as a useful tool for collecting and analyzing citizen opinions on administrative
issues. In Section 3.2, we introduce a strategy to amass citizen sentiment in a specific
city.

Given the age group bias in X participation, directly incorporating citizen opinions
from X into public administration might not be feasible. Hence, it is crucial to com-
paratively analyze these opinions with those from other cities. While city comparisons
are necessary, there is a dearth of studies that collect and compare tweets from
multiple cities using a social listening approach. To address this gap, we introduce a
general framework in Section 3. In Sections 4, 5, and 6, we also present research on
citizen sentiment across cities through three concrete applications, linking it to real-
world scenarios.

While sentiment and polarity analysis have traditionally been used for product
reviews and X trends, it is vital to assess citizens’ attitudes toward the target of their
opinions when analyzing their authentic voices. This requires annotated corpora with
detailed information, tailored to the application’s goal. We introduce three types of
opinion typology in line with the application’s objective.

Collecting opinions on specific administrative issues from SNS poses challenges
due to the diverse range of topics discussed. It’s not only important to collect opinions
with relevant keywords but also to consider and analyze them within the context of
the administrative issue at hand. As facility and event names related to administrative
issues vary from city to city, creating tailored training data for opinion analysis for
each city and administrative topic is desirable, albeit cost-intensive.

This chapter details the research conducted to address these challenges, emphasiz-
ing the use of large-scale language models and fine-tuning approaches for citizen
opinion analysis. Our work builds on the studies by [1, 2] and explores the application
of these methods in citizen sentiment analysis.

2. Related works

Sentiment analysis or opinion mining has been conducted for a long time [3]. The
first target document genre is newspaper [4], product review [5], or blogs [6]. Then,
social media such as Twitter (now called X) became the main target to conduct public
opinion analysis [7, 8]. Recently, social media sentiment analysis has been extended to
applications focused on public service [9]. In this section, we discuss two types of
related works from the two viewpoints as follows: (a) applications of citizen senti-
ment analysis and (2) opinion typology used for citizen sentiment analysis.

2.1 Application of citizen sentiment analysis

Citizen sentiment analysis has been a focal point since 2010 [8]. Subsequently,
researchers have explored citizen comments in various domains, such as urban pro-
jects [10], reactions to government secretary accounts [11], and responses to the
COVID-19 pandemic [12], all of which have proven to be effective target domains.

Alizadeh et al. [10] conducted research to collect citizen opinions for informing
local government decision-making. They gathered tweets using project-specific
hashtags or query keywords. Hubert et al. [11], on the other hand, explored citizen
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comments in response to tweets posted by five secretaries of the Government of
Mexico.

In contrast, our method focuses on collecting more generalized citizen opinions
relevant to political issues across different cities. We collected citizen comments based
on the city using the approach described in Section 3.2. Additionally, we extracted
citizen responses using broader query keywords related to political issues, including
those pertaining to COVID-19 infections. This approach allows us to gain insights into
the broader sentiments and opinions of citizens across cities on various political
matters, offering valuable information for decision-making and policy analysis.

2.2 Opinion typology used for citizen sentiment analysis

Opinion analysis on Twitter (X) has attracted significant attention from numerous
researchers, primarily focusing on the classification of emotions in tweets [13–15].
Dini et al. [13], for instance, challenged the conventional assumption that all tweets
inherently express opinions and consequently introduced a task for identifying non-
opinionated tweets. In contrast, Jabreel et al. [14] designed a classification task to
identify a single emotion and proposed an attention-based technique for recognizing
multiple emotions within a tweet.

These pioneering studies have advanced Twitter opinion analysis, exploring
diverse aspects such as emotion classification and identification of opinion-expressing
tweets. However, they primarily focus on polarity [16] and emotion classification
[13–15, 17], which we argue, may not fully represent the breadth and complexity of
citizens’ opinions expressed on X.

In response to this gap, we propose a unique framework for citizen sentiment
analysis. After presenting a common framework for this in Section 3, we introduce a
set of opinion typologies tailored for different applications. These include eliciting
feedback from citizens (Section 4), comparing policy discussion trends with city
council members (Section 5), and estimating social connections among citizens
(Section 6). We argue that these typologies offer a more nuanced understanding of
citizen sentiment, enabling the extraction and organization of citizen feedback by
analyzing tweets from a variety of perspectives.

3. Citizen sentiment analysis framework

3.1 Our framework overview

We present a sentiment analysis framework designed for analyzing citizen
comments, consisting of four stages as shown in Figure 1.

1.Crawling city-specific citizen tweets,

2.Classifying comments using an opinion typology applied via large language
models,

3.Consolidating opinions based on assigned labels, and

4.Comparing temporal civic sentiment trends across cities.
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The framework begins with the collection of city-specific tweets. These tweets are
then categorized using a custom opinion typology implemented via a fine-tuned large
language model. This typology, informed by the application’s purpose, allows for a
nuanced analysis of public sentiment. Next, we consolidate the categorized opinions
based on their assigned labels within specific timeframes for each city. Finally, we
visualize and compare the temporal trends of civic sentiment across different cities.

The methodology of the tweet collection stage is detailed in Section 3.2. The
subsequent stages are discussed in relation to three applications: extracting civic
feedback (Section 4), comparing citizens’ and city councilors’ opinions (Section 5),
and estimating social capital (Section 6).

3.2 Crawling citizen comments

In recent years, X (Twitter) has become a prominent platform for capturing
citizen sentiments and opinions. Extracting relevant accounts from this vast social
media platform is essential to gain valuable insights into local issues. This section
introduces a method for efficiently crawling citizen comments on X, with a focus on
city-level residents. To crawl citizen comments, we have proposed a methodology to
collect citizen accounts from X using profile information [18].

3.2.1 Seeded resident account collection

We define a method to collect citizen accounts by leveraging profile information.
This method involves matching district names with user profiles to gather seeded
resident accounts. Japan’s Twitter user profile search service2 plays a crucial role in
extracting the initial set of seed accounts.

Figure 1.
Our citizen sentiment analysis framework.

2 https://twpro.jp/
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3.2.2 Account extension

To enhance the scope of our extracted accounts, we propose extensions based on
followers’ characteristics. These extensions are subjected to three specific constraints:
the maximum number of followers (3000), the maximum number of friends (4000),
and the minimum number of followers of the seed account. The first two constraints
were set to exclude famous people or bot accounts. By applying these constraints, we
ensure that the extended accounts remain relevant and representative of city-level
residents.

3.2.3 Preliminary experiment: Tsukuba City

For evaluation purposes, we conducted a preliminary experiment in
Tsukuba City, Japan, a city with a population of approximately 250,000. In this
experiment, we targeted accounts relevant to Tsukuba City and extended them
based on twice the number of followers (i.e., the followers of followers of followers).
Additionally, we randomly selected 200 citizen accounts and manually annotated
their career types.

3.2.4 Results and discussion

The results of the manual annotations are presented in Figure 2, indicating a
substantial representation of residential users among the extracted accounts. This
observation aligns with Tsukuba City’s demographic, which mainly consists of stu-
dents due to its status as a academic city. The proposed X account extraction method
proves effective in gathering citizen comments from city-level residents. By leverag-
ing profile information and applying follower-based extensions, we obtained a
significant dataset of valid residential users. The method’s reliability and applicability
are demonstrated through the case study in Tsukuba City, providing valuable insights
for understanding local opinions and sentiments on X and other social media
platforms.

Figure 2.
Career type rate in Tsukuba city.
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4. Application (1): extraction of citizen feedback

In this section, we describe the application to extract citizen feedback for local
government administration. This work is based on our paper [1].

4.1 Goal

Obtaining citizens’ feedback is crucial for enhancing local government and
nongovernmental customer service initiatives and mitigating infectious disease
spread, thereby promoting a vibrant social life. Current systems, like public comment
platforms and council membership competitions, have limitations in attracting suffi-
cient residents and may be biased toward certain attitudes. To address this, a new
method is proposed for acquiring a large volume of unbiased and experienced citizen
feedback.

The study introduces a novel approach to extract citizens’ opinions from X, where
users express diverse thoughts daily. Unlike conventional studies focusing on polarity
and emotion classification, this research adopts appraisal theory [19] to categorize
various opinions, thereby enabling a comprehensive analysis. A large language model
(LLM) is utilized to analyze tweets from multiple perspectives and extract citizen
feedback based on specific conditions.

By adopting this new approach, local governments and nongovernmental entities
can obtain a diverse range of citizen opinions, leading to better policy guidance and
service improvement. The proposed method enables policymakers to gain valuable
insights into public sentiment during the pandemic, fostering more effective and
inclusive decision-making processes.

4.2 Opinion typology for extracting citizen feedback

This study introduces a novel methodology for gleaning citizens’ opinions from the
prominent social media platform, X. Capitalizing on the platform’s user interaction
diversity, we conveniently capture a broad range of civic sentiments. Our method
hinges on three attitude categories derived from appraisal theory: affect (e.g., satis-
faction or dissatisfaction), judgment of behavior (e.g., staff performance evaluation),

Figure 3.
Appraisal opinion type for extracting citizen feedback.
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and appreciation (e.g., assessment of facilities or products). This approach empowers
us to probe into the varied opinions expressed by citizens on X, differentiating feed-
back according to informational needs, as depicted in Figure 3.

To overcome the limitations of existing studies, which often overlook opinions
and attitudes toward society, we propose analyzing citizens’ opinions from
multiple viewpoints, including appraisal opinion types, while also examining their
chronological appearance frequency. By doing so, we aim to better understand
citizens’ opinions and attitudes toward society within specific time ranges during
the COVID-19 pandemic. This comprehensive approach will yield a more holistic
and nuanced understanding of public sentiment, thereby aiding policymakers
and researchers in developing effective strategies and policies to address societal
concerns.

Additionally, we address the absence of linguistic modality and speech act theory
categories in appraisal theory by introducing the “communication opinion type”
viewpoint. Furthermore, within the “attitude” category of appraisal theory, the value
of the category combines both positive and negative opinions without distinction. To
rectify this, we define the “polarity” viewpoint.

In summary, the opinion typology used in this study is presented in Table 1.

4.3 Methodology

We used a common LLM to simultaneously estimate the three viewpoints (polar-
ity/appraisal/communication opinion types) of the opinion unit. The three viewpoints
of the opinion units refer to the same opinion. Therefore, we assumed that these
estimation tasks relate to each other and show their effectiveness of the multitask
learning approach [20] for estimation tasks. By performing multiple tasks concur-
rently using a shared model, we performed that higher F1-scores were achieved
compared to independent task performance significantly. This multitasks learning
approach enhances opinion extraction accuracy. In the first paper [1], we used BERT
model [21] as a pretrained LLM. In the later version [22], we updated our model using
T5 model [23], because it was an LLM which leveraged a unified approach to treat all
NLP tasks as a “text-to-text” problem, and was also suitable for multitask learning.

In addition, comparing citizen opinions across different cities is crucial to discern
whether sentiments expressed are specific to the analyzed city or shared among
citizens in diverse locations. However, variations in municipal policies and hospitality
services necessitate creating another data for training citizen opinion extraction
models in each city of interest. Creating training data for all cities incurs high costs,
rendering such an approach unrealistic.

To address this challenge, in our work [22], we proposed a method for extracting
citizen opinions in a target city by leveraging data from a city with pre-constructed

Opinion type Value

Polarity positive, negative, neutral, N/A

Appraisal affect, judgment, appreciation, N/A

Communication speculation, suggestion, question, request, N/A

Table 1.
Opinion typology used in our study [1].
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training data (referred to as the source city) alongside a relatively small amount of
data from the target city. Specifically, we utilized the confidence levels of predictions
made on the target city’s data by a model fine-tuned on the source city’s data to
effectively select the target city’s training data. The proposed method reduces the cost
of creating training data to approximately half of that required for extracting citizen
opinions from an entirely new city. The steps of our proposed method are illustrated
in Figure 4.

In our experiments, annotating the top 50% of unlabeled tweets with confidence
levels and applying fine-tuning to adapt to the target city outperformed methods that
randomly selected 50% or the bottom 50% of unlabeled tweets significantly in terms
of F1 score. Additionally, we observed no significant difference in estimation accuracy
in terms of F1-score when compared to the estimation of opinion types using 100% of
unlabeled data in the target cities as labeled training data for fine-tuning as an upper
bound. Therefore, this approach allows us to discern sentiments across different cities
more efficiently and cost-effectively.

4.4 Comparing citizen feedback across different cities

In this study, we conducted an analysis to extract citizens’ opinions specific to
target cities, using nursery school services as an example, in the government-
designated cities of Yokohama and Sapporo in Japan. Specifically, we focused on
citizens’ opinions expressing parental sentiments in Yokohama during the early period
of the COVID-19 disaster in April 2020. The results revealed that Yokohama citizens
who are raising children expressed dissatisfaction (“affect”) with the city’s policy to
open daycare centers during this period. These opinions were specific to Yokohama
residents and hold potential value for the city in improving its policies.

In contrast, the opinions of Sapporo citizens displayed a noteworthy trend, with a
significant proportion consisting of evaluations (“appreciation”) concerning various
aspects, including events and things. This allowed us to extract opinions expressing
confusion about the current situation of nursery schools remaining open during the
COVID-19 pandemic, as well as opinions about specific events, such as cases of
discrimination against infected people occurring at nursery schools. These tweets
provided valuable insights for proposing policy improvements, as they shed light on
specific events that citizens were troubled by and allowed us to discern areas where
improvements could be made.

Our analysis highlighted the significance of extracting location-specific citizen
opinions, as it provides valuable feedback for local governments to enhance policy
decision-making processes and address citizens’ concerns effectively.

Figure 4.
Selecting comments for labeling in target with confidence level.
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5. Application (2): comparison of stances for citizens
with city councilors

In this section, we introduce the application of citizens’ stances analysis for politi-
cal issues to compare with the stances of city councilors, with referring to [2].

5.1 Goal

In local governance, analyzing the disparities in citizens’ and city councilors’
opinions on political matters is vital for representing the people’s will in politics and
fostering citizen engagement. With the abundance of citizens expressing their views
on X and city councils sharing meeting minutes as open data on the web, digital
archives offer valuable resources for opinion analysis.

In this study, we propose and evaluate a method for automatically predicting
stances in citizen tweets and city council minutes, subsequently aggregating the per-
centages of “favor” or “against” for each city. By comparing the results for each city,
we ascertain the distinct characteristics of citizens and city councilors, underscoring
the significance and efficacy of our approach.

5.2 Attribute type for comparing stances

In our study, the dataset constructed may encompass texts unrelated to political
issues. To address this, we performed annotations not only for “stance” but also for
“relevance” to the political matter. Additionally, for a more in-depth opinion analysis,
we further annotated two attributes: “usefulness,” indicating whether the texts
include specific information and evidence, and “regional dependency,” determining if
they are connected to the place of residence. An overview of the attribute typology
employed in this research is presented in Table 2.

5.3 Methodology

In our dataset, some texts do not explicitly mention political issues but contain
opinions on them, while others seem to express opinions on unrelated topics. To
achieve accurate stance prediction, it becomes crucial to account for the relevance of
the political issue. Thus, in this study, we employed multitask learning [20] to simul-
taneously train the stance and relevance attributes. Moreover, considering the
interconnected nature of the usefulness and regional dependency attributes with
relevance, we also employed multitask learning, training them together with rele-
vance. By adopting this multitask approach, we enhance the model’s ability to capture
the intricacies and dependencies among attributes, leading to more accurate and

Attribute Type Value

Stance favor, against, N/A

Usefulness yes, N/A

Regional dependency yes, N/A

Relevance yes, N/A

Table 2.
Attribute typology used in our study [2].
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comprehensive predictions of stance, relevance, usefulness, and regional dependency
in citizen tweets and city council minutes.

5.4 Comparing stances across different cities

In this study, we direct our attention to the distribution of stance labels in order to
identify valuable citizen and councilor comments related to political issues. By ana-
lyzing these labels, we gain insights into the perceptions of individuals concerning
various issues. Notably, we conducted a comparative examination of two cities: Osaka
and Yokohama, ordinance-designated cities in Japan.

Our findings reveal a significant contrast instances between the citizens and coun-
cilors of these two cities. Specifically, individuals from Osaka displayed a notably
more positive stance toward the attraction of integrated resorts (IR) in comparison to
their counterparts in Yokohama. This disparity in attitudes aligns with the ultimate
decision taken by the Yokohama Mayor in 2021 to discontinue the IR attraction. It is
essential to note that the timing of this decision postdates the timing of the stance
analysis conducted in this research.

These results demonstrate the potential of our approach in extracting valuable
insights from citizen and councilor comments, contributing to a better understanding
of the prevailing sentiments and opinions surrounding political issues. By focusing on
stance labels, we gain a nuanced understanding of the viewpoints held by different
stakeholders, allowing us to identify patterns and differences among cities. The
contrasting stances observed in Osaka and Yokohama regarding integrated resorts
exemplify the effectiveness of our methodology.

6. Application (3): comparing social capital in each city

6.1 Goal

The objective of this research is to provide a quantitative analysis of the intensity
of human connections and elucidate the varying degrees of these connections across
different cities. In doing so, we posit the potential for municipalities to gauge the
strength of their local social ties, thereby enabling local governments to effectively
address social isolation in areas with comparatively weaker ties.

This study further quantifies human connection strength during the unprece-
dented period of the 2020 and 2021 novel COVID-19 pandemic, when social relation-
ships were notably strained. By scrutinizing variations in our calculated values over
time, in conjunction with alterations in the prevalence of mood disorders, our inves-
tigation aims to unravel the underpinnings of the reported increase in conditions like
depression, which have surged during the COVID-19 outbreak and have been inade-
quately explored in preceding studies.

To achieve these objectives, we leverage social capital [24] – a concept intrinsically
linked to the quantification of human connection strength - as a metric, deriving our
data from tweets on the social media platform, X. This study seeks to validate the
efficacy of an affordable quantification method founded on tweet data, which has
been under-explored in comparison to the more traditional, yet costly, quantification
approach reliant on questionnaire surveys, widely utilized in conventional research.
Note that this is ongoing work and reported in the domestic non-reviewed conference
in Japan [25].
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6.2 Indicator type for estimating social capital

In our proposed methodology, we initially aggregate tweets from cities at
both ends of the spectrum concerning the prevalence of mood disorders, as reported
on X.

Subsequently, employing the construct of social capital, we derive two indicators
from the assembled tweets, assigning attributes through annotation to formulate a
comprehensive dataset. The proposed indicators are delineated as follows:

1.Event and Activity Participation: In alignment with the concept of bridging social
capital, this indicator is formulated to represent the extent of event participation
among contributors residing in the target cities.

2.Family Ties Intensity: Based on the definition of bonding social capital, this
indicator is conceived to articulate the strength of relationships between the
contributor and their relatives.

Our indicators are conceptualized based on the bifurcation of social capital as per
Putnam [24], who differentiated it into two categories bridging and bonding, each
embodying distinct characteristics of human connections.

We assembled tweets from four cities: Mito and Oita, characterized by the highest
rates of mood disorder patient increase, and Aomori and Takasaki, marked by the
lowest rates. Documents were curated such that each category comprised 500 tweets
from the pre-pandemic period and 500 from the pandemic period, yielding a total of
1,000 tweets per category. Thus, the resultant dataset encapsulates approximately
8,000 sentences.

To procure tweets pertinent to each indicator, we gathered tweets spanning June
2018–September 2021, encapsulating both pre-pandemic and pandemic periods,
guided by the subsequent search queries:

• Event and Activity Participation

The search query was “participation.”

• Family Ties Intensity

Search queries encompassed “son,” “daughter,” “mother,” “father,” “brother,”
“younger brother,” “family,” “husband,” “wife,” “parents,” and so on.

Tweets were collected from 12,927 Mito citizen accounts, 9,026 Oita citizen
accounts, 9,784 Aomori citizen accounts, and 9,301 Takasaki citizen accounts. These
were retrieved based on profile information from X (Twitter) using Twitter’s Stream-
ing API. The number of tweets collected amounted to 10,083,874 from Mito,
5,823,539 from Oita, 11,177,635 from Aomori, and 6,974,843 from Takasaki. Accord-
ingly, for each city, we culled tweets containing the defined queries so that a sum of
2,000 tweets (1,000 for each indicator) were collected during the specified period.
Reposts were omitted, and URLs contained within the tweets were excised. This
dataset serves as the foundation for training a classification model for each attribute,
individual city, and respective indicator.

In this methodology, we delineate attributes that are uniformly allocated to the
degree of connectivity with relatives, in addition to labels denoted to the degree of
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event participation. Social capital is quantified for each indicator, drawing from
tweets associated with the ensuing labels.

6.2.1 Attributes assigned to the level of event participation

• Event Participation: We determine whether the content signifies participation in
events such as sports, games, music festivals, and so on. There are four label
categories: “currently participating,” “participated in the past,” “not
participating,” and “not related.”

• Form of Event Participation: This attribute is ascribed to tweets associated with one
of three classifications: “currently participating,” “participated in the past,” or “not
participating” in the aforementioned attribute of event participation status. This
attribute indicates whether the post user partakes in the event virtually or
physically. There are three label types: “online,” “offline,” and “unknown.”

6.2.2 Attributes assigned to the degree of connection with relatives

• Connection Information: We assess whether the content comprises information
about relatives linked to the post user. The associated label type is “Yes,” in the
contrary case, the label type is “No.” For instance, “Husband of an acquaintance”
contains expressions relating to relatives such as “husband,” yet the content does
not pertain to the post user’s relatives. Hence, such tweets are evaluated as “No”
for the connection information.

• Form of Connection Information: This attribute is assigned exclusively to tweets
denoted as “Yes” in the above “connection information” attribute. It discerns
whether the interaction between the post user and a related individual is
face-to-face or online. There are three label types: “online,” “offline,” and
“unknown”.

• Evaluation of Connection: This attribute is conferred solely on tweets labeled as
“Yes” in the above “connection information” attribute. Drawing from
expressions in the post users, encompassing the sentiments and actions of the
post users, we assess the quality of the connection between the post users and the
other party. This attribute accounts for the “trust” toward others, a component of
social capital, and “reciprocity,” which pertains to relationships of mutual
support, such as gift exchange. There are three label types: “positive,” “negative,”
and “neutral.”

6.3 Methodology

The model was trained to assign the label of the attributes to each tweet using the
labeled annotation corpus with RoBERTa [26]. Then, the labels were assigned to the
unlabeled tweets in each city using the model, allowing for the quantification of social
capital based on the assigned labels to each tweet.

By assigning labels to a large number of unknown tweets using the proposed method
in this study, we calculate correlation coefficients between the number of labeled tweets
per month and the number of patients with mood disorders per city in the target cities.
The period of analysis was from June 2018 to December 2021. The number of patients
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with mood disorders per month is calculated using REZULT3, a medical database
provided by Japan System Techniques Corporation (JAST). This data set is based on the
receipt data of more than 7 million patients held by JAST, and the number of patients is
calculated by ICD-10 code, which is the International Statistical Classification of Dis-
eases, and by region. In order to analyze the data by period, correlation coefficients
were calculated for a six-month period, from June 2018 to December 2019 (before
COVID-19) and from January 2020 to March 2022 (after COVID-19).

6.4 Correlation of number of labeled tweets and number of patients with mood
disorders in cities

During the early COVID-19 pandemic period from January to June 2020, we
observed a negative correlation (�0.157 to �0.656) between the number of patients
with mood disorders and the count of tweets labeled “currently participating” and
“online” in the attribute “forms of event participation.” This supports the hypothesis
that a higher participation of citizens in events is associated with a decrease in the
number of mood disorder cases.

The strong negative correlation case in Aomori city case is depicted in Figure 5.
Note that Aomori was characterized by the lowest rates of mood disorder patient
increase. During this period, numerous tweets discussed online drinking parties and
social gatherings, utilizing Zoom for virtual interactions.

The negative correlation coefficient between the number of patients with mood
disorders and the count of tweets labeled as “positive” for offline connectedness from
January to June 2020 was notably higher (�0.525 to �0.629) in cities. This suggested
that kinship ties might have reduced mood disorder patient numbers in early COVID-
19 pandemic stages.

Figure 5.
Negative correlation between # of tweets currently participating in online events and # of patients with mood
disorders in Aomori city.

3 https://www.jastlab.jast.jp/rezult_data/
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7. Limitations

Our approach exhibits several limitations. Notably, it struggles to analyze opinions
that rarely surface on social media. For instance, although restroom locations in offline
events constitute an important concern, few users discuss this topic on X. Addition-
ally, due to limited X usage among older demographics, assessing elder-specific issues
is challenging. Another complication is distinguishing the impact of non-opinion
factors when analyzing real-world problem influences. An example would be
assessing the effect of social media rumors on decreasing COVID-19 vaccination rates,
considering that inadequate local government services also contribute to this decline.
Understanding these limitations is crucial before deploying our proposed methodol-
ogy for analysis.

8. Conclusions

In this chapter, we presented our methodologies for citizen sentiment analysis
using tweets in a specific city, with a focus on three main applications: (1) comparing
citizen feedback in multiple cities; (2) comparing the stance of citizens with city
councilors; and (3) estimating social capital to affect the number of patients with
mood disorder. Our approach encompassed a wide range of political issues, enabling
us to compare citizen responses and connections across various cities by collecting
tweets specific to each location. To prove the generality of our framework, we intro-
duced multiple opinion typologies according to the application goal. Moreover, to
enhance the accuracy and efficiency of extracting citizen comments, we incorporated
a multitask learning framework based on LLMs.

Looking ahead, we plan to construct a conversation agent in each city to adapt
generative AI to each city, by creating specific instructions in each city. This applica-
tion plays a role as a virtual citizen, and holds significant promise for facilitating
targeted interventions to enhance community well-being. By bridging the gap
between digital interactions and real-life connections, our research contributes to a
more comprehensive understanding of citizen sentiments and lays the groundwork
for more informed decision-making in public administration.
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Chapter 6

Perspective Chapter: Embracing the
Complexity of Human Emotion
Saeed Albarhami Thabit

Abstract

In this chapter, we delve into the multifaceted world of human emotions through
the lens of advanced analysis techniques, aiming to unlock a deeper understanding of
human behavior and decision-making processes in our digital landscape. We begin by
illustrating the complexity of human emotions and the significance of accurate emo-
tion detection across various applications, from marketing and customer relationship
management to healthcare and social media monitoring. This context leads us to
discuss state-of-the-art emotion detection methods, including transformer-based
models, context-aware emotion detection, physiological signal recognition, and mul-
timodal emotion analysis. Here, we adopt a systematic approach to emotion analysis,
utilizing the transformer-based architecture fine-tuned on a tweets dataset. Our
methodology achieves an accuracy of 82.53%, a precision of 82.79%, a recall of 82.53%,
and an F1 score of 82.29% in predicting emotional categories. The chapter also scruti-
nizes challenges, limitations, and ethical considerations in this field, including ambi-
guity, subjectivity, and cross-cultural variations. Finally, we glance into the future of
emotion analysis, focusing on integrating emotional intelligence into artificial intelli-
gence systems and developing personalized techniques. We aim to spur further
research and collaboration in this field, thus enriching our understanding of the
dynamic role of human emotions in our interconnected world.

Keywords: emotion analysis, human emotions, emotional complexity,
transformer-based models, multimodal emotion analysis, context-aware emotion
detection, physiological signals, mental health monitoring, human behavior,
decision-making processes, digital landscape, public opinion analysis, ethical
considerations, cross-cultural variations, emotional intelligence, personalized emotion
analysis, social media monitoring

1. Introduction

In our increasingly interconnected world, understanding the complexities of
human emotions has become essential. In the digital landscape, the quest to under-
stand and analyze complex human emotions has become more relevant through the
lens of the most recent advanced emotion analysis techniques, setting the stage for a
profound grasp of human behavior, communication, and decision-making processes.
This chapter dives into the mysterious world of human emotions, employing
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advanced emotion analysis techniques as a powerful tool to unveil the underlying
emotions that drive our actions and interactions.

We start by journeying into the labyrinth of human emotions, highlighting why
understanding emotional complexity is crucial. The importance of accurate emotion
analysis is discussed across various contexts, from marketing and customer relation-
ship management, as emphasized in earlier research on the crucial role of polarity
detection and emotion recognition in comprehending and forecasting customer ser-
vice experiences [1, 2] to healthcare and social media monitoring, highlighted in past
studies such as [2–6]. We then delve into cutting-edge techniques for complex emo-
tion detection, including transformer-based models [7], multimodal emotion analysis
[8, 9], context-aware emotion detection [10, 11]. We also discuss emotion recognition
using physiological signals [4, 12–14] and address their potential to deepen our
understanding of human emotions. The chapter also navigates emotion analysis’s
challenges, limitations, and ethical aspects, including issues like ambiguity, subjectiv-
ity, and cross-cultural variations in emotional expression, emphasizing a call to action
for further research and collaboration to fully comprehend the multi-dimensional
nature of human emotions in our digital era.

We conclude with a glimpse into the future of emotion analysis, accentuating the
integration of emotional intelligence in AI systems, ethical considerations, and the
emergence of personalized emotion analysis techniques tailored to individual prefer-
ences and cultural backgrounds. By offering a comprehensive view of recent
advancements and challenges in emotion analysis, this chapter aims to inspire further
research and collaboration, fostering a more profound understanding of the multi-
dimensional nature of human emotions in our digital era.

2. Background

The landscape of human emotions is a rich tapestry woven with a multitude of
feelings, emotions, and sentiments, varying in depth, complexity, and expression.
Emotions are multifaceted and rarely exist in isolation, with humans often experienc-
ing a blend of emotions simultaneously. Human nature’s nuanced complexity offers
intriguing possibilities and poses significant challenges for emotion analysis. Emotions
are fundamentally subjective and deeply personal, making their accurate assessment
challenging. To illustrate, consider the feeling of joy. One person’s expression of joy
could be another’s expression of satisfaction, depending on their emotional and cul-
tural background. This inherent subjectivity necessitates an intricate understanding of
individual emotions in emotion analysis.

Emotions are also dynamic and ephemeral, changing rapidly in response to stimuli.
The emotion behind words can change dramatically depending on the context or even
the tone in which they are expressed. For instance, a person tweeting “I love this!”
might convey genuine enthusiasm when discussing their favorite book but sarcasm
when discussing a disliked policy. This demonstrates the necessity for emotion analy-
sis models that consider the context and changes in emotion over time. Therefore,
static emotion analysis models can often fall short, necessitating more dynamic and
context-aware models that can adapt to the fluidity of human emotions.

Cultural and societal factors can profoundly influence emotional expression and
interpretation. The same emotion can be expressed differently across cultures, and
what might be perceived as a positive emotion in one culture could be seen as negative
in another. Consider the example of a movie viewer watching a sad scene. One person
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might react with profound sadness, tears welling in their eyes, while another might
feel a sense of nostalgic melancholy, yet another might be unmoved, deeming it overly
sentimental. This variability in emotional reactions to the same stimulus underscores
the personal nature of emotions, presenting a considerable challenge for emotion
analysis. Consequently, understanding the cultural nuances of emotional expression
and incorporating them into emotion analysis models is critical.

Furthermore, emotional complexity extends beyond verbal or textual
expression. Non-verbal signals such as facial expressions and tone play an essential
role in communicating emotions and are often more truthful than words. For exam-
ple, when a person says “I am fine” with a neutral facial expression, their tone may
reveal underlying sadness or frustration. This highlights the importance of multi-
modal emotion analysis, which integrates text, audio, and visual data to understand
emotions comprehensively. Therefore, a comprehensive understanding of
emotional complexity necessitates the incorporation of these non-verbal cues in
emotion analysis.

The challenge of understanding emotional complexity underscores the significance
of employing advanced emotion analysis techniques to navigate the complex emo-
tional landscape, respect its intricacies, and accurately decode the underlying emo-
tions. This challenging task of emotional understanding requires an amalgamation of
linguistics, psychology, machine learning, and deep learning techniques. However,
overcoming this challenge promises to revolutionize numerous fields, from marketing
and customer relationship management to mental health monitoring and public opin-
ion analysis.

Understanding emotional complexity is a vital prerequisite for the advancement of
emotion analysis. By recognizing the multi-dimensional nature of human emotions
and developing sophisticated techniques to capture these dimensions, we can better
effectively and ethically harness the power of human emotions. This journey, as
challenging as it is fascinating, provides immense opportunities for further research,
collaboration, and innovation in emotion analysis.

As our understanding of emotional complexity deepens, numerous applications
have started to benefit from this wealth of information. From personalized marketing
to mental health support, emotion analysis allows us to tap into a human being’s most
intimate element – their emotions.

2.1 Personalized marketing and advertising

Personalized marketing and advertising have truly revolutionized traditional busi-
ness practices, giving businesses a unique opportunity to engage with their audience
more intimately. Emotion analysis, often conducted via advanced artificial intelli-
gence technologies and emotion analysis tools, plays a pivotal role in this revolution,
serving as the backbone for understanding and engaging with the complex emotional
landscape of consumers. The heart of emotion analysis lies in the interpretation of the
emotional states and reactions of customers. This process examines various customer
feedback forms such as product reviews, social media commentary, or customer
service interactions. By investigating these mediums, businesses can understand how
their products or services are being emotionally received and perceived by the
customers [2].

Emotion analysis can help reveal patterns of customer opinion that go unnoticed.
For instance, it can bring to light a widespread emotion of disappointment in a
product feature or unveil a sense of joy associated with a particular service experience.
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This information can be further segmented by demographic groups, providing valu-
able insights into the emotional responses of different market segments.

Once these emotions are understood, businesses can adjust their marketing and
advertising strategies accordingly. If the analysis reveals a negative emotion towards a
product, the company may modify the marketing message to address and mitigate this
negativity. On the other hand, if customers demonstrate a positive emotional response
to a particular product feature or service, the company might amplify these emotions
in their advertising campaigns, harnessing the power of positive affirmation to
enhance customer loyalty and encourage repeat business.

Furthermore, emotion analysis can also be used to create more personalized and
emotionally resonant marketing campaigns [10, 15, 16]. By understanding the specific
emotions associated with a brand or product, companies can tailor their messaging to
evoke similar emotions, creating a more profound and authentic connection with their
audience. For example, a car company that finds its customers associate feelings of
freedom and adventure with their products might develop advertising campaigns
that evoke these emotions, resonating on a deeper, more personal level with their
audience.

Emotion analysis in personalized marketing and advertising thus holds immense
potential for fostering customer loyalty and engagement. As businesses refine their
understanding of their customers’ emotional responses, they will be better equipped
to respond to their needs, tailor their products, and shape their messaging to resonate
more deeply with their target audience. As such, emotion analysis represents a pow-
erful tool in the modern business arsenal that promises to continue shaping the
landscape of personalized marketing and advertising in the years to come.

2.2 Social media monitoring

Social media is a goldmine for emotion analysis. Social media platforms have
precipitated a paradigm shift in how businesses interact with consumers and under-
stand and monitor public opinion [3, 17]. Such platforms serve as a rich repository of
public opinion, and when mined intelligently, they can provide unprecedented
insights into consumer attitudes, needs, and behaviors. In this context, sentiment and
emotion analysis applied to social media monitoring can be invaluable. For instance,
consider a company’s launch of a new product or service. By analyzing the social
media discourse surrounding this launch—which could range from tweets to posts
and photos to videos, a company can gain an in-depth understanding of public view
towards the product or service. Moreover, sophisticated emotion analysis algorithms
can uncover the polarity of the emotion (positive, negative, or neutral) and the
nuances of the emotional responses elicited, such as excitement, disappointment,
anticipation, confusion, or admiration.

Consider a tech company unveiling a new smartphone model as a hypothetical
example. Emotion analysis of social media reactions could reveal that while the
phone’s design elicits positive emotions and excitement, its price generates disap-
pointment or frustration. This nuanced understanding can inform the company’s
subsequent marketing strategies, pricing decisions, and design improvements for
future models. The power of emotion analysis in social media monitoring extends
beyond product launches. It can be employed to assess public reaction to advertising
campaigns, gauge consumer satisfaction with customer service, monitor brand repu-
tation, track emotion towards competitors, and identify emerging market trends or
consumer needs.
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By harnessing the power of sentiment and emotion analysis in social media moni-
toring, businesses can turn the tide of public opinion in their favor, make informed
strategic decisions, and maintain a competitive edge in an increasingly digital
marketplace.

2.3 Customer relationship management (CRM)

Within the domain of Customer Relationship Management (CRM), understanding
emotional complexity allows businesses to respond to customer interactions promptly
and empathetically. CRM has become a vital strategy in today’s business landscape,
where the customer is at the center of all operations. Using sentiment and emotion
analysis within CRM frameworks is steering in a new era of personalized and emo-
tionally aligned customer service, driving customer satisfaction and loyalty [1, 2].

A key aspect of CRM is interaction management, encompassing all touchpoints
between a business and its customers. Here, emotion analysis can offer critical insights
into a customer’s mind. For instance, an email from a disgruntled customer might
express disappointment or feeling undervalued. An advanced CRM system with emo-
tion analysis capabilities can decipher these complex emotions, providing a nuanced
understanding of the customer’s feeling. This understanding empowers customer
service representatives to respond empathetically and effectively, thus enhancing the
overall customer experience. For instance, suppose a customer sends an email com-
plaint about a recently purchased product that did not meet their expectations. A
typical response might address the complaint at face value, offering a refund or
replacement. However, with sentiment and emotion analysis, the CRM system could
reveal underlying disappointment due to high expectations from the brand or annoy-
ance at the inconvenience caused. Thus, the customer service representative could
tailor their response to acknowledge these emotions, apologize, and offer a goodwill
gesture, such as a discount on the next purchase. This tailored response will likely
transform a potentially negative customer experience into a positive one, fostering
customer loyalty.

In a broader sense, emotion analysis in CRM can aid in proactive issue resolution,
trend identification, and strategic decision-making. For example, consistently high
levels of frustration or disappointment related to a specific product or service aspect
could prompt a business to investigate and rectify the underlying issue, potentially
preventing a multitude of similar complaints in the future. By integrating emotion
analysis into CRM systems, businesses can respond to customers more effectively and
preempt issues, improve their offerings, and ultimately enhance customer satisfaction
and loyalty.

2.4 Healthcare and mental health support

In healthcare, understanding patients’ emotions can enhance patient-provider
communication and potentially improve care delivery [2–5]. Healthcare providers can
use emotion analysis to assess patients’ feelings about their treatment, helping to
adapt it better to suit their emotional needs. A patient’s complex emotions might
include fear, confusion, or hope, which could significantly impact their treatment and
recovery process. Each application shows how embracing emotional complexity pro-
vides a richer understanding of human feeling, fostering more authentic and effective
connections and solutions. By continuing to improve and develop emotion analysis
techniques, we open up a world of possibilities for greater emotional understanding in
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our increasingly digital era. Prior research [18] demonstrated that social media can
effectively detect and diagnose major depressive disorder through behavioral cues,
while [19] highlighted the feasibility and efficacy of conversational agents like
Woebot in delivering self-help interventions for anxiety and depression, emphasizing
their potential as engaging tools for proactive mental health care. This empathetic
interaction brings mental health support to those who might otherwise not have
access, providing comfort and understanding in a non-judgmental, AI-powered space.

3. Literature review

In this literature review section, we explore the frontiers of emotion detection,
examining the pioneering techniques that have emerged in this arena in the past few
years. Advanced emotion analysis methodologies, analogous to precision instruments,
can unravel the complex network of human emotions intricately, unveiling profound
insights into our behavioral patterns, decision-making processes, and interpersonal
dynamics. These sophisticated techniques not only cater to academic interest but are
also designed in a manner that can captivate the curiosity of an everyday reader,
owing to the universality of the emotional experience they decode.

3.1 Transformer-based models

The field of emotion analysis has undergone a profound transformation with the
advent of transformer-based models such as BERT (Bidirectional Encoder Represen-
tations from Transformers) [20], GPT-3 (Generative Pretrained Transformer 3) [21],
T5 (Text-to-Text Transfer Transformer) [22], and LLaMA (Large Language Model
Meta AI) [23]. BERT employs bidirectional training of transformers, facilitating a
nuanced understanding of word context by referencing the surrounding text. GPT-3,
an autoregressive language model, utilizes machine learning techniques to generate
human-like text. T5 innovatively reformulates every natural language processing task
as a text-to-text problem, thereby training the model on diverse tasks. LLaMA, a
collection of foundation language models, enables the adaptation of large pre-trained
models to specific tasks, negating the necessity for extensive fine-tuning.

All these models, including their various adaptations, employ self-attention mech-
anisms [7]. This fundamental component of transformer architectures empowers
models to assess the relevance of words in a sentence according to their contextual
interrelation rather than their standalone significance. Consequently, this mechanism
supports an understanding of the broader context of a sentence, including crucial
linguistic elements such as negation.

Moreover, transformer-based models can also learn subtle emotional nuances cru-
cial in complex emotion detection. Consider a statement such as, “It is a fine day.”
Here, the word “fine” may convey a cheerful or neutral emotion depending on the
speaker’s tone, context, and individual language usage habits. A model like BERT, pre-
trained on a large text corpus, might have encountered similar usage patterns and
could more accurately predict the intended emotion.

3.2 Context-aware emotion analysis

Context plays an important role in understanding human emotions. The same
statement can hold different emotional connotations in different scenarios. Consider a
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tweet saying, “The final season was mind-blowing!” Without context, it is impossible
to determine whether the emotion is positive (excitement about a television show
season final) or negative (criticism of a political leader’s final term). Context-aware
emotion analysis approaches try to incorporate such context by considering additional
information about the source, subject matter, or surrounding text or by using
sophisticated models capable of learning contextual representations [10, 11].

Despite the advancement in LLMs (Large Language Models) that process vast
amounts of text data using deep learning techniques to generate coherent and con-
textually relevant text resembling human language [24], such as transformer-based
like “BERT, GPT-3, T5, LLaMA”, and others [20–23] are designed to consider the
context when processing text. The transformer architecture is built around self-
attention [7], allowing the model to weigh the importance of each word in a sentence
when trying to understand or generate a particular word. These models can take into
account the broader context to a certain extent. Nevertheless, they only explicitly
measure aspects like emotion or subjectivity if specifically trained to do so in tasks
such as emotion analysis. However, their ability to account for context can benefit
such tasks.

Context-aware emotion analysis is a more specialized task that explicitly seeks to
understand the feeling in light of the broader context. So, in situations where under-
standing opinion is critical (like customer reviews and social media monitoring.),
models specifically trained for context-aware emotion analysis could be more effec-
tive than a general-purpose transformer model. However, there is vastly active
research in this area, and many of the latest transformer-based models are very good
at tasks like emotion analysis, even in complex and nuanced situations. Nonetheless,
they could be better, and there can still be instances where they might not fully
capture the emotion, especially in cases where more profound domain knowledge or
cultural understanding is required.

Consider the following hypothetical scenario: a sentence states,” The company’s
latest yearly earnings report showed a decline in revenue but an increase in market
share.” Trying to find whether the sentence represents satisfaction and happiness or
disappointment and fear can be difficult without context and domain knowledge, as it
might be either positive(satisfaction) or negative(disappointment); for instance, con-
sidering the company in a highly competitive industry, “the company’s latest yearly
earnings report showed a decline in revenue but an increase in market share” might
suggest that the company has successfully gained a larger market share than its
competitors, indicating potential long-term growth and profitability, therefore, the
overall message could be satisfaction and happiness. However, on the other hand, the
company’s latest yearly earnings report showed a decline in revenue might raise
concerns about a negative trend in sales. Despite an increase in market share, the
decline in revenue suggests challenges in attracting customers or generating sufficient
sales, potentially impacting the company’s overall financial health; therefore, the
overall emotion could be disappointment and fear.

3.3 Emotion recognition using physiological signals

Recent advancements in wearable technology have opened up new avenues for
emotion detection [9]. Wearable devices can capture physiological signals such as
heart rate and skin temperature, galvanic skin response, and even brainwave patterns,
which are demonstrably linked to emotional states. For example, a sudden spike in
heart rate and skin temperature might indicate a state of excitement or stress. To
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illustrate, heart rate variability (HRV), the variation in time between each heartbeat,
is a robust indicator of an individual’s emotional state [9, 25]. Numerous studies have
substantiated the correlation between HRV and emotions; for instance, an elevated
heart rate and reduced HRV often signify a heightened emotional state, such as
excitement or tension. Similarly, skin temperature is another physiological signal that
varies with emotional changes. Research reveals that skin temperature increases
during periods of intense emotional arousal due to the activation of the sympathetic
nervous system. A sudden spike in skin temperature indicates a state of excitement,
fear, or anger.

Moreover, Galvanic Skin Response (GSR), which measures changes in the skin’s
conductance, is highly sensitive to emotional arousal [16, 26]. An emotional event
triggers the sweat glands, increasing skin conductance—a phenomenon that wearables
can accurately measure, aiding in emotion recognition. Electroencephalogram (EEG)
signals have also been used in emotion recognition, although more challenging to
acquire outside clinical or research settings [16, 26, 27]. Brainwave patterns have been
associated with different emotional states, opening up the possibility of emotion
detection from EEG data.

However, it is important to note that these methods are relatively more invasive
than emotion analysis based on text or speech, and their usage must comply with strict
privacy and consent regulations. While these techniques are more intrusive and
require user consent, analyzing physiological signals for emotion recognition has
considerable potential for applications spanning various fields. These include but are
not limited to health monitoring—where it can aid in diagnosing and treating mood
disorders, stress management—by providing real-time biofeedback to users, and even
the domain of personalized recommendations—where consumer emotional response
to products can guide tailored marketing strategies.

3.4 Multimodal emotion analysis

While text is a critical channel for expressing emotions, it is not the sole medium
through which emotions can be communicated or understood. Emotions are multi-
dimensional and can be transmitted through a multitude of channels. Visual cues (like
images or videos) and auditory signals (like tone or voice pitch) also carry crucial
emotional information [28]. Multimodal emotion analysis incorporates these multiple
data streams to derive a more holistic understanding of emotion.

Text-based models, including the most recent advanced transformer-based
have indisputably revolutionized the field of emotion analysis concerning textual
data. But, these models fall short in their capability to predict emotion expressed
through visual or auditory mediums. In light of limitations identified by previous
researchers [27, 29], which highlight the challenges of relying solely on text-based
emotion analysis, implementing multimodal emotion analysis becomes critical.
Multimodal emotion analysis, as detailed in [8, 9, 15, 30], is a method that offers a
more precise and comprehensive overview of emotion by integrating insights
from various data types such as text, audio, and video. For instance, during the
evaluation of customer service calls, a customer might verbalize their satisfaction,
yet underlying tones of frustration or disappointment might be discernable through
their tone or hesitation. Likewise, in the analysis of video reviews, visual expressions
prove essential in accurately conveying emotions, further underscoring the indis-
pensable role of a multimodal approach in emotion analysis. Performing
multimodal emotion analysis is a complex task that involves various steps and
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processes. The idea is to combine information from different modes (like text, audio,
and video) to make predictions.

It is worth noting that aligning multimodal data can be a significant challenge,
especially in scenarios where the data is collected independently or in an unstructured
way. However, there are some strategies to ensure the correct association:

• Timestamps: If each data source (text, audio, video) has an associated timestamp,
you could align the data based on these timestamps.

• Identifier Labels: If your data comes from a system that tags or labels each data
entry with a unique identifier, you can use this to align your data.

• Sequential Alignment: If your data comes in a sequential or chronological order
(for instance, a video transcript), you can correlate the data based on the order.

• Manual Alignment: Manual alignment can be performed if your dataset is not too
large. This method can be very accurate but is time-consuming and requires
many resources.

The aforementioned techniques are revolutionizing the way we understand and
analyze human emotions. However, it is worth noting that each technique has
strengths and weaknesses and may be more suited to particular applications than
others. Furthermore, they all grapple with challenges such as ambiguity, subjectivity,
and cultural variations in emotional expression, echoing the need for continuous
research, refinement, and innovation in the field of emotion analysis.

Advanced emotion analysis techniques serve as our compass, guiding us towards a
deeper and more nuanced understanding of our collective emotional landscape.
Embracing emotional complexity is not an end goal but a continuous journey, like our
understanding and exploration of human emotion.

4. Methodology

This analysis adopts a systematic approach to investigate human emotions within
cloud providers’ services. The methodology encompasses data collection, cleaning,
preprocessing, exploratory data analysis, data splitting, model Fine-tuning,
testing, and evaluation utilizing the transformer-based architecture as illustrated in
(Figure 1). The following subsections provide a comprehensive outline of each phase:

4.1 Data collection

We rely on Twitter’s Rest APIs as our primary data source to build a comprehen-
sive and representative dataset, providing access to many tweets about cloud com-
puting services. Twitter’s large user base and concise tweet format make it an ideal
platform for capturing and analyzing human emotions.

We have deliberately collected tweets as our primary data source to capture the
nuanced and often ambiguous expression of human emotions. By avoiding pre-made
datasets with predefined emotion labels, we aim to observe how our model performs
in real-world scenarios where emotions are often conveyed in a complex and

103

Perspective Chapter: Embracing the Complexity of Human Emotion
DOI: http://dx.doi.org/10.5772/intechopen.112701



uncertain manner. This approach allows us to assess the model’s ability to handle
emotional expression’s inherent variability and subtleties in social media contexts.

Our data collection strategy focuses on retrieving English language tweets utilizing
specific hashtags such as “Azure, azurecloud, azure, AWS, awscloud, amazoncloud,
GoogleCloud, GCPCloud, googlecloud”. These hashtags are widely used in cloud
computing discussions, ensuring the relevance of the collected data. We also exclude
retweets to prioritize original content and capture authentic user emotion.

4.2 Data cleaning and preprocessing

The data cleaning and preprocessing phase in our research played a pivotal role in
preparing our dataset of 9200 tweets for the subsequent stages of emotion analysis.
We processed the raw tweets to remove extraneous elements such as URLs, user
handles, hashtags, and certain punctuation marks. To minimize semantic discrepan-
cies, we transformed the entire dataset into lowercase. Duplicate tweets were also
identified and removed at this stage.

A crucial phase of our preprocessing involved identifying prospective emotion
classes by applying the K-means clustering algorithm [31]. To ascertain the optimal
number of clusters, we used the sum of squared errors across various cluster counts
and capitalized on the elbow method, as shown in (Figure 2).

The count of clusters was further substantiated by visualizing the groups generated
by the K-means algorithm and analyzing the inflection point on the plot of the Sum of
Squared Errors (SSE) against the number of clusters, as depicted in (Figure 3). This
visualization distinctly represented data points and cluster centers; each data point
was color-coded according to its assigned group. Upon thoroughly assessing these
visualizations, coupled with the outcomes of the elbow method, we determined that
three represented the optimal number of clusters.

Through these comprehensive preprocessing steps and the utilization of
unsupervised learning techniques, we gleaned valuable insights about potential emo-
tion classes within our dataset, structured the raw data, and refined it into a form that
optimizes the effectiveness and accuracy of our machine learning model. These
actions formed the foundation for our subsequent manual labeling process and emo-
tion prediction efforts. However, to get explicit emotion labels like ‘anger’ and ‘joy,’
we manually read through the tweets and assign emotions to the tweets dataset.

Figure 1.
Research methodology.
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The data classification involved a harmonious blend of unsupervised learning and
manual labeling. This mixed-methods approach allowed us to delineate complex
emotion categories within our dataset and build a foundation for our emotion
prediction model.

4.3 Data exploration

Exploratory Data Analysis plays a pivotal role in comprehending the dataset and
discerning the inherent characteristics of tweets about cloud providers’ services.

Figure 2.
Elbow analysis in K-means clustering.

Figure 3.
Multiple K value in K-means clustering.
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Various visualization techniques were employed to explore the data effectively and
gain valuable insights.

The following Table 1 presents statistics, such as the total number of tweets,
average text length, and the number of unique words, offering a concise overview of
the dataset.

The word frequency, illustrated in (Figure 4), played a significant role in
pinpointing common terms, offering key insights into the dominant linguistic patterns
captured in the tweets. This depiction highlights the words that appear most fre-
quently and contributes to a comprehensive understanding of the linguistic traits
embodied within the dataset.

In parallel, the word cloud visualization (Figure 5) was instrumental in visually
representing and illuminating prominent themes within the tweets dataset. The word
cloud effectively highlighted the most significant terms by employing varying font
sizes to denote word frequency or importance.

The subsequent Table 2 summarizes the association between each tweet and its
emotion. This provided an illustrative snapshot of the tweets dataset. This compila-
tion, thus, forms a solid foundation for subsequent stages of our research, where these
categories will be employed for further emotion analysis.

Total number of tweets Average text length Number of unique words

9200 108.073478 15958

Table 1.
Summary table.

Figure 4.
Terms frequency.
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The bar chart, as portrayed in (Figure 6), was utilized to represent the diverse
range of emotions in our dataset. Not only does this chart depict the distribution of
each emotion, but it also shows their proportional representation relative to the entire
data set. This allows for a clear visual comparison, highlighting the predominance or
rarity of specific emotions.

The histogram, as visualized in (Figure 7), was systematically employed to
uncover the underlying patterns and potential anomalies associated with the length of
the tweets.

4.4 Data splitting

The cleaned dataset was split into training, validation, and test sets through strat-
ified sampling, ensuring each set contained a representative proportion of samples for

Figure 5.
Prominent terms.

Tweet Emotion

If it was e.g. SharePoint we could simply add a script to the master page and everything would
be covered. Why cannot we do something similar with PowerApps?

distress

Microsoft Azure DevOps server and team foundation server information disclosure
vulnerability

distress

I love when we are professional in our explanations joy

Function-as-a-Service? Demystifying serverless deployments with by Chris Kipp. Let us use
Zeit Now platform as a super simple example of how easy it is to get applications up and
running!

joy

Businesses use to obtain smarter and assure uninterrupted service delivery in environments.
Find out how our for reduces risk and increases agility

neutral

Many games are already using Azure services for multiplayer games neutral

Table 2.
Tweets with corresponding emotions.
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each target emotion. This is an important consideration, especially for imbalanced
datasets, ensuring that the balance of each emotion in the training, validation, and test
sets mirrors that in the original dataset.

Following the data segregation, an analysis was conducted to understand the
distribution of emotions across the different subsets. The distribution was visualized
using a grouped bar chart (Figure 8), which exhibited the proportion of each emotion
in the training, validation, and test datasets.

The following Table 3 presents a summary of the emotion distribution in the
tweets dataset. Each row represents a specific emotion, its corresponding encoding,
and the count of tweets associated with that emotion. The dataset consists of 4982
tweets labeled as “neutral” (encoding: 2), 2628 tweets labeled as “joy” (encoding: 1),
and 1590 tweets labeled as “distress” (encoding: 0). This information provides an
overview of the distribution of emotions within the dataset and serves as a foundation
for further analysis and modeling.

Figure 6.
Emotions distribution.

Figure 7.
The distribution of tweet text lengths.
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4.5 Feature engineering and selection

In the feature engineering step within our methodology, the unprocessed tweet
corpus was converted into a structured format compatible with the RoBERTa-based
model. This process involved tokenization of the tweets into subwords, adjusting
these sequences to a fixed length, and creating attention masks. Each component is
critical in ensuring our model can accurately interpret the data.

The tokenization stage uses a pre-trained RoBERTa tokenizer to convert each
tweet into a sequence of subword tokens. Each token is represented as a unique
integer identifier. This approach mitigates the limitation of a fixed vocabulary and
helps to preserve meaningful linguistic nuances that could otherwise be lost.

The below Table 4 shows the properties of the token sequences and a statistical
analysis of the lengths of these sequences post-tokenization. The summary statistics
indicated that, from the corpus of 9200 tweets, the average token sequence length is
approximately 24.48 tokens, with a standard deviation of 12.55. The shortest
tokenized tweet consists of only three tokens, while the longest extends to 81 tokens.
Notably, 50% of the tweets have a token length of 22 or fewer tokens, revealing a
substantial skewness in the distribution towards shorter tweets.

Since transformer-based models require input data in uniform length, the
sequences were padded or truncated to a pre-defined maximum length of 64 tokens.
Padding is indispensable when the token length is less than the maximum defined

Figure 8.
Emotions distribution.

Label Encoding Count of tweets

Neutral 2 4982

Joy 1 2628

Distress 0 1590

Table 3.
Summary of emotion distribution in tweets.
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length, filling the residual positions with a designated padding token. Conversely, for
sequences exceeding the maximum size, truncation ensures the sequence is limited to
the initial 64 tokens.

Upon achieving uniform token sequences, attention masks were generated for
each tweet. An attention mask, essentially a binary tensor, indicates the positions
containing actual content (denoted by 1 s) versus the padded positions (represented
by 0 s). This plays a pivotal role in focusing the model’s attention on the substantive
content of each sequence, disregarding the irrelevant padded elements during self-
attention computations.

To visually explain the distribution of content and padding across tweets, we
created a heatmap as shown in (Figure 9) of the attention masks. In this heatmap, the
x-axis signifies the token positions across a tweet, while the y-axis corresponds to
individual tweets. Each cell’s color intensity indicates whether the corresponding
position is filled with content (darker shades) or padding (lighter shades). This visu-
alization outlines the areas of real content in each tweet sequence, demonstrating the
effectiveness of our feature engineering methodology.

Statistic Value

Count 9200

Mean 24.48

Standard deviation 12.55

Min 3

Median 22

Max 81

Table 4.
Statistics of token lengths.

Figure 9.
Attention masks.
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4.6 Model fine-tuning

The RoBERTa transformer-based architecture [32] was selected for its effective-
ness in natural language processing tasks. The model was fine-tuned using the
preprocessed dataset, optimizing its ability to accurately predict emotions associated
with the tweets dataset regarding the cloud provider’s services.

The model was trained over four epochs, concluding at 400 global steps with a
final training loss of 0.47, as depicted in the following Table 5. Training loss consis-
tently decreased, but an increase in validation loss after the fourth epoch signaled
overfitting. The training process was halted after the fourth epoch to safeguard the
model’s capacity for generalization on unfamiliar data. Subsequently, the model was
explicitly fine-tuned over these optimal four epochs. The research presents results
from this optimal point, avoiding overfitting bias.

4.7 Model validation and testing

The model testing process involves testing the model using the test dataset. The
model’s predictions are obtained by performing inference on the test dataset, and
these predictions are converted into class labels using a label mapping dictionary. The
actual labels are also transformed into their corresponding emotion labels.

The following Table 6 displays a subset of the predictions to summarize the
model’s performance. Each table row represents a tweet from the test dataset, with the
“Tweet” column showing a truncated version of the tweet text. The “Token IDs”
column represents a truncated version of the tokenized representation of the tweet.

Step Training loss Validation loss

100 0.911400 0.597774

200 0.522200 0.583825

300 0.444300 0.595613

400 0.346000 0.592506

Trained on a MacBook Pro with M2 Max processor (12-Core CPU, 38-Core GPU), and 32GB of unified memory.
TrainOutput (global step = 400, training loss = 0.4781294107437134,total flos: 1125220975502400.0, epoch: 4.0).

Table 5.
Model training.

Tweet Token IDs Predicted Actual

struggling with managing your cloud-comp… [0, 23543, 6149, 1527, 19], … distress distress

certified with certifications yet? visi… [0, 25782, 3786, 19, 21045], … neutral neutral

ready to transform your business with bi… [0, 16402, 7, 7891, 110], … joy joy

enterprise customers are on the move to… [0, 11798, 22627, 916, 32], … neutral neutral

wow! congratulations miles!! theyre l… [0, 34798, 27785, 24285, 1788], … joy joy

hansis willhite earn academic all-distri… [0, 298, 1253, 354, 40], … joy neutral

Table 6.
Tweet predictions.
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The “Predicted” column displays the model’s predicted emotion label for each tweet,
while the “Actual” column indicates the ground truth emotion label for comparison.

The table serves as a means to compare the predicted and actual emotion labels for
a subset of the test dataset, providing insights into the model’s performance in accu-
rately classifying emotions based on the input tweets. It offers valuable information
regarding the model’s ability to discern and predict emotions within the context.

4.8 Model evaluation

The performance of this model was evaluated using several widely accepted met-
rics, including accuracy, precision, recall, and the F1 score.

As depicted in the subsequent Table 7, the model achieved an accuracy of 82.53%.
This indicates that, across all predictions, approximately 82.53% of the model’s pre-
dictions matched the actual classes. This is a tangible result because our problem has
more than two classes. Precision for our model stood at 82.79%. Precision measures
how many of the model’s positive predictions were correct. In other words, when our
model predicted an emotion, it was correct about 82.79% of the time. The model’s
recall score was also 82.53%, matching the accuracy. Recall measures how well the
model can find all the relevant cases within a dataset. The same recall and accuracy
suggest a balanced distribution of class labels in the dataset, and the model is equally
good at predicting all classes. The F1 score of the model, a harmonic mean of precision
and recall, was 82.29%. The F1 score is a better metric when there are imbalanced
classes, as it considers both false positives and false negatives.

The model showed varying performance in terms of per-class results as displayed
in Table 8. The matrix illustrates the model’s performance in predicting each class and
the instances where it was incorrect. For the ‘distress’ class, the model accurately
predicted 153 instances out of the actual distress samples. However, it incorrectly
classified 3 instances as ‘joy’ and 83 instances as ‘neutral.’ In the case of the ‘joy’ class,
the model demonstrated a relatively higher accuracy, correctly identifying 335
instances. Nevertheless, it misclassified 1 instance as ‘distress’ and 58 instances as
‘neutral.’ Regarding the ‘neutral’ class, the model achieved accurate predictions for
651 instances. However, it erroneously classified 21 instances as ‘distress’ and 75
instances as ‘joy.’

Accuracy Precision Recall F1 Score

0.8253623188405798 0.8279377007787103 0.8253623188405798 0.8229926445758601

Table 7.
Model evaluation metrics.

Distress Joy Neutral

Distress 153 3 83

Joy 1 335 58

Neutral 21 75 651

Table 8.
Confusion matrix.
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The confusion matrix provides a comprehensive overview of the model’s perfor-
mance across different classes, revealing both correct predictions and misclassifica-
tions. This analysis offers valuable insights into the model’s ability to distinguish
between various emotional categories.

The confusion matrix (Figure 10) provides us with a perspective on model per-
formance. Although the model has shown a reasonably good overall performance, it
could be improved further, particularly in its ability to correctly predict ‘distress’ and
‘neutral,’ as indicated by the number of instances misclassified into these categories.

4.9 Model deployment

Model deployment refers to making a trained model available in a production
environment, where it can provide predictions to new input data. In the context of our
study, the deployment of the emotion analysis model involves wrapping the model
into an Application Programming Interface (API), which can serve as a standardized
interface for other software components to communicate with the model. Specifically,
the API receives raw tweet data as input, preprocesses the data in the same way as
during the model training phase, passes the preprocessed data to the model, and
finally outputs the model’s emotion predictions. The deployment of the model as an
API offers several benefits. Firstly, it facilitates the integration of the model into
existing systems or workflows, as these systems can interact with the model simply by
making requests to the API. Secondly, it allows the model to be hosted on a server and
concurrently provide predictions as a service to multiple users or systems.

4.10 Continuous improvement

For the continuous improvement of our model, we can leverage real-time feedback
from users or fine-tune the model on new data. Users who disagree with the emotion
prediction could submit the correct emotion, which can be stored alongside the orig-
inal tweet. This valuable data can then be used for further fine-tuning our model.
Furthermore, we should constantly monitor the model’s performance in production,

Figure 10.
Terms frequency bar chart.
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as the input data distribution may change over time, which could affect the model’s
performance. Regular retraining or fine-tuning of the model with recent data will be
essential. Finally, ensuring that the API’s performance and uptime are satisfactory is
essential, as this can directly impact the user experience. Following these practices
ensures that our model continuously improves and stays robust and valuable over
time.

5. Challenges, limitations and ethical considerations

While the journey of deciphering human emotions through emotion analysis has
proven fruitful, it has also been fraught with challenges and limitations [27, 29],
encased in layers of ethical considerations [33, 34]. This section examines these
aspects, highlighting their inherent complexity and the ongoing need for meticulous
attention and innovation in addressing them.

5.1 Challenges

The primary challenge is human emotions’ inherent ambiguity and subjectivity.
Human language is replete with nuances, context-specific implications, and idiomatic
expressions, making it challenging to assign a particular emotion accurately. For
instance, sarcasm, an expressive form of emotion, often implies the opposite of the
literal emotion, posing a significant challenge to emotion analysis algorithms. Another
substantial challenge is dealing with the ever-evolving nature of language, especially
in informal platforms like social media, where new slang and emoticons frequently
appear. This dynamic environment necessitates continual learning and adaptation,
pushing the boundaries of emotion analysis techniques.

5.2 Limitations

Despite rapid advancements, emotion analysis techniques are inherently limited in
their ability to comprehend the full spectrum of human emotions due to their reliance
on predefined categories and labels. While these techniques excel at identifying basic
emotions such as joy, sadness, anger, and fear, they often falter when faced with more
nuanced emotions such as sarcasm, irony, or mixed emotions. Moreover, most emo-
tion analysis methods are primarily text-based, limiting their applicability in scenarios
where emotions are conveyed through other means like tone, facial expressions, or
body language. Even multimodal emotion analysis, which incorporates visual and
auditory information, faces limitations due to the complexity and diversity of non-
verbal emotional cues.

5.3 Ethical considerations

Emotion analysis, especially when applied at scale on social media and other digital
platforms, raises several ethical questions. The first is the matter of privacy and
consent. While public posts can be considered fair game, is it ethical to analyze a
person’s emotional state without explicit consent? Additionally, how the results of
emotion analysis are used also poses ethical concerns. For example, using emotion
analysis to manipulate public opinion, target vulnerable individuals, or perpetrate
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discrimination is ethically questionable. Furthermore, the risk of reinforcing biases
presents another ethical dilemma. If an emotion analysis model is trained on biased
data, it can perpetuate harmful stereotypes, leading to unfair outcomes. For instance,
the model could falsely associate certain dialects or speech patterns with negative
emotions, leading to discriminatory practices.

While emotion analysis offers powerful tools for understanding human emotions,
it is not without its challenges, limitations, and ethical considerations. Ambiguity and
subjectivity, evolving language norms, and the difficulty of capturing the full range of
human emotions underscore the complexities involved. Ethical issues, including pri-
vacy, consent, and potential misuse of analysis results, further complicate matters.
Therefore, continued research, careful methodological refinement, and thoughtful
ethical guidelines are crucial to advancing emotion analysis in a manner that respects
and upholds our shared human values.

6. Conclusion

In summary, this chapter has navigated through the nuanced universe of
human feelings, employing cutting-edge emotion analysis methodologies. It
underscores the layered nature of emotions and the crucial role of precise
emotion detection spanning diverse applications. Forefront approaches, such as
transformer-based models, multimodal emotion analysis that amalgamates text,
audio, and visual data, context-aware emotion analysis that considers situational
variables, and emotion recognition using physiological signals, have been under the
spotlight with their contributions towards a comprehensive understanding of human
emotions.

Our implementation of the transformer-based model on a tweets dataset achieved
an accuracy of 82.53%, a precision of 82.79%, a recall of 82.53%, and an F1 score of
82.29%. These results underscore the efficacy of such models in understanding and
predicting emotional categories. Their practical applications span sectors like person-
alized marketing, social media analytics, healthcare services, and customer relation-
ship management, demonstrating the potential of emotion analysis to delve into the
emotional dimensions of human behavior, facilitating more genuine connections and
effective outcomes.

The discourse also highlights potential roadblocks, constraints, and ethical quan-
daries, such as interpretation difficulties, subjective bias, cultural diversities, and
privacy-related issues. Further research should address these challenges, explore ways
to reduce bias, and improve accuracy across diverse cultural contexts.

As we gaze into the future, emotion analysis will move towards a more integrated
approach by incorporating emotional intelligence with artificial intelligence systems
and tailoring techniques to individual needs. By weaving in emotional subtleties and
accounting for cultural contexts, emotion analysis can offer a holistic insight into
human emotions in our globally linked society. These advancements will be critical in
grasping the complexity of emotions, which is pivotal for the progress of emotion
analysis and the ethical and practical application of human emotions’ power.

The expedition to decode the labyrinth of emotions fosters vast possibilities for
more research, collaboration, and innovation. By tackling challenges, honing method-
ologies, and adhering to ethical norms, emotion analysis can sustain its evolution,
paying heed to the complexities of human emotions while preserving our collective
human values.
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understanding customer sentiment, monitoring social media trends, or advancing the state of 

the art, this book will equip you with the knowledge and tools you need to navigate the complex 
landscape of sentiment analysis.
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