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Preface

Studies on efficiency of thermal machines in the nineteenth century lead to the great
discovery of entropy and the second law of thermodynamics. Classical and quantum
statistical mechanics then emerged and thermodynamics played an important role in
bridging between the properties of microscopic particles such as molecules and the
properties of the macroscopic objects. Therefore, thermodynamics is a powerful tool
for all scientists/engineers working in the field of biological science, chemistry, and
materials science. Thermodynamics is more powerful when it covers irreversible pro-
cesses and non-equilibrium systems, because important biological functions and ma-
terials functions arise from the non-equilibrium dynamic irreversible behaviour.

The first section of the book treats various applications of thermodynamics to biologi-
cal studies. Recent progress in biology and molecular biology allowed us to visualise
the structures of complex macromolecules. By using thermodynamic analysis, we can
understand molecular mechanisms of a number of biological functions such as enzy-
matic catalysis, signal transduction, and gene duplication. In particular, the behaviours
of solvents and electrolytes and their important contributions to the equilibria and
kinetics are difficult to clarify by use of structural analysis, while the thermodynamic
analysis is a powerful tool for quantitative evaluation. Protein structure, ligand bind-
ing to proteins, nucleic acid conformation/binding/reactions are described in detail.
Cells and organs are also subjects of thermodynamic analysis, and cancer cell activity
and the function of the heart are studied by use of thermodynamics. Structure and
dynamics of interfaces, mesomechanics of biological membranes, and lyotropic liquid
crystals of biological importance are discussed.

The topics of the second section are related to materials science and technology. Gas
absorption and film formation on the solid surface are studied by a calorimetric equip-
ment and thermodynamic analysis. Chemical equilibria and fluid phase equilibria are
discussed. In the fields of ceramics and metallurgy, equilibria and phases of ceramics
and metal alloys are described. Extended irreversible thermodynamics was applied to
analyse the non-equilibrium behaviour of viscodielectric materials.

All these chapters demonstrate that thermodynamics is a useful tool to analyse biolog-
ical functions, materials properties, and the process to fabricate materials. Similarities
between biological functions and materials functions are obvious when viewed from
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the thermodynamic point. Readers can see how useful thermodynamics is in biological
science, materials science and the interdisciplinary research.

Tadashi Mizutani
Doshisha University, Kyoto

Japan
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Biology and Medicine






Thermodynamics of Protein Structure
Formation and Function

Dan W. Urry
Bioelastics Inc., Vestavia Hills, Alabama
USA

1. Introduction

1.1 The birth of thermodynamics with the development of the steam-powered heat
engine

Thermodynamics was born of the need to improve efficiency of the steam-powered heat
engine in order that flooded salt mines of England could become more productive. The
water-to-vapor phase transition provides the physical property whereby the steam-powered
heat engine functions. Heat flows into the engine at the 100°C of the phase transition to
effect a dramatic volume expansion. For the steam-powered heat engine, heating causes expansion
to__perform _mechanical work. Principal contributors to the initial development of
thermodynamics were Nicolas Léonard Sadi Carnot (1824), French physicist and military
engineer who died of cholera in 1832 at the age of 36 and William Thomson (Lord Kelvin), a
physicist and engineer of the University of Glasgow, whose contribution was in the period
of 1840 to 1855 (Smith, 1977).

Looking back at this remarkable development, Prigogine and Stengers (1984a) state, under the
section heading of “Heat, the Rival of Gravitation” that “Out of all this common knowledge,
nineteenth-century science concentrated on the single fact that combustion produces heat and
that heat may lead to an increase in volume; as a result, combustion produces work. Fire
leads, therefore, to a new kind of machine, the heat engine, the technological innovation on
which industrial society was founded.” Heating water at 100°C converts water to steam, a
phase transition, to an increase in disorder (in entropy). Perhaps Lord Kelvin's statement of
the Second Law of Thermodynamics is most relevant to our concerns, which is “It is
impossible to convert heat completely into work in a cyclic process.” Greater efficiencies in the
conversion of heat into work become possible when heat is poured into a system at the
temperature of a transition. Biology utilizes a unique and unfailing two-component phase
transition of protein-in-water, and biology does so with a particularly empowering twist made
possible by the accuracy and diversity of its protein sequences.

1.2 The aqueous protein-based heat engine of biology

The heat engine of biology comprises a two-component system of protein-in-water. Heating
the fully hydrated (soluble) protein effects a phase separation of hydrophobic association
(an association of oil-like side chains) that results in contraction. As depicted in Figure 1A, a
model protein of the repeating pentamer sequence, (glycyl-valyl-glycyl-valyl-prolyl)ss;, in
water (cross-linked by y-irradiation to form a transparent elastic-contractile sheet) is swollen
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below the temperature of the transition and contracts on heating to raise the temperature
from below to above the that of the phase transition. As seen in Fig. 1B, on heating the strip
becomes transiently opaque, while contracting to lift a weight in the performance of
mechanical work. For the protein-in-water heat engine of biology, heating causes contraction to

/

verform mechanical work.

EY, N

g

Fig. 1. An aqueous protein-based heat engine of biology, a water swollen sheet and a
contracting strip of the cross-linked (GVGVP),s1, which is the basic elastic-contractile model
protein of our study

A. Water-swollen transparent sheet below the temperature of the onset of the phase
transition.

B. Upper: Aqueous chamber at a tilt containing a thermocouple and a strip, the heat engine,
stretched by an attached weight. Lower: As the temperature is raised through that of the

phase transition, the protein in water heat engine performs the work of lifting a weight by
contraction. From Urry, 1995 with permission of Ann States Photography.

For warm-blooded animals, however, temperatures change very little. Importantly in these
cases, the protein-in-water heat engine does not require heating to raise the temperature
from below to above the temperature of the reversible phase separation of hydrophobic
association in water to drive contraction. Instead contraction by hydrophobic association
occurs by lowering the transition temperature from above to below body temperature, as
attached biological functional groups are converted to their more hydrophobic states. The
transition temperature is lowered by means of chemical or electrochemical energy inputs
that convert a functional group from a more-polar to a more-hydrophobic state, such as
occurs on charge neutralization or otherwise removal of charge. In mammals, when the
temperature of the phase separation is lowered from above to below 37°C, contraction
occurs as low entropy hydrophobic hydration becomes higher entropy bulk water (See
section 9: Summarizing Comments).

In your author’s view, only when this increase in entropy (of pentagonal rings of
hydrophobic hydration becoming less-ordered bulk water) is explicitly taken into
consideration, can treatments of biological energy conversion involving changes in
hydrophobic association in water be consistent with the Second Law of Thermodynamics.
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That this performance of work, seen on charge neutralization, still represents an underlying
protein-based heat engine is easily demonstrated. Here we note a family of model protein
compositions that is considered in more detail below in Section 6. At pH 7.5 in phosphate
buffered saline, the glutamic acid (E, Glu) residue in Model protein i, (GVGVP GVGVP
GEGVP GVGVP GVGVP GVGVP)3;GVGVP, is ionized as the carboxylate (-COO"). This
designed ECMP contracts when the temperature is raised from 55 to 70°C. For Model
protein i lowering the pH to 3 forms the uncharged carboxyl (-COOH) and under this
circumstance contraction occurs on raising the temperature from 15 to 30°C. Thus, at pH 7.5
Model protein i is a protein-in-water heat engine that contracts with a transition centered
near 60°C, and at pH 3 Model protein i is a protein-in-water heat engine that contracts with
a transition centered between 20 and 25°C. Thus, at pH 7.5 Model protein i performs thermo-
mechanical transduction at elevated temperature, and at pH 3 Model protein i performs
thermo-mechanical transduction below physiological temperature.

Also, Model protein i, at physiological temperature (37°C) and physiological pH, dissolves
in water or occurs as a swollen cross-linked matrix. At 37°C, on lowering the pH to 3 the
dissolved solution phase separates by hydrophobic association and the swollen cross-linked
matrix contracts by hydrophobic association, with release of water, fo perform chemo-
mechanical transduction. Numerous functional groups of biology, attached to designed
ECMP, drive contraction on conversion from their more polar state to their more
hydrophobic state. Neutralization of charge results in formation of more hydrophobic
hydration (See Figs. 10C and 12), with a negative SAH and a larger positive 3[-TAS] (See Eqn.
4 of section 6.1.1 and associated discussion). This requires that the phase transition, where
AH; = TiAS,, occurs at a lower temperature. This AT-mechanism of energy conversion
derives from input energies that shift the onset temperature, T;, of phase transitions. The T
based Hydrophobicity Scale, of all amino acid residues in their different functional states (as
applicable) and of additional functional groups, allows for the phenomenological design of
ECMP capable of performing diverse free energy transductions (Urry, 2006a).

Experimental evaluations - 1) of the change in Gibbs free energy for hydrophobic
association, AGua, to obtain a AGua-based Hydrophobicity Scale (Urry, 2004), 2) of an
apolar-polar repulsive free energy of hydration, AG,p, where charge disrupts hydrophobic
hydration, and 3) of the mechanism of protein elasticity - allow insight into protein
function, design of ECMP as transductional drug delivery/diseased cell targeting vehicles,
and of many other medical and non-medical applications (Urry, 2006a; Urry et al., 2010).

1.3 Biology’s inverse temperature transition, the rival of gravitation

Thus, for the biological world we note the Prigogine and Stengers (1984a) assertion that for
the industrial world “Heat, the Rival of Gravitation” drives the phase transition of a more-
ordered, condensed state of bulk water to the more-disordered, expanded gaseous state of
steam to achieve mechanical work by expansion. And we extend it here to the biological world
and argue that “Heat, the Rival of Gravitation” drives a phase transition to increased protein
order by association of hydrophobic (oil-like) groups within and between protein chains to
achieve mechanical work by contraction, (Urry, 1995; 1997; 2006a; Urry et al, 2010).

Central to understanding this phenomenon is that hydrophobic hydration is low entropy,
structured water. Before the protein-in-water transition occurs, structured water arranges as
pentagonal rings in association with hydrophobic groups (Stackelberg & Miiller, 1951; 1954;
Teeter, 1984), as may be seen in Fig. 2. During the phase transition of hydrophobic
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Wall-eye pair Cross-cyc pair

Fig. 2. Stereo views of residual pentagonal rings of hydrophobic hydration in association
with hydrophobic moieties of L18 (leucine) and R17 (arginine) residues, after hydrophobic
association of the small protein, crambin. From Teeter, 1984 with permission of M. M. Teeter.

association, the pentagonal rings of water of hydrophobic hydration become more-
disordered as pentagonal rings of water become higher entropy bulk water (Urry et al,,
1997). This decrease in order of water, i.e., increase in entropy, overwhelms in magnitude
the increase in order on protein association, i.e., decrease in entropy, as hydrophobic groups
of protein associate in the process of contraction (See section 6.1.3). To emphasize this
distinction, the ECMP-based phase transition to greater order of the model protein on
raising the temperature is called an inverse temperature transition, (ITT). This is protein
ordering on heating through the ITT of the ECMP, which ordering can be seen
microscopically as the formation of twisted filaments that associate to form fibrils and fibers
(Urry, 1992) and can even be seen with cyclic analogues of the model proteins as reversible
crystallization on heating (Urry et al. 1978; Cook et al. 1980).

T
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Fig. 3. Representation of endothermic phase transitions of (GVGVP)zs1- in-water. From
Figure 5.2 of Urry, 2006a.
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Thus, without explicit consideration of water, which goes from being more-ordered to being
less-ordered on raising the temperature from below to above the phase transition, the ITT of
the protein-in-water heat engine of biology would seem to contradict the Second Law of
Thermodynamics. But in fact, the heat driven increase in disorder (in entropy) as pentagonal
rings of hydrophobic hydration become less-ordered bulk water is greater than the increase
in order (decrease in entropy) as the model protein associates. Thus, in spite of the increase
in order of the protein component, the ITT of ECMPs, is endothermic like those of the other
transitions of water-to-vapor and ice-to-water, as water goes to a state of higher entropy of
Fig. 3.

In summary, the water-to-vapor phase transition results in a dramatic increase in entropy of water
and thereby enables the steam engine of the 19% Century Industrial Revolution to perform work by
expansion. More profoundly, in your author’s view, biology’s inverse temperature transition results
in a remarkable increase in entropy of water as pentagonal rings of hydrophobic hydration become
higher entropy bulk water - whether driven by thermal energy input to raise the temperature through
the phase transition or by chemical and other energy inputs that lower the temperature of the phase
transition to hydrophobic association from above to below the operating temperature. This enables the
diverse protein-based machines that sustain living organisms to perform work by contraction (Urry,
1995, 1997, 2006a; Urry et al., 2010).

1.4 Contrast between the arrow-of-time for the universe and the arrow-of-time for
biology

Expressing his high esteem for the Second Law of Thermodynamics Eddington (1958)
stated, “The law that entropy always increases - the second law of thermodynamics - holds,
I think, the supreme position among the laws of Nature.” With entropy measuring the
increase in disorder, i.e., the increase in randomness, Eddington put forth the concept of
“times arrow,” (now commonly referred to as the arrow-of-time) using the argument, “Let
us draw an arrow arbitrarily. If as we follow the arrow we find more and more of the
random element in the state of the world, then the arrow is pointing towards the future; if
the random element decreases the arrow points toward the past. That is the only distinction
known to physics. I shall use the phrase ‘times arrow’ to express this one-way property of
time which has no analogue in space. It is a singularly interesting property from a
philosophical standpoint.”

Considering the arrow-of-time, Toffler (1984), in the Forward to “Order Out of Chaos: Man's
New Dialogue with Nature,” (Prigogine & Stengers, 1984), addressed the dichotomy
presented by biology with, “Imagine the problems introduced by Darwin and his followers!
For evolution, far from pointing toward reduced organization and diversity, points in the
opposite direction. Evolution proceeds from simple to complex, from ‘lower” to ‘higher’
forms of Life, from undifferentiated to differentiated structures. And, from a human point of
view, all is quite optimistic. The (biological) universe gets ‘better’ organized as it ages,
continually advancing to a higher level as time sweeps by.” The Toffler Forward set the
stage for the Prigogine & Stengers thesis from the discipline of non-equilibrium
thermodynamics, under which circumstances less-ordered systems may spontaneously give
rise to complex more-ordered systems. Again quoting from Prigogine & Stengers, (1984b),
“We can speak of a new coherence, of a mechanism of ‘communication” among molecules.
But this type of communication can arise only in far-from-equilibrium conditions. It is quite
interesting that such communication seems to be the rule in the world of biology. It may in
fact be taken as the very basis of the definition of a biological system.”
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Your author has previously argued (See the Epilogue of Urry, 2006a) that, while the energy
required to produce the great macromolecules of biology is very large, the macromolecules
themselves are not-so-far-from-equilibrium, due to discarding of 8 kcal/mol-residue with
the addition of each residue. Yet repulsive free energies within complementary protein
sequences can drive association between them. For further discussion of this issue see
section 2.

1.5 The components of this paper

Our perspective of the thermodynamics of protein structure formation and function unfolds
below in seven parts: 1) Description of a key step in the biosynthesis of biomacromolecules,
the nucleic acids and proteins, whereby biology achieves order out of chaos. The key step
simply exemplifies an energy-fed reversal of biology’s otherwise vaunted exception to the
universal arrow-of-time. 2) Development of a model system of elastic-contractile model
proteins (ECMPs) with which to establish the thermodynamics of hydration and of elasticity
in protein function. 3) Phenomenological demonstration of a family of 15 pair-wise energy
conversions achievable by designed ECMP capable of a thermally driven inverse
temperature transition (ITT) to increased order by hydrophobic association. Thereby
numerous inputs of intensive variables of the free energy - mechanical force, pressure,
chemical potential, temperature, electrochemical potential, and electromagnetic radiation -
act on different functional groups to change the temperature of the ITT. 4) Development of
the thermodynamics of protein hydration (AGua and AG,p) and of elasticity (the internal
energy, fg, and entropy, fs, components of force) as established by designed ECMP. 5)
Noting how the Genetic Code (which is common to all characterized life on earth) facilitates
protein-based machine evolution, new energy sources and improved machine efficiencies
are, thereby, shown to be accessible at no increase in the energy required to produce new
and/or more efficient protein machines. 6) The thermodynamics of protein hydration (AGua
and AG,p) and of elasticity (fr and fs) are shown to be operative in biology’s protein-based
machines. 7) Application of the thermodynamics of Eyring’s Absolute Rate Theory to the
essential functions of trans-membrane transport processes of biology allows that the single
image of the Gibbs free energy profile for ion passage from one side to the other of a cell
membrane through a conduit of protein is sufficient to calculate trans-membrane ion
currents as a function of ion activity and trans-membrane potential. This means of analysis,
extrapolated to an array of essential biological trans-membrane transport processes, points
to a future of a remarkable Eyring legacy, even to the trans-membrane transport processes
of the energy factory of the living cell, the mitochondria of the animal kingdom and the
chloroplasts of the plant kingdom.

2. How does biology reverse the universal arrow-of-time to achieve its order
out of chaos?

In an early consideration relevant to biology’s reversal of the universal arrow-of-time,
Schrodinger (1944a) reasoned, “... we had to evade the tendency to disorder by ‘inventing
the molecule’, in fact, an unusually large molecule which has to be a masterpiece of highly
differentiated order....” Almost a decade later Sanger (Sanger, 1952; Sanger & Thompson,
1953a; 1953b) demonstrated that proteins have specified sequences. The means whereby
biology achieves specified sequences for large chain molecules and the Genetic Code (See section 5)
provide the solution as to how biology reverses the universal arrow-of-time, given sufficient energy
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supply. Anticipating construction of biological molecules different from anything as yet
characterized by 1944, Schrodinger (1944b) further reasoned, “...from all that we have learnt
about the structure of living matter, we must be prepared to find it working in a manner
that cannot be reduced to the ordinary laws of physics.” With remarkable foresight, he then
went on to say, “... not on the grounds that there is any ‘new force’ or what not, directing
the behaviour of the single atoms within a living organism, but because the construction is
different from anything we have yet tested in the physical laboratory.”

Indeed, a protein, in general, is in the words of Schrodinger (1944a) “an unusually large
molecule” and always “a masterpiece of highly differentiated order.” For a protein is a
polymer, a polypeptide, in which each peptide unit may be formed of any one of 20
chemically and structurally diverse amino acid residues. So differentiated is the order that a
100 residue protein with the possibility of any one of twenty amino acid residues in each
position gives the probability of a particular sequence as one in 10131

The key process in biology’s reversal of the universal arrow-of-time resides within the
synthesis of the magnificent macromolecules of biology, the nucleic acid and protein chain
molecules of biology. These polymers exhibit precise sequences of subunits. The repeating
units derive from four distinct nucleotides in each of the deoxyribonucleic acids (DNAs) and
the ribonucleic acids (RNAs) and from 20 distinct amino acid residues of proteins. Once
these remarkably accurate sequences of diverse amino acids are obtained, three dimensional structure
and function follow. The primary structure, for example the accurate sequence of diverse
amino acids of a protein, dictates protein folding and assembly, ie. dictates three-
dimensional structure (Anfinsen, 1973). Also, by the analysis reviewed here, the changes in
structure that result in function, arise out of discrete energy inputs acting on biological
functional groups attached to protein to bring about changes in hydrophobic association
and often coupled with elastic deformation. Accordingly, an understanding, of how biology
achieves order out of chaos and reverses the universal arrow-of-time, has as its basis an
understanding of the thermodynamics whereby precise protein sequences are obtained, the
Genetic Code, and the thermodynamics of protein function. In your author’s view, central to
understanding the energy conversions that constitute protein function are knowledge of the
thermodynamics of hydrophobic hydration, elasticity, and Eyring Rate Theory.

2.1 A common key step whereby biology achieves order out of chaos in the
biosynthesis for each of its great macromolecules — DNA, RNA, and protein

During construction of the nucleic acids and proteins of biology, the growing polymers are
not-so-far-from-equilibrium. While protein and nucleic acid biosyntheses do require a very
large amount of energy, the completed chain is never-very-far-from-equilibrium. The
addition of each single amino acid residue for protein synthesis or of a triplet nucleotide
codon of nucleic acid synthesis per amino acid, consumes ~24 kcal/mol of free energy.
Discarding 24 kcal/mol to the environment, on adding each triplet codon to the growing
nucleic acid and each amino acid residue to the growing protein chain, reproducibly
produces accurate sequences. A precise sequence dictates the three-dimensional structure of a
protein in water for a given state of the functional groups of the sequence and of functional groups
otherwise bound to the protein. And changes in state of the associated functional groups result in
structural changes that give rise to function.

In the biosynthesis of protein the activation of each amino acid (AA) and transfer to tRNA
by aminoacyl-tRNA synthetase is given as follows: AA + ATP + tRNA = AA-tRNA + AMP +
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Fig. 4. Free energy profile for the reaction of amino acid (AA) plus ATP plus tRNA to
produce the activated amino acid, i.e., AA-tRNA, ready for selective addition to the growing
protein chain. The reaction may be seen in two steps: 1) The formation of AA-tRNA + AMP
+ PP, which is perfectly reversible with an equilibrium constant of one and the ratio of
reactant to product of 1:1, 2) The enzymatic breakdown of pyrophosphate, PP — 2Pi + 8
kcal/mol, results in an irreversible overall reaction, i.e., K~ 5x105. This very large cost of 800
kcal/mol-residue activation for production of a 100-residue-protein provides the free energy
required for the peptide bond formation. There is yet another 1500 kcal-mol-(AA-tRNA) to
bring the 100 AA-tRNA molecules out of disarray into alignment (see Eqns. 3b and 3c).
Thus, some 2300 kcal/mol-residues added to take 100 amino acids (AA) out of chaos and to
form a 100-residue protein of specified sequence.

PP(pyrophosphate), where AA stands for amino acid, ATP for adenosine triphosphate,
tRNA for transfer-RNA, AA-tRNA for the activated amino acid as aminoacyl-tRNA energy-
wise readied for addition to the growing protein chain, and PP for pyrophosphate. The
equilibrium constant for this reaction required for attachment of each amino acid residue to
tRNA is of the order of 1, ie., K = 1. The reactants and products occur at a ratio of
approximately one. Due to the presence of an abundance of pyrophosphatase, catalytic
breakdown of pyrophosphate immediately ensues, i.e.,, PP — 2Pi (inorganic phosphate) +
8kcal/mol. At each step of residue activation, a free energy of 8 kcal is released per mole of
residue activated. As shown in Figure 4, this lowers the free energy of products by 8
kcal/mol. Based on this activation step alone, only one error would be made during the
addition of some 500,000 residues. The free energy of pyrophosphate hydrolysis of 8
kcal/mol-residue-activated for addition to the growing chain immediately dissipates into
the environment and is no longer associated with the process of chain growth. (For further
discussion see Chapter 4 Likelihood of Life’s Protein Machines: Extravagant in Construction
Yet Efficient in Function of Urry, 2006a).
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“Thus, (rather than employing far-from-equilibrium conditions) biology produces its macromolecules
by means of an energetically extravagant, step-by-step, methodical march out of chaos” (See the
Epilogue of Urry, 2006a).

2.1.1 Replication of DNA by G-C and A-T base pairings

Three steps lead to the biosynthesis of protein. These are: replication, wherein the strand of
DNA that encodes protein sequence is duplicated for a daughter cell; transcription, the
conversion of DNA into the equivalent sequence of RNA, and translation, the conversion of
the ribonucleic acid sequence into the specified protein sequence. Beginning with replication
of DNA, i.e.,

parent DNA — replication - DNA of daughter cell 1)

An overall expression for DNA replication may be written as,

pATP + qGTP + rTTP + sCTP = DNA + (p+q+r+5s)PP (1a)

where A (adenine), G (guanine), T (thymine) and C (cytosine) are the four bases, and the
nucleotides - AMP (adenosine monophosphate), GMP (guanosine monophosphate), TMP
(thymidine monophosphate), CMP (cytidine monophosphate) are the repeating units added
one-by-one to form DNA. This applies to the synthesis of each strand of DNA to duplicate the
DNA double helix. For biosynthesis of a 100-residue protein, the sum, (p + q + r + s) =300.

A codon, which is a specific sequence of three bases, in general, encodes for one of the 20
amino acid residues, and there is a redundancy of codons for most amino acids. For
example, there are four codons that encode for G (glycine, Gly) and a different four codons
encode for V (valine, Val), and yet another set of four codons encode for P (proline, Pro), for
A (alanine, Ala), and for L (leucine, Leu). On the other hand only one codon encodes for W
(tryptophan, Trp) and six codons encode for R (arginine, Arg). The Genetic Code is a table
that lists the codons that encode for each amino acid. As discussed in Section 5 below, the
Genetic Code is arranged remarkably well for evolution of diverse and efficient protein-
based machines that utilize modulation of inverse temperature transitions for function.
Again reaction (1a) occurs at near equilibrium for each nucleotide addition, but an abundant
pyrophosphatase by way of reaction (1b) catalyzes the breakdown of pyrophosphate, PP,
into 2 inorganic phosphates, 2Pi, and in the process releases 8 kcal/mol of energy to be
dissipated into the environment, including heat that is no longer to be associated with the
growing biomacromolecule.

(p+q+r1+s)PP — pyrophosphatase > 2(p +q+r+5s)Pi + (p+q+1+s)x8kcal/mole (1b)

Thus, when encoding for a 100-residue protein, which requires a sequence of 300 nucleotides,
there would be a free energy of (300 x 8) kcal/mol-residue released into the environment, that
is, 2400 kcal/mol-300 base daughter cell DNA, which by transcription gives a 300 base strand
of RNA, see Eqns. (2), as required for production of a 100-residue protein.

2.1.2 Transcription of DNA to produce RNA by G-C and A-U base pairings

The four bases of RNA are - adenine (A), guanine (G), uracil (U), and cytosine (C) - and the
added nucleotide residues are - adenosine monophosphate (AMP), guanosine
monophosphate (GMP), uridine monophosphate (UMP), and cytidine monophosphate
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(CMP). The reaction constitutes transcribing a strand of deoxyribonucleic acid, DNA, into a
strand of RNA. The statement of which may be given as Eqn. (2), i.e.,

DNA — transcription - RNA 2

The stoichiometry of the reaction may be given as,
PATP + qGTP + rUTP + sCTP + DNA = DNA + RNA +

2p+q+r+s)Pi+ (p+q+r+s)x8keal/mol (2a)

Again, to encode for a 100-residue protein would mean (300 x 8) kcal/mol, or again 2400
kcal/mol being released to the surrounding solution.

2.1.3 Translation of RNA to produce protein
The translation of an RNA sequence into protein of n =100, i.e.,
RNA — translation — protein 3)

stated in terms of four reactions: a) The activation of an amino acid residue, AA;, to its
specific tRNA;, discussed above, wherein AA;, ATP, and tRNA; react to give AA;-tRNA;,
AMP, and 2Pi with release of 8 kcal/mol-residue, i.e.,

N AA; + N tRNA; + 1 ATP - n AA-tRNA; + 1 AMP + 2n Pi + (n x 8) kcal/mol-residue. (3a)

Eqn. (3a) represents a selectivity step where the correct amino acid is attached to its
appropriate tRNA that contains the correct triplet codon for the amino acid being attached
in an activated state. The amino acid selectivity process continues in the following reactions.

N AA-tRNA; + 1 ribosome(position 1) + n GTP —

N AA;-tRNA;-ribosome(position 1) + nGDP + nPi + (n x 7.5) kcal/ mol-residue, (3b)

transfer to ribosome (position 2)
N AA-tRNA;-ribosome(position 1) + n ribosome(position 2) + nGTP —
n ribosome(position 1) + n AA-tRNA;-ribosome(position 2) + nGDP

+ nPi+ (n x 7.5) kcal/mol-residue (3¢0)

and finally the activated amino acid, AA;-tRNA;, bound at ribosome position 2, is added to
the growing protein chain in its designated position in the sequence, i.e.,

N AAi-tRNAj-ribosome(position 2) — n tRNA; + 1 AA; in protein (3d)

The cost in terms of Gibbs free energy to add a single amino acid to the growing protein
chain is (8 + 2 x 7.5) kcal/mol-residue, and the cost of producing a 100-residue protein
would be 2300 kcal/ mol-100-residue protein.

As given above, the probability for a precise sequence of a 100-residue protein, with the
possibility of one of 20 amino acid residues in each position, i.e., (1/20)100 = 10 31, When the
equilibrium constant is one, i.e., K =10-4G/23RT = 1, AG is 0, and there is the probability of an
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equal number of reactants and products. When the probability of a product is one chance in
107131 for the occurrence of the product, one may write that K = 10-4G/23RT = 10 31, or
AG/2.3RT = 131. Solving for the Gibbs free energy, AG= 131 x 2.3RT = 186 kcal/mole-100-
residue protein. Calculated in this manner the efficiency of the synthesis of the 100-residue
protein becomes 186/2300 = 0.08, i.e., an efficiency of the order of some 8%.

As will be noted below, protein-based motors can function at very high efficiencies. The F;-
ATPase (the Fi-motor of ATP synthase acting in reverse) has been calculated as approaching
100% (Kinosita et al., 2000). This has led to the exclamation that Life’s protein machines are
extravagant in construction yet efficient in function (See Chapter 4 of Urry, 2006a). (Some of
the 1500 kcal/mol pays for a repulsive free energy between hydrophobic and charged groups.)

2.2 Precise primary structure, i.e., sequence, dictates three dimensional structure and
function!

As argued above, a high price in terms of Gibbs free energy is paid in order to obtain
polymers of precise sequence. Consequences of this severe price for precise sequence are the
beautiful functional structures of biology. The more diverse the “side chains” of the
repeating sequence, the more diverse are the functional capabilities. This is why the nucleic
acids with but four similar repeating nucleotides each with the capacity of base pairing, i.e.,
A-T and G-C of poly(deoxyribonucleic acid) DNA and U-T and G-C of poly(ribonucleic
acid), RNA, are suitable for sequence replication and transcription as considered above in
terms of free energy required to produce precise sequences in Eqns. (1) and (2).

At the root of the structuring that becomes a living organism is the primary structure of
DNA, the poly(deoxyribonucleic acid). DNA provides the sequence of bases that ultimately
specify the precise sequence of protein. Protein sequence utilizes 20 structurally diverse
residues that may be broadly classified as aromatic and aliphatic hydrophobic residues, as
negatively and positively charged residues, and as neutral residues with non-ionizable polar
functional moieties, capable, for example, of hydrogen-bonding. Overlapping with the
latter two groups is cysteine with its -SH functional group that is commonly used in
disulfide, -S-S-, cross-linking on formation of cystine.

Again, the probability of a precise sequence, with the possibility of one specific residue out
of 20 residues in each position of even a relatively small 100-residue protein, becomes
(1/20)100 = 10713, that is, one out 10131 sequences (See Chapter 4 of Urry, 2006a). This truly
enormous number of possible sequences allows for an extraordinary number of protein
three-dimensional structures with which to perform the diverse work (functions) required
to sustain a cell.

2.2.1 Protein performs the work of constructing and maintaining the cell

The precise sequence of a protein, under physiological conditions, dictates the three-
dimensional structure of the protein itself and whether it associates with like subunits to
form an oligomeric protein comprised of symmetrically related subunits and/or with unlike
subunits to form more complex protein structures. A remarkable example is ATP synthase
of more than 20 subunits (10a, 2b, 3a, 3B, v, €). This rotary protein motor combines ADP
(adenosine diphosphate) and Pi (inorganic phosphate) to make 32 of the 36 ATP (adenosine
triphosphate) molecules on complete oxidation of a single molecule of glucose to 6 CO; plus
6 HyO. Recall, ATP is the biological energy currency utilized to perform the work that
sustains and propagates the living cell.
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Assemblies of subunits, such as those of the three-fold rotary Fi-motor of ATP synthase, are
dominated by hydrophobic inter-subunit interactions (Privalov, 1990) under the control of
temperature and biological functional groups that can occur in two or more functional
states. The more polar (e.g., charged) state, disrupts hydrophobic association and the more
apolar (the more hydrophobic) favors hydrophobic association, each in a cooperative
manner.

2.2.2 Familiar insights into the changes in hydrophobic associations that give rise to
function

Insight begins with the familiar adage, “Oil and water don’t mix!” Of course, they simply
phase separate. But if oil-like and polar (e.g., water-like) groups are constrained to coexist
along a polymer chain, they can’t phase separate. Instead, the oil-like groups, dispersed
along the polymer chain, self-associate by chain folding and by association with other chain
segments, and, thereby, separate from water. But once the most favorable, the lowest free
energy state, is obtained at a given temperature and pressure, only substantial changes in
solvent or such as phosphorylation can change the state.

A related and more interesting adage becomes, “Oil and vinegar don’t mix!” The solute of
vinegar is principally acetic acid, which can exist in two states, i.e.,, CHs-COOH & CHzs-
COQO™ + H, the very polar charged state, CH3-COO", and the less-polar (more-hydrophobic)
uncharged state, CH3-COOH. Again as for oil and water, phase separation dominates the
mixture of oil and vinegar. When hydrophobic and ionizable groups are forced by sequence
to coexist as demonstrated with certain designed ECMP, it has been shown by means of
substantial physical characterization of ECMP containing a glutamic acid (E, Glu) residue
with the R-group of ~-CH>-CH,-COOH that the formation of the more polar state of ~-CH,-
CH,-COO™ disrupts hydrophobic association (See for example Urry et al., 1997). It will be
seen below, using the crystal structure of the closed conformation of the full-length KcsA
potassium ion channel (Uysal et al., 2009) that the absence of carboxylate is seen associated
with hydrophobic association that opens the channel, whereas the presence of carboxylate is
seen associated with hydrophobic dissociation (Urry et al., 2010) and a closed channel. And
the pH dependence of the conductance of the KcsA K+-channel of Thompson et al. (2008)
demonstrates conductance to turn off on the titration of glutamic acids to form charged
glutamates.

Particularly, when the oil-like and charged groups are constrained to coexist by protein
structure, they can be shown to reach out for hydration unperturbed by the other, that is,
there is a competition for hydration between hydrophobic and charged residues (See for
example Urry et al., 1997). This results in an apolar-polar repulsive free energy of hydration,
AGyp. (See Section 6.2.6 below and Urry, 1992; 1997).

2.2.3 Biological polymers of reproducible precise sequence add a new wrinkle to the
“laws of physics”

Anticipating construction of biological molecules different from anything as yet
characterized at the time, Schrodinger (1944b) further reasoned, “...from all that we have
learnt about the structure of living matter, we must be prepared to find it (living matter)
working in a manner that cannot be reduced to the ordinary laws of physics.” With
remarkable foresight, he then went on to say, “... not on the grounds that there is any ‘new
force’ or what not, directing the behaviour of the single atoms within a living organism, but
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because the construction is different from anything we have yet tested in the physical
laboratory.” Different constructions arise due to the capacity of biology to synthesize long
proteins of precise sequence. This is because near physiological temperature the
fundamental activation reaction, essentially independent of amino acid structure, has an
equilibrium constant, K, of 1057. This translates into the order of one error in a half a million
residue additions. Again, assuming that the twenty different residues possible at each
position had an equal probability of being added, there would be 10131 different sequences
possible for a 100-residue protein. This results in protein constructions that were simply
inconceivable prior to the elucidation protein sequences and protein biosynthesis.

Again as Schrodinger (1944a) stated, "... living matter, while not eluding the 'laws of physics'
as established up to date, is likely to involve 'other laws of physics' hitherto unknown,
which, however, once they have been revealed, will form just as integral a part of this
science as the former." As indicated above, the new wrinkle to the “laws of physics” derives
from an apolar-polar repulsive free energy of hydration, AG, that can be seen with the disparate
side-chains (e.g., hydrophobic and charged) constrained to coexist along the precise
sequence of which a protein chain is comprised.

It has been seen above that the reproducibly-achieved precise protein sequence (with an
error as small as of one in one-half million residue additions) is achieved at an extraordinary
cost in energy, and as such is consistent with the Second Law of Thermodynamics. It is not
yet understood, however, just how the protein biosynthetic apparatus came into existence
with which to achieve this protein construction so essential to the existence of life as we
understand it.

2.3 Is the construction and maintenance of the biosynthetic apparatus for protein in
accordance with the Second Law of Thermodynamics?

The biomacromolecular composition of the biosynthetic apparatus for production of protein
requires RNA to specify protein sequence and protein catalysis to transcribe DNA into
RNA, to produce tRNA, to attach amino acid (AA;) to tRNA;, i.e., to produce AA;-tRNA;,
and to catalyze the steps in which the correct AA; of an AA;-tRNA; becomes attached to the
correct position in the growing protein chain. The energy required for the latter, some 15
kcal/mol amino acid residue added of Eqns (3b) and (3c) in addition to precise protein
sequence also pays for repulsive free energies that occur between disparate residues. DNA,
RNA and protein chains of precise sequence are all simultaneously required in the first
instance to achieve replication, transcription, translation to protein. How the initial
biosynthetic apparatus came into existence is unknown. Once the ribosomal biosynthetic
apparatus has been assembled with its accessory enzymes and nucleic acids all available,
however, synthesis of protein does not contravene the Second Law of Thermodynamics.

3. A model protein system with which to establish thermodynamics of protein
structure formation and function!

3.1 The composition of the basic model protein, (GVGVP),

Our model protein system, with which to establish thermodynamic elements of protein
function, originates from the mammalian elastic protein, elastin, as a repeating pentapeptide
sequence, (GVGVP), with n < 15, depending on the species. A polypeptide chain may be
represented as [-NH-CHR-CO-],, or as [-CO-NH-CHR-], where the side chain (the R-group)
of G (Gly, glycine) is the hydrogen atom, -H, the R-group of V (Val, valine) is ~-CH(CHs)o,
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and the R-group of P (Pro, proline) is N;-CH»-CH»>-CH»-Ci%, i.e., three CH, groups spanning
from the nitrogen atom, N, to the a-carbon of the same residue, i. Therefore, all side chains
in (GVGVP), are either the hydrophobic aliphatic hydrocarbons or the near neutral
hydrogen atom and the only polar group is the recurring dipolar peptide moiety, -CO-NH-.
Chemically and biologically synthesized (GVGVP),, with n ranging up to 200 or more, may
be modified with sparse substitution of V by one or more functional groups, such as the
carboxyls of glutamic and aspartic acids and the amino function of lysine (K, Lys), and
additional biological functional groups such as redox functions, other prosthetic groups,
phosphate, etc. Also, V residues may be replaced by the more hydrophobic F (Phe or
phenylalanine) systematically to raise the hydrophobicity with the result of increased
positive cooperativity giving an increased efficiency of energy conversion. These modified
(GVGVP), are called designed elastic-contractile model proteins (ECMP).

3.2 The molecular structure of the basic model protein, (GVGVP),

Figure 5A schematically represents the molecular structure of the basic model protein,
(GVGVP),, as a series of VPGV B-turns with G spacers. Extending the spacer G residue to
the adjacent V residue a-carbons, the VGV segment allows dynamic torsional oscillations of
the intervening two peptide moieties. The damping of the amplitude of these peptide
torsional oscillations gives rise to the librational entropy mechanism of protein elasticity
(Urry et al., 1982d).
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Fig. 5. Molecular structure of the elastic-contractile model protein, (GVGVP),. The structure
is seen with repeating p-turns separated by dynamic suspended segments that wrap-up
into associating B-spirals and exhibit simultaneous “near ideal” elasticity and phase
transitional behavior from water to associate by hydrophobic interactions.

B. B-turn from the crystal structure of cyclo(GVGVP)3 (Cook et al. 1980) which is the cyclic
correlate of the linear B-spiral of D and E (Urry et al., 1981; Venkatachalam, et al. 1981;
Venkatachalam and Urry, 1981). F. Adapted from Urry et al., 1982d.
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Fig. 6. Elements for understanding the nature of elasticity of the basic elastic-contractile
model protein, (GVGVP)s.

A. The structural elements for propagation of a rudimentary chain (Eyring, 1932). Bond
length (¢), backbone bond angle (8), torsion, or dihedral, angle (¢) due to rotation about

bonds (Adapted from Urry, 1982).

B. Unrolled perspective of the B-spiral of (GVGVP), showing suspended segments where
peptide moieties are free to undergo large amplitude oscillations (peptide librations)
involving the paired (y4 & ¢5) and s & ¢; torsion angles. (From Urry, 1983)

C. Representation of entropy as a volume in configuration space, with axes plotting
amplitude of torsion angle oscillations. As the volume increases due to larger torsion angle
oscillations, a greater entropy can be calculated. (From Urry et al., 2010).

D1. One turn of the B-spiral with 2.7 B-turns per turn of spiral and an h of 3.5 A showing the
large torsion angle oscillations between the first and second B-turns. D2. On extension to an
h of 8.0 A, note damped oscillations. (From Urry & Venkatachalam, 1983).

E. Single-chain force-extension/relaxation curves, development of force during pulling in the z-
direction of an AFM device with scans labelled from the bottom as Adapted from Urry et al., 2002.
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The details of the B-turn are seen in Figure 5B, as obtained from the crystal structure of
cyclo(GVGVP)3 (Cook et al. 1980), which is the cyclic conformational correlate of the linear
B-spiral conformation, as shown experimentally and computationally (Urry et al. 1981;
Venkatachalam, et al. 1981; Venkatachalam and Urry, 1981). The linear p-spiral
conformation is represented in increasing detail in Figures 5C, D, and E (Urry, 1990; 1991).
Based on optical diffraction of negatively stained electron micrographs from incipient
aggregates of dilute solutions (Volpin et al., 1976), three B-spirals of (GVGVP), are thought
to form twisted filaments as represented in Figure 5F (Urry et al., 1982d).

3.3 The unique properties of the basic model protein, (GVGVP),: “Near ideal”
elasticity and phase transitional behavior

It is extraordinary that the basic model protein system, (GVGVP), in water, simultaneously
exhibits “near ideal” elasticity and thermally-elicited phase transitional behavior. To
emphasize this unique and useful combination of properties, protein-based polymers based
on (GVGVP), have been given the descriptive name of elastic-contractile model proteins
(ECMPs).

3.3.1 The “near ideal” elasticity of the basic model protein, (GVGVP),

An understanding of the “near ideal” elasticity of (GVGVP), may be gained by discussing
the component parts of Fig. 6, above. In particular, the curves of Fig. 6E utilized the basic
atomic force microscope (AFM) (Hugel, 2003; Urry et al. 2002). Instead of imaging structures
on a surface by rastering in the x- and y-dimensions, the cantilever tip moves in the z-
direction with a long chain molecule spanning from the cantilever tip to the substrate
surface to give a stress-strain curve that measures single-chain elasticity.

Ideal elasticity occurs when the plot of the force versus relaxation curve exactly overlays the
force versus extension curve. Within the sensitivity (the noise level) of the measured stress-
strain curves of Fig. 6E, the extension and relaxation traces of curves @ and ® overlap. For
curves @ and ©, therefore, the energy expended on extension is entirely recovered on
relaxation, that is, these curves provide examples of ideal elasticity exhibited by extension
and relaxation of a single-chain of Cys-(GVGVP)s50.-Cys. (Note: The Cys (cysteine, C)
residues are present to achieve chemical (sulfhydryl) attachment to the cantilever tip of the
AFM and for sulfhydryl attachment to the substrate surface.)

On the other hand curves ®, ®, @, and ® of Fig. 6E exhibit a higher noise level and in the
original data separation is detectable as extension becomes greater than 600 nm. In these
cases the extension curve is slightly higher than the relaxation curve, i.e., the cost in energy
for extension is greater than the energy recovered on relaxation. Extension curves that occur
at higher force levels than the relaxation curves are said to exhibit a hysteresis, which is an
energy loss.

As seen in Fig. 4 of Urry et al. 2002 for Cys-(GVGIP)20-Cys, the energy expended for
extension is several times that recovered on relaxation. This is due in part to the greater
hydrophobicity of (GVGIP) than of (GVGVP). The increase in the change in Gibbs free
energy for hydrophobic association, AGua, results in a greater propensity for association
with non-load bearing chain segments. A higher force on extension is required to disrupt
these associations. The greater expenditure of energy to extend and disrupt these
hydrophobic associations is not recovered on relaxation.

When the single-chain force-extension studies on Cys-(GVGIP)0-Cys occur at very high
dilution, however, essentially near ideal elasticity can be obtained. A slight hysteresis of



Thermodynamics of Protein Structure Formation and Function 19

each of the curves, @, @, @, and ® of Fig. 6E, may be due to the chain folding back on itself,
as time was allowed at low extension to increase the likelihood of backfolding (Hugel, 2003).
As seen in Fig. 5E, the translation along the spiral axis for each complete turn is Inm, and
one complete turn requires three pentamers. Also, note in Fig. 6D1 that it is one turn of
spiral, i.e., three pentamers, that is used in the calculation of the damping of torsion angle
oscillations on extension by 130% from a value of 1 nm to 2.3 nm. Using the insight of Fig.
6C and the decrease in amplitude of torsion angle oscillation on extension, the change in
entropy, AS, can be calculated by the equation, AS = R In[ITiA¢ie Ayie /TLAGr Ayyr].

The total elastomeric force, fr plotted in Figure 6E, is the sum of an entropic component of
force, fs, and an internal energy component of force, f, ie., fr = fs + fe. The entropic
component of elastic force is calculated as fs = -T(6S/0L)yt, where 9S is calculated from the
above expression for AS and dL derives from the 130% extension as used in Fig. 6D2. The
sources of fr derive from the reversible deformation of the angle, 6, and of the bond length,

¢, both of Fig. 6A. (See section 6.2.10, below.)
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Fig. 7. Characterization of the (GVGVP),-in-water inverse temperature transition, using
temperature dependence of turbidity and differential scanning calorimetry. From Urry, 1997.
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3.3.2 The phase transitional behavior of the basic model protein, (GVGVP),

The basic elastic-contractile model protein, (GVGVP),, is miscible with water in all
proportions below the onset temperature of the inverse temperature transition (ITT), i.e., the
solutions are clear below 25°C. As depicted in Fig. 7A for concentrations of less than 400
mg/ml, on raising the temperature above 25°C, the clear aqueous solution becomes cloudy,
and on standing phase separation occurs to form a viscoelastic state of 63% water and 37%
model protein by weight, which constitutes a one molar concentration of pentamers,
(GVGVP), of approximately 400 mg/ml (Urry et al., 1985).

As shown in Fig. 7B, when the phase separation process is followed spectroscopically, the
onset of turbidity of a 40 mg/ml solution of (GVGVP)zs; begins at about 25°C. Turbidity
continues on to a maximal value, 100% turbidity. The value of T; is taken at 50% turbidity to
give in this case a value of 26.7°C, which value is bold-faced in this case to indicate that it is
for the homopolypentapeptide, (GVGVP),, i.e., for a polypentapeptide for which the mole
fraction, fy, is one. In characterizations below, whenever values are for a general
polypentapeptide, (GXGVP) as in poly[fv(GVGVP), fx(GXGVP)], the quantities are not bold-
faced until the data for several values of fx have been determined and then extrapolate to fx
= 1. At fx = 1, ie, for (GXGVP),, the values, the thermodynamic quantities for the
homopolypentapeptide, are to be bold-faced. All quantities for fx = 1 are then compared for
the development of the T+ and AGua-Hydrophobicity Scales. The values of AGua are
similarly obtained from differential scanning calorimetry (DSC) data.

The DSC curve for (GVGVP)2s; in 40 mg/ml of water is given in Fig. 7C. The onset of the
endothermic transition, indicated as Ty, is essentially the same as that of T of Fig. 7B. While
these values tend to be used interchangeably, a distinction is retained in the data of Table 1,
below. The temperature interval over which the phase transition occurs is approximated as
in Fig. 7C. If the scan could be done more slowly the temperature interval would be much
narrower, as seen in Urry et al., 1985, where there was no limit on time for completion of the
phase separation. The question of scan rate becomes a question of the stability and
sensitivity of the DSC equipment, which presents a challenge for the low heats of the inverse
temperature transition.

4. Energy conversions of designed elastic-contractile model proteins are
those of living organisms!

4.1 Phenomenology of model protein-based free energy transduction.
Phenomenological demonstration of a family of 15 pair-wise energy conversions becomes
possible by means of designed ECMP capable of a thermally driven inverse temperature
transition to increased model protein order by hydrophobic association. The family of pair-
wise energy conversions possible by designed elastic-contractile model proteins are
identified by the six intensive variables of the free energy - mechanical force, pressure,
chemical potential, temperature, electro-chemical potential, and electromagnetic radiation.
As seen in Fig. 1, the basic sequence (GVGVP), on y-irradiation cross-linking of its phase
separated state can be formed as elastic sheets that perform thermo-mechanical transduction,
i.e., “pumping iron,” contracting on raising the temperature from below to above that of the
phase separation and relaxing on lowering the temperature from above to below that of
phase separation.

On sparse replacement of one V residue, every 30 or 50 residues, by a glutamic acid or a lysine
residue and cross-linking, the resulting elastic sheet performs chemo-mechanical transduction.
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Fig. 8. The phenomenological AT--mechanism of free energy transduction using designed
elastic-contractile model proteins (ECMPs). Application of pressure increases T; and drives
relaxation. Introduction of a chemical energy that neutralizes charge lowers T; and drives
contraction. Raising the temperature from below to above the transition drives contraction.
Reduction of a redox function lowers T; to drive contraction. The absorption of near
ultraviolet light by a designed ECMP with attached azobenzene and cinnamide drive a trans
to cis isomerization and raises the value of T.. From Urry, 1997.

On attaching a redox group to the amino function of a lysine side chain, reduction drives
contraction and oxidation effects relaxation in the performance of electro-mechanical
transduction. Moreover, on replacing two V residues, per ECMP repeating unit, by both an
acid/base function and a redox function allows that reduction of the redox function shifts the
pK of the acid/base function causing the uptake of proton, thus achieving electro-chemical
transduction. This becomes the “pumping of protons,” e.g., the release of proton on oxidation,
in phenomenological analogy to the electron transport chain of the inner mitochondrial
membrane where oxidation of redox groups pumps protons into the inner membrane space.
The examples noted here demonstrate phenomenology of three (mechanical force, chemical
potential, and electrochemical potential) of the six intensive variables of the free energy for
which ECMP can be designed to achieve free energy transduction.

Whenever a AT occurs and the operating temperature lies between the two values, on going
from the higher value of T; to the lower value of T;, hydrophobic association occurs with the
result of driving contraction.
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4.2 Five phenomenological axioms for ATi-based free energy transduction by
designed model proteins

AXIOM 1: The manner in which a guest amino acid residue, or chemical modification
thereof, alters the temperature, Ti, of a hydrophobic folding and/or assembly transition
provides a measure of its hydrophobicity. A decrease in T: represents an increase in
hydrophobicity and an increase in T; represents a decrease in hydrophobicity.

AXIOM 2: Raising the temperature from below to above T, results in hydrophobic folding
and/or assembly and can be used to perform useful mechanical work by contraction.

This represents the phenomenological aqueous elastic-contractile model protein heat engine
of biology.

Example: Thermo-mechanical transduction

AXIOM 3: At constant temperature, lowering the value of T, from above to below an
operating temperature, i.e., increasing the hydrophobicity by changing a functional group
from its more polar state to its more hydrophobic state results in contraction by
hydrophobic folding and/or assembly and can be used to perform useful mechanical work,
as in the lifting a weight.

Examples: Chemo<>mechanical transduction Electro<>mechanical transduction
Baro>mechanical transduction =~ Photo<»mechanical transduction

AXIOM 4: Any two distinct functional groups each with more and less hydrophobic states
and each responsive to different variables can be coupled one to the other by being part of
the same hydrophobic folding and assembly domain.

Examples: Electroeschemical transduction ~ Electro«sthermal transduction
Baro«electrical transduction Photo«voltaic transduction

Thermo<«>chemical transduction = Photo«thermal transduction

Baro«sthermal transduction Baro<schemical transduction
Photo<sbaric transduction Photo«<schemical transduction
Chemo<«>chemical transduction Electro<>electrical transduction

Electromagnetic radiation-1 <> Electromagnetic radiation-2 transduction

The italicized energy conversions represent three additional pair-wise free energy transductions for a
total now of eighteen possible pair-wise free energy transductions using the above described AT
mechanism.

AXIOM 5: The energy conversions of AXIOMS 2, 3 and 4 can be demonstrated to be more
efficient when carried out under the influence of more hydrophobic domains. This poising
or biasing is observed in titrations by increased positive cooperativity. See Figs. 5.34 and
5.36 (Urry, 2006a), Figs. 14B and 15, and Table 3 below and associated discussions.

4.3 The AT-Mechanism for free energy transduction using designed elastic-
contractile model proteins (ECMP) based on (GVGVP),

The temperatures, Tpg of Table 1 column 2, represent either Ty, the temperature for the
onset of the inverse temperature transition (ITT) as defined by the onset of turbidity as
shown in Fig. 7B, or Ty, the temperature for the onset of the ITT as determined using
differential scanning calorimetry (DSC) by the onset of the endothermic transition as
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Table 1: Hydrophobicity Scale in terms of AG"wa, the change Gibbs

free energy of hydrophobic association, for amino acid residue (X

of chemically synthesized poly[F(GVOVP), BICXCGVEP)] 40 mg/ml,

mw = 100 kDain 015 N NaCl 0.01 M phosphate, using the net heat

of the inverse temperature transition, Al = AGHa, per (GRGVE),

doetermined at f= 0.2 and oxtrapolated to f.=1.

defined in Fig. 7C. In general column 2 of Table 1 lists values for Ty,; where T is used, it is
indicated by (T) being placed to the right of the number. Poly[f,(GVGVP),£(GXGVP)] gives
the general ECMP composition where f, and f, are the mole fractions in the polymer of the
defined pentamer repeats and f, + f, = 1. Experimentally, data are obtained for different low
values of f; and the data points define a straight line that is extrapolated to f, = 1. When
bold-faced, as for T; or Ty, the result is for the homopolypentapeptide, (GXGVP),, which
value may, for the more hydrophobic residues, be below 0°C or the value may be greater
than 100°C for the more polar, charged residues.
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For the biosynthetically prepared composition (GVGVP GVGVP GEGVP GVGVP GVGVP
GVGVP)36(GVGVP), for the glutamate state, -COO™, in 0.15 NaCl and pH 2.5, T; and Ty, are
58°C, and for the glutamic acid state, -COOH, in 0.15 NaCl at pH 6.6, T; and Ty, are 22°C, i.e,,
AT, = ATy, = 36°C. Using Table 1, the difference between the two states is 218 - 20 = 198 for
(GEGVP),, which for the above composition six pentamer repeats per (GEGVP) gives a
similar value, 198/6 = 33°C.

When using the y-irradiation cross-linked matrix, X20-(GVGVP GVGVP GEGVP GVGVP
GVGVP GVGVP)3(GVGVP), the elastic strip is swollen at pH 3 and 20°C and contracts on
raising the temperature to 40°C; this is thermo-mechanical transduction. While holding the
temperature constant at 40°C, however, at neutral pH the cross-linked matrix is swollen, but
on lowering the pH to 3, (i.e., raising the chemical potential (inputting the chemical energy)
of proton, App, the designed elastic-contractile model protein contracts and can perform
mechanical work. This is chemo-mechanical transduction. The bold arrows of Fig. 8 between
the mechanical and thermal energies, labeled thermo-mechanical, and between chemical
and mechanical energies, labeled chemo-mechanical, represent the above-described free
energy transductions.

The above represent explicit examples of the AT-mechanism for free energy transduction by
means of designed elastic-contractile model proteins (ECMPs), as further discussed in
sections 4.1 and 4.2.

5. The genetic code provides easy access to new energy sources and
improved efficiency!

All characterized life has the same Genetic Code, and it plays a central role in the
thermodynamics of evolution of protein-based machines as seen through the prism of the
energy converting mechanism of ECMP. Due to the Genetic Code, an ECMP, capable of
performing thermo-mechanical transduction, can readily be designed to access a new energy
source. For example, substitution (mutation) of a single base in 150 bases encoding for
(GVGVP)yo converts a heat engine (a machine), capable of thermo-mechanical transduction,
into a chemically driven engine capable of chemo-mechanical transduction. A different single-
base mutation can increase the efficiency of the designed ECMP-based machine.

The triplet codon for placing V in the sequence of a protein is fourfold redundant. Any one
of four triplet codons GUU, GUC, GUA, and GUG encode for the valine (V, Val) residue. By
a single-base mutation in the second position of either of two triplet codons, GUA — GAA
or GUG — GAG, V is replaced by E, (glutamic acid, Glu) to introduce the carboxyl function,
i.e.,, -CH,-CH-COO™ + H* 5 -CH-CH>-COOH. Adding the proton to a carboxylate drives
contraction with the consequence of chemo-mechanical transduction. A single-base mutation in
the second position of either of another two triplet codons for V, GUU — GAU or GUC —
GAC, become two ways to replace V by the D (aspartic acid, asp) residue with a slightly
different carboxyl function, i.e., - CH,-COO™ + H* 5§ -CH,;-COOH similarly to drive for
chemo-mechanical transduction.

Significantly, a single mutation in the base of the first position of the triplet codon of V, e.g.,
GUU — UUU, gives the much more hydrophobic F (phenylalanine, Phe) residue with the
consequence of an increased efficiency of energy conversion. Also three of the V triplet
codons, GUU, GUC, and GUA, by single mutations in the first position to AUU, AUC, and
AUA, give rise to the slightly more hydrophobic isoleucine (I, Ile) with one CH, more than V
to modestly increase efficiency of energy conversion. Then a single-base mutation of the



Thermodynamics of Protein Structure Formation and Function 25

isoleucine triplet codon of AUA to AAA gives the amino function of lysine, -NHz* 5 -NH» +
H*, where removal of a proton from the -NHs* group to give -NH> provides another means
with which to achieve chemo-mechanical transduction. But importantly, it provides a positive
charge, which, with increase in hydrophobicity, increases the binding capacity of redox
functions such as NAD (nicotinamide adenine dinucleotide) and FAD (flavin adenine
dinucleotide) with their negative diphosphate linkage to give the electro-mechanical and electro-
chemical transductions of the electron transport chain of the inner mitochondrial membrane.
These simple single-base mutations produce new and improved protein-based machines either
to access new energies or to increase the efficiency of function of an existing protein-based
machine. Significantly, the new or improved protein-based machines are biosynthesized
without any increase in the energy required to access a new energy source or to produce a more efficient
machine. When a single mutation with no increase in cost of energy to produce the new
protein results in a new machine capable of accessing a new energy source and/or a more
efficient machine, it becomes apparent why the arrow-of-time for the biological world would
be one that, in the words of Toffler (1984), “... proceeds from simple to complex, from ‘lower’
to ‘higher’ forms of Life, from undifferentiated to differentiated structures.”

The preceding represent elemental means whereby living organisms can naturally evolve
from lower to higher forms of life using the mechanism of energy conversion identified on
characterization of designed ECMP. In fact, it would seem that the Genetic Code itself was
arranged in order for the living organism to evolve from primitive to more advanced and more
complex forms using the energy converting mechanism demonstrated by the elastic-contractile model
proteins (ECMP) - as long as there are adequate energy sources and building materials available.
(For a more complete discussion, see Chapter 6: On the Evolution of Protein-based
Machines: Toward Complexity of Structure and Diversity of Function of Urry, 2006a).

6. Designed ECMP provide the thermodynamics of protein hydration and of
elasticity!

Thermodynamics of protein hydration (AGua and AG,p) and of elasticity (the internal
energy, fg, and entropy, fs, components of force) can be established by designed ECMP. The
thermodynamics of protein hydration are obtained using differential scanning calorimetry
(DSC) of the phase separation process. Whereas acid/base and redox titrations, as a function
of V — F increases in hydrophobicity, provide means of measuring AG,p. DSC data provide
the heat of the phase transition, AH;, which on derivation, using the relationship at the
phase transition of AH; ~ TAS, yields the critical quantity, the change in Gibbs free energy
for hydrophobic association, AGua, as the difference, AH(GVGVP) - AH(GXGVP), where X
is the substitution being characterized (Urry, 2004; 2006a). The result is the AGua-based
Hydrophobicity Scale obtained for all amino acid residues, including their different
functional states, where relevant, and for many biological prosthetic groups in their
different functional states. As the hydrophobic R-groups are completely hydrated before
the transition and essentially fully dehydrated after phase separation, the values of AGwua, so
obtained, may be considered to be maximal values. And this needs to be taken into
consideration when interpreting a particular structural change attending protein function,
e.g., in the extent of hydrophobic association experienced.

Thus, the thermodynamics of protein hydration have been obtained as the free energies of
interaction, AGua and AG,p, and have been established by physico-chemical
characterizations of designed ECMP.
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6.1 Thermodynamics of the protein-in-water heat engine of biology

The protein-in-water heat engine of biology functions on the same general physical principle
as the steam-powered heat engine of the birth of thermodynamics, which principle is the
increase in entropy of water, when heat is applied at the temperature of a phase transition.
Dramatic expansion of the bulk-water-to-vapor phase transition near the 100°C gives the
increase in entropy of water for the steam-powered heat engine, whereas conversion of
three-dimensionally interconnected pentagonal rings of water to bulk water gives the
increase in entropy of water for the protein-in-water heat engine of biology. There is analogy
to water dipole moments o three-dimensionally interconnected hexagonal rings of ice
reorienting to become bulk water during the melting transition of relevance to Eyring's
Significant Structure Theory of Water (Hobbs et al., 1966).

Significantly, while the phase transition of the melting of ice is quite fixed near 0C, the transition
temperature (Ty) of the inverse temperature transition (ITT) of protein-in-water can be shifted over
much of the available aqueous range of water.

Lowering the temperature of the ITT utilizes non-random three-dimensional protein
structures to which functional groups are bound. Conversion of functional groups by
chemical or electrochemical energy input from a more-polar (e.g., charged) state to a more
hydrophobic state, increases pentagonally-arranged water molecules, otherwise
destructured by orientation toward charge. This lowers T. from above to below the
operating temperature and drives contraction by hydrophobic association (See Fig. 12
below). By this change in state of an attached biological functional group, the protein-in-
water heat engine of biology functions as a protein-in-water chemical (or electrochemical)
engine.

The physical process is competition for hydration. Nascent charges destroy pentagonal rings
of hydrophobic hydration, as they recruit hydrophobic hydration for their own hydration,
which raises Ti, disrupts hydrophobic association, and reverses contraction. Apolar and
polar groups lower their free energies by reaching out for hydration unperturbed by the
other. This expresses as an apolar-polar repulsive free energy of hydration, AGgp.

6.1.1 Hydration of the hydrophobic CH2 group is exothermic (Butler, 1937)

Butler examined the water solubility of the series of linear alcohols - methanol (CH3-OH),
ethanol (CH3-CH>-OH), n-propanol (CHs-CH>-CH>-OH), n-butanol (CHs-CH>-CH,-CH,-
OH), and n-pentanol (CHs-CH,-CH,-CH>-CH>-OH) - and found the exothermic heat of
dissolution to increase for each added CH,, at the rate of AH/CH, = -1.5 kcal/mol.
Remarkably, dissolution of the CH: in water is a favorable heat releasing reaction.
Hydrophobic hydration forms with the release of heat! Why then does the solubility of these
linear alcohols decrease as the number of CH, moieties increase until n-octanol with seven
CH; groups is insoluble? The answer is seen in the [-TAS] term of the Gibbs free energy of
dissolution, Eqn. (4).

AG(dissolution) = AH — TAS. 4)

Namely, the [-TAS] term increases positively (unfavorably) for the Butler series as
[-TAS]/CHz = + 1.7 kcal/mol. A positive AG(dissolution) means insolubility; too many CH»
moieties exposed to water means insolubility. Before too many hydrophobic groups are
exposed to water, however, they may compete for hydration with more polar groups. Thus,
the exothermicity on forming the pentagonal rings of hydrophobic hydration (See Fig. 2) is
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Fig. 9. Imaginary part of the dielectric permittivity of bulk water and of 1672 mg (GVGIP)26p
dissolved in 4 ml of water at 7°C. The curve for (GVGIP)ys in water is resolved into two
components, one for bulk water and one for water interacting with the model protein,
(GVGIP)260, which number of interacting water molecules is designated as Ny;. From Urry et
al., 1997a.

the basis for a competition with polar groups for hydration. This competition for hydration
is documented below in Figs. 10C and 12.

6.1.2 Hydrophobic hydration as characterized by microwave dielectric relaxation

As seen in Fig. 9, the imaginary part of the microwave dielectric relaxation spectrum of bulk
water demonstrates an intense absorption just above 10 GHz. The spectrum for a solution of
1672 mg (GVGIP)260 in 4 ml of water at 7°C, also seen in Fig. 9, has a broader absorption at
lower frequency. On resolving the curve for bulk water just above 10 GHz, a second
absorption occurs at a lower frequency, which represents water interacting with the ECMP,
(GVGIP)20.

The magnitude of Ny is plotted in Fig. 10A as a function of dilution, which Ny is found to
increase until it plateaus near 5 mg/ml for both (GVGIP)s and (GVGVP)ys. The
temperature dependence of Ny in Fig. 10B, shows the magnitude of Ny, for (GVGIP)2g to
drop rather abruptly essentially to zero as the temperature passes through the interval of the
inverse temperature transition (ITT) for (GVGIP)o. Similarly for (GVGVP)ys;, as the
temperature passes through the temperature interval of the ITT for (GVGVP)s,
approximated in Fig. 7C, the magnitude of Ny for (GVGVP)251 drops to near zero. On the
basis of the data of Fig. 10B, Ny, represents the numbers of water molecules of hydrophobic
hydration (Urry et al. 1997a). The residual Ny, for (GVGVP) in Fig.10B is analogous to the
residual pentagonal rings of water for hydrophobically associated crambin of Fig. 2.
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Fig. 10. Microwave dielectric relaxation studies on a unique water interacting with the basic
and a designed ECMP. A. Demonstrates that on dilution this unique water increases. B.
Shows that this unique water disappears as hydrophobic association develops, i.e., this
identifies Nhh as hydrophobic hydration. C. Shows Nhh, the amount of hydrophobic
hydration, to decrease as charged carboxylates form. Indeed, a competition for hydration
has been directly observed between hydrophobic and carboxylates, (-COO"). From Urry et
al., 1997a.
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Having found Ny to represent the number of waters of hydrophobic hydration, the issue of
the competition for hydration between charged groups and hydrophobic groups is
addressed in Fig. 10C at 30 mg/ml and 1°C by means of the designed ECMP, (GVGVP
GVGVP GEGVP GVGVP GVGVP GVGVP)s3 and the more hydrophobic, poly(GEGFP
GVGVP GVGVP GVGVP GVGVP GVGFP), with n of approximately 40. Both designed
ECMPs contain the glutamic acid (Glu, E) residue, such that at low pH the functional group
of the E-residue will be -COOH. As reported in Fig. 10C, on raising the pH, Ny, decreases
as the charged carboxylate groups, -COO", form with increased pK as 2V — 2F per 30 mer
(Urry et al., 1997a).

Thus, the data of Fig. 10C directly demonstrate the competition for hydration between hydrophobic
groups and charged groups. As charged -COO™ form, they cooperate to disrupt the cyclically-
arranged dipoles of pentagonal rings of water as the dipoles realign toward charge, not
unlike charged plates reorient water dipoles in Eyring’s Significant Structure Theory of
Water (Hobbs et al., 1966; Jhon & Eyring, 1976). As hydrophobic and charged groups
compete for limited water, they move away from each other in order to achieve hydration
unperturbed by the other resulting in an apolar-polar repulsive free energy of hydration,
AG,p (Urry, 1992; 1997). In Fig. 14B AG,p, is seen as hydrophobic-induced pK shifts!

6.1.3 Thermodynamics of the inverse temperature transition

At a given temperature within the interval of the inverse temperature transition, the system
of ECMP in water is at equilibrium; the chemical potential of the hydrophobically
dissociated molecules in solution, pup, is the same as the chemical potential of the phase
separated, hydrophobically associated molecules, ppa. Since pap = pna, AG = 0, and for the
inverse temperature transition, ITT,

AH: ~ TtASt. (5)

where the subscript, t, stands for the transition characterized in Fig. 7. Neglecting the very
small heat capacity of the ECMP and of water over the temperature interval, the heat of the
ITT for (GVGVP) for the transition of Fig. 7C will be given as AH(GVGVP), where the bold-
faced AH; means per mole of pentamer, (GVGVP), within (GVGVP)zs;.

As seen in Fig. 7C, the ITT is an endothermic transition, that is, AH; is positive. Therefore, by
Eqn. (5) AS; is positive. The entropy increases as the phase separation occurs. Yet in this
protein-in-water, two-component system, the protein becomes more ordered, ie,
ASi(protein) is negative. The only other component of the ITT, water, must be the
component that gives rise to the positive AS;. And specifically, the hydrophobic hydration,
N, of Figs. 9 and 10B, is the water that becomes less-ordered bulk water, i.e., ASy(Nu —
bulk water) represents the positive entropy change that drives the ITT. During the transition
the model protein becomes restricted in its motion on hydrophobic association and even
becomes structured with formation of filaments, fibrils and fibers (Urry, 1992), that is,
ASi(model protein) is negative. So we write,

ASi(Nur = bulk water) > ASi(total system) + AS(model protein) > 0 (6)

and

ASy(Nur = bulk water) > ASi(total system) >> 0 (7)
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By Eqns. (5) and (6), it is apparent for the two-component ITT, that the component,
AHgmodel protein) ~ TAS(model protein). Also, AH¢model protein) would be an
exothermic component within a larger endothermic component. Accordingly, it is
interesting to report that temperature modulated differential scanning calorimetry (TMDSC)
separates out such an exothermic component that is one-quarter to one-third the magnitude
of the endothermic component (Rodriguez-Cabello et al., 2004). As hydrophobic association
occurs, a van der Waals’ interaction energy is expected to result in an exothermic
component to the ITT, in this case arising largely from London’s dispersion forces (See
Eyring, et al. 1958).

When developing a Hydrophobicity Scale based on AGna, the change in Gibbs free energy
for hydrophobic association, no attempt will be made to separate out the exothermic
component, as the van der Waals” energy due principally to dispersion forces would be part
of all hydrophobic associations. It is interesting to note in the plot of Ty versus AH; of Fig. 13
below that all of the amino acid residues containing aliphatic side chains and even the
glycine residue where the -CHp- is in the backbone fall on a straight line, whereas the
aromatic residues give a much steeper slope and a greater heat (See Fig. 13, section 6.2.4).
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Fig. 11. Differential scanning calorimetry curves of (GVGVP), and (GVGIP), in water.
Demonstrated are heats of AH{(GVGVP) = 1.2 kcal/ mol-(GVGVP) and AH(GVGIP) = 3.0
kcal/mol-(GVGIP). Scanning the aqueous mixture shows the ECMP to self associate, i.e., to
demix, which suggests an hierarchical hydrophobic folding of protein. Adapted from Urry
et al., 1997a.

6.2 The changes in Gibbs free energy underlying the protein-in-water heat engine of
biolo

6.2.1 gll'¥1e hierarchy of hydrophobic association demonstrated by demixing of ECMP
on raising the temperature

The side chains of V, -CH(CHz), , and I, -CH»,-CH(CHs), differ by a single -CH»-. Similarly,
the pentamers, (GVGVP) and (GVGIP) differ only by a single -CH,-. In particular, the
molecular weights of the pentamer units are 409 Daltons for (GVGVP) and 423 Daltons for
(GVGIP). Just a 3.4% increase in molecular weight lowers the onset temperature by 15°C and
increases the heat of the transition by 240%. By considering the aliphatic groups only,
2V(86D), 2G(28D), and P(42D) gives 156 Daltons for (GVGVP) and V(43D), 2G(28D), P(42D),
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and 1(57D) gives 170 Daltons for (GVGIP), which is a small 11% increase in mass of
hydrophobic moieties to be responsible for a 2.4 fold increase in heat of the transition. It was
also seen in Fig. 10B that the added -CH»- of (GVGIP) resulted in a slightly larger 2.8 fold
increase based on the estimated number of waters of hydrophobic hydration, Npj.

Another important feature occurs in the DSC data of Fig. 11. When the temperature is
scanned for an equimolar mixture of (GVGVP), and (GVGIP), in water, starting some 5°C or
more below the lowest Ty, there is a complete demixing of the polypentamers that differ by
but one -CH»- moiety per pentamer. This represents a remarkable separation capacity and
surely has an impact on details of hydrophobic associations as proteins fold.

It is interesting that the inverse temperature transition, which is driven by the increase in
entropy as pentagonal rings of hydrophobic hydration become higher entropy bulk water,
can achieve the decrease in entropy of complete separation of a mixture of polymers as seen
in the middle curve of Fig. 11. This effect has also been used in the purification of
microbially-prepared ECMP (See Fig. 5 of McPherson et al., 1996). In particular, during the
purification of (GVGVP)zs1 from an E-coli lysate, an endotoxin impurity was observed with a
phase separation of its own that overlapped with the temperature interval for (GVGVP)ys;.
The endotoxin impurity could be largely separated from (GVGVP), by centrifugation at
23°C, facilitating later complete removal of the small amount of remaining endotoxin.

6.2.2 Experimental dependence of both T; and AH; on the amount of hydrophobic
hydration, Nhh

In Fig. 10A and B the increase in hydrophobic hydration, Ny, is a factor of 2.8 on going from
(GVGVP), to (GVGIP), resulting from the increase of but a single CH per pentamer. From
yet another experiment, the endothermic heat of the transition in water for (GVGIP),, i.e.,
AH{(GVGIP) = 2.61 kcal/mol-(GVGIP), is larger by a factor of 2.4 than that for (GVGVP),,
ie, AH(GVGVP) = 1.07 kcal/mol-(GVGVP) (Luan et al. 1990; Luan & Urry, 1991). The
magnitude of the increase in hydrophobic hydration due to the added CH; appears to be larger than
the magnitude of the increase in the heat of the transition, which effect results in the lowered value of
T; as AH; = T:AS;. A similar correlation, in this case an inverse correlation, is observed
between the increase in Np; and the decrease in T; for Model protein ii and for Model
protein I of Fig. 12A and B.

The formation of the charged carboxylate (-COO") of the glutamic acid residue (Glu, E)
decreases Ny, the amount of hydrophobic hydration, as seen in Fig. 10C. In addition to the
addition of a proton to neutralize the charged carboxylate, the capacity of the carboxylate
charge to destructure hydrophobic hydration is moderated by ion-pairing, as with a Ca2*
ion. The increase in hydrophobicity, measured by the increase in number of molecules of
hydrophobic hydration, Ny, for a transition driven by chemical energy is demonstrated in
Fig. 12 by titration of Ca2* into the ECMP-water two component system. As Ca2* ion-pairs
with glutamic acid residues, the value of T: decreases and the waters of hydrophobic
hydration increase in an inverse relationship (See Fig. 12).

Noting the considerations of section 6.1.3, the experimental endothermic heat given as per
mole pentamer, AH(GVGVP), is comprised of two components, the major heat absorbed as
Nun — bulk water for GVGVP and the smaller heat released as van der Waals contacts develop
as hydrophobic association proceeds between repeats of (GVGVP) (See Rodriguez-Cabello
et al., 2004). These two components are given as in Eqn. (8),
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Fig. 12. Inverse correlation of Ty, the temperature of the inverse temperature transition, ITT,
and Ny, the number of waters of hydrophobic hydration. Independent of the steepness of
the [Ca?*] binding to carboxylate, the values for T; mirror the values for Ny;.. Increases in
hydrophobic hydration, Ny, lower Ty, the temperature of the ITT! This and the correlation of
AH; and Ny, seen on comparison of data in Figs. 10 and 11 are consistent with the definition
of AGua of Eqn. (12) below. From Urry, 2006a.

AH; = AH{ (heat absorbed as Ny,—bulk water per GVGVP)

+ AH{” (heat released due to contacts between GVGVP) 8)

By Eqn. (5), AH; = TAS,, the T{(GVGVP)AS{(GVGVP) term for the phase transition can be
written,

TiASt = T:AS{ (N — bulk water per GVGVP) +

T:AS¢” (contacts between GVGVP decrease entropy) 9)



Thermodynamics of Protein Structure Formation and Function 33

Again there are the equivalent two components, the larger positive entropy change per mole
pentamer, AS¢, as hydrophobic hydration, Ny, per mole pentamer becomes less-ordered
bulk water and the smaller negative entropy change, AS¢”, as (GVGVP) become constrained by
hydrophobic association.

Keeping in mind the two equivalent per pentamer, (GVGVP), components within Eqn. (8)
and Eqn. (9), Eqn. (5) can simply be written for (GVGVP) as,

AH{(GVGVP) ~ T(GVGVP)AS{(GVGVP) (10)

6.2.3 Derivation of the change in Gibbs free energy for hydrophobic association,
AGqa, due to a substitution of V by X

Required is an expression for the change in Gibbs free energy resulting from a change of a
single R-group in the (GVGVP) pentamer. The differences in Fig. 12 between the inverse
temperature transitions exhibited by GVGVP), and (GVGIP), represent the desired
quantity, AGua, i.e., the change in the Gibbs free energy for hydrophobic association, in
this example, due to the addition of a single CH>-group. The unique position X between
two G residues, GXG, allows each amino acid residue, including chemical adducts to
carboxyl (e.g., Glu and Asp) and amino functions, to occur with retention of the
fundamental elastic and phase transitional properties. Accordingly, Eqn (9) is restated for
(GXGVP), i.e,

AH{(GXGVP) =~ Ty(GXGVP)AS{(GXGVP). (11)
Subtraction of Eqn. (11) from Eqn. (10) gives,

AH{(GVGVP) - AH(GXGVP) ~ T(GVGVP)AS(GVGVP) - T(GXGVP)AS(GXGVP). (12)

The term on the right-hand side of Eqn. (12) expresses the sought after change in Gibbs free
energy for the (GVGVP)-in-water phase transition of hydrophobic association, AGua, on
substitution of V by X, that is,

AGua(GVGVP—GXGVP) = T{(GVGVP)AS(GVGVP) - T(GXGVP)AS(GXGVP).  (13)

Eqn. (13) represents the change in Gibbs free energy due to the increase in entropy as
pentagonal rings of water become bulk water minus the smaller decrease in entropy as the
model protein (GVGVP), becomes more-ordered on hydrophobic association, as described
in Eqns. (8) and (9), minus the same for (GXGVP).

As AS; is directly calculated from the endothermic heat, AH; of the experimental curve, the
sought-after AGua can be equivalently stated as,

AGua(GVGVP - GXGVP) = AH{(GVGVP) - AH{(GXGVP). (14)

It should be appreciated that such a relationship holds only for the phase transition, hence
the required subscript, t.

At whatever temperature the inverse temperature transition, ITT, occurs for a particular
ECMP composition within the accessible aqueous temperature range, the ECMP-in-water
heat engine is based upon a phase transition in which, on heating, water undergoes a
transition from lesser to greater entropy. In particular, on heating, structured hydrophobic
hydration, i.e., water arranged in pentagonal rings, becomes less-ordered bulk water.
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When the temperature of the transition is driven by another energy input, such as chemical
energy, the particular energy input causes the responsive functional group, and hence the
ECMP, to become more hydrophobic. The consequence is more hydrophobic hydration,
which lowers the transition temperature, Ty, as seen in Fig. 12.

6.2.4 Plot of the temperature transition vs the change in Gibbs free energy for
hydrophobic association, AGxa

It is convenient for a hydrophobicity scale of amino acid residues to choose the most neutral
residue, neither hydrophobic nor polar, as the zero reference state. This is achieved simply
by replacing AH{(GVGVP) of Eqn. (14) by AH(GGGVP), i.e.,
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Fig. 13. The plot of the change in Gibbs free energy for hydrophobic association, AG°ua,
versus the onset temperature of the inverse temperature transition, T when using the
midpoint of the temperature versus turbidity curve and Ty, when using DSC to measure the

onset of the heat of the phase transition. See text for further discussion. Adapted from (Urry,
2004).

AG°ua = AH(GGGVP) - AH(GXGVP), (15)

where AGua has been replaced by AG°na to indicate that the hydrophobicity scale has
chosen G as the zero reference. Eqn. (15) is used for plotting the values in Fig. 13 of Ty
versus AG°ua, where the data point for the G (glycine, Gly) is zero.

The doubled diagonal line, a, gives the Ti-based Hydrophobicity Scale approximation of the
relationship between Tip) and AG°ya, when in reality it is a sigmoid relationship. The
sigmoid plot in Fig. 13 allows that a given value of T, can be read from the sigmoid curve for
a better approximation of AG°ya. This was done for the AG°ua values of Table 2.
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All of the amino acid residues with aliphatic hydrophobic groups - G, A, P, V, I, and L - fall
on the straight line, b, i.e., they all exhibit the same linear temperature dependence of the
inverse of the entropy, (AS¢)1. All of the aliphatic hydrophobic side chains of amino acid
residues, as well as the CH» in the backbone of G, have the same thermal stability of
hydrophobic hydration, but the thermal stability of aliphatic hydrophobic hydration
appears greater than that of the aromatic residues.

The temperature dependence of the amino acid residues with charged side chains, line ¢,
gives the steepest slope. And E-, D-, and K* follow the relative capacity, in decreasing order,
of charged side-chains to disrupt hydrophobic hydration.

The temperature dependence of the amino acid residues with aromatic side chains, line d, is
much steeper than that of the aliphatic residues, which, as the slope is (ASy), suggests less
thermal stability for the hydrophobic hydration of aromatic groups.

As seen in Table 1 and Fig. 13, the biggest change in AG®ya occurs on ionization of the
carboxyl side chain of glutamic acid, i.e., -CH;-CH»-COOH — -CH>-CH,-COO™ + H*. From
Table 1, the change in free energy of hydrophobic hydration, AG°na = [(GE°GVP) —
(GE"GVP)] = is 5.22 kcal/mol-(GEGVP). Also, as seen in Fig.10C, this ionization disrupts
75% of the hydrophobic hydration, Ny, Furthermore, in Fig. 12 partial neutralization of E
by ion-pairing with calcium ion markedly increases Nj; in a manner that mirrors the
decrease in T;. This demonstrates how putting chemical energy into a protein-in-water heat
engine drives chemo-mechanical transduction. It does so by increasing the amount of
hydrophobic hydration, and thereby lowering T, until the phase transition falls sufficiently
below the operating temperature to have completed the hydrophobic association of
contraction. Just as with the dissolution of the alcohol series of Butler (1937), as more CH,
moieties are added, more exothermic hydrophobic hydration builds up. This continues
until the unfavorable, positive [-TAS] term of AG(dissolution) = AH — TAS becomes greater
than the favorable, negative AH term, and solubility is lost. The thermodynamics is such
that hydrophobic hydration builds until the tipping point (the phase transition to
hydrophobic association) has been reached. Once the temperature of the system is some
10°C above the onset temperature for the transition, contraction is nearly complete.

The cumulative effect of neutral residues might also be noted. For example, when the
hydrophobicity of a domain or structure of a protein is being considered, the AG°na of
glutamine, Q, of 0.75 in Table 1 and Fig. 13 can have a disruptive effect on hydrophobic
association. The cumulative effect of some half dozen glutamine residues give a AG°na of
4.5 kcal/6 mol-Q, which contributes more than a single glutamate where from Table 1,
AG°ya reads 3.7 kcal/mol-E".

6.2.5 (T; and AG°ya)-Hydrophobicity scales for biological functional groups attached

to amino acid side-chains

A number of biological functional groups have been attached to amino, carboxyl, and -OH
functions of designed ECMP. The T; values are listed in Table 2 and the AG°ua values have
been approximated using the sigmoid curve of Fig. 13. Of immediate interest are the redox
functional groups and most particularly N-methyl nicotinamide, which has been used to
determine the effect of increased hydrophobicity on reduction potential and positive
cooperativity. As will be shown in section 6.2.8 the effects of increased hydrophobicity on
reduction potential and cooperativity of redox functions parallel the effects of increased
hydrophobicity on pK and positive cooperativity of the carboxyl and amino functions.



36 Application of Thermodynamics to Biological and Materials Science
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2Gross estimates (e.g., = 0.5 keal/mol) of AG®ua using the Te-values in the
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szure 13. Adapted from Table 5.2 of Urry, 2006,

Table 2. Hydrophobicity Scales (preliminary T: and AG°H 4 values) for chemical
modifications and prosthetic groups of proteinsa. T is the temperature for the onset of the

inverse temperature transition, and AG°ua is the change in Gibbs free energy for
hydrophobic association for poly[f/(GVGVP),/(GXGVP)].

In particular, increases in hydrophobicity shift the pK and reduction potential values in a
supra-linear manner toward the less polar, more hydrophobic state with the same changes
in free energy that contribute to the increases in positive cooperativity.

The largest change in AG°ua of the redox functions in Table 2 occurs on reduction of
oxidized N-methyl nicotinamide (NMeN*) attached by amide linkage to the lysine side
chain, i.e., AG°na[NMeN+* — dihydro NMeN] = -9.5 kcal/mol-NMeN. This is greater than
the change in the Gibbs free energy of hydrophobic association on reduction of oxidized
nicotinamide adenine dinucleotide (NAD*) to NADH, ie., AG°ua[NAD* - NADH] = -8
kcal/mole-NAD. Similarly for the reduction of flavin adenine dinucleotide (FAD) to
FADH,, AG°ua[FAD — FADH,] = -5 kcal/mole-FAD. These numbers are of the right order
and magnitude for their biological functions. In the electron transport chain of the inner
mitochondrial membrane, the oxidation of FADH, provides the energy to pump at a
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maximum 66% of the number of protons as does the oxidation of NADH, and 100[(5
kcal/mole-FAD)/ (8 kcal/mole-NAD)] = 63%.

Also, enzymatic phosphorylation of the serine residue of the serine kinase site, RGYSLG,
within designed ECMP extrapolates to a AG°ya of +8kcal-mol-phosphate. This finding
provides evidence that the presence of phosphate disrupts hydrophobic association (See
section 8.1.11 of Urry, 2006a). Also, the Keq = 1 for the reaction, ATP + ECMP-S = ADP +
ECMP-S-P, i.e., AG°ua[ECMP-S — ECMP-5-P] ~ - AG® ya[ATP — ADP + P] = 8 kcal/mol-P.

A

Mo(.lel protein I: (GVGIP GFGEP GEGFP GVGVP GFGFP GFGIP),4(GVGVP) 2E/5F21
Model protein i: (GVGVP GVGVP GEGVP GVGVP GVGVP GVGVP)6(GVGVP) E/OF
Model protein iiz (GVGVP GVGFP GEGFP GVGYP GVGVP GVGVP),, n=40 E2F
Model protein §ii:(GYGYP GVGVP GEGVP GVGVP GV GFP GFGFP)39(GVGVP) E3F
Model protein iv: (GVGVP GVGFP GEGFP GVGVP GVGFP GVGFP)5(GVGV P) E/4F
Model protein v: (GYGVP GVGFP GEGFP GYGVP GVGFP GFGFP)4(GVGVYF) E/5F

Fig. 14A. Family of ECMP used below in the acid/base titration studies. Model proteins i
through v are the same as in Table 3.

B. Hydrophobic-induced pK shifts
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Fig. 14B. ECMP acid/base titrations exhibit supra-linear hydrophobic-induced pK &
positive cooperativity shifts as V-residues are replaced by F-residues (Urry, 2006a).

6.2.6 The apolar-polar repulsive free energy of hydration, AG,,

Three families of ECMP were designed (See Table 3 below), each containing a different
acid/base or redox function (®), containing a set of V — F increases in hydrophobicity, i.e.,
®/nF, wheren =0, 2, 3, 4, and 5, and V — functional groups (E, K, and NMeN). Acid/base
and redox titrimetry data demonstrate systematic hydrophobic-induced pK, reduction
potential, and positive cooperativity shifts. In general, five different experimental
approaches used on these and other ECMPs exhibit apolar-polar group competition for
hydration and quantify an apolar-polar repulsive free energy of hydration, AG,p.
Generalized equations, containing the required terms for both apolar-polar (ap) and charge-
charge (cc) repulsion, were derived for analysis of acid/base and redox titration data in
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order to resolve charge-charge and hydrophobic-induced pK, reduction potential and
positive cooperativity shifts (Urry, 1997; 2006a). Analyses used a specialized adaptation of a
Hill plot to resolve the free energies of the charge-charge (cc) and apolar-polar (ap)
cooperativity interactions, [(9AG/ da)t]cc and [(9AG/ da)1]ap, and to result in determination of
the appropriate values of AG. The free energies due to cooperativity interactions were found
to be equivalent to those free energies of corresponding pK shifts, AG,, = 2.3RTApK, of the
acid/base titrations and to those of the reduction potential shifts of the redox functions, i.e.,
AG,p = z.7AE.

6.2.7 Analysis of the acid-base titration curves of Fig. 14

The family of model proteins, Model proteins i through v, of Fig. 14A are poly(30 mers) in
which in all five model proteins the third basic repeat, (GVGVP), has been changed to
(GEGVP), and in which the first and fourth repeats remain as (GVGVP). The other three
pentamers contain one or two V-residues having been replaced by one or two more-
hydrophobic F-residues.

The members of this family are identified as E/OF, E/2F, E/3F, E/4F, and E/5F. Their
remarkable set of acid-base titration curves are reported in Fig. 14B, where the pK and
positive cooperativity shifts increase in a supra-linear manner. In particular, substitution of
the first two V-residues by F-residues, as in going from Model protein i to ii, i.e.,, E/OF to
E/2F, results in a pK shift of 0.3 pH units and the Hill coefficient changes from 1.5 to 1.6. By
adding a single substitution on going from E/4F to E/5F at the higher hydrophobicity, the
pK shift is 0.7 pH units and the Hill coefficient increases from 2.7 to 8 to give a change of 5.3.
Thus, the effect of the initial substitution of the first F would be a pK shift of the order of
0.15, the addition of the last F-residue on going from E/4F to E/5F gives a 4.7 (= 0.7/0.15)
times larger pK shift and an increase of the Hill coefficient by a factor of 106 (= 5.3/0.05).
From the AG°ua-based Hydrophobicity Scale of Table 1, the change in (G(HA on replacing
a single V-residue by a single F-residue, found by a linear process of plotting from fr = 0 to fr
=1, is -3.65 kcal / mol-pentamer, yet the effect of increasing numbers of F substitutions on pK
and Hill coefficient of the E/nF series is supra-linear. By what mechanism does this supra-
linearity occur? And how may an understanding of the underlying physical process be
found? The physical process will be found to be fundamental in understanding the function
of protein-based machines of biology.

The challenge is to express accurately these hydrophobic-induced changes in pK and
positive cooperativity in terms of changes in Gibbs free energy and to obtain a physical basis
for the observed effects. This problem is approached below, by first deriving a generalized
acid/base titration equation, and then by developing a graphical means whereby the
changes in Gibbs free energies may be obtained and compared.

6.2.8 Generalized acid/base titration equations that contain apolar-polar, ap, and
charge-charge, cc, repulsion terms

The familiar Henderson/Hasselbalch equation for the titration of a dilute weak acid or base
has the form, pH = pK + log[a/(1-a)], which is modified to introduce cooperativity by
introduction of the Hill coefficient, n, to give the expression, pH = pK + (1/n)log[o/(1-a)]
(Hill, 1913). The need to obtain a titration equation wherein the Hill coefficient, n, could be
replaced by an explicit term for the change in Gibbs free energy reflected by a change in
cooperativity has been addressed over the years by Overbeek, (1948), Katchalsky & Gillis
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(1949), and Harris & Rice (1954). The result for charge-charge repulsion observed in
polyelectrolyte solutions would be of the form,

pH = pKc + log[a/ (1-a)] + [(6AG/ da)t]e/2.3RT, (16)

where pK. is the shifted pK due to charge-charge repulsion, and (1/n)log[a/(1-a)] is
replaced by two terms, log[a/ (1-)] + [(6AG/ da)r]ec/2.3RT.

It becomes apparent on considering the data of Fig. 14 that designed ECMP also exhibit, as
discussed above, an apolar-polar repulsive free energy of hydration, AG,,. The equation for
acid/base titrations of designed ECMP requires inclusion of terms for both charge-charge
and apolar-polar repulsion. The derivation may be found elsewhere (Urry, 1997; 2006a) to
give the following,

log[a/(1-a)]

[ APHEAF L AIJHE."SF

(0AG"¥F/oa) = -2.3RT(ApH"F - ApH"*') /0.82

Fig. 15. Hill plots of the acid/base titration data Fig. 14B has been analyzed using Eqn. (18) to
calculate cooperativity values as the stand alone term (0AG/da)r/2.3RT to replace the factor,
1/n, of the Hill coefficient, n. The thermodynamic expression, ()AG/ dar) is equivalent to AGgp.
It is calculated by the expression, (JAGF/ da)r = 2.3RT(ApHref - ApH~F) /0.82, where the values
of ApHref and ApH"F are shown in the figure. (OAG"F/da) is positive, i.e., repulsive, for positive
cooperativity and negative for negative cooperativity. For the negative cooperativity of
charge-charge repulsion the acid/base titration curve is broader than and the positive
cooperativity curves due to apolar-polar repulsion are steeper than given by the Henderson-
Hasselbalch Eqn., pH = pK + log[a/(1-a)]. From (Urry et al., 2010).
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Fig. 16. Hill plots of the acid/base titration data of Fig. 14B used to estimate pK of the first
and the last carboxyl to ionize, which demonstrate a residual pK shift for the last carboxyl to
ionize. See text for discussion. Figure 5.31 of (Urry, 2006a).

pPH = pKo+ ApKee + ApKap + logla/ (1-a)] + {[(CAG/ Oa)1]ec + [(CAG/ Oo)1]ap}/2.3RT.  (17)

For Model proteins i through v, where the ionizable functions are separated by 90 backbone
bonds plus 6 side chain bonds, charge-charge repulsion is negligible and the data for Model
proteins i through v in Fig. 14B may be analyzed using the following expression,
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pH = pK, + ApKyp +logla/ (1-a))] + {[(0AG/ da)r]ap}/2.3RT, (18)

where pK, for the unperturbed glutamic acid is taken as 4.0.

For the Hill plot, pH is plotted on the x-axis and log[a./(1-a)] is plotted on the y-axis as seen
for Fig. 15. The log[o/(1-a)] = 0 intercept gives pKexpn and ApK = pKegpa - pKo. The last
term, {[(OAG/0o)1]ap}/2.3RT, measures the variation of the slope, n, from 1, which is the
diagonal as plotted in Fig. 15. If n < 1, the slope is less steep than for n = 1 as occurs for
negative cooperativity. If n > 1, the slope is steeper than for n = 1 as occurs for positive
cooperativity.

The means, whereby [(OAG/da)1] is calculated from the data as plotted in Fig. 15, is
described in the footnote to Table 3. The results for the glutamic acid data in Fig. 14B, as
calculated using Fig. 15, are given in the second and third columns of Table 3.

A qualitative comparison of the pK and positive cooperativity data suggest equivalent supra-
linearity of hydrophobic-induced responses when plotted against linear replacement of V by F.
The quantitative results of columns 2 and 3 of Table 3 strongly suggest that the same physical
process is responsible for both hydrophobic-induced pK and positive cooperativity shifts. In
our view the physical process in common is the apolar-polar repulsive free energy of
hydration, AG,p. Positive cooperativity as carboxyls ionize, where ionization of subsequent
carboxyls is greatly facilitated by the earlier ionizations, becomes possible due to competition
for hydration between hydrophobic groups and carboxylates. The first ionization is delayed
because the first carboxylate does not obtain sufficient hydration. As seen with another feature
of a Hill plot, For E/5F in Fig. 16A the first carboxylate forms with of pK 7, and the last
carboxylate of the titration forms with a pK of 5.7.

Accordingly, the last carboxylate of the titration of E/5F forms with a pK of 5.7 and
indicates an ongoing apolar-polar repulsion, AGap = 2.3RTApK = 23RT(5.7 - 4.0) = 2.3
kcal/mol-E, calculated for 298K. Even the last carboxylate of E/3F with a pK of 4.8, seen in
Fig. 16B, retains a substantial apolar-polar repulsion, i.e., AGap = 2.3RTApK = 2.3RT(4.8 - 4.0)
= 1.1 kcal/mol-E. These residual apolar-polar repulsion terms reflect an extent of elastic
deformation of the elastic-contractile model protein from the more nearly random chain
distribution relevant to (GVGVP), below T:. The residual pK (and positive cooperativity)
shifts warrant further discussion not possible with the present time and space limitations,
but they reflect the richness of the data available from designed ECMP.

Before going on to the equation for redox titrations of designed ECMP, it may be noted that
the data for Model protein I in Fig. 15, with both relevant charge-charge and apolar-polar
repulsion terms, can be analyzed using the complete Eqn. (17). The close sequence proximity
of the two E-residues in Model protein I, as seen in the 2E/5F /2l composition of Fig. 14A,
ensures a charge-charge repulsion term that can be seen in Fig. 15. In particular, the curve
for 2E/5F /21 exhibits a greater pK shift and yet a smaller slope than that of E/4F.

The first of two pieces of information that enable the resolution of all the terms is that ApKap
and ApK.. are of the same sign, whereas [(CAG/da)1].p and [(OAG/Oa)r]cc are of opposite
signs. This is apparent by comparison of the curves for E/4F and 2E/5F/2l. The second
piece of information comes from the demonstration that AG,, = 2.3RTApK equals
[(OAG/0a)1]ap, as seen in Table 3, and the expectation that AG. = 2.3RTApK equals
[(0AG/ dar)1]ee. With this perspective, all of the terms in Eqn. (17) can be determined, i.e.,
AG.p(2E/5F/2]) = [(OAG/00)1]ap(2E/5F/2]) = 232 kcal/mol-E and AG.(2E/5F/2I) =
[(6AG/ dar)1]cc(2E/5F/21) = 0.23 kecal/mol-E (See Urry et al., 2009; 2010). This demonstrates
for the ECMP-in-water system how much more significant apolar-polar repulsion is than
charge-charge repulsion, as previously shown for fx versus pK plots for
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poly[fv(IPGVG),fg(IPGEG)] (Urry et al., 1993) and for poly[fv(IPGVG),fx(IPGKG)] (Urry et
al., 1994). Again, while warranted, present time and space limitations do not permit further
discussion here, but Figure 5.30 and associated text in (Urry, 2006a) provide further
analyses.

DIOF
OF2F
&/3F

Model proteini: [GVGVP GVGVP GBGVP GVGVP GVGVP GVGVP(GVGVP),
Model protein ii : [GVGVP GVGFP GPGFP GVGVP GVGVP GVGVPL(GVGVP);
Model protein iii: [GVGVP GVGVP G®GVP GVGVP GVGFP GFGFP(GVGVP);

Model protein iv: [GVGVP GVGFP G®GFP GVGVP GVGFP GVGFP](GVGVP),  ®/M4F
Model protein v: [GVGVP GVGFP G®GFP GVGVP GVGFP GFGFP](GVGVP),  ®/5F

®(function) | E(glutamic acid, -COOH) | K(lysine amino, -NHy) K{NMeN}-(redox)

Energy term
keal/mol

AGy®
(pKa shift)

(dAG/ )
slope; (m)

AGip
(pKa shift)

(9AGlaa)
slope; (m)'

2FAE
redox shift

(9AGlaa)
slope; (m)

0.7
1.0
1.6
2.2
31

D/OF
@/2F
&/3F
O/4F

0 (0.9 0 0 (1.0)
03 (L.I) | 08 0.5 (1.2)
0.7 (1.2) 1.7 L1 (1.5)
22 2.7 1.4 12 1) | 25 2.7 (4.8)
®/5F 3.0 (8.0) 2.0 21 27

The numbers in parentheses in the table are the Hill coefficients, n, and Hill plots of
log[a/(1-a)] versus pH for acid base titrations and log[a'/(1-«")] versus AE for the redox
titrations are used, respectively, to calculate (JAG/da) and (9AG/da’). da and da’ are
determined by graphical means usinﬁ the y-axis intercept values of logfa/(1-a)] = 1
(@=0.91) and -1(a=0.9), giving the graphically derived values of the divisors of (.82 (= 0.91
-(}.BQ}furbothMandg]M‘Themrrﬁ ing x-axis reference values are a ApH of 2
with AG = - 2.3RTApH for the acid-base titrations and a AE of 59 mV with AG = -zFAE for
the redox titrations. The expressions for acid base titrations become (9AG/da) = -
23RT(ApH=?4 - ApH=)/0.82 with ?H’EE 2 and ApH=pd bml_ﬁ the run correspon mﬂﬂ
the Ac = 0.82 rise for a readily defined in of the llnt{Sgesecthi.b
AxmloEE:gl for redox titrations, (dAG/ da’) = -zFAE=# - AE .82 with AE™ = 59 m
d A ing the run corres; ing to the rise of Aa’ = 0.82 for the 5

1.1 (1.5) 0
13 (1.6) 0.3
1.7 (1.9) 0.6

ified interval.

As ApHert! approaches 2 and as A approaches 59, the slope a one and the
tem-rf {athEu}and (0AG/ da’) a zero, which is # = 1.~ The sign on the free
enﬂrg;iesiswrithenasﬂmreplgivefmeepe , AGap, in which an increase in

hydrophobicity increases the free on the less polar to the more polar
st};be, 1e., to ﬂz charged or the Dximsmte, This results from an increase in AG due to
the increase in apolar-polar benépl.rlm'on.

§ The pKa for the unpertur utamic acid is taken as 4.0.

t The?—ﬁl] coefficient, n, for K/UF was experimentally found to be 0.9, possibly due to the
effect of CI"-NHs* ion pair formation d the titration. Since the interest is the change
due to addition of more hyd:ﬁhnbic Phe (F) residues, K/OF is taken as the reference state
(Woods, TC.; Hayes, L.; Xu, J.; . & Urry DWth].

The Hill coefficient, n, for the reference state composition, K{ HOF, i.e., N-methyl
nicotinamide (MMeN) attached by amide i e to lysine (K) of Model protein i, is taken as 1.0
after including the term, 1/z of 2.3RT/z, for the number of electrons (2) transferred in the overall
reaction (See Eqn. 19). (Hayes, LC.; Woods, TC.; Xu, J.; Gowda, DC.; McPherson, DT. & Urry,
DW. In preparation.) Adapted from (Ury & Luan, 2009).

Table 3. Comparison of increases in Hydrophobicity on pK and Reduction Potential Shifts
and on Positive Cooperativity for different Functional Groups in the Basis Set.
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6.2.9 Generalized redox titration equation that includes apolar-polar, ap, repulsion
terms

For redox titrations, the equivalent expression to the familiar Henderson/Hasselbalch
equation for acid/base titrations, is the Nernst equation, E = Eg + (2.3RT/z.%)log[a’'/ (1-0)],
where E is the electrical potential in volts for dilute solutions of small non-interacting redox
functions, Eg is the electrical potential of the reference state (the unperturbed redox
function), z is the number of electrons transferred during the redox reaction, .¥1is the
Faraday constant of 23,060 cal/volt, and o represents the mole fraction of the redox species
being formed during the titration.

In analogy to acid/base titrations, cooperativity effects can be introduced with the Hill
coefficient to give E = Eg + AE,, + (1/n)(2.3RT/z5)log[a’'/(1-a')] for redox titrations of
designed ECMP. Your author is unaware of hydrophobic-induced shifts in reduction
potentials and cooperativity effects being treated in analysis of redox titrations. Table 3,
however, clearly shows hydrophobic-induced reduction potential and positive cooperativity
effects to be larger for designed ECMP with the NMeN redox function than with the E
functionality. For example, compare data for E/4F (columns 2 and 3) with those of
NMeN/4F (columns 6 and 7).

Accordingly, for our purposes Eqn. (19) will be stated using equivalent terms to those of
Eqn. (18), as follows,

E = Eo+ AE,p + (2.3RT/z.F)log[o'/ (1-0)] + (1/ 2. F)[(OAG/ ) 1]ap, (19)

Equation (19) neglects charge-charge interactions between redox functions, because the
approximately 100 bonds between functional groups would argue charge-charge
interactions to be negligible for this designed ECMP.

The values in columns 6 and 7 of Table 3 were calculated using the titration data for the
oxidation of NMeNH to NMeN+ (Hayes, LC.; Woods, TC.; Xu, J.; Gowda, DC. McPherson,
DT. & Urry, DW. Effect of the hydrophobicity of elastic-contractile model proteins on redox
potential. In preparation.) and are plotted in analogy to the plots for titration of E/nF in Fig.
15, that is, E is plotted versus log[a'/(1-a')]. As representative calculations,
[(CAGNMeN/4E / 5o/ Yr],p = (AEref - AE*F),, and AGap(NMeN/4F) = z.#AE.,(NMeN/4F). For the
®/4F compositions of Table 3, z.#AE,,(NMeN/4F) ~ [(JAGNMeN/4F / 9a'Yr],p, ~ 2.5 keal /mol-
NMeN; AG.p(E/4F) ~ 2.3RTApK ~ [(OAGE/4F/da)r]ap = 2.2 kcal/mol-E, and AG.p(K/4F) =
2.3RTApK(K/4F) =~ [(OAGK/4F/da)r]ap ~ 1.4 kcal/mol-K (Woods, TC.; Hayes, LC.; Xu, ],
McPherson, DT. & Urry. DW. Lys-containing elastic-contractile model proteins: Biosynthesis
and supra-linear increases in ApKa and in positive cooperativity with linear increases in
hydrophobicity. In preparation).

Not only is the apolar-polar repulsive Gibbs free energy of hydration apparent for the N-
methyl nicotinamide function in the ECMP composition, NMeN/4F, but it is 14% larger
than for the glutamate function in the ECMP composition, E/4F, and 80% larger than the
lysine function in the ECMP composition, K/4F. This might have been expected due to the
large increase in hydrophobicity on reduction, i.e., AG°ua(NMeN* — dihydro NMeN) = 9.5
kcal/mol-NMeN in Table 2.

It seems quite apparent why biology so routinely utilizes redox functions in its energy conversion
processes. In particular, the nicotinamide adenine dinucleotide (NAD), nicotinamide adenine
mononucleotide (NMN) and flavin adenine dinucleotide (FAD) redox functions become reduced in
the process of oxidation of foods, and especially NADH and FADH, enter into the electron transport
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chain and reduce ubiquinol. Ubiquinol then becomes cyclically oxidized and reduced in the process of
pumping protons across the inner mitochondrial membrane to the inner membrane space. These
protons then flow back across the inner mitochondrial membrane through ATP synthase to produce
32 of the 36 ATPs formed on the oxidation of glucose, for example.

Section 7.1 below, presents the means whereby Complex III of the inner mitochondrial
membrane utilizes cyclic reduction and oxidation of its protein-bound redox functions -
heme by, heme by and an FeS center - in combination with the protein mechanisms
discussed here - AGua, AGap, and single-chain elastic extension and contraction - to pump
protons across the inner mitochondrial membrane. And section 7.2 below presents means
whereby the Fi-motor of ATP synthase utilizes AGs, to produce ATP from ADP and
Pi(inorganic phosphate).

6.2.10 Elastic deformation on the hydrophobic association (extension) and on AG;,
(repulsion)

The elasticity of (GVGVP), has been characterized by many physical methods with the
necessity of delineating it from the random chain network theory of elasticity. The nature of
ECMP elasticity is most conclusively demonstrated by means of single-chain force-extension
experiments, see Fig. 6E, using the methodology of atomic force microscopy (Hugel, 2003;
Urry et al, 2002). Instead of rastering in the x-y plane of the substrate surface, a single chain
suspended between the substrate plane and the cantilever tip is pulled in the z-direction to
demonstrate an overlay of the extension and relaxation curves. Thus, within the sensitivity
of the force measurement, (GVGVP)n exhibits ideal elastic behavior. Because of a common
observation of some very minor deviations of the relaxation curve from the extension curve,
and because ideality is a goal approached but never quite obtained, we choose to refer to the
“near ideal” elasticity of a single chain of (GVGVP),. Obviously, the random chain network
theory of elasticity is not applicable to the single-chain force-extension results of Fig. 6E on
(GVGVP),.

The polymer construct is central to a robust elasticity. The first mathematical expression for
the propagation of a polymer (Eyring, 1932), depicted in Fig. 6A, demonstrates the two key
features, the torsional, or dihedral, angle, ¢, that provides the entropic component of elastic

force, fs, and the backbone angle, 6, and to a lesser extent the bond length, ¢, that provide the

internal energy component of elastic force, f.

The molecular mechanics ECEPP program due to Scheraga and coworkers (Momany et al.,
1975) and molecular dynamics CHARMM program of Karplus and coworkers (Brooks, et
al., 1983) both give the same value of five EU/pentamer-(GVGVP), (Urry, et al., 1982d; Urry
& Venkatachalam, 1983; Chang & Urry, 1989), which satisfactorily calculate the magnitude
of the entropic component of elastic force, fs (Urry, 2006b). And the values, so obtained, for
(GVGVP), have been instructive in estimating the elastic force on extension of single protein
chains on going from one functional state to another in the crystal structures of protein
motors (Urry, 2006b; Urry et al, 2010). Here, the values from molecular dynamics
calculations are listed in Table 4 for the damping of torsional oscillations that occur on 130%
extension of a single chain of B-spiral as described in the relaxed state in Fig. 5 and in
relaxed and extended states in Figs. 6D1 and D2.

As seen in Table 4, the torsion angles for the suspended segment - i, ¢s;, Wsi, and ¢+ -
indicated by rotational arrows in Fig. 6B, are the angles that exhibit large torsional
oscillations in the relaxed state that become dramatically damped on extension. Fig. 6C
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Data from Chang & Urry, 1989, and tabulation from Urry & Parker, 2002.

Table 4. Comparison of the root mean square (RMS) fluctuations of torsion angles (¢ and )
of VP(GVGVP)10GVG for the non-extended and 130% extended states. Large decreases on
extension in the amplitude of the ¢ and y torsional oscillations of the suspended segments
are readily apparent, particularly when compared to the ¢ and v of the B-turns.

schematically demonstrates with the product of three torsion angle oscillations - Ad; x Ay
xA¢i+1 - the large decrease of volume in configuration space that can occur on damping of
the amplitude of three torsional oscillations. This decrease in volume represents a decrease
in entropy, but instead of just three angles the computation will utilize the 31 internal
torsion angles listed in Table 4. The equation, as written for extended, e, and relaxed, r,
states, AS = R In[ITiAdie Ayie /TLAdr Ayy], calculates the decrease in entropy due to a 130%
extension to be -1.1 cal/mol-deg-residue. From looking at the decreases in amplitudes of
the angles in Table 4, the suspended segments overwhelmingly give rise to the decrease in
entropy. Using the relationship, fs = -T(9S/0L)vr, at 10 K for an extension, AL, of 3.5 to 8.0
nm per pentamer gives an fs of 24 pN (Urry et al., 2002; Urry, 2006b). Very similar AS values
were obtained for AS(GVGVP) in water (Wasserman & Salemme, 1990) using yet a third
computational approach, the Kollman molecular dynamics program, for such calculations.
Single-chain extension for elastomeric force development has been implicated in the
function of several proteins - the Rieske Iron Protein component of Complex III of the
electron transport chain discussed in section 7.2 below, e.g., the myosin II motor of muscle
contraction (Urry, 2006a, 2006b), and the kinesin bipedal motor (Urry, 2005).

7. ECMP-derived thermodynamics of protein hydration and of elasticity
describe function of biology’s protein-based machines!

The above described thermodynamics of protein hydration (AGua and AG,p) and of elasticity
(fe and fs), which with displacement give AG(elastic deformation), provide insight into key
details of the function of biology’s protein-based machines. Considered in this section are:
Complex III (cytochrome be;/Rieske Iron Protein) of the inner mitochondrial membrane, the
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Fi-motor of ATP synthase also of the inner mitochondrial membrane, and the full-length KesA
potassium ion channel of Streptomyces lividans. Function in each protein-based machine
involves trans-membrane structures of decreasing complexity. At this stage, the
thermodynamic quantities describe individual events at each site of action, but integration of
events into a complete image of trans-membrane transport is in the future. Example of how
this may be achieved occurs in section 8. Eyring’s Absolute Rate Theory applied to biological
trans-membrane transport, whereby a single image, the free energy profile for ion passage
through the monovalent cation selective Gramicidin A channel, contains all of the information
required to calculate current for a chosen ion activity and trans-membrane potential.

7.1 Complex lll of the electron transport chain of the inner mitochondrial membrane
There are five complexes within the inner mitochondrial membrane that achieve oxidative
phosphorylation. Four complexes couple electron flow to proton translocation from the
matrix side of the membrane to the inter-membrane space, i.e., cytosolic side. The fifth
complex, ATP synthase, utilizes the proton concentration developed in the inner-membrane
space by the first four complexes to synthesize ATP from ADP and Pi as the protons re-cross
the inner membrane to the matrix side. Treated below are Complex III, of the four
complexes, and the fifth complex, ATP synthase, emphasizing its F1-motor.

7.1.1 Complex lll (cytochrome bci/Rieske Iron Protein) of the inner mitochondrial
membrane

Also referred to as the cytochrome be; complex, Complex III of yeast is a homodimeric
integral membrane protein comprised of 22 subunits. The structure of Fig. 17A contains the
22 protein subunits plus a single molecule of cytochrome ¢, where it is positioned to be
reduced before diffusing to the fourth complex, cytochrome c oxidase, to release its electron,
which passes through copper ions to the two hemes, a and as.

A stereo view of the redox functions are given in Fig. 17B, positioned exactly as in the
complete complex in part A. There are two reaction sites to note, the Q, site and the Q; site. At
the Q, site on the cytosolic side of the membrane, ubiquinol meets and transfers one electron to
the FeS center and a second electron to heme by; this leaves the ubiquinol with two positive
charges which it releases to the cytosolic side of the membrane as protons to become
ubiquinone and the FeS center returns to the heme ¢;. The ubiquinone leaves and a second
ubigiunol enters to repeat the process. The net result at the Q, site is a tightly coupled receipt
of four electrons and the release of four protons to the cytosolic space, by means of the three
thermodynamic processes presented in section 6 and as depicted in Fig. 17C.

At the Q; site on the matrix side of the membrane, heme by, having received an electron
from heme by, passes it on to ubiquinone. This step occurs twice to give a double negative
charge to ubiquinone, and to a second ubiquinone, which pick up four protons from the
matrix side of the membrane to become become two ubiquinols that can each diffuse
through the lipid bilayer to enter the Q, site.

7.1.2 The cyclic domain movement of the Rieske Iron Protein FeS center between
cytochrome b and c4

Using each of the three thermodynamic processes developed in section 6, represented as
AGHa, AG,p, and single chain stretching/contracting, the tightly coupled cyclic reaction at
the Q, site is depicted in three steps in Fig. 17C.
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Fig. 17. A. Stereo pair of complete homo-dimeric structure of Complex III from yeast, plus
one molecule of its substrate, cytochrome c (at front upper right). Given in ribbon
representation with gray code for residues - charged white, neutral light gray, aliphatic
hydrophobics gray, and aromatics black. The location of cell membrane and its lipid bilayer
are indicated as well as the cytosolic (inner membrane space) and matrix sides of the
membrane. Complex III functions by translocating protons from the matrix side to the
cytosolic side of the membrane, as it oxidizes ubiquinol of the lipid layer at the Q, site on the
cytosolic side of the membrane and reduces ubiquinone at the Q; site on the matrix side.

B. Stereo pair of homodimeric Rieske Iron Protein (RIP) with labeled redox components of
Complex III (positioned exactly as in part A) and electron transfers at right. Note: While the
globular component of RIP and its FeS center are in one monomer, its anchor in the membrane
occurs with the transmembrane helices of the other monomer. A and B (Urry et al., 2010)
utilize the crystal structure data of Lange & Hunte (2002). PDB accession code, 1KYO.

C. Rieske Iron Protein (RIP) and redox components of the monomer of Complex III showing
3 Steps in the cycle of electron transfer/proton translocation achieved by domain movement
into and out of the Q, site with stretching of its anchored tether as the globular tip of RIP
with its FeS redox center is drawn into the Q, site by hydrophobic association. The three
steps are discussed in detail in the text, utilizing the crystal structure data of Zhang et al.,
1998. Protein Data Bank, accession code 1BCC & 3BBC. From Urry et al., 2010.
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STEP 1: The hydrophobic ubiquinol enters the Q, site and, on making the site more
hydrophobic, induces the globular component of RIP with its hydrophobic side and tip to
roll into the Q, site increasing its hydrophobic association as it goes. This lowers AGua, the the
change in Gibbs free energy for hydrophobic association (the first thermodynamic process).

STEP 2: In the thermodynamic process of lowering AGua as the RIP globular component
rolls into the Q, site, the relaxed single chain tether with its end segment anchored in the cell
membrane becomes stretched, thereby utilizing the second thermodynamic process of storing
energy in the stretching of the single chain. This positions the FeS center in the Qo site to receive
one electron from ubiquinol, which transfers a second electron to heme by and on to heme
by at the Q; site. The result is a ubiquinol with two positive charges.

STEP 3: The two positive charges of ubiquinol exert an apolar-polar repulsion, 4G, bringing
into play the third thermodynanamic process, that weakens the hydrophobic association, allows
the stretched tether to contract and lift the globular component with FeS center to heme c¢;
for transfer of its electron. This vacating of the Q, site opens access for release of two protons
to the inner-membrane space. The resulting ubiquinone diffuses into the lipid layer, and is
replaced by another ubiquinol, which returns the Q,-site to the state for STEP 1.

Thus, the three thermodynamic processes developed in section 6 (AGua, AGgy, and single chain
stretching/contracting) are seen to be the basis for the tight coupling of electron transport to proton
translocation performed by Complex III (cytochrome bci/Rieske Iron Protein) of the inner
mitochondrial membrane in the essential function of energy conversion in the mitochondria, the
essential energy factory of the cell.

7.2 The Fi-motor of ATP synthase of the inner mitochondrial membrane
7.2.1 Partial structure of ATP synthase as obtained by electron diffraction
(Stock et al. 1999)

Fig. 18 gives a stereo view of the structure of ATP synthase of yeast mitochondria as
determined by electron diffraction with residues represented as spheres. The spheres are
gray-coded with charge residues white, neutral residues light gray, aliphatic hydrophobic
residues gray and aromatic residues black. Missing, however, are the a-subunit, which is a
partial sleeve on the Fp-rotor (the cio-subunit) that completes the proton channel from
cytosol to matrix, and the stator (by-subunit) that locks from the sleeve to the (af)s-catalytic
housing. This ensures that the Fo-rotor-couplings-Fi(y)-rotor assembly may rotate without
rotation of the (ap)s-catalytic housing.

At the top-side of Fig. 18 is the cytosolic side of the inner mitochondrial membrane, i.e., the
inter-membrane space into which Complex III of Fig. 17 pumps protons. One such proton
from the inter-membrane space then passes through a proton channel between the a-subunit
sleeve and the 10-fold symmetric Fo-rotor to bind at the D61 carboxylate, e.g., the left most of
the two white dots seen on the left-hand side of Fo-rotor just below the midline.

Drawing from the mechanism due to Fillingame and coworkers (Fillingame, 1999;
Fillingame et. al.,, 2002), as a proton from the inner membrane space flows through the
channel to bind at the dot on the left, an already protonated D61, e.g., the white dot at the
right, releases a proton to the matrix side of the membrane, resulting in 36° clockwise
rotation (as seen from the top) of the Fo-rotor. The translocation of 10 protons completes a
360° rotation of the Fo-rotor, which by the noted couplings of Fig. 18 drives a complete 360°
rotation of the Fi-(y)-rotor within the (a.)s-catalytic housing.
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e-subunit

Y-subunit

Fig. 18. Partial structure of ATP synthase obtained by electron diffraction with residues
given as spheres.

A. Missing are the a-subunit and the stator (b2-subunit).

B. The complete Fo-rotor-couplings-Fi(y)-rotor assembly.

Protein Data Bank, accession code 1QO1. Adapted from Figure 8.23 of Urry, 2006a.
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A. Definition of subunits, structure file 1BMF C. Structure with Bg-empty (1BMF)
Subunits o.;Bgorp and overlying y -rotor

Olpp = A-AMP-PNP; B = B-AMP-PNP

-ATP (Bp
_ {Chain (F)

B-empty (B;)
- Chain (E)

A

-

B-ADP (¢, e |
.(;ham (DZ ; Ny Mg
. i D. Structure with Bg-ADP SO 4'2 (1HSE)
Pg = empty Qpp = A-AMP-PNP Subunits a.;Bporp and overlying y -rotor
0 = 0-AMP-PNP Bpp = B-ADP

B. Site Occupancies for Structure 1HSE

Olyp = O-ADP; B, = B-ADP-AIF

Olpp = OL-ADP
Ol = 0-ADP Bpp = B-ADP-AIF -

Fig. 19. A and B. Nomenclature for the a- and B-subunits of the (af)s-catalytic housing of
the Fi-motor of ATP synthase as defined from the crystal structures with Protein Data Bank
accession codes, 1BMF (Abrahams et al., 1994) and 1H8E (Menz et al., 2001). The F;-motor,
when separated from ATP synthase, functions as an ATPase, named the Fi-ATPase. C.
Looking at the inside of the catalytic housing of structure 1BMF from behind the y-rotor
toward the three subunits, agfgorp, into a cleft, marked by small black circle, where the
5042 analogue of HPO42 would exist in structure 1H8E. D. Looking at the same internal
view as in C to see the location of the highly charge sulfate, SO42, peeking out of the cleft.
Adapted from Urry, 2006c.
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7.2.2 Demonstration of apolar-polar repulsion, AG,p, between phosphate analogue

and the short helix of the y-rotor

The views of Fig. 19 were developed from the structures listed in the Protein Data Bank as
1BMF (Abrahams et al., 1999) and 1H8E (Menz et al., 2001) for the purpose of demonstrating
the AG,p, the apolar-polar repulsive free energy of hydration. The strong repulsion exists,
between the very polar, doubly charged sulfate group (SO42), an analogue for biologically
potent phosphate (HPO42), and the very hydrophobic side of the y-rotor. The three sides
were identified as those sides facing the B-catalytic subunits as defined in Fig. 19A. By
inspection the least polar, most hydrophobic B-subunit would be the empty site, B, the site
without negatively charged nucleotides. The site containing the less charged nucleotide,
ADP, is labeled Bpp, and the most charged site containing ATP is labeled Brp. Calculations of
the sides utilized the A°Gua values of Table 1, and gave -20 kcal/mole for the Bk face of the
rotor, +9 kcal/mol for the Bpp face of the rotor, and 0 kcal/mol for the Brp face of the rotor.
(See Urry, 2006a; 2006c). Thus, a most hydrophobic face of the rotor was found, as necessary for
AGyy, to be an operative mechanism.

This is the first prediction for AG,, to be a factor in the mechanism of action of the F;-motor
of ATP synthase, namely, “Prediction 1: The rotor must be hydrophobically asymmetric.” In
what follows each “Prediction” will be mentioned, followed by a brief explanation.
“Prediction 2: In the static state the most hydrophobic side of the rotor faces the least polar side of
the motor housing.” As seen in Fig. 18A, the most hydrophobic side of the rotor faced the
empty site of 1IBMF. This should also hold for structure 1H8E, which would require that g =
B-ADP SO42 would be less polar than Bpp = f-ADP-AlF;2 and Brp = p-ADP-AlF,2 as defined
in Fig. 18B. On the basis of the Pauling Electronegativity Scale (Pauling, 1932; 1960) ADP-
AlF42 calculates to be more electronegative than ADP SO42.

“Prediction 3: Role of ATP in the non-catalytic a-ATP subunits is one of triangulation of repulsive
forces to lessen visco-elastic drag between rotor and housing as required for efficiency.” The long-
standing question of why is it important to have ATP in the non-catalytic a-subunits has
now been answered. The AG,, from the very polar, but not most polar occupant of the non-
catalytic subunits, acts to disrupt hydrophobic associations that would otherwise cause a
significant visco-elastic drag.

“Prediction 4: Negative cooperativity for ATP binding.” The three faces of the y-rotor are of
very different hydrophobicity. The face with a AG°ua of +9 kcal/mol would be the most
attractive for the ATP to enter the apposed B-catalytic site. The next ATP would add to the
B-catalytic site apposed to the face with a AG°ua of ~0 kcal/mol. And the slowest rate of
ATP addition would be to the B-catalytic site with a AG°na of -20 kcal/mol. Thus, there
would be the appearance of a negative cooperativity of ATP binding to the B-catalytic sites.
For discussion of the biochemical kinetics see Boyer, 1993: 1997.

“Prediction 5: Positive cooperativity of increased ATP occupancy of catalytic sites on rate of
hydrolysis (rotation).” Just as the ATP occupancy of the a-non-catalytic sites would decrease
visco-elastic drag by disrupting hydrophobic association and increase rate of y-rotor
rotation, so too would ATP occupancy of the [-catalytic sites. Thus, the positive
cooperativity of ATP binding to B-catalytic sites would be reflected in dependence of rate of
hydrolysis on ATP occupancy.

“Prediction 6: Increase in distance between rotor and housing due to AG,y, repulsion, acting through
water, between the most hydrophobic side of the rotor and the ADP-SOy analogue of the most polar
state. As seen in Fig. 20, the short a-helix of the y-rotor seems to wrap partially around the
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Depicting Apolar-polar Repulsion in Structure 1HS8E

1- D315 3"&‘\
2-R337 3
3- E341
4- K382
5- D386
6-1390
7- L391

i)

Fig. 20. Two subunits of 1HS8E, as defined in Fig. 19B with Bg(B-ADP SO4?2) on the left and
app(a-ADP) on the right, to show the apolar-polar repulsive free energy of hyration between
the very polar Be(B-ADP SO42) on the left and the most hydrophobic face of the y-rotor. The
identified residues 8, 9, and 10 form one side of a cleft, identified by the black circle in Fig.
19 C and D. See text for further discussion. Protein Data Bank accession code 1TH8E (Menz et
al., 2001). Adapted from Urry, 2006c.

long a-helix of the y-rotor, which is constrained at entry and at the bottom of the chamber.
In addition to noting this, Menz et al. (2001) pointed out that the y-rotor is displaced by an
average of 3A from the B-ADP SO, catalytic site. Both of these effects are remarkably well
explained by AG,p, the apolar-polar repulsive free energy of hydration, between the very
polar B-ADP SO42 catalytic site and the most hydrophobic face of the y-rotor, as developed
in section 6.2.6.

“Prediction 7: A repulsive force acting through “waters of Thales” to store enerqy in elastic
deformation provides the opportunity for high efficiencies of energy conversion by F; ATPase.” The
water between hydrophobic surfaces and polar, especially charged sites has been called the
“waters of Thales” in honor of Thales of Miletus, father of the Ionian Enlightenment, who in
the sixth century BC asked, "What is the world made of?" and answered that water is the basis
of all matter. Water, as put forward here, provides the means whereby the unique protein-in-
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water heat engine of biology with hydrophobicity dependence of T; performs the work of the
cell. AG,p between ATP binding sites and the y-rotor, providing energy for elastic deformation,
would decrease visco-elastic drag and increase efficiency of energy conversion.

“Prediction 8: AG,y drives counter-clockwise rotation of the F1 ATPase rotor” follows from the
relative positioning of the sulfate in the recess of a deep cleft and the orientation of y-rotor,
as seen in Fig. 19D. The rotation of the y-rotor would be in a counter-clockwise direction due
to the AG,p even seen to cause an elastic deformation and displacement of the very polar p-
ADP SOq42 catalytic site from the most hydrophobic face of the y-rotor. This is seen more
clearly in Fig. 20, where residues 8, 9, and 10 form a vein jutting out into the aqueous
chamber and direct the apolar-polar repulsion, AG.p, at the short a-helical limb of the vy-
rotor. Looking down from the top, this would result in the counter-clockwise rotation of the
y-rotor. The remarkable work of Noji and coworkers (Noji, et al, 1997, Noji, 1998)
demonstrated Prediction 8 by directly observing the rotation by a video microscope. The
rotation could be shown to occur in 120° steps as expected for a three-fold rotary motor.
And the Fi-ATPase has been reported to rotate a long actin filament with an efficiency of
near 100%. (Kinosita et al., 2000). See Epilogue, pages 551 - 555, of Urry, 2006a for more
extensive discussion of the 8 predictions.

In your author’s view, there could not be a more definitive demonstration of the prominent
role of AG°ua and AGgp in the description of the thermodynamics of protein function, and this
has occurred with arguably the most important protein motor of biology that is responsible for
nearly 90% of the ATP formed due to the oxidation of the representative food, glucose.

7.3 The full-length KcsA potassium-ion selective channel from Streptomyces lividans
The full-length KcsA potassium-ion selective channel from Streptomyces lividans has been
reported recently by Uysal et al., 2009. As with the other protein structures obtained from
the Protein Data Bank, KcsA has been analyzed using the program FrontDoor to Protein
Explorer developed by Eric Martz (Martz, 2002).

7.3.1 Approach to the structure/function problem of the KcsA channel

The structural perspectives developed for KcsA will be in either space-filling or ribbon
representation. Also a gray coding of amino acid residues will be used, where charged
residues are white, neutral residues are light gray, aliphatic residues of intermediate
hydrophobicity are gray, and aromatic residues, the most hydrophobic residues based on
the AG°ga-Hydrophobicity Scale of Table 1, are black.

As our interest is in visually delineating between polar, e.g., charged, groupings and
hydrophobic residue or domains, the gray coding scale allows for ready visualization of the
distribution and locations of these disparate groups, whereby the darkness of the domain
indicates the greater hydrophobicity. In particular, the argument has been developed that
there exists a competition between hydrophobic and charged residues for hydration, which
competition expresses as an apolar-polar repulsive free energy of hydration, a AGgp.

7.3.2 Relevance of the thermodynamics of protein hydration to function of the KcsA
channel

In particular, hydrophobic association develops as too much pentagonally structured water
exists and the [-TAS] term of the Gibbs expression for dissolution in water, ie.,
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Fig. 21. KcsA potassium-ion channel of four identical chains with complete cytoplasmic
component in cross-eye stereo view. A. In space-filling representation and gray scale where
darker indicates greater hydrophobicity and white means charged residues. B. Channel axis
view as seen from top showing four chains (KLMN) in ribbon representation. C. Full-length
view, showing selectivity filter, funnel region, constriction due to close contact of y-methyls
of V115. PDB accession code 3EFF (Uysal et al., 2009). B. and C. from Urry et al., 2010.
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Eqn. (4), AG(dissolution) = AH - TAS, becomes too positive and solubility is lost. As a
hydrophobic association fluctuates toward disassociation, too much hydrophobic hydration
forms and solubility would be lost except when a charge forms during the fluctuation
toward hydrophobic disassociation, wherein nascent charge recruits the pentagonal waters
of hydrophobic hydration for its own hydration. The [-TAS]-term decreases in magnitude
and the fluctuation toward dissociation stands.

This perspective becomes immediately relevant to the KcsA channel due to its dependence
of conduction on pH. As shown by Thompson et al., 2008, titrating the carboxyl function of
glutamic acid from -COOH to -COO- turns off conductance. With this experimental
finding, one immediately looks for the formation of charged carboxylates that might disrupt
hydrophobic associations that would hold the channel in the open state. So the intention is
to progress from the overall representation in Fig. 21A to the details of interest.

The full structure of KcsA is given in Fig. 21 in cross-eye stereo pair and in space-filling
representation with the gray coding mentioned above. Immediately apparent is the dark band
with the designation of lipid layer of the cell membrane. The dark band serves to identify a
~30A lipid-bilayer of the cell membrane that anchors the structure in the cell membrane.

By means of the ribbon representation without side chains in Fig. 21B, it is possible from the
top of the channel to look from the extracellular side of the cell membrane into a continuous
channel and also begin to gain a sense from this perspective of the folding of the four chains,
K,L, M, and N.

The full-length view of the channel in Fig. 21C, allows a ready view of how the four chains
form the superstructure of the channel. There is a specialized selectivity filter, the sequence
of which provides the signature for a potassium-ion selective channel. And there is a funnel
region ending in a constriction that closes the channel, and there is the lengthy protrusion
into the cytoplasm of the cell. (See Uysal et al., 2009; Urry et al., 2010).

7.3.3 Carboxylate disruption of a key hydrophobic association

By means of a significant break from four-fold symmetry of the four identical chains of 3EFF
(Uysal et al., 2009), the carboxyls of E118x and E118y are folded into and completely block
the channel immediately below the V115 constriction. Without the apolar-polar repulsion of
the E118x and E118y carboxylates, hydrophobic association occurs involving W113,
interacting with H25; and W261 and nascent interaction of W113y with H25y and W26y, as
seen in Fig. 22B. When the E118; and E118y carboxylates are outside the channel structure,
they are in a position exert a AG,p, an apolar-polar repulsion, on W113k, H25x and W26k and
on W113y;, H25y and W26y, respectively, that disrupts those hydrophobic associations as
seen in Fig. 22A.

The W113¢, hydrophobic association with W26L and H25L, W113-(W26/H25), exerts a pull
through the backbone sequence of W113;-F1141-V115; to draw the y-methyl of V115
outward toward an opening of the constriction and of the selectivity filter (See Fig. 23F).

7.3.4 The effect of the W113_ -(W26,/H25,) hydrophobic association on opening the
Val115 y-methyl constriction

The cross-section (slab cuts) at V115 y-methyls are given in Fig. 23. From these the V115 yC-
center to yC-center distances are obtained to give for the crystal structure 3EFF in A, i.e.,
(N—L) = 6.322, (N—-K) = 3.810, c((L>M) = 4.199, d(M—>N) = 4.164, and e(L—>N) = 4.864. By
graphical analysis these distances allow estimates of channel closed and open states as
shown in Fig. 23A and B, respectively.
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Simply put the N and K y-methyls of the V115 residues are in close contact, and completing
them in square-planar arrangement gives the closed state in Fig. 23A, whereas the outward
displacement V115y y-methyl is made square-planar to give the open state represented in
Fig. 23B.

7.3.5 Consider the hydrophobic association/dissociation (HA/HD) system, W113-
(W26/H25), of the KcsA channel and its consequences

Consider, poised near 37°C, the W113-(W26/H25) hydrophobic association(HA) <«
hydrophobic dissociation(HD) system with proximal carboxylates, E118 and E120, of the
KcsA channel in Fig. 24A. Decreasing charge increases the amount of hydrophobic
hydration, Ny, which lowers T; below 37°C and drives HA (as seen in the lower part of Fig.
24A where the carboxylate of E118 is missing and in general in Fig.12). On the other hand,
increasing charge (by an increase in AG,, due to the presence of the carboxylate of E118)
decreases Ny, which raises T; and drives HD (as seen in the upper part of 24A and in
general in Figs. 10, and 12). That the formation of carboxylates disrupt hydrophobic
associations and that the removal of carboxylates allow hydrophobic association becomes
apparent on studying Figs. 10C, 12, 14B, and 15, and Table 3, columns 2 and 3.

K-chain M-chain

Fig. 22. Busts for the diagonally paired chains, K-M in A and L-N in B. The hydrophobic
association of W113y -(W26r/H25;) pulls on the backbone sequence of W113;-F114;-V115;
to draw the y-methyl of V115, outward. That displacement is made square-planar to result

in an open state in Fig. 23B. See text for further discussion. Protein Data Bank accession
code 3EFF. From Urry et al., 2010.
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Fig. 23A and B. Cross-section at the V115 y-methyl constriction. A. Representation of the
closed state on making the N and K y-methyl proximity square-planar. B. The open state by
making the V115t y-methyl displacement square-planar. C. A cross-section in the closed
state of structure 1BL8 (Doyle et al., 1998) with representation in D. E. A cross-section at the
G77 carbonyl oxygens of a closed structure, 3EFF (Uysal et al., 2009). But the displacement
of the carbonyl oxygen on the left, on being made square-planar, represents an opening
displacement when made in all chains, and either the lower left or the upper right oxygen
pairs made square-planar give the closed state of D. See discussion.

The particular function of the W113-(W26/H25) hydrophobic association is to extend the
backbone linkage W113;-F114;-V115; outward and thereby to move the y-methyl of V115
outward. This outward displacement, when made square-planar for all four identical chains,
opens the constriction at the base of the funnel of Fig. 21 (See Fig. 23B). A correlated
outward displacement of the G77 carbonyl oxygen, also when made square-planar for all
four identical chains, opens the selectivity filter as seen in Fig. 23E and F.

7.3.6 Developing the free energy profile for the open KcsA K*-conducting channel

Fig. 24B becomes but a simple statement of the fraction of channels that will be in the open
state for a given pH. Therefore, beyond a weighting of the probability of the open state, the
problem of meaningful description of the pH dependence of potassium-ion conductance
through the KcsA channel reduces to the state of the Gramicidin A channel discussed in
section 8.

The steps for developing a free energy profile for the KcsA channel would be similar to
those listed in section 8.4.2 for the development of the free energy profile for ion passage
through the Gramicidin A channel. The first challenge would be to obtain a suspension of
stable lipid-bilayer membrane in which the KcsA channels could be incorporated and
characterized by NMR and dielectric relaxation methods. For a detailed description of the
process once the lipid-bilayer suspension of KcsA channels is obtained see section 8.
Eyring’s Absolute Rate Theory applied to biological trans-membrane transport below.
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A. Disruption of hydrophobic association
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Fig. 24. A. Stereo view of hydrophobically dissociated (upper pair) and associated (lower
pair) states proposed to be responsible, respectively, for the closed (Figs. 23A, C and D) and
open (Figs. 23B and F) states of the KcsA (K*)-channel. By AG,;, the apolar-polar repulsive
free energy of hydration described in section 6.2, the charge of the carboxylates, E118™ and
E1207, disrupt hydrophobic association, and the loss of AG,, due to absence of E118" in the
lower pair is seen to restore hydrophobic association.

B. Free energy profile representing the free energy change of hydrophobic association on
protonation of the E118 carboxyl that restores the W113L,-(W26L/H25L) hydrophobic
association and pulls on the backbone sequence of W113L-F114L-V115L to draw the vy-
methyl of V115L outward and open the constriction. Thus, B provides a simple probability
statement for the fraction of open channels. From Urry et al., 2010.
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7.3.7 Looking forward to the remarkable potential of the Eyring Absolute Rate Theory
to describe diverse biological trans-membrane transport processes

As will be seen in section 8, once the image of the free energy profile is obtained, the channel
conductance can be calculated as a function ion activity and trans-membrane potential. This
has been demonstrated with the Gramicidin A Trans-membrane Channel as reviewed
below. The entire process can be understood through the single visual image of the free
energy profile of Fig. 27A. The challenge now before us is to reduce the essential and
increasingly complex trans-membrane transport processes required for living organisms to
visual images of free energy profiles. This potential to describe the essential energy
converting trans-membrane systems of biology could result in one of the most profound
legacies of the Eyring Absolute Rate Theory.

The sequence toward stepwise increasing complexity occurs in the preceding examples of
the thermodynamics of biology’s protein-based machines. The approach could be to begin
with the KesA channel, to proceed to Complex III of the electron transport chain of the inner
mitochondrial membrane where the challenge would be in a coupled pair of visual images
whereby proton flow from the matrix side would be coupled at the Q,-site and the Q;-site to
the electron transport in the plane of the membrane, and then to proceed to ATP synthase
with its pair of rotary motors, the Fo-motor and the Fi-motor, the first to use the return of
proton to effect rotation of the rotor of the F;-motor for making ATP.

8. Eyring’s absolute rate theory applied to biological trans-membrane
transport

8.1 The fundamental expression of Eyring’s absolute rate theory

Application of the thermodynamics of Eyring’s Absolute Rate Theory to essential trans-
membrane transport processes of biology can result in a single figure of Gibbs free energy
versus distance across the membrane that provides all of the information required to
calculate transport as a function of concentration (or activity where relevant) of transported
species and trans-membrane potential.

By means of Eyring’s expression for the specific rate constant, k', (Eyring, 1935; Glasstone, et
al. 1941; Eyring, 1969),

k' = kkT/h exp(-AGt/RT) = kT/h exp(-AHt/RT + ASt/R), (20)

AGt = AHf - TASH, (21)

where « is the transmission coefficient; k is the Boltzman constant (1.38 x 10-16 erg/degree);
T is the temperature in degrees Kelvin, K, which at physiological temperature of 37C would
be 310K; h is Planck’s constant (6.62 x 107 erg-sec); AGt is the Gibbs free energy of activation
for the chemical reaction or physical process being considered, and R is the gas constant
(1.987 cal/deg-mol). Importantly, Eqn. (20) expresses the activation energy in terms of the
Gibbs free energy, AGt, defined in Eqn. (21) where AHt and ASt are, respectively, the heat
and entropy of activation that occur on achieving the activated state.

This is most fitting for the biophysical world where the essential processes of life occur at
constant temperature and pressure, that is, where the experimentally obtained free energies
are AG, and also where « is commonly one. For special cases where « differs from one, the
rate process has been understood and « calculated.
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Fig. 25. The classic visual statement of Eyring’s Absolute Rate Theory depicting reactants
colliding to raise the free energy to that required for formation of the activated complex,
now commonly called the transition state to include rate processes that may not involve
chemical reactions, e.g., channel ion transport.

Fig. 25, the visual statement made by Eqn. (20), presents the archetypical image of Eyring’s
Absolute Rate Theory. As originally derived, it depicts the Gibbs free energy barrier that
must be surmounted as reactants pass along the reaction coordinate to form products and
may be called the free enerqy profile for the reaction. The reaction coordinate represents a
splendid simplified plot of the distance between atoms or molecules in the gas phase flying
at each other on collision course, passing over the high-energy barrier (the activated or
transition state) and flying apart as product or products.

For ion transport through a trans-membrane channel the reaction coordinate is simply the
length of the channel, such that plotting of the free energy profile for transit through a
natural channel becomes a plot of the Gibbs free energy as a function of the actual distance
along the channel. The channel state may be incorporated into a lipid-bilayer system at
adequate concentrations wherein binding site locations can be determined by NMR data on
individually C13-labeled carbonyl carbons of the channel. Also, by NMR methods the
binding constants for single and multiple occupancy, the off-rate constants for single and
multiple occupancy can be determined, and by dielectric relaxation rates for intra-channel
ion translocations can even be experimentally determined.

Plotting these quantities as a function of free energy versus distance along the channel
provides a free energy profile. Within a single image, the free energy profile for ion flow
through the channel, the complete process of trans-membrane transport is described, and
the calculated results may be compared with the single-channel currents determined by
measurement of the single-channel currents in the so-called black lipid-bilayer membrane
(BLM) obtained at appropriate applied potentials, and as a function of relevant ion
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concentrations, corrected to molal ion activity (Urry et al. 1980a; Urry et al. 1980b; Urry,
1985). Successful calculation of the experimental single-channel currents using
experimentally derived distances and rate constants from a macroscopic lipid-bilayer
incorporated system can be used to substantiate the detailed mechanism and, of course, to
substantiate the relevance of Eyring Absolute Rate Theory.

The reported example of a natural channel for ion transport, opens the door to the
development of free energy profiles for trans-membrane transport of other ions and
molecules required to sustain the cell. Thus, Eyring Rate Theory provides the opportunity to
obtain within a single image the visualization of many trans-membrane transport processes
of biology with the potential of medically relevant interventional insights that such would
provide.

8.2 The trans-membrane channel as a unique example of a free energy profile

As the objective of our first example given below, Fig. 27A contains the image of a
biophysical path often-enjoyed by Henry Eyring, one of diffusion through membranes. In
the present case the reaction coordinate for ion transit through a trans-membrane channel
becomes the length of the channel through which the ion passes. And the plot of ion
position in the channel as a function of Gibbs free energy images a free energy profile of ion
passage over a terrain of valleys and mountain passes. The valleys locate and quantify low-
energy binding sites, and the mountain passes locate and quantify high-energy barriers of
the transition states. The free energy profile contains in a single figure the complete physical
process of ion passage through the channel. By passing through a biological channel, ions
achieve a controllable transit through an otherwise ion-impenetrable lipid membrane.

8.3 Turning channels on and off becomes central to integrating life processes.

In order to correlate and integrate the functions required for life, there must be controlled
channel opening and closing. Another plot of the same form as that of Fig. 25, given above
in Fig. 24, depicts the process whereby protonation of a carboxylate effects hydrophobic
association to open a channel and the reverse process closes the KcsA potassium channel of
living organisms. In this example, hydrophobic association pulls the channel gate open, and
hydrophobic dissociation allows the channel gate to return to its closed state (See section
7.3). The equilibrium constant for this process allows calculation of the probability of the
open state.

8.4 Construction of the free energy profile for the malonyl Gramicidin A trans-
membrane channel and calculation of single-channel currents

8.4.1 A channel-containing lipid-bilayer state for determining structure, binding sites
and rate constants

An aqueous suspension of the channel-containing lipid-bilayer state is prepared (Spisni
et al. 1983; Pasquali-Ronchetti et al, 1983). This provides sufficient channel concentrations
to use physical methods, such as nuclear magnetic resonance, to determine structure,
channel-binding sites and rate constants. This data combines by means of Eyring rate
theory to produce the free energy profile from which single-channel currents may be
calculated, in a manner entirely independent of the BLM single-channel current
measurement.
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8.4.2 Steps in the development of a free energy profile with which to calculate single-
channel currents

The steps are: 1) Determination of structure and location of ion binding sites, as shown in
Fig. 26A, B, and C (Urry et al., 1982a; Urry et al., 1982b; Urry et al., 1982¢; Urry et al., 1982;
Urry et al., 1983) for malonyl Gramicidin A (mal-GA). The data demonstrate the channel
structure in the prepared lipid-bilayer state to be the single-stranded, head-to-head
dimerized, left-handed B¢3-helix. 2) Derive the appropriate steady state equations for all
occupancy states and the equation for the single-channel ion current (Urry, 1985; Urry et al,,
1980a; 1980b) as given in Fig. 26D, E, and F. 3) Construct the free energy profile for passage
of ions through the trans-membrane structure by experimental determination of binding site
locations and rate constants (Urry, 1985; Henze et al., 1982; Urry, et al. 1989; Urry, 1987), as
in Fig. 27A, B, and C. 4) Add to AG of Eqn. (20) the trans-membrane potential dependence
appropriate to each rate constant with an assumed linear trans-membrane potential drop.
And 5) calculate the single-channel current as a function of ion activity and applied trans-
membrane potential (Urry, 1985; Urry, 1984).

8.4.3 Comments on the structure(s) of Gramicidin A

As originally proposed in 1971 (Urry, 1971; Urry et al. 1971) and established now for three
decades (Bamberg et al. 1977; Bamberg et al. 1978; Szabo & Urry 1979; Anderson & Koeppe
11, 1992; Busath, 1993), the structure of the ion-conducting Gramicidin A channel in the BLM
system for determining single-channel currents is a head-to-head hydrogen-bonded, single-
stranded f¢-helix, a member of a new family of helices initially named nip-helices (Urry,
1971; Urry et al. 1971). The name was changed to B-helices as the hydrogen-bonded pattern
between turns within the monomer is that of the parallel B-pleated sheet and between the
turns at the head-to-head junction is that of the anti-parallel f-pleated sheet Urry, 1972. And
the work, listed in part in the papers of reference (Urry, et al., 1982a, 1982b, 1982c, 1982e,
1983) showed the structure in lipid-bilayer suspensions (Pasquali-Ronchetti, et al. 1983;
Spisni et al., 1983) to be the head-to-head hydrogen bonded, single-stranded and left-handed
pBeé3-helix of Fig. 26A, B, and C, as originally proposed.

Nicholson and Cross (1989) using solid state 15N NMR spectroscopy of Gramicidin A
incorporated into a dimyristoyl phosphatidyl choline (DMPC) bilayer preparation, reported
the same B-hydrogen-bonding pattern (B-helix) proposed in 1971, but concluded the right-
handed rather than left-handed helix. We then incorporated malonyl Gramicidin A into
dodecyl phosphocholine micelles, and utilized high resolution 2D NMR data to determine
the handedness in this phospholipid system also to be right-handed (Jing & Urry,
unpublished results), but with altered ion-binding interactions. Since Gramicidin A is now
well-known for its many helical states (Anderson et al. 1999; Cross et al. 1999; Burkhart &
Duax, 1999), the question continues to be, Is a determined Gramicidin A structure obtained
at high channel concentrations relevant to the trans-membrane structure that gives rise to
the single-channel current events of the (BLM) technique?

Without a methodology to observe directly the structure of a single trans-membrane
channel in the BLM where the single-channel current is measured, application of Eyring’s
Absolute Rate Theory (ART) provides the opportunity to test a given structure by
independent calculation of single-channel currents as reviewed here. Success would support
the structure from which the rate constants and binding sites were derived and would be a
remarkable validation of use of the Eyring rate equation for trans-membrane channel
transport (with Gibbs free energies of activation for the barriers).



Thermodynamics of Protein Structure Formation and Function 63

8.4.4 Development of the free energy profile for the malonyl Gramicidin A channel
state

As depicted in the several components of Fig. 26, the malonyl-Gramicidin A trans-
membrane channel - a covalent dimer with a two-fold symmetry axis perpendicular to the
channel axis - contains two ion binding sites (a symmetrically positioned tight binding site
for the first ion in the channel and a pair of weak binding site on entry of the second ion into
the channel). Double occupancy results in repulsion between ions that weakens second ion
binding. The result is two entry/exit barriers and a single central barrier for ion exchange
between the two sites.

Therefore, description of ion transport through the channel requires five experimentally
determinable rate constants. The following values were obtained using the lipid-bilayer
suspension of malonyl GA channels: ki = 3x105/sec, kion = 3x107/M-sec, kwogr = 2x107/sec,
kwon = 2x107/M-sec and ka, = 4x10¢/sec. The two off-rate constants were obtained by means
of sodium-23 nuclear magnetic resonance (NMR) longitudinal and transverse relaxation
studies. And sodium ion-induced carbonyl carbon chemical shifts (CS), and sodium ion line
width (LW), excess longitudinal relaxation (ELR) rate and excess line width (ELW) data
(Urry et al., 1980a, 1980b; Urry et al. 1989; Urry, 1987) were used to obtain values for the
tight and weak binding constants, Kt, = kton/ktogr and Kwy, = kWon/ kWegg, from which the on
rate constants were determined. The magnitude of k., was obtained by means of thallium
ion dielectric relaxation data for the ion jump inside the channel (Henze et al., 1982). Due to
the two-fold symmetry and in the absence of an applied field the rate constants defined in
Fig. 26D become, ktogr = k1 = ko, kton = k1 = kK g, kwogr = k3 = kg) kWon = k3 = ky; kep = ks = kos.
An assumed linear applied potential drop is applied to these experimentally derived rate
constants with the distances defined in Fig. 27A to be a; = 10.5 A; b1 =13 A; d=15 A, as
utilized in the current equation of Fig. 26F.

The experimental Gibbs free energies of activation were calculated, using Eqn (20) in the
form of AGt = 2.3RT(12.79-log k'), from the experimental data to be as follows: AGH(tog)exp =
10.1; AGH(ton)ep = 7.4; AGH(Wog)exp = 7.6; AGH(Won)exp = 7.6 ; AGt(cb)exp = 8.6. These values
and binding site locations are used to plot the free energy profile of Fig. 27A.

In addition, a set of five “best fit” rate constants for the experimental single-channel currents
were determined by allowing all five rate constants to vary in order to optimize the fit to the
experimental BLM single-channel current data, as a function of ion activity and trans-
membrane potential. The “best fit” single-channel current values were found to be: AGH(to)fit
=10.5; AGH(ton)fit = 7.3; AGH(Wogg)fit = 8.2; AGHWon)fit = 8.0; AGH(cb)fit =7.9. The “best fit” AGt
values for the experimental BLM single-channel current data compare favorably with the
free energies of the experimentally determined rate constants using the lipid-bilayer
suspension of channels without optimization.

8.5 Absolute rate theory calculates experimental single-channel currents using
experimentally-derived rate constants

8.5.1 Experimental BLM single-channel currents of the malonyl Gramicidin A trans-
membrane channel

We start with the malonyl Gramicidin A trans-membrane channel, the covalent dimer,
formed by chemically connecting, by peptide linkage, the amino ends of two molecules of
the 15 amino acid residue peptide, Gramicidin A, using the malonyl group, -OC-CH»-CO-,
and we measure the resulting single-channel currents in the black lipid-bilayer membrane
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Fig. 26. A. Upper image: Wire model of the single-stranded [eff-handed, head-to-head
hydrogen bonded dimeric $63-helix, indicating the B-sheet hydrogen-bonded pattern made
possible by the L-D repeating sequence, namely HCO-L-Val!-Gly2-L-Ala3-D-Leu*-L-Ala5-D-Val®-
L-Val7-D-Val8-L-Trp9-D-Leul0-L-Trp!l-D-Leu!2-L-Trp!3-D-Leu4-L-Trp!5-NHCH.CH>OH, with 6.3
residues per turn of helix, as proposed in 1971 (Urry et al., 1971; Urry, 1971, 1972). From
Urry et al., 1982e.

Lower part: Plot of experimental carbon-13 carbonyl carbon chemical shifts as a function of
carbonyl oxygen position in the structure for the single-stranded left-handed, head-to-head
hydrogen bonded dimeric $63-helical structure above. Data obtained by chemical synthesis
of Gramicidin A with one carbonyl carbon-13 enriched per chain synthesized for each of the
8 L-residues and the amino terminal malonyl carbonyls and for each of two D-residues, D-
Val® and D-Leu'4. Adapted from Urry et al., 1982a; 1982b; 1982c; 1982e; Urry, 1985.

B. Upper image: Wire model of the single-stranded right-handed, head-to-head hydrogen
bonded dimeric f¢3-helix, indicating the B-sheet hydrogen-bonded pattern made possible by
the alternating L-D repeating sequence with 6.3 residues per turn of helix.

Lower part: Plot of experimental carbon-13 carbonyl carbon chemical shifts as a function of
carbonyl oxygen position in the sequence for the right-handed, head-to-head hydrogen
bonded dimeric B¢3-helical structure immediately above. From Urry et al., 1982¢; Urry, 1985.
In the plot for the left-handed structure in A, all of the Na* and TI* data points and the single
Cat** data point consistently define the location of two binding sites, including the data
points for the D-residues, D-Val8 and D-Leu’4. On the other hand, for the plot of the right-
handed structure in B, D-Val® shows no ion interaction in the middle of the binding site as
defined by the L-residue carbonyl carbon chemical shifts. Furthermore, for the right-handed
structure, the D-Leu!# residue carbonyl carbon chemical shifts are substantial where there is
no binding site again as defined by the 8 L-residue carbonyl carbon chemical shifts.
Accordingly, we believe that the structure in our bilayer preparations of the malony]l
Gramicidin A is the single-stranded, left-handed, head-to-head hydrogen bonded dimeric
Bé3-helix.

C. The single-stranded left-handed, head-to-head hydrogen bonded dimeric B¢3-helical
structure of the Gramicidin A transmembrane channel: in channel view on left and in
transmembrane view on the right, using CPK (Corey-Pauling-Koltun) space-filling
molecular models. The oval encompasses the two formyl hydrogens at the head-to-head
junction.

D. Occupancy states: The information in A and C above, define the four occupancy states,
which with the ten defined elemental rate constants, provide the information required to
state the steady state equations in E. From Urry, 1985.

E. Steady state equations: As the single-channel currents are determined under steady state
conditions, the four steady state equations are stated here for the four occupancy states and
ten elemental rate constants of D above. From Urry et al., 1980b.

F. Single-channel current: With steady state equations and defined elemental rate constants,
the single-channel current may be expressed, but, if written correctly, it yields no current
until a transmembrane potential is applied. With binding site locations as in Fig. 27C, with
the distances defined in Fig. 27A, with the positioning of the channel in relation to the
membrane as in Fig. 27B, and with the indicated fraction of the transmembrane potential
applied to each experimentally determined rate constant, the single-channel current is stated
as given here in F. From Urry et al., 1980b.
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Fig. 27. A. Free Energy Profile: With five experimentally determined rate constants obtained
from suspensions of transmembrane channels in bilayer preparations and the defined
distances, the decrease in Gibbs free energies of binding sites and increase in Gibbs free
energies of barriers are plotted here as well as the bias added by the linear applied potential
drop of a 200 mV transmembrane potential, given as the dotted line for single ion
occupancy, and also a similar bias added to the dashed curve for double occupancy. All the
data is contained in the single image of the free energy profile with use of the expression in
Fig. 26F to calculate the single-channel currents of Fig. 28A for comparison with the
experimental single-channel currents given in Fig. 28B. B. Schematic representation of the
Gramicidin A transmembrane channel spanning the 30A lipid bilayer. The binding sites are
noted within the channel and the charge distribution across the membrane has the left hand
side indicated as positive and the right hand side as negative. Thus, the applied
transmembrane potential is such that for the positive sodium ion the free energy is lower on
the right hand side and raised on the left hand side of the membrane, as seen by the free
energy profile in part A above. A. and B. from Urry, 1982b.

C. The lower component serves to align the binding sites in the channel and uses the
outermost channel carbonyls to define the outermost reaches of the schematic representation
in part B and the entrance barrier of the Gramicidin A transmembrane channel spanning the
lipid bilayer in part A in order to clarify the relationship of the free energy profile of part A
to the lipid bilayer being spanned by the Gramicidin A channel. Adapted from Urry et al.,
1982a; 1982b; 1982¢; 1982¢; Urry, 1985.




Thermodynamics of Protein Structure Formation and Function 67

(BLM) obtained at four applied potentials, 50 mV, 100 mV, 150 mV, and 200 mV, and as a
function of ion concentrations, 0.1, 1, 3, and 5.5 M, corrected to molal ion activity.

It is called a black lipid membrane (BLM), because as the lipid membrane thins to a single
30A wide lipid bilayer, the membrane is seen to go black, due to the interference of light
reflected from each surface of the thin flat membrane. The 30A wide lipid-bilayer can be
spanned by a single channel-forming covalent dimer, the malonyl Gramicidin A trans-
membrane channel, which allows measurement of single-channel currents from a histogram
of single channel conductances.

8.5.2 Using Eyring Absolute Rate Theory to calculate the experimental BLM single-
channel currents

The experimentally-derived rate constants (without any adjustment or fine-tuning of
experimental values obtained on channel incorporated lipid bilayer suspensions) can be
used within the formalism of Eyring Absolute Rate Theory to calculate successfully the
sodium ion single-channel currents for four different trans-membrane potentials and over a
wide range of ion activities, as seen in Fig. 28(a). Comparison with the directly measured
sodium ion single-channel currents in Fig. 28(b) is particularly satisfying, especially for the
150 mV curve. Furthermore, also calculated were the conductance ratios for the series of
alkali metal ions - Li*, Na*, K*, Rb*, and Cs* - and found to be within experimental error
(Urry et al., 1980a; Urry et al. 1989; Urry, 1987).

Malonyl Gramicidin A transmembrane sodium lon single-channel currents
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Fig. 28. Part (a): The calculated single-channel currents using the single-channel current
equation of Fig. 26F with the data of the free energy profile of Fig. 274, including a dotted
curve adding the 200 mV potential bias and similarly for the dashed curve for double
occupancy, that is, the five experimental rate constants and the assumed linear potential
drop. The four data points for 150 mV applied potential were transferred laterally from the
aligned part (b) to (a) using PowerPoint. Adapted from Urry et al., 1980a.

Part (b): Single-channel currents of Fig. 7A of Urry et al., 1980a. Data points from single
channel current measurements at different ion activities and applied transmembrane
potentials obtained using the black lipid membrane (BLM) approach, and solid lines are
calculated “best fit” curves using a single set of five rate constants. From Urry, 1980a.
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The data in Fig. 26A demonstrate the head-to-head hydrogen-bonded, single-stranded, left-
handed B¢3-helical structure of incorporated malonyl Gramicidin A transmembrane channel
to occur in what has been verified as a lipid bilayer suspension (Spisni et al., 1983; Pasquali-
Ronchetti et al., 1983). These findings also demonstrate the remarkable capacity of Eyring
Absolute Rate Theory to construct in a single image of the free energy profile all the
information with which to calculate trans-membrane transport for a number of important
variables central to biological function.

The data of Fig. 26A - including the divalent ion binding data, for which the channel is
impermeable - argue that the head-to-head hydrogen-bonded, single-stranded, left-handed
Be3-helix gives rise to the experimental single-channel currents obtained in BLM
experiments. The most salient point to make here, however, is the remarkable capacity of the Eyring
rate equation, Eqn. (20), to treat biologically important ion trans-membrane transport processes.

8.6 Eyring Legacy: Absolute Rate Theory for thermodynamic description of diverse
biological trans-membrane transport processes

Absolute Rate Theory is applicable to virtually all that happens in living organisms. Here
we utilize Eyring’s rate equation to construct a free energy profile for transit of sodium ion
through a natural trans-membrane channel. Without resorting to BLM measurements of
sodium ion single-channel currents through the channel, independent physical
determinations of channel structure and of five separate rate constants were obtained and to
each rate constant was applied an appropriate fraction of a trans-membrane potential; all of
which were treated and assembled within the framework of the Eyring rate equation to
construct a single free energy profile (See Fig. 27A). And the single image of the free energy
profile (Fig. 27A) contains all of the information required to calculate the single-channel
currents as a function of sodium ion activity and trans-membrane potential. In my mind,
this stands as a demonstration of the significance and power of Eyring rate theory,
embodied within Eqn. (20). To the best of my knowledge, such a capacity has been
demonstrated by no other equation.

Following Henry Eyring, one might look toward, for example, quantitative description of
the processes of Complex IIlI, so central to the energy conversions that sustain living
organisms. One might consider capturing the process of proton flow across the inner
mitochondrial membrane in a single image by construction of the free energy profile, and
similarly for electron transfer. Then there would be introduction of the coupling processes,
which for the Q, site are the naturally visual mechanical processes of hydrophobic
association/dissociation and single-chain extension/relaxation. The capacity to think in
such visual and comprehensive ways to convey information and understanding comes to us
through the contributions of Henry Eyring,.

9. Summarizing comments

9.1 The fundamental physical principle underlying the protein-in-water heat engine of
biology

The steam-powered heat engine that set in motion The 19th Century Industrial Revolution
heats water at the 100°C water-to-vapor phase transition to perform mechanical work by expansion.
The fundamental physical process is the increase in entropy of water on heating at a phase
transition where more-ordered (lower entropy) molecules of water become highly
disordered (high entropy) molecules of water vapor.
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On the other hand, the heat engine of biology heats a two-component system, protein-in-
water, fo perform mechanical work by protein contraction due to hydrophobic association (See Fig.
1). The fundamental physical process is again an increase in entropy of water, AS(HO).
Heating at the phase transition causes pentagonal rings of hydrophobic hydration, Ny, to
become less-ordered (higher entropy) bulk water as a much smaller decrease in entropy occurs
on the protein hydrophobic association of contraction. Due to this latter effect, the protein-
in-water phase transition has been called an inverse temperature transition (ITT), wherein
the protein component becomes more-ordered on raising the temperature.

The enabling feature of the protein-in-water heat engine of biology is the ease with which
the state of a “biological functional group” changes the temperature of its protein-in-water
phase transition, i.e., of the ITT.

A biological functional group can exist in two or more states. Invariably those states may be
characterized as more-hydrophobic (m-h) and less-hydrophobic (I-h). On becoming more
hydrophobic the protein of which it is part immediately develops more hydrophobic
hydration. On formation of hydrophobic hydration, /TAS | > [AH /, and at the phase transition,
AH; = TyAS,. Because of these thermodynamic relationships, the result of introducing a chemical or
electrochemical energy that makes a functional group more-hydrophobic is that the phase transition
shifts to a lower temperature. In particular, at the phase transition, T: ~ AH/AS; and on formation of
more hydrophobic hydration, Ty(m-h) = (AH; + 6H)/(AS: + 65), but since /AHt + éH/< /T(ASt +
85) /, Tifm-h) < Ti(l-).

Thus, instead of having to raise the temperature from below to above that of the phase
transition to drive contraction by hydrophobic association, making a functional group more-
hydrophobic lowers the temperature from above to below physiological temperature to
drive contraction by hydrophobic association.

Finally, by way of example, because of the dependence of pK and reduction potential on
hydrophobicity, the free energy transduction of electrochemical energy into chemical
energy, and vice versa, occur, and because hydrophobicity induced increases in positive
cooperativity occur for both acid/base and redox titrations, the result is increased efficiency,
i.e., the optimization of biological free energy transduction by the proteins of biology. And
so it goes for all of the pair-wise energy conversions of Fig. 8 and of section 4.2. These (on
inclusion of transient “near ideal” elastic deformation, even of single chains) constitute the
dominant energy conversions that sustain Life.

Using herein-derived thermodynamic elements of the change in Gibbs free energy of
hydrophobic association, AGHa, of the apolar-polar repulsive free energy of hydration, AGap,
and of “near ideal” elastic deformation of protein chains, this article discusses the function
of key proteins involved in the trans-membrane transport energy converting processes of
biology, and they point to the Eyring Theory of Rate Processes Legacy to demonstrate how
the complete trans-membrane transport process may be captured in a single image of the
free energy profile for transport from one side to the other of the cell membrane.
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1. Introduction

Heat shock protein 90 (Hsp90) is one of conserved heat shock proteins that protect, prevent
aggregation, stabilize, activate, or otherwise regulate client proteins, is a component of the
cellular chaperone machinery [Taipale et al., 2010, Taldone et al.,, 2009, Wandinger et al.,
2008]. There are a number of recent developments in the understanding of the interesting
and complex mechanism of Hsp90 action [Neckers et al., 2009a, Neckers et al., 2009b, Mayer
et al., 2009, Walerych et al., 2009]. Hsp90 is over-expressed in cancer cells and Hsp90
inhibitors have shown selectivity for cancer cells. Therefore, small-molecule inhibitors are
being developed as anticancer therapeutics [van Montfort and Workman, 2009, Sharp et al.,
2007, Sgobba and Rastelli, 2009, Fukuyo et al., 2009].

Two groups of Hsp90 inhibitors have been designed based on naturally occuring inhibitors
geldanamycin and radicicol. Geldanamycin has been modified to 17-AAG, while various
resorcinol-bearing compounds were designed based on radicicol. Here we describe the
thermodynamics of their binding to Hsp90 by isothermal titration calorimetry (ITC) and
thermal shift assay (TSA). These assays yield not only the potency, i.e. the Gibbs free energy
of binding, but also the enthalpy of binding, the entropy of binding, and the heat capacity of
binding. This detailed thermodynamic description and the comparison between
homologous compound structures, coupled with structural information of the Hsp90-
inhibitor complex, provides insight into the structure-activity relationships (SAR) of the
compounds. The SAR helps in the process of rational drug design [Freire, 2009].

2. The structure of Hsp90 and the comparison of human and yeast isoforms

There are several Hsp90 homologs in human, yeast, and bacteria. Human Hsp90 exists in
two highly homologous isoforms - a and p. Alpha isoform is prevalent. There are no major
known functional differences between the isoforms. Hsp90 homolog in yeast is named
Hsc82 and also shares significant homology with human isoforms.

Figure 1 shows the structure of Hsp90 and Hsc82. The protein in solution exists in
equilibrium between dimer and monomer. Furthermore, the protein is quite flexible and
exists in equilibrium between at least three major conformations [Graf et al., 2009].

The full length protein consists of three major domains - the N-terminal domain (1-216 a.a.),
the M-domain (262-524), and the C-terminal domain (525-709). There is also a charged linker
(216-262) that did not crystallize and its structure is unknown [Ali et al., 2006]. Inhibitors
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such as radicicol and geldanamycin bind to the ATP-binding pocket of Hsp90 and are thus
competitive non-covalent inhibitors.

Fig. 1. The structure of Hsp90. Top left. The superimposition of the N-termini of human
Hsp90aN (orange) and Hsc82N (blue) with transparent surfaces show that the fold is
essentially identical. Radicicol is shown bound to yeast Hsc82N (PDB ID: 1bgq) as
spacefilled green model. Top right. Rotation of the ‘lid" part of the protein (94-139 a.a., 108-
139 a.a. in human Hsp90). Bottom left. The structure of Hsc82 full length dimer (2cg9). One
monomer is shown in dark blue-red and another in light blue-pink. Blue shows the position
of the N-terminal domains. Bottom right. The structure of Hsc82 full length monomer
showing the positions of three domains and the unstructured charged linker
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Radicicol interactions with human and yeast Hsp90 isoforms are shown in Figure 2.
Crystallographic experimental structure exists only for the yeast isoform. Therefore,
radicicol binding to human isoforms was modelled computationally into the active site.

Fig. 2. Interactions of radicicol (grey substance in the middle at the top of the picture) with
selected Hsp90 amino acids. Hsp90a amino acids are shown in orange (3eko) superimposed
on yeast Hsc82 amino acids (colored by atom, 1bgq), and Hsp90p amino acids are shown in
pink. Three important water molecules participating in hydrogen bond formation between
the protein and radicicol are shown as spheres

There are very few amino acid differences between yeast and human isoforms that may
have an impact on the binding thermodynamics. They are shown in the figure and listed
below:

Hsp90a Ser52 1le91  Val92 Alal4l His154
Hsp90p Ala47 Leu86 Val87 Alal36 His149

Hsc82 Ala38 1le77 Arg78 Leul27 Ser140

All other amino acids in the vicinity of radicicol are identical in all three isoforms. Therefore,
the difference in the binding thermodynamics should be due to the above mentioned amino
acids. Furthermore, charged amino acids Arg78 and His154 point to the solvent on the
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protein surface different from radicicol binding site. Therefore, the difference is most likely
due to the remaining three amino acids.

3. Thermodynamics of binding by isothermal titration calorimetry and
thermal shift assay

Protein - ligand binding equilibrium is described by the Gibbs free energy of binding (A,G).
More negative A,G indicates a stronger binding reaction. The Gibbs free energy is sufficient
to describe the equilibrium. However, several thermodynamic parameters that contribute to
the A,G can be correlated with structural features of the protein - ligand complex easier
than the A,G itself. The most important parameters are the enthalpy (A,H ) and entropy
(A,S ) of binding:

A,G=AH-TA,S 1)

Both the enthalpy and entropy are the fist temperature derivatives (T-derivatives) of the
Gibbs free energy:

(%] —AS @)
oT ),
olnK, | AH

1 - R (3)
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The second T-derivative of the A,G (the A,H T-derivative) is the heat capacity of binding

(A,Cp). Subscript P indicates constant pressure.

oA H
AC, = (G_Tj @
P

There are other thermodynamic parameters that are pressure derivatives (P-derivatives) of
A,G . The first P-derivative is the volume of binding (A,V ). The second P-derivatives are
the compressibility and expansion of binding. These parameters may be measured by
varying the pressure of the protein - ligand system. However, they are rarely used and are
beyond the scope of this chapter. Here we will concentrate on the most used, however,
selected thermodynamic parameters, namely, A,G, A,H , A,S,and A,C,.

The Gibbs free energy of ligand binding may be measured by a large variety of methods,
well reviewed for carbonic anhydrase inhibitor binding in [Krishnamurthy et al., 2008]. Here
we will concentrate on the application of (ITC) and the (TSA). Both methods have been
described previously in detail, especially ITC [Freyer and Lewis, 2008, Landbury, 2004,
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Velazquez-Campoy et al., 2004]. However, TSA is rather unconventional and underused
despite its great advantages and usefulness [Zubriene et al., 2009, Cimmperman et al., 2008,
Matulis et al., 2005].

ITC directly measures the heat evolved or absorbed during the binding reaction. At constant
pressure, the heat is equal to the enthalpy (A,H ) of binding. This method is the most robust
and accurate way of measuring the A,H . However, until the isothermal titration
calorimeters became commercially available in early 90s, the A,H was usually estimated
from the A,G T-dependence using the van't Hoff relationship (3). If all contributing
reactions are clearly dissected, such approach should yield the same results as titration
calorimetry. However, in practice, there are many unexplained inconsistencies and only ITC
provides reliable A H .

However, the ITC has a number of disadvantages. Most importantly, the binding constant
should be in a rather narrow range to satisfy the requirement that coefficient c is between
about 5 and 500. The c is:

c=nM,K, )

Where n is the binding stoichiometry, M; is the protein molar concentration, and Kj is the
binding constant defined for the reaction of M+ Lz ML as:

[
T ©
AG =-RTInK, )

In practice, ITC is useful for Kis in the range of 105 to 10° M-1. Such K, can be usually
measured by varying protein concentration. If ITC experiment is planned well, it can
provide AG, AH, and A,S in an hour. Doing the same experiment at several
temperatures will yield an indirect measurement of the heat capacity A,C,.

Another disadvantage of ITC is that it requires rather large amount of protein (usually more
than 0.1 mg) and ligand. The protein must be well purified and soluble at micromolar
concentrations.

These disadvantages can be quite easily approached using the TSA. This method is based
on the observation that specifically binding ligands stabilize (sometimes destabilize) the
protein. Protein solution is being heated at a constant rate in the absence or presence of a
ligand and the unfolding pattern is measured by various methods such as absorbance,
circular dichroism, or, most often, by fluorescence. Various fluorescent components could be
followed, such as intrinsic tryptophan fluorescence or an extrinsic solvatochromic probe.
Most convenient is 1,8-anilino naphthalene sulfonate (ANS). Figure 3 shows ANS
fluorescence dependence on temperature upon Hsp90 unfolding. The rise in fluorescence
near 50 °C is due to Hsp90 unfolding and the exposure of hydrophobic patches of the
protein interior. ANS binds to such patches and its fluorescence increases.
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Fig. 3. Thermal shift assay protein melting curves. The midpoint of denaturation (T, is
shifted to higher temperature upon ligand addition

Note that ANS primarily binds to cationic groups on the protein surface (first to arginine
residues) [Matulis and Lovrien, 1998]. However, most such bound ANS does not fluoresce
and thus we can observe the unfolding pattern of the protein. Addition of ligand stabilized
the protein and shifted the curve and the midpoint of the unfolding transition (T.,) by about
5 degrees.

Protein unfolding fluorescence curves are described by the equation:

y=yr Iy T ®)
1+eRT 1+e RT

Protein melting temperatures can be determined by fitting the protein melting curves
(Figure 3) according to:

(yu,Tm ~Yrr1, )+ (my —m)(T-T,)

e(AuHTm +8uCy (T-Ty,)-T(8ySp,, +AuCp In(T/T,, )))/RT

y(T)= Ye, T (T-T,)+ ©)
1
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where y(T) is the calculated fluorescence as a function of temperature; y., is the
fluorescence of the probe bound to folded native protein before the transition at Tw; v, ;
is the fluorescence of the probe bound to the unfolded protein after the unfolding
transition at T,; mr is the slope of the fluorescence dependence on temperature when the
probe is bound to the native protein; my; is the slope of the fluorescence dependence on
temperature when the probe is bound to the unfolded protein; A, H; is the enthalpy of
protein unfolding at Ty; A;;S; is the entropy of protein unfolding at Tw; A,C, is the heat
capacity of protein unfolding and is assumed to be temperature-independent over the
temperature range studied; R is the universal gas constant; and T is the absolute
temperature (Kelvin).

Ligand dosing curves (as in Figures 9 and 10) are described by the equation (10):

Lf — (Ku = 1) 1)1‘ + 1 _ (e_(AUHTy +Aucp (Tm -T, )_THI(AUST, +AL1Cp In(Tm/T, )))/RTW _ 1)
rim 2Ku,T

m KbrTm

P 1 . 1
X —_—
2 ef(AUHTr +AuCy (T =T, )-T,y (AusTr +AuCy In(T,, /T, )))/RT,,, e’(AhHTO +A,Cp (Tn=To)~Tw (AhST(] +4,Cp In(T,, /Ty )))/RT,”

L; is the total concentration of added ligand, K, ; is the protein unfolding equilibrium
constant at T; P is the total protein concentration; K, ; is the ligand binding constant at
Tw; AyH; is the enthalpy of protein unfolding at T); T, is the protein melting temperature
when no ligand is added; A;S; is the entropy of protein unfolding at T;; A,C, is the heat
capacity of protein unfolding and is assumed to be temperature-independent over the
temperature range studied; A,H; is the enthalpy of ligand binding at To; To is the
temperature at which the binding process is studied (usually 37 °C); is the entropy of
ligand binding at To; and A,C, is the heat capacity of ligand binding and is assumed to be
temperature-independent over the temperature range studied.

The binding constant at the physiological temperature Tj is determined using;:

K, = e—(AbHTO ~ToASty )/RTy (11)
TSA can be performed in the RT-PCR machine and requires only several micrograms of
protein. Furthermore, there is no upper limit of the K; to be determined. The only limit is the
temperature of water boiling. Therefore, such extremely tight reactions as radicicol binding
to Hsp90 can be studied by TSA. There is also no lower limit for the K Therefore,
millimolar and picomolar ligands can be easily measured. However, TSA does not
determine A,H, A,S, and A,C,. Therefore, both TSA and ITC should be used to determine

the thermodynamics of Hsp90 - ligand binding.

4. Thermodynamics of Hsp90 ligand binding
Figure 4 shows the structures of Hsp90 ligands used in this study.
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Fig. 5. A. Isothermal titration calorimetry data for radicicol binding to Hsp90aN. Upper
graph - raw ITC data, lower graph - integrated ITC data with the curve fit to the standard
single binding site model. The cell contained 4 pM protein, while the syringe contained 40
M radicicol in the same buffer - 50 mM sodium phosphate, pH 7.5, 0.5% DMSO, 100 mM
Na(l, at 25 °C. B. Radicicol binding ITC curve at the same conditions as in panel A except
pH 8.5. C. 17-AAG binding to Hsp90aN. D. ICPD47 compound binding to Hsp90aN
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The slopes are linear fits to the experimental data and are equal to the intrinsic heat
capacities of radicicol binding
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N at pH 7.0 as determined by the thermal shift assay.

Upper panel shows experimental fluorescence curves. The lower panel shows the same
curves recalculated as probabilities to observe the protein in the denatured state

Figure 5 shows several typical ITC binding curves of the Hsp90 - ligand system. The curve

in panel A is too steep, meaning

that radicicol binding is too tight to be accurately

determined by ITC. TSA data will be needed to determine the K, and A,G of interaction.
However the A H is determined to high precision.

The A,H determined in buffers with different enthalpy of protonation (A,H ) yielded
different A)H (Figure 6). Therefore, the binding reaction is linked with protein or ligand
protonation or deprotonation upon binding. In other words, ligand binding shifts the pK, of
ionisable groups as previous explained [Baker and Murphy, 1996].
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Due the linked protonation, it is important to dissect protonation thermodynamics from
binding thermodynamics in order to determine the intrinsic thermodynamics of binding.
The enthalpy of, for example, Tris buffer protonation is so large (about -44 kJ/mol) that it
would hide any binding enthalpies. Therefore, a series of experiments in various buffers are
necessary (Figure 6).

When protonation-linkage effects are accounted for [Zubriene et al., 2010] and the intrinsic
enthalpy of binding is determined, such experiments should be repeated at all temperatures
of interest. Figure 7 shows intrinsic enthalpies determined at 13, 25, and 37 °C for radicicol-
Hsp90a system. The full length protein bound radicicol with slightly less exothermic
enthalpy. The difference was equal to ~ 4 kJ/mol (Table 1). This difference is within the
standard error of the measurements. The error was greater for the full length protein
because the available protein amount and concentration was lower.

ITC was useful to provide the enthalpy of binding. However, as seen in radicicol binding
ITC curves in Figure 5, the binding is too tight and would require the displacement assay as
described previously [Velazquez-Campoy and Freire, 2006]. Our experience shows that the
TSA is much easier and yields more precise results than the displacement ITC assay
[Zubriene et al., 2009].

Therefore, the binding of all ligands listed in Figure 4, was measured by the TSA. Figure 8
shows typical raw protein melting curves observed at various added ligand concentration.
AZ3 bound with relatively low, millimolar affinity. Therefore, relatively large concentration
of ligand had to be added in order to observe the T, shift.

It should be noted here that the shift continues way beyond saturation of protein with
ligand. This is due to the dominant entropy of mixing. If the stabilization occurred due to
some kind of bond formation, then we would not observe continued stabilization past the
saturation point. This is observed when an inhibitor binds covalently and irreversibly to the
protein.

Figures 9 and 10 show the dosing curves for the ligands listed in Figure 4. Radicicol, the
most potent binder, shifts the temperature by nearly 15 °C. 17-AAG is the average binder
and shifts the temperature by about 10 °C. Some ligands, such as AZ1, barely shift the
temperature even at 1 mM concentration.

Protein Ky AH AG TA,S AS AC,,
nM kJxmol | k]xmol- | kJxmol? | Jxmol-1xK-1 | Jxmol-1xK-1

intr / intr / intr / mtr’

Hsp90aN 0.04 -70.7 -59.4 -11.4 -38 -620
Hsp90aF 0.04 -66.8 -59.4 -7.5 -25 -860
Hsp90BN 0.15 -60.6 -56.1 -4.6 -15 -760
Hsc82F 0.25 -46.7 -54.8 8.1 27.1 -620
Uncertainties | +1.6-fold 4 2.6 4.7 116 1140

Table 1. Intrinsic thermodynamic parameters of radicicol binding to human ant yeast
isoforms of Hsp90
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Fig. 11. Denaturation profiles of Hsp90uN in the presence of various radicicol concentrations
[Zubriene et al., 2009]

Figure 11 shows an interesting phenomenon observed in TSA when the concentration of
ligand is lower than protein. When the concentration of ligand is insufficient to saturate all
protein binding sites, the denaturation transition splits into two transitions - the first
transition is due to free protein and the second is due to the liganded protein. Relative
magnitudes of both transitions are proportional to the concentrations of free and liganded
protein concentrations. This phenomenon has been also observed by DSC with weakly-
binding ligands at relatively high protein concentrations [Sharke and Ross, 1988].

TSA enabled determination of sub-nanomolar binding potency of naturally occuring
radicicol and strongly or weakly-binding synthetic compounds where ITC does not work.
However, no dissection of proton linkage was done for ligands where ITC was not feasible.
Therefore, only observed Kss are obtained for such ligands without other thermodynamic
information. After dissecting the proton linkage by ITC, it was shown that radicicol binds
about 4 times more strongly to recombinant human Hsp90 alpha than to Hsp90 beta isoform.
This reduction in affinity is caused primarily by less favorable enthalpic rather than entropic
contributions. About 90% of the binding energy comes from the favorable enthalpic
contribution and small opposing entropic contribution at physiological temperature (Table 1).
Detailed proton linkage and temperature analysis had to be performed to dissect buffer and
protein linked reactions from ligand binding intrinsic reaction. However, even after this
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detailed analysis, it is not possible to determine whether conformational change in the protein
could contribute significantly to these intrinsic thermodynamic parameters. It is quite likely
that some contribution comes from the rotation of the lid as shown in Figure 1. The intrinsic
enthalpy of radicicol binding to Hsp90 is one of the largest enthalpies observed for any protein
- small ligand binding. Note, that most of the Gibbs free energy of radicicol binding comes
from the favourable enthalpic contribution. The entropy contribution is relatively small.

5. Conclusions

Radicicol and other resorcinol-bearing compound binding to Hsp90 is interesting in many
respects regarding drug design. First, the binding reaction can be very tight (i.e., it has a
very favorable Gibbs free energy). Radicicol stabilizes Hsp90 by 15-20°C. Second, the
binding reaction has a very favorable enthalpy of binding, one of the largest for any protein
- small ligand system. Third, there are few direct contacts between Hsp90 and radicicol that
could account for such a large binding energy. Fourth, water molecules play an essential
role in the recognition and binding. And fifth, the negative heat capacity of binding usually
reflects a dominant hydrophobic origin of binding. However, hydrogen bonds are
apparently essential for radicicol binding to Hsp90.
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1. Introduction

Photosynthesis involves a series of electron transfer steps to convert the sunlight energy into
the chemical energy in green plants, algae, and cynobacteria. The three-dimensional
structures of photosynthetic reaction centers at the high resolution uncover the binding sites
and precise orientation of cofactors and their interaction with proteins and provided an
excellent model to investigate the mechanism of electron transfer reaction. To understand
fully an electron transfer reaction, it is necessary to understand not just its kinetics, but also
thermodynamics. However, in contrast to the kinetics of electron transfer mechanisms,
thermodynamic information is far less accessible. Thermodynamics reveals the energy levels
of reactants and products, as well as the driving forces in the reaction. The driving force of
the chemical reaction is the Gibbs free energy, which is composed of enthalpic and entropic
components.

Pulsed photoacoustics provides direct measurements of enthalpy and volume changes of
electron transfer. Using pulsed photoacoustics, the volume change and enthalpy of electron
transfer reaction were measured in the photosynthetic reaction center complex of Rb.
sphaeroides. A large entropy was calculated based on these measurements. Further
photoacoustic measurements indicated that the entropy change of electron transfer in
photosystem I from Synechocystis sp. PCC 6803 is similar to that in bacterial center. The
deconvolution fit of the photoacoustic waves distinguished thermodynamic parameters of a
large negative enthalpy change and large volume change for Pyo* —A; step and a positive
enthalpy change and a small volume change for A;™— Fa/s step. To explore the specific role
of protein matrix, the menA and menB genes were inactivated by molecular genetics and
showed the altered thermodynamics of electron transfer. Inactivating the menG gene causes
2-phytyl-1,4-naphthoquinone (Q) to be presented as a quinone acceptor. The fit by
convolution of menG photoacoustic waves resolved a large volume contraction for the P700*
— Q step and a positive volume change for the Q- — Fa/p step. The photoacoustic data of
the bacterial reaction center, menA/B mutant, menG mutant, and wild type phtosystem I
show significant positive entropy. In contrast, electron transfer in photosystem II is
accompanied by a small negative entropy change. In vivo photoacoustic measurements
confirmed the difference in entropy between photosysmte I and photosystem II. We
conclude that apparent entropy may play a vital role in photosynthetic electron transfers.
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Fig. 1. Structures and arrangement of cofactors in PSI (upper) (Jordan et al., 2001) and PS II
(lower) (reproduced with permission from Nature publishing Group (Loll et al., 2005)).

In this chapter we will present an overview of the protein structure and the electron transfer
pathways of photosynthetic reaction centers and highlight the recent advances of
thermodynamic aspects of these photosynthetic electron transfer reactions on the microsecond
and nanosecond time scales using photoacoustics. The principle and experimental procedures
of the pulsed photoacoustic methodology will be presented. The main focus of the chapter will
be placed on the determinations, interpretations, and future endeavors of the thermodynamic
parameters including the enthalpy, entropy, and volume changes of electron transfer reactions
in the photosynthetic reaction centers of purple bacteria, cyanobacteria, and green plants in
vitro and in vivo. The enthalpy, entropy, and volume changes of electron transfer in proteins
provide novel insights into the role of the membrane environment and cofactors in vitro and in
vivo in terms of a broadly thermodynamic view. These unique features offer the potential for a
deeper understanding of the mechanisms of electron transfer in chemical and biological
systems. They also present a framework to modify and improve the existing Marcus electron
transfer theory as well as the formulation of a comprehensive electron transfer theory.

2. Protein structures, kinetics and thermodynamics in photosynthesis

Photosynthesis is the only process for large-scale solar energy storage in nature, in which
the light photon energy is harvested by specific photosynthetic ligtht harvesting protein
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complexes in thylakoid membranes and transfered to the reaction center. The key step of
energy conversion occurs in the photosynthetic reaction centers. The three-dimensional
structures of both Type I (Jordan et al., 2001; Amunts et al., 2007) and Type II (Ferreira et al.,
2004; Loll et al., 2005) photosynthetic reaction centers have been determined at the atomic to
molecular level. Figure 1 shows the structures and arrangement of cofactors of
cyanobacterial photosystems 1 (PS I) at 2.5 A resolution (Jordan et al, 2001) and of
cyanobacterial PS II at 3.0 A resolution (Loll et al., 2005). These structures reveal the binding
sites and precise orientation of cofactors and their interaction with proteins and provide a
solid basis to interpret results of photoacoustic studies at an atomic level.

On the basis of the high-resolution structural information, the kinetics and thermodynamics
of electron transfer reactions in biological systems are required for understanding precise
mechanisms. During the past decade the kinetics of electron transfer steps in reaction
centers of anoxygenic and oxygenic photosynthesis has been thoroughly investigated over
the timescale of femtosecond to second (Brettel, 1997; Dekker & Van Grondelle, 2000; Brettel
and Leibl, 2001; Gobets & van Grondelle, 2001) as shown in Figure 2. These works revealed
the electron pathway and identified almost the entire electron transfer intermediates in both
photosystems. However, the thermodynamics of electron transfer steps in photosynthesis,
such as volume change, enthalpy and entropy, is far less well understood. There are at least
two reasons to measure these thermodynamic parameters accurately. First, knowledge of
the thermodynamic parameters of electron transfer reactions allows one to gauge the
efficiency of energy conversion, Efficiency refers to the amount of the solar energy stored in
the photosynthetic organisms. The second motivation for investigating thermodynamics is
to separate the free energy into its enthalpy and entropy components, which provides more
details and deeper understanding of the driving force of electron transfer mechanisms.
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Fig. 4. Pathways and rates of electron transfer reactions in PS I (left panel) and PSII (right
panel).

3. Principle of pulsed photoacoustics

Pulsed time-resolved photoacoustics provides an unique way to probe the molecular
mechanism of electron transfer and proton transfer events in chemical reactions (Braslavsky
& Heibel, 1992; Chen & Dibold, 1996; Borsarelli & Braslavsky, 1999; Feitelson & Mauzerall,
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2002; Andres et al., 2006, Crovetto et al., 2006, Davies et al., 2008) and photosynthetic
systems (Malkin, 2000; Herbert et al., 2001; Delosme, 2003; Mauzerall, 2006). For a given
photoreaction, the accessible parameters include the molecular volume change secondary to
conformational change or electrostriction, and enthalpy changes. With the measurement of
enthalpy change by pulsed photoacoustics, the reaction entropy can be calculated when free
energy is known (Feitelson & Mauzerall, 1996; Edens et al., 2000; Hou & Mauzerall, 2006).

3.1 Molecular volume change by electrostriction and structural conformational
changes

Figure 3 shows the experimental setup of the pulsed photoacoustic apparatus, which
enables one to determine the volume change and enthalpy of photoreactions on the
nanosecond to microsecond time scales. A Nd:YAG laser and OPO are used to produce light
of 680 nm and 700 nm with 1-mm light path. Consider the different response time of film,
the PA detector containing a 128 mm piezoelectric film and 1-cm thickness of cell are used
for the microsecond time scale photoacoustic experiments. A 28 um film and 1-mm path cell
are used for the nanosecond measurements. A 5-cm dielectric mirror was used according to
the design of Arnaut et al. (Arnaut et al., 1992).
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Fig. 3. Block diagram of pulsed photoacoustic system on the nanosecond-microsecond time
scale. BS = beam splitter, L = lens, Amp = amplifier, OPO = optical parametric oscillator.

The advantage of using the mirror in the photoacoustic system is two-fold: (1) to increase
light absorption and (2) to generate the time delay to eliminate the electric artifact in
photoacoustic measurements. The volume change or heat of a photochemical reaction
generates a pressure in a photoacoustic cell. The pressure is sensed by a piezo film or a
microphone and recorded as a form of sound wave, designed photoaoustic wave or
photoacoustic signal. To calibrate the photoacoustic signal, a reference must be used. A
photoacoustic reference is a sample that degrades all the absorbed energy to heat within the
resolving time interval of the apparatus. Two kinds of photoacoustic references are used to
ensure the accuracy of the experimental data. The first is an external black ink reference,
which is the supernatant fraction of high-quality commercial black carbon ink suspension
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after centrifugation. The other is an internal reference—the light-saturated photosynthetic
material. The photoacoustic signal generated by a reference is described by Equation 1:

PA,, = FT“E” 0 1)
where E; is photon energy absorbed by the sample, F is piezo film sensitivity, o' is an
abbreviation for thermal expansivity/heat capacity “ density, k is compressibility, and I(t) is
the impulse response of the system.

The photoacoustic signal is produced by the active photosynthetic reaction centers, which
form a charge-separated radical pair upon light excitation, which undergo light-induced
structural conformational change. The signal typically consists of two components (Equation 2).

PAgc :E[a"QRc +AVRC]'I(t) 2)
K

where Qgc is the heat output, which includes the enthalpy change of the reaction and other
rapidly released heat, and D V¢ is the molecular volume change of the reaction.

When the temperature of the sample in aqueous solution is above the maximum density
temperature (~4 °C), the heat output (Qrc) of a photochemical reaction induces the volume
expansion of solution. When the temperature is below ~4 °C, the heat induces the volume
contraction. At ~4 °C, the heat component (Qrc) is zero as the expansibility of water is zero.
The photoacoustic signal at ~4 °C is simply the molecular volume change (4Vgc). To
determine the precise values of the volume change resulting from charge separation in the
photosynthetic materials, two different approaches are wused: (1) volume yield
measurements, and (2) saturation measurements.

In the first approach, the flash yield (4V/E) is the volume change per unit photon energy
absorbed by the system. The flash yield of the photoacoustic (DV/E) signal is dependent on
the excitation photon flux, following Equation (3):

AVie _ AV (1-¢"F)
E " NoE

©)
Assuming AV does not change over a small temperature range, AVgc is obtained in the
limiting low pulse energy region (the linear region of Equation 3) by normalizing to the
reference photoacoustic signal, converting PA.e to volume via a’ at 25 °C and correcting for
the change in the compressibility of water between Ty, and 25 °C:

P ATm K_Tm
—PAl;Sj X F X Avﬂf (4)

AVic =

where DV,s = o'E, is the thermal volume change of the reference at its temperature. Since
the system is linear, one can calculate AVyy, the thermal volume change at 25 °C, for each
absorbed photon at the excitation wavelength. At low energy, one obtains the volume per
center multiplied by the quantum yield, ®-AV,. However, if the energy is too low, the
photoacoustic signal-to-noise ratio is poor. In the case of photosynthetic reaction centers the
value of volume change can be obtained by fitting a curve to Equation 3 and extrapolating to
zero excitation energy.
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In the second approach, every photosynthetic reaction center is excited to obtain the
maximum photoacoustic signal. Fitting of the photoacoustic data to Equation 5 allows one to
obtain the light saturated volume change, A4V

AV = NAV (1-e") 6)

where AVs is the volume change produced per photosynthetic reaction center; s is the
optical cross section per photosynthetic reaction center; @ is the quantum yield of the
photochemical reaction, and E is the excitation photon flux.

In this method, one must calculate the number of photosynthetic reaction centers in the
illuminated volume of the cell (~0.34 mL), N, to obtain the real volume change AV;. The
effective cross-section (@-0) can also be obtained from the fit of the curves. This approach
measures the absolute number of photosynthetic centers, calculated without assumptions of
the quantum yield assuming all centers are successfully “hit” with enough energy.
Although these two methods use the same set of data, the calculation of AV is differently
weighted and completely different.

3.2 Quantum yield of photoreaction

The photoacoustic measurement includes the enthalpy or volume changes times the
quantum yield, which can be determined using the light saturation curve of photoacoustics.
The light saturation function at 4 °C (where there is no thermal signal) contains the
photochemical quantum yield. For a simple system with one cross section, the photoacoustic
signal is described by the cumulative one-hit Poisson distribution (Equation 6).

PA=N-PA,(1-e"") (6)

where N is the numbers of centers in the sample, PAy is the photoacoustic signal produced
per successful hit of the reaction centers; s and Fs are the optical cross section and effective
optical cross section; F is the quantum yield, E is the photon energy absorbed by the sample,
and A is the absorbancy of solution.

The effective cross section can be obtained by the curve fit of the photoacoustic saturation
curve. As the optical cross section, s with units of area per reaction center, can be calculated
from the chlorophyll content and ratio of chlorophyll to the primary electron donor, the
quantum yield of chemistry can be determined.

3.3 Enthalpy and entropy changes of photoreaction
The enthalpy change of electron transfer reactions in photosynthetic reaction centers can be
calculated by the Equation 7:

[d(PA'K)Rc]

da
AH =(E,, —E,,{Lp)—MXEhV 7)

da

As discussed above, pulsed photoacoustics directly measures the enthalpy and volume
changes of the reactions on the nanosecond and microsecond time scales. With the given
free energy, the entropy change is calculated from AG = AH — TA4S.
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Fig. 4. Typical plot of the product of the photoacoustic signal and water compressibility (k)
versus water expansivity (a) for ink reference (blue symbols) and PS I complex (green
symbols).

To determine the reaction enthalpy and volume changes, the photoacoustic waves of ink
references and photoactive samples such as PS I complexes are recorded at five
temperatures, 4, 10, 15, 20, and 25 °C. A typical data analysis is plotted in the product of the
photoacoustic intensity (peak to peak value) and water compressibility versus the water
expansivity (Figure 4). The deconvolution analysis on photoacoustic waves allows one to
time-resolve the thermodynamic parameters of each individual step of photoreaction
(Rudzki et al., 1985; Feitelson & Mauzerall, 1996, 2002). The photoacoustic pressure wave is
caused by the rate of the heat release. The two or more steps of a photochemical reaction
will change the shape (wider or narrower) of photoacoustic wave than the photoacoustic
reference. The linear fit of the experimental points gives intercept and slope of ink reference
and PS I samples, respectively. The molecular volume change of PS I on the 1 ps time scale
can be easily obtained by inserting the intercepts values of the linear fit of ink reference and
PS I sample to the Equation 4. The enthalpy change of the photochemical reaction in PS I on
the 1 ps time scale may be found via the Equation 7 using the slopes of the fit.

4. Enthalpy, entropy, and volume changes of photosynthetic reactions

The pulsed photoacoustic technique gives a direct measurement of the enthalpy change of
photosynthetic electron transfer reactions (Feitelson & Mauzerall, 1996; Edens et al., 2000). A
microphone may detect the photoacoustic waves via the thermal expansion in the gas phase.
The 50-fold larger thermal expansion of a gas over liquid makes the microphone more
sensitive. A gas-coupled microphone in a closed chamber is used as a detector on the ms
time scale. This method allows measurements of the photosynthetic thermal efficiency, or
energy storage, and of the optical cross-section of the light harvesting systems (Canaani et
al., 1984; Mauzerall, 1990; Braslavsky & Heibel, 1992). However, the time resolution is low,
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typically about 30 ps, and inappropriate for obtain thermodynamic parameters on the
microsecond and nanosecond time scales. The use of piezoelectric films acoustically coupled
to a liquid sample and a pulsed laser light source increased the time resolution of the
photoacoustic technique to the microsecond scale (Nitsch et al., 1988; Mauzerall et al., 1995).
Photoacoustic thermodynamic studies have been carried out on isolated photosynthetic
reaction centers from bacteria Rb. sphaeroides (Arata & Parson, 1981), on PS I from
cyanobacteria (Delosme et al., 1994), and on PS Il from spinach and Chlamydomonas
reinhardtii (Delosme et al., 1994).

Measuring the energetics of photobiological reactions in vivo is of more interest because the
local environment of photosystems may exert a prevailing consequence on their kinetics and
thermodynamics. Pulsed photoacoustics via a microphone detector revealed the oxygen
evolution and oxygen uptake in vivo on the millisecond time scale (Mauzerall, 1990). Using a
piezo film detector, the in vivo enthalpy and volume changes of photosystem I and
photosystem II of Synechocysits sp. PCC 6803 were obtained on the microsecond time scale
(Hou et al, 2001, Hou et al., 2001). The contribution of the two photosystems was
distinguished by excitation at two different wavelengths, 625 nm for predominant excitation
of PS I and 680 nm for PS II, respectively. The difficulty in the photoacoustic measurements
of intact cells is the heterogeneous or “cell” artifact at the temperature of maximum density
of near 4 °C. To correct the “cell” artifact, five measurements are needed instead of usual
three (see reference (Hou et al., 2001) for details). The enthalpy and volume changes of intact
cells of Synechocystis sp. PCC 6803 were in good agreement with those of isolated complexes
within the experimental errors.

Theoretical calculations of electron transfer have often assumed the reaction entropy to be
zero. For example, the standard formulation of Marcus theory assumes that the vibrations
coupled to electron transfer have the same frequency in the reactant and product states
(Marcus & Sutin, 1985). Marcus theory introduces reorganization energy to interpret the
reaction rate of electron transfer reactions. The reorganization energy can have two
contributions: a vibration term and a solvent term. Treatments of the temperature
dependence of the rate of electron transfer often assume that the free energy is independent
of temperature (Gunner & Dutton, 1989). However, these assumptions are called into
question by recent work. For instance, the entropy change often neglected in an artificial
photosynthetic system was actually determined to be large (Rizzi et al., 2008). A fit of
Marcus reorganization energy cannot interpret the observed volume change of electron
transfer reaction.

Using pulsed photoacoustics, the volume change and enthalpy of electron transfer reaction
were measured in aqueous solution (Feitelson & Mauzerall, 1996) and in the photosynthetic
reaction center complex of Rb. sphaeroides (Edens et al., 2000). A large entropy was calculated
based on these measurements. Further photoacoustic measurements revealed that the
entropy change of electron transfer in PS I trimer from Synechocystis sp. PCC 6803 on the
microsecond time scale was the same as that in bacterial centers (Hou et al., 2001). The
volume contraction of reaction centers of PS I, which results directly from the light-induced
charge separation forming Pyo*Fa/Fp- from the excited state P7o*, was determined to be —26
A3, The enthalpy of the above electron transfer reaction was found to be -0.39 V. Taking
the free energy of the above reaction as the difference of their redox potentials in situ allows
one to calculate an apparent entropy change (TAS) of +0.35 eV. In contrast, electron transfer
in PS II core complexes from Synechocystis sp. PCC 6803 is accompanied by a small negative
entropy change (Hou et al, 2001). At pH 6.0, the volume contraction of PS II was
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determined to be =9 A3, and the enthalpy change —0.9 eV for the formation of the state
Peso™Qa~ from Pggo*. The AV of PS II, smaller than that of PS I and bacterial centers, is
assigned to electrostriction and analyzed using the Drude-Nernst equation. To explain the
small AV for the formation of Pego*Qa~ or Yz°Qa~ we proposed that fast proton transfer into
a polar region is involved in this reaction. These observations were confirmed using intact
living cells of the same organism (Boichenko et al., 2001). These thermodynamic parameters
are summarized in Figure 5. The enthalpies for the formation of states Pro*Fag™ from Proo*
and Yz PesoQa™ from Peso* inn vivo were estimated to be about —0.3 eV and -1 eV, respectively.
Comparison of these values with the free energies of the reactions indicates a significant
contribution of the apparent entropy changes TAS, +0.4 and -0.24 eV for the formation of
ion-radical pairs in PS I and PS 11, respectively.

In order to obtain detailed information on intermediates in the PS I reactions, we measured
the volume change and enthalpy change on the nanosecond time scale. The time constant of
charge transfer from A;~ to Fa/p is reported to be 20 to 200 ns (Brettel & Leibl, 2001).
However the modeling analysis of the electron transfer reactions in PS I by electron
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Fig. 5. Energetic scheme of PS I and PS II. Dashed lines show the time window of the PA

measurements (reproduced with permission from the American Chemical Society
(Boichenko et al., 2001)).
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tunneling theory indicate complex equilibria between the various species (Santabarbara et
al., 2005). The enthalpy and volume changes associated with this reaction and with the
charge separation of the Pyoo* — A; reaction seem unknown. The photoacoustic waves of PS
I may involve the contributions of the initial and subsequent electron transfer reactions
(Figure 4). The deconvolution of the time derivative of the volume or heat release function
with the apparatus response function provided by the reference signal enables us to resolve
the fast and slow photoacoustic components (Feitelson & Mauzerall, 1996, Zhang &
Mauzerall, 1996; Strassburger et al., 1997). It is possible to time-resolve the thermodynamic
parameters of individual steps in PS I by the deconvolution analysis.

As shown in Figure 6, deconvolution analysis of photoacoustic signals on microsecond time
scales resolves enthalpy and volume changes of two steps: (1) a prompt component (<10 ns)

200

'100' T T T T T T
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a*10°
Fig. 6. Deconvolution analysis of a typical photoacoustic pressure wave to time-resolve the
enthalpy and volume changes of two individual electron transfer steps in PS I of
Synechocystis sp. PCC 6803 (reproduced with permission from the American Chemical
Society (Hou & Mauzerall, 2006)).



Enthalpy, Entropy, and Volume Changes of Electron Transfer Reactions in Photosynthetic Proteins 103

with large negative enthalpy change (—0.8 £ 0.1 eV) and large volume change (23 + 2 A3),
which are assigned to the Pyo* - A1 Fx step, and (2) a component with ~200 ns lifetime,
which has a positive enthalpy change (+0.4 + 0.2 eV) and a small volume change (-3 + 2 A3)
which are attributed to the A;"Fx — Fa/~ step. This parameters were confirmed by a similar
analytsis of photoacoustic waves on the nanosecond time scale. For the fast reaction using
the redox potentials of A;Fx (=0.67 V) and Pz (+0.45 V) and the energy of Pyo* (1.77 eV), the
free energy change for the Pro* — A1 Fx step is —0.63 eV. Thus, the entropy change (T4S, T
=25°C)is —0.2 £ 0.3 eV. For the slow reaction, A;"Fx — Fa 3", taking the free energy of —0.14
eV (Santabarbara et al., 2005), the entropy change (TA4S) is positive, (+0.54 = 0.3 eV). The
redox thermodynamics of many FeS proteins (ferrodoxins) have been determined.
Interestingly, most of the FesS4(Cys)s proteins have positive enthalpies of reduction of +0.3
to +0.4 eV, while the others have very small negative enthalpies. The authors explain the
enthalpies in terms of electrostatic interactions with the protein dipoles. All the reduction
entropies are negative as anticipated from the increase in charge and seem to vary in
magnitude opposite to the enthalpies. Thus the positive enthalpy of the A;"Fx to Fa/s
reaction may be assigned in part to the FeS cluster reduction. The positive entropy may have
contributions from the freeing of oriented polar groups on quinone anion oxidation. The
previous step has negative entropy as expected.

To understand more details of electron transfer thermodynamics, it is of interesting to
determine the thermodynamic parameters of electron transfer in the photosynthetic electron
transfer mutants on both the nanosecond and microsecond time scales. It has been generally
believed that phylloquinone is difficult to dislodge from the A; binding site in PS I, in
contrast to the ubiquinone (Qa) in bacterial centers from Rb. Sphaeroides that can be easily
replaced by a wide variety of different quinones (Gunner & Dutton, 1989; Xu & Gunner,
2001). A biological method to remove phylloquinone was recently devised. Targeted
inactivation of the menA and menB genes that code for phytyl transferase and napthoate
synthase in the phylloquinone biosynthetic pathway (Johnson et al., 2000) precludes its
availability for incorporation in the A; site. Yet, in spite of the demonstrated absence of
phylloquinone, the menA and menB null mutants grow photosynthetically. EPR
measurements show that plastoquinone-9 (Ap) is recruited into the A; site (Johnson et al.,
2000)and functions as an efficient 1-electron electron carrier (Zybailov et al., 2000). Time-
resolved optical studies indicate the forward electron transfer from A~ to Fx is slowed 1000-
fold, to 15 and 300 ps, compared to 20 and 200 ns in wild-type PS I (Semenov et al., 2001).
Given the altered kinetics of electron transfer, it will be of interest to investigate the effect of
these mutations on the thermodynamics of electron transfer in PS I. These thermodynamic
parameters reveal that the driving force in the photosynthetic reactions may be both
enthalpic and entropic.

Figure 7 summarizes the volume changes, free energies, enthalpy and entropy changes on
menA/B PS I in comparison with those on the wild-type PS I. Opened arrows are the early
step forming Proo* A1~ from Prgo* for the wild-type PS I or Proo*Ap~ from Proo* for the mutants,
and solid arrows are the number of the following reaction: Pzo*Ap~ — P700*Fa/s™. As shown
in Panel A, the volume contraction of early step of photoreaction in the mutants (-17 A% is
smaller than that in the wild type (-21 A3). Similarly, the enthalpy change (<0.7 eV) of the
early step in the mutants is smaller than that (-0.8 eV) in wild type PS I (Figure 7A and 7B).
Assuming a redox potential of —0.6 V for plastoquinone-9 in the A; site (Semenov et al.,
2001), the free energy (-0.7 eV) of this early reaction in the mutants is larger than the value
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(0.6 V) in the wild type as indicated in Figure 7C. Taking the difference of free energy and
enthalpy change in the mutants, the apparent entropy change of the early step in mutants is
zero. In contrast, the apparent entropy change in the wild-type PS I is calculated to be +0.2
eV. Since the apparent entropy change for the overall reaction of the generation of Pry*
Fass~ from P is +0.35 eV (Hou et al., 2001), it implies that the latter reaction in the
mutants, i.e., the Pzo* Ap~ Fass — Proo* Ap Fa s~ reaction, is almost completely entropy-
driven (TAS = +0.4 eV and AG= —0.1 eV) (Figure 7D). Therefore, based on our experimental
results we propose that the foreign quinone (Ap) in PS I does affect the thermodynamics of
charge separation in the early steps in PS I with a smaller volume and enthalpy changes, a
large free energy and zero entropy change.

The observed thermodynamic data of the menA and menB null mutants show little
difference. This is expected because the recruited quinone (Ap) is the same in both mutants.
Volume change of mutant PS I following charge separation on both time scales is =16 + 2 A3,
The quantum yield of charge separation in PS I of the mutants is slightly lower (85 = 10%)
than that of the wild-type PS1 (96 + 10%). The observed reaction is assigned to the formation
of Pro*Ap~ Fa/p from Proo*Ap Fa/p. The enthalpy change (AH) of about -0.69 + 0.1 eV in
mutant PS I was obtained for this reaction. In contrast, a large enthalpy change of ~ 1.0 eV
for the formation of Pro*A;- from Pro* in the wild-type PS I was observed. These results
strongly suggest that not only the kinetics but also the thermodynamics of electron transfer
reactions in PS I is significantly affected by the recruitment of the foreign plastoquinone-9
into the A; site (Hou et al., 2009).
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Fig. 7. Thermodynamic parameters of charge separation in menA/B PS I and wild-type PS1
from Synechocystis 6803 (reproduced with permission from the American Chemical Society
(Hou et al., 2009)).
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5. Limitations and possible solutions

The thermodynamic parameters of electron transfer in photosynthetic reaction center
complexes and in whole cells of Synechocystis have been determined using pulsed
photoacoustics (Boichenko et al., 2001; Hou et al., 2001; Hou et al., 2001). However, the
parameters in Synechocystis PS 11 were inconsistent with those obtained using
Chlamydomonas and spinach chloroplast (De Vitry et al., 1991; Delosme et al., 1994)). The in
vitro measurements, in particular, showed a significant difference from the in vivo values.
These discrepancies in purified complexes from different organisms such as Synechocystis,
Chlamydomonas, and spinach chloroplasts must be clarified.

We previously determined the volume changes and enthalpy changes of electron transfer in
Synechocystis PS I complexes on the microsecond time scale (Hou et al., 2001) and then time-
resolved two individual steps in the complexes on the nanosecond time scale (Hou &
Mauzerall, 2006). A significant entropic component was found. In future work, we intend to
determine the thermodynamic parameters in PS I in vitro and in vivo using photosynthetic
electron transfer mutants to uncover the roles of the protein matrix in electron transfer steps.
In contrast, for the volume changes in PS I and bacterial reaction centers with an reasonable
number within the error margins, the volume change of PS II charge separation is in the
range from -2 to 16 A3 (Hou et al., 2001). For example, Boichenko et al. (Boichenko et al.,
2001) reported a —2 A3 in the whole cells of cyanobacterium Synechocystis, and Delosme et al.
(Delosme, 2003) observed -9 A3 from Chlamydomonas to =16 A3 from spinach. This obvious
inconsistency needs to be investigated and clarified. The pH, species of organisms, redox
potentials of electron donor/acceptors, and cell artifacts in the photoacoustic measurements
may cause the discrepancy.

The discrepancy might arise from the fact that the measurements were performed at
different pH values. The volume change of our previous photoacoustic measurements
showed a strong pH dependence of volume change in PS II core complexes. A volume
change of -3 A3 was observed at pH 9.0 and -9 A3 at pH 6.0 (Hou et al., 2001). Future work
may determine the volume change of charge separation in PS II complexes using our
previous photoacoustic procedures over a range of pH. The volume change will be
measured by the yield and saturation method, respectively. As Delosme et al. pointed out,
the discrepancy of the volume change may be due to the use of different organisms:
cyanobacteria versus green plants (Delosme, 2003). We will test this possibility by using the
photosystem II preparations from cyanobacteria, green algae, and higher plants. These PS II
preparations can be purified from cyanobacterium Synechocystis 6803, from green algae
Chlamydomonas reinhardii, and from spinach chloroplasts following our established method
(Hou et al., 2000). The volume change of charge separation in PS II should be determined
and evaluated against the data from different groups.

The inconsistency in volume changes and enthalpies of electron transfer could be due to the
difference in intactness: in vitro versus in vivo. Most of the in vitro preparations gave around
-10 A3 compared to -2 A3 for the in vivo system. A number of factors in vivo are different
from the in vitro preparations. The overlap of absorption of PS I and PS II in the whole cell
preparations is significant. We estimated 30% PS II contributions and 70% PS I at 625 nm. In
contrast, the contribution of PS I is 20% PS I and of PS II is 80% at 690 nm, respectively
(Boichenko et al., 2001). Use of the PS I-depleted mutant may be required to address this
problem. Based on preliminary unpublished data Delosme et al. argued that the thermal
efficiency of purified PS II core from Thermosynechococcus elongatus strongly depends on the
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experimental conditions (Delosme, 2003), such as the electron donor or acceptor used, and
could be significantly higher than our previous data. This discrepancy needs to be clarified.
A number of photosynthetic electron transfer mutants in addition to chemically modified
the reaction centers altered the kinetics of photosynthetic reactions. For example, the
photosynthetic electron transfer mutants, including menA, menB, and menG null PS I
mutants and Ag to Fx, Fa, and Fs mutants, are available. Pulsed photoacoustics may probe
these mutants to explore the effects of mutation on thermodynamic parameters of electron
transfer in PS 1. The focus should be placed on the effects of the mutations on
thermodynamics of photoreactions in photosynthesis. However, the entropic contribution
may suffer from the limited published data reporting free energy values. To overcome these
obstacles, the electrochemical measurements to determine the redox potentials in situ and
computational study to calculate the redox potentials of the cofactors will be beneficial.

It has been a long-term goal to reveal the thermodynamics of PS II oxygen evolution.
However, the time window of current photoacoustics is on the microsecond time scale,
which is too fast to determine the millisecond step of PS II oxygen evolution cycle. Recently,
using photothermal beam deflection techniques the enthalpies of PS II water oxidation were
reported (Krivanek et al., 2008). Using a novel photopressure cell that enables one to obtain
the volume and enthalpy changes on the microsecond to second time scales (Liu et al., 2008),
the thermodynamic parameter of reactions involved in PS II oxygen evolution might be
determined.

6. Conclusion

To fully understand a chemical reaction, it is necessary to understand not just its kinetics,
but also its thermodynamic parameters. However, in contrast to the kinetics of electron
transfer mechanisms, thermodynamic information is far less accessible. The driving force of
the chemical reaction is the Gibbs free energy, which is composed of enthalpic and entropic
components. The theory of electron transfer in chemical and biological system was
developed by Marcus (Marcus & Sutin, 1985) and played a key role in advancing the
understanding electron transfer mechanisms, including photosynthetic systems (Turro et al.,
1996; Renger et al., 1998; Mayer et al., 2006; LeBard et al., 2008). However, one weakness of
the theory is the omission of entropic contribution in the electron transfer steps.

The recent experimental results pointed out the crucial role of entropy change in chemical
and biological systems (Feitelson & Mauzerall, 1996; Edens et al., 2000; Xu & Gunner, 2000;
Crovetto et al., 2006; Hou & Mauzerall, 2006). The follow-up and extensive thermodynamic
measurements especially by photoacoustics is worth while. Pulsed photoacoustics provides
novel insights on the entropic contribution to electron transfer in proteins and is able to
probe the role of the membrane environment and cofactors in vitro and in vivo in terms of a
broadly thermodynamic view. These unique features of photoacoutstics studies provide the
potential for a deeper understanding of the mechanisms of electron transfer and proton-
coupled electron transfer in chemical and biological systems. They also provide a
framework to modify and improve the existing Marcus electron transfer theory as well as
the formulation of a comprehensive electron transfer theory. The results of photoacoustics
experiments also provide direct information about the function of membrane proteins
central to photosynthesis. In particular, the photosynthetic membrane proteins are excellent
models for elucidating electron transfer and proton transfer mechanism in other membrane
proteins.
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1. Introduction

Hydrophobic interactions play important roles in various aspects in physics, chemistry, and
biology. In particular, binding of biological molecules to proteins, polynucleotides, and cell
membranes is driven by hydrophobic interactions as well as other forces such as London's
dispersive interactions, van der Waals interactions, electrostatic interactions, charge-transfer
interactions and hydrogen bonding (Ben-Naim & Marcus, 1984; Schneider & Yatsimirsky,
2000; Southall et al., 2002; Mayer et al., 2003; Houk et al., 2003). Hydrophobic interactions
are also essential in formation of self-assemblies with a nanometer size, and construction of
supramolecular structures on the interface between two different phases (Chandler, 2005).
In this chapter we discuss thermodynamics of binding of a non-polar molecule to a receptor
molecule/polymer, with particular attention to the hydrophobic/hydrophilic environment
of the binding region as a critical factor to direct the mechanism of hydrophobic interactions.
In particular, we show that enthalpy-entropy compensation would work only weakly or
even non-compensation was observed when the hydrophobic interactions are extracted
from various binding forces.

Origin of the hydrophobic interactions was attributed to the formation of hydrogen bonds of
water molecules on the surface of non-polar molecules. To understand the thermodynamics
of binding of a molecule to a biopolymer, however, other dynamics such as conformational
changes in polymer and direct intermolecular interactions between the molecule and the
polymer should be taken into consideration in addition to the dynamics of hydrogen
bonding formation/destruction between water molecules.

The association constants of ligands to proteins for 160 protein-ligand pairs were distributed
with an average of 1093 M- (Kunz et al., 1999). Thermodynamic studies of binding of simple
molecules to synthetic receptors such as cyclodextrins and cyclophanes have been carried
out to shed light on the molecular picture of hydrophobic interactions. The association
constants of various ligands to cyclodextrins were smaller than those of ligands to proteins
and the average was 1024 M-1 (Rekharsky & Inoue, 1998). Much tighter binding to proteins
implies that proteins have been highly developed as a receptor to have both high affinity to
the ligand and high selectivity. Understanding of the mechanisms of binding is needed and
much work has been performed to clarify the molecular mechanism of host-guest
interactions.

According to the classical theory of hydrophobic interactions (Frank & Evans, 1945), the
driving force of the attractive interaction should be entropic gain due to increased freedoms
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of water molecules. It is puzzling, however, that hydrophobic effects are enthalpy-driven in
some cases (Ross & Subramanian, 1981; Gelb et al., 1981; Smithrud et al., 1991; Spencer et al.,
1995; Arena et al., 2000) and entropy-driven in others (Hooley et al., 2007; Iwamoto et al., 2007;
Whitesides & Krishnamurthy, 2005, Sgarlata et. al., 2010). Jencks proposed that hydrophobic
interactions can be classified into two categories, (1) classical hydrophobic interactions with an
entropy term as a driving force and (2) non-classical hydrophobic interactions with an
enthalpy term as a driving force (Jencks, 1969). According to his proposal, the classical
hydrophobic interactions operate for a non-polar host-guest complex, while the non-classical
hydrophobic interactions operate for a relatively polar host-guest complex.

We have made systematic studies on thermodynamics of binding of an alkyl group to syn-
thetic receptors consisting of a hydrophobic porphyrin framework and poly(ethylene oxide)
auxiliary groups of varying degrees of polymerization (Mizutani et al., 2003; Iwamoto et al.,
2007; Matsumoto et al., 2009). We revealed that the driving force of binding of an alkyl
group changed from enthalpy to entropy as the fraction of poly(ethylene oxide) moieties
increased. We proposed that water accessibility to the host-guest interacting region affects
the driving force of hydrophobic interactions: the binding is entropy-driven if the binding
pocket is sequestered from water, while it is enthalpy-driven if the binding pocket is open to
water. Thermodynamic parameters of binding of alkyl groups to proteins also showed very
diverse compensation temperatures, indicating that hydrophobic interactions are character-
ized by the non-compensation effects of enthalpy and entropy. The findings are important
to interpret the thermodynamic data of binding of biological interest, and also to rational
design of drugs based on protein structures (Talhout et al., 2003; Malham et al., 2005).

2. Hydrophobic interactions

2.1 Hydrophobic interactions

Water is a solvent used in many chemical and biological reactions, and the unique feature of
water is dynamic behavior of formation of hydrogen bonding between water molecules.
Formation and destruction of hydrogen bonds occur very rapidly and frequently in liquid
water, so that the dynamics of hydrogen bonding affects the reactions and equilibria in
water to a significant way. One of such effects in water is called hydrophobic effects or
hydrophobic interactions, and they are driving forces of association of non-polar molecules
in water. Hydrophobic interactions operate in diverse fields such as binding of organic
molecules to proteins, a folding process of proteins, double helix formation of
polynucleotides, action of detergents on the interfaces, and formation of cell membranes.

In particular, hydrophobic interactions play an important role in affinity and selectivity of
binding of an organic molecule to protein, and understanding of the molecular mechanism
of hydrophobic interactions is quite important for the rational design of drugs, for instance.
However, the hydrophobic interactions are statistical effects of the solvent, and the protein
molecule has many freedoms of motion. These two factors make the molecular picture of
binding mechanism of biomolecules through hydrophobic effects very complex.

2.2 Iceberg formation on non-polar molecules in water

Hydrophobic interactions originate from the solvation of non-polar molecules. Frank and
Evans pointed out that, in a solution of noble gas or a non-polar molecule in water, the water
molecules near the surface of non-polar molecule have greater , crystallinity” (Frank & Evans,
1945). These non-polar molecules build a microscopic iceberg around them. Formation of
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iceberg can explain the fact that low solubility of non-polar molecules in water originates from
the unfavorable entropy. Nemethy and Scheraga calculated the statistics of water molecules
which has four hydrogen bonds, three hydrogen bonds, two hydrogen bonds, and one
hydrogen bond (Nemethy & Scheraga, 1962a, 1962b). The water molecule with four hydrogen
bonds is most stable in terms of enthalpy (the potential energy), but is most unstable in terms
of entropy since formation of multiple hydrogen bonds restricts the translational and
rotational motion of the water molecule. In the opposite sense, the water molecule with one
hydrogen bond is most unstable in terms of enthalpy, but is most stable in terms of entropy.
The thermodynamic equilibrium will be established where the two competing terms, enthalpy
and entropy, compensate to reach the minimum of the free energy.

2.3 Enthalpy and entropy changes upon transfer of alkane in water to alkane in the
liquid state

Thermodynamic data of transfer of a series of alkanes from water to alkanes in the liquid
state give us valuable insight into the mechanism of hydrophobic interactions. According to
the iceberg structure formation theory near the surface of a non-polar molecule,
thermodynamic parameters of the hydrophobic solvation or hydrophobic interactions
should be proportional to the surface area in contact with water. Proportionality of the free
energy and the surface area of non-polar moiety of the molecules, i.e., the solvent accessible
surface area, has been confirmed for a number of thermodynamic processes such as
solubilization of alkanes in water, partition of vaious molecules between water and organic
solvent, protein unfolding, and protein-ligand binding (Hermann, 1972; Reynolds et al.,
1974; Sharp et al., 1991a; 1991b; Richards, 1977; Bohm, 1994; Cohen & Connors, 1970; Harris
etal., 1973).
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Fig. 1. Plot of the chemical potential changes in transfer of alkanes from water to pure liquid
alkane, Au°, against the carbon number of alkanes (ethane, propane, butane, pentane, and
hexane). Au° = upce - uwe. The standard states are defined as follows: chemical potential of
alkane in water: uw = uwe + RT In Xw + RT In fwv, where Xw is mole fraction of alkanes, and
fw is the activity coefficient. upc denotes chemical potential of alkane:

unc = puuc® + RT In Xuc + RT In fic, where Xuc is mole fraction of alkanes, and fw is the
activity coefficient. Least squares line fit gave Au° = (-4.03 + 0.03)n - (8.4 + 0.3), where n is
the carbon number. Data were taken from Tanford (1973)
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Fig. 2. Plot of the enthalpy change in transfer of alkanes (ethane, propane, butane, pentane,
and hexane) from an aqueous solution to pure liquid alkane. Least squares line fit gave

AH®=(-2.6 £ 0.3)n - (15 £ 1), where n is the carbon number. Data were taken from Tanford
(1973)
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Fig. 3. Plot of the entropy change in transfer of alkanes (ethane, propane, butane, pentane,
and hexane) from an aqueous solution to pure liquid alkane. Least squares line fit gave

AS® = (5.4 £ 0.4)n - (76 + 2), where n is the carbon number. Data were taken from Tanford
(1973)

First, we discuss the process of transfer of linear alkane (CH3(CH,),..CH3) in water to alkane
in its liquid state. Figures 1-3 illustrate plots of free energy, enthalpy, and entropy changes
in transfer of alkanes from water to pure alkane in the liquid phase against the carbon
numbers of alkanes, n. All these thermodynamic parameters showed linear correlation with
the carbon number. From the slopes of the lines we estimated the free energy change, the
enthalpy change, and the entropy change per one CH, group as -4.0 kJ mol, -2.6 k] mol-,
and +5.4 ] K1 mol, respectively. The negative sign of the free energy change indicates that
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the transfer of alkane from water to alkane is a favorable process, and that hydrophobic
effects, or hydrophobic forces, are attractive interactions. It is interesting to note that both
the enthalpy term and the entropy term contributed favorably to the free energy changes.
The favorable contribution from the entropy term is explained by cleavage of hydrogen
bonds of water upon transfer of alkanes, that is, dissolution of the iceberg structure. The
large negative enthalpy change implies that attractive interactions between alkane
molecules in the liquid state such as attractive van der Waals forces (London's dispersive
forces) make a significant contribution to the overall thermodynamics of the process.

2.4 Enthalpy and entropy changes upon transfer of alkane in water to gaseous alkane

In several studies, hydrophobic interactions have been discussed based on the
thermodynamic parameters in the transfer processes of alkane or noble gas in the gaseous
state to those in water (Abraham, 1982; Blokzijl & Engberts, 1993). On the basis of the
solubitity of linear alkanes with carbon numbers 2-8, contribution of one methylene group
to AG®, AH® and TAS° of the transfer process are estimated to be -0.75 k] mol-, +2.80 k]
mol, and +3.56 k] mol-, respectively. The enthalpy term and the entropy term drive the
equilibrium to the opposite directions and the free energy changes are dominated by the
positive entropy term. When the thermodynamic parameters of the transfer of alkane in
water to liquid alkane are compared with those to gaseous alkane, the enthalpic change is
negative in the former case. It implies that the attractive van der Waals interactions between
alkane molecules in the liquid state play an important role.

2.5 Molecular picture of hydrophobic interactions

These thermodynamic parameters lead to the picture of classical hydrophobic interactions:
the association of non-polar molecules in water is driven by the extinction of hydrogen
bonded water molecules on the non-polar surface, which should be entropically favorable
process where the freedom of water molecules increases. The positive slope of the plot of the
entropy changes vs. carbon number for the transfer of alkane from water to organic solvent
(Figure 3) reflects the increased freedom of water molecules after non-polar molecules are
removed from water. If only the destruction of the iceberg structures is considered, the
process should be enthalpically unfavorable since some of the hydrogen bonds in the
iceberg are broken. Figure 2 shows that the slope of the plot of the enthalpy changes vs.
carbon number is, however, negative. Therefore, the attractive interactions between alkanes
in the liquid state overcome the enthalpic cost to cleave the hydrogen bonds in the iceberg.
The interactions involved in the protein-substrate complex formation are composed of
several forces such as hydrogen bonding, hydrophobic interactions, polar interactions, ionic
interactions, and so on. Thus, diverse interactions should contribute to the thermodynamic
parameters of binding of ligands to proteins.

We focus on the binding of alkyl groups to a synthetic receptors or proteins to clarify the
molecular picture of hydrophobic interactions in detail.

3. Enthalpy - entropy compensation

Binding of guest to host is determined by the free energy changes of the equilibrium, and
the free energy can be separated into two terms: the enthalpy term and the entropy term.
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Physical meaning of the two terms is quite different, the enthalpy term originates from the
potential energy of the system while the entropy term from the motional freedom of the
system. Two terms, however, often counteract each other to ensure stability of the
thermodynamic equilibrium. In a number of processes, the potential energy term tends to
restrict the motional freedom of the system to lead to smaller entropy. The entropy term
tends to disturb the system to a disordered state, and this would result in larger enthalpy.
The balance of these two terms finds a thermodynamic equilibrium point, where the free
energy becomes minimum.

Before discussing the mechanism of hydrophobic interactions, we summarize here enthalpy-
entropy compensation found in a number of reactions and equilibria. Particularly, binding
of various molecules to biopolymers or other receptor molecules is characterized by an
enthalpy and entropy compensation (Lumry & Rajender, 1970; Gilli et al., 1994). For a series
of host-guest paris with one of these structures being systematically altered, the enthalpy
changes and the entropy changes in binding are often linearly correlated. The plot of dASe
vs. 8AH® gives a line with a positive slope 1/ T..

SAS° = (1/T.)SAH® +B 1)

T. is called a compensation temperature. The positive slope indicates that the enthalpy-
entropy compensation operates, while the negative slope indicates that the enthalpy term
and the entropy term cooperate to result in large free energy changes. When the equilibrium
is established at T, the free energy change can be given by equation (2).

SAG® = SAH® —T,8AS° ?)

Equation (2) is reduced to 3AG° = B by replacing 5AS° with equation (1). Therefore the
entropy changes and the enthalpy changes due to the structural changes balance to lead to
constant free energy changes at T.. When T. is close to room temperature, the strong
compensation works, and the binding affinity remains the same even if the structures of
ligands or drugs are altered. To find out a specific ligand to a target protein should be very
difficult if this is the case.

Alternatively, in many literatures, TAS® is plotted against AH® to show enthalpy-entropy
compensation. In this plot, the slope of the line is T/ T., where T is the temperature at which
the binding data are collected.

In a number of instances of binding in water, T. is close to room temperature. Lumry and
Rajender suggested that various processes in water such as solvation of ions and
nonelectrolytes, hydrolysis, and protein reactions follow the enthalpy-entropy
compensation relationship with the compensation temperature in a relatively narrow range,
from 250 to 315 K (Lumry & Rajender, 1970). Enthalpy-entropy compensation observed for
organic reactions was reviewed by Leffler & Grunwald (Leffler & Grunwald, 1963). Dunitz
suggested that enthalpy-entropy compensation is a general property of weak intermolecular
interactions, and the enthalpy term and the entropy term should nearly balance out for a
hydrogen bond at 300 K (Dunitz, 1995).

The two characteristic parameters, compensation temperature, T,, and the entropy changes
at zero enthalpy changes () as shown in equation (1) have been determined experimentally
for binding of various ligands to receptors. Inoue and coworkers proposed that the
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compensation temperature reflects the flexibility of the host-guest system: the high
compensation temperature means rigid host-guest system where binding causes minimal
structural changes (Rekharsky & Inoue, 1998). The AS° term reflects the solvation energy
where large AS° means large changes in solvation during host-guest complexation.

It should be noted, however, that enthalpy-entropy compensation was not observed for the
transfer of alkane from water to pure alkane as shown in Figures 1-3. Increasing the carbon
number caused the negative free energy, negative enthalpy and positive entropy changes.
Similar non-compensation was observed for the binding of an alkyl group to synthetic
receptors (see below).

4. Perturbation approach to access hydrophobic interactions: Synthetic
receptors

We can determine the free energy changes, the enthalpy changes and the entropy changes
from the experiments either based on the equilibrium constants obtained with various
physical or spectroscopic techniques or directly determine the heat flow using calorimetry.
However these thermodynamic data contain several interactions and several motional
freedom changes associated with different elementary processes. For instance, binding of
substrates to proteins is driven by several interactions such as hydrophobic interactions,
hydrogen bonding, electrostatic interactions (salt bridges between ions and dipolar
interactions), van der Waals interactions, and coordinative interactions. These attractive or
repulsive forces also cause freeze of some of the motional freedoms in host and guest.
Translational and rotational motion of guest and internal bond rotation of host and guest
would be frozen to some extent to result in the negative entropy changes. It is generally very
difficult to extract hydrophobic interactions in a pure form from these data.

Large entropic cost to freeze the translational and rotational freedom of guest upon binding
should be paied by a number of weak interactions (Knox, 1971; Tabushi et al., 197§;
Mizutani et al., 1994). In this case, which pairwise interaction paid the entropic cost is not
clear. To extract the interaction in a pure form, we could use a relatively strong interaction,
which is strong enough to freeze the translational and rotatinal freedom of guest, and then
additional weak interactions can be evaluated without interference from the enthalpy-
entropy compensation, since the translational and rotational entropic costs have been
already paid by the strong interactions. We designed synthetic receptors to evaluate
hydrophobic interactions based on the strategy. The structures of the receptors are shown in
Figure 4. The receptors have the zinc ion and the zinc acts as a Lewis acid to bind Lewis
bases with an exothermic reaction (Kirksey et al., 1969; Mikros et al., 1988; Mizutani et al.,
1999). The Lewis acid-Lewis base interactions between the zinc and pyridine are strong
enough to pay the entropic cost of freezing of translational and rotational freedoms, and a
guest with Lewis base is bound to the receptor with a fixed orientation. This could allow us
to evaluate the hydrophobic interactions as an additional force, and this would eliminate
interference from the compensation effects of translational and rotational entropy of guest. If
we determine the thermodynamic parameters of binding of various Lewis bases with
varying hydrophobicity, we can determine the contribution of hydrophobic interactions to
the binding enthalpy and entropy.

The receptors have hydrophobic alkyl groups and the hydrophobic porphyrin core. These
moieties are very non-polar so that the molecule is not soluble in water by itself. We
attached poly(oxyethylene) groups at the terminals of the alkyl groups to solubilize the
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receptors in water. Then the receptors have a unique structure where the non-polar
environment is preserved in water. In such non-polar environment, Lewis acidic zinc can
bind Lewis base and the Lewis acid-Lewis base interaction occurs without interference from
water solvation. These receptors bind 4-alkylpyridines in the binding pocket as
schematically shown in Figure 5. The binding constants, K/M-1, as defined in equation (3)
were determined by the electronic spectral changes in the Soret band upon addition of the
guest in 0.1 M pottasium phosphate buffer at pH 7 at 298 K.
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The enthalpy changes and the entropy changes were determined by either isothermal
calorimetiric titrations or van’t Hoff analysis of the binding free energy. For receptors 2 and
3, both calorimetric experiments and the van't Hoff analysis based on the spectral changes
were performed to give consistent results. Aggregation behavior of receptor 1, however,
prevented reliable measurements of isothermal calorimetry, so that only the thermodynamic
parameters determined by the van't Hoff analysis were used. Receptor 1 and receptor 3 have
poly(oxyethylene) groups with molecular weight of 750 at each terminal of the alkyl groups.

ROE PCIE
MH

*
PDE_?JH-. F'DE }" o

o | i%
/ { Binding claft

Y
)
Y
Vi o —

e Y e S

ﬁgqu
/R

Fig. 5. Binding of alkylpyridines to receptors 1-3
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Fig. 6. Plot of the binding free energy of 4-alkylpyridines to 1, 2, and 3 against the number of
CH; groups (1) in the guest. For 1, —AG® = (2.60 £ 0.06)n + (21.2 £ 0.2). For 2, —AG° = (2.75
0.06)n + (19.3 £0.2). For 3, —~AG® = (2.60 = 0.02)n + (21.78 + 0.6)

Receptor 2 has poly(oxyethylene) groups with molecular weight of 350. Receptor 1 has only
four alkyl chains to form the hydrophobic binding pocket while receptors 2 and 3 have eight
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alkyl chains to form the hydrophobic binding pocket. These differences produced the
different environment of the binding pocket and influences the mechanism of hydrophobic
interactions significantly.
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Fig. 7. Plot of TAS’ (T =298 K) against AH’ for binding of 4-alkylpyridines to 1, 2, and 3.
Arrows indicates the direction of changes as the length of the alkyl group, and thus the

binding free energy, —AG® , increases. Bars indicate standard deviations

In Figure 6 are plotted the free energy changes of binding of 4-alkylpyridines to receptors 1-
3 against the alkyl chain length of the guest. The binding free energy decreases ca. 2.6-2.8
kJ/mol per one CH; group, to confirm that hydrophobic interactions operate effectively. All
these receptors bind alkylpyridines in a similar fashion in terms of free energy. In Figure 7
are plotted the enthalpy changes and the entropy changes for these host-guest pairs. The
arrows indicate the direction of increasing alkyl chain length of the guest. The plot indicates
that the binding mechanisms of alkyl groups recognition, i.e., hydrophobic interactions, are
quite different among three receptors 1-3. For receptor 1, the alkyl group binding is driven
by the enthalpic term: the longer alkyl groups are favored because of the exothermicity of
the equilibrium. For receptor 3, the alkyl group binding is driven by the entropic term: the
longer alkyl group binding is favored because of the randomness of the system increases.
For receptor 2, both of the two terms, enthalpy and entropy, are favorable for longer alkyl
groups.

The TAS°—-AH° plot in Figure 7 is discussed from the standpoint of enthalpy-entropy
compensation. For receptors 1 and 3, only weak enthalpy-entropy compensation was
observed. The slopes are different from unity, indicating that the compensation
temperatures are much different from room temperature. For receptor 2, the negative slope
revealed that both enthalpy and entropy drive the hydrophobic interactions. For receptor 1
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and 2, the free energy changes were almost exclusively determined by the enthalpic term.
For receptor 3, the free energy changes were determined by the entropy term. The non-
compensation was similar to the enthalpy-entropy changes in the transfer of alkane in water
to liquid alkane, as discussed in Section 2.3.

In independent experiments, we evaluated the water accessibility to the binding pocket. The
ratios of binding constants of pyridine to imidazole are listed in Table 1 for receptors 1-3.
Receptor 3 favors pyridine while receptor 1 does not disfavor imidazole as receptor 3.
Imidazole is hydrogen bonded to water while bound to the zinc since imidazole has two
nitrogens. Therefore, a hydrophobic binding pocket where water cannot penetrate into the
pocket should favor pyridine and disfavor imidazole. The water accessibility to the binding
pocket is high for receptor 1, medium for receptor 2, and low for receptor 3. The
interpretation is also reasonable considering the structures of receptors: receptor 1 has only
four alkyl chains so that water penetration into the binding cleft could be frequent, while
receptor 3 has eight alkyl chains to protect the binding cleft from water penetration. For
receptor 1, the binding cleft could be too small to accomodate the long alkyl group of 4-
alkylpyridines. Before the guest was bound, the alkyl groups of receptor 1 may be folded to
avoid contact with water, but binding of 4-alkylpyridine caused conformational changes in
the alkyl groups of receptor 1 to expose the non-polar surface of the alkyl groups to water to
a larger extent than the uncomplexed receptor. This could induce the iceberg structure near
the complex, by which enthalpy becomes negative.

K(4-methylpyridine)/ K(N-methylimidazole)
20

2 96

124

Table 1. Ratios of binding constants of pyridines to imidazoles as a probe for the
polar/nonpolar environment of the binding pocket

The hydrophobic recognition of the guest alkyl group by receptors 1-3 seems similar in terms
of free energy, but the enthalpic and entropic changes revealed that the binding mechanisms
are quite different. For receptor 3 having well protected binding pocket, hydrophobic
interactions are driven by an entropic force. This is classical hydrophobic interactions where
water gains motional freedom upon released from the non-polar surface. In contrast, for
receptor 1 having less protected binding pocket, hydrophobic interactions are driven by an
enthalpic force. The origin of the enthalpic force can be either van der Waals interactions or the
enhanced hydrogen bonding among water, i.e., iceberg formation, where more water can be
exposed to non-polar surface upon binding of alkyl group. Receptor 2 with intermediate water
accessibility binds the alkyl group by both enthalpy and entropy driving forces.

5. Perturbation approach to access hydrophobic interactions: Protein-ligand
binding

5.1 Entropy-driven binding of an alkyl group to protein

We then discuss the binding of the alkyl group of p-alkylbenzamidinium chloride to trypsin,
(Talhout et al., 2003). Molecules with an amidinium group (-C(NH2)=NH,*) are known to be

an inhibitor of trypsin. The amidinium group of the ligand is bound to Asp189, Gly219,
Ser190 and internal water through hydrogen bonding and the alkyl group is bound to a
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hydrophobic pocket made by Trp215 and Leul99. The free energy changes, the enthalpy
changes and the entropy changes are plotted against the carbon number in the alkyl group
of the ligands in Figures 8-10, respectively. Figure 8 shows that the increase in the carbon
number leads to the increased binding affinity, —~AG®. As shown in Figures 9 and 10,
enthalpy-entropy compensation was observed: the entropy term becomes favorable with
increasing carbon number, while the enthalpy term becomes unfavorable. In this study, the
binding of alkyl group to trypsin is driven by the entropic term.
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Fig. 8. Plot of the free energy change in binding of alkylbenzamidinium chlorides to trypsin
at 25 oC at pH 8. Least squares line fit gave —AG® = (-0.6 £ 0.1)n - (24.1 £ 0.4), where n is the
carbon number of the alkyl group. Data were taken from Talhout et al. 2003
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Fig. 9. Plot of the enthalpy change in binding of alkylbenzamidinium chlorides to trypsin at
25 oC at pH 8. Least squares line fit gave AH® = (1.5 0.4)n - (16.8 £ 1.3), where # is the
carbon number of the alkyl group. Data were taken from Talhout et al. 2003
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Fig. 10. Plot of TAS® in binding of alkylbenzamidinium chlorides to trypsin at 25 °C at pH 8.

Least squares line fit gave TAS® = (2.1 £ 0.3)n + (7.3 £ 1.1), where n is the carbon number of
the alkyl group. Data were taken from Talhout et al. 2003
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Fig. 11. Plot of the free energy change in binding of alcohols to MUP-1 at 300 K at pH 7.4.

Least squares line fit gave AG°® = (-3.87 £ 0.26)n - (4.6 = 1.9), where 1 is the carbon number
of the alkyl group. Data were taken from Malham et al. 2005

5.2 Enthalpy-driven binding of an alkyl group to protein

Binding of alcohols to the major urinary protein (MUP) was studied by Malham et al.
(Malham et al., 2005). The primary hydroxy group of alcohol was hydrogen bonded to Tyr,
and the alkyl group is bound to the hydrophobic pocket formed by Leu and Phe. The free
energy changes, the enthalpy changes and the entropy changes are plotted against carbon
number of alcohols in Figures 11-13, respectively. Figure 11 shows that the binding becomes
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tighter as the alcohol is longer: the alkyl groups were bound to the protein through hydro-
phobic interactions. The driving force of binding was enthalpic, and the entropic term
counteracted the enthalpy term, i.e., enthalpy-entropy compensation was again observed
(see Figures 12 and 13). Malham et al. suggested that dispersive interactions between alco-
hol and the hydrophobic side chains of MUP are the origin of the negative enthalpy
changes.
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Fig. 12. Plot of the enthalpy change in binding of alcohols to MUP-1 at 300 K at pH 7.4. Least

squares line fit gave AH®=-(5.6 £ 0.2)n - (13.8 + 1.4), where n is the carbon number of the
alkyl group. Data were taken from Malham et al., 2005
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Fig. 13. Plot of TAS® in binding of alcohols to MUP-1 at 300 K at pH 7.4. Least squares line

fit gave TAS® =-(1.7 £ 0.1)n - (9.2 £ 0.8), where n is the carbon number of the alkyl group.
Data were taken from Malham et al. 2005
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Fig. 14. Plot of TAS® (T =298 K) against AH’ for binding of alkylbenzamidinium chloride
(filled triangle) or alcohols (filled circle) to proteins. Arrows indicates the direction of

changes as the length of the alkyl group, and thus the binding free energy —AG’, increases.

6. Comparisons of thermodynamic parameters of binding of alkyl group to
synthetic receptors and proteins

In Figure 14, values of TAS® are plotted against AH° for both binding of
alkylbenzamidinium chloride and alcohol to proteins. The compensation temperature T
was 224 K for the binding of alkylbenzamidinium chlorides to trypsin and 986 K for the
binding of alcohol to MUP. In the former case, the temperature at which the binding was
studied is much higher than T. so that the entropy term dominates the overall
thermodynamics. In the latter case, the temperature at which the binding was studied is
much lower than T, to result in the enthalpy driven binding. These two studies on the
thermodynamics of binding of alkyl groups to protein demonstrate that the binding of the
alkyl groups can be driven either by enthalpic or entropic driving forces, and T.'s are much
different from room temperature.

The compensation temperature of the binding of 4-alkylpyridines to receptor 1 was 800 K, and
that of the binding to receptor 3 was 45 K based on the plot shown in Figure 7. The
compensation temperature of the binding to receptor 2 was negative. These studies including
both proteins and synthetic receptors demonstrated that T. of binding of alkyl groups could be
much different from room temperature, or even negative, and the origin of the diverse values
of T. should be the non-compensating properties of hydrophobic interactions.

7. Conclusion

The enthalpic and entropic contributions to the hydrophobic interactions were discussed.
The transfer of alkane in the liquid state to water was driven by both enthalpic and entropic
terms. The enthalpy-entropy compensation was not observed in the process. Binding of an
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alkyl group to synthetic receptors with varying degrees of water accessibility to the binding
pocket showed that the hydrophobic interactions between the alkyl group of the guest and
the alkyl chains of the receptor were driven by the entropic term if the binding pocket was
sequestered from water and by the enthalpic term if the binding pocket was exposed to
water. For the binding of the alkyl group to the synthetic receptors, strong enthalpy-entropy
compensation was not observed. We suggest that hydrophobic interactions are driven by
both enthalpic and entropic driving forces, and the relative contribution to the free energy
was determined by the water accessibility to the binding cleft. Thermodynamic data for the
binding of alkyl groups to proteins also showed much diverse compensation temperatures,
224 K for one case and 986 K for the other case. Non-compensating enthalpy and entropy
may be a general property of hydrophobic interactions.
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1. Introduction

Processes involving nucleic acids are in general highly salt concentration dependent.
Equilibrium binding constants (Kobs, defined in terms of the concentrations of the reactants
and products) describing the association of proteins or multivalent ligands with nucleic
acids (NAs) exhibit large negative power dependences on salt concentration. For the
reaction of a ligand L with charge Z; forming a complex with a DNA strand having Zp
phosphates,

[%* + DNA®™ Xy complex , (1)

the binding constant is proportional to an approximately constant power of the univalent
salt concentration [MX] present in solution,

Kobs oc [MX]SKObS . (2)

Experimentally, the exponent SKqps typically ranges from =~ 0.7Z; to = 0.9Z; for single-
stranded DNA (ssDNA) and double-stranded DNA (dsDNA), respectively, when Zp >> Z;
(Lohman & Mascotti, 1992; Mascotti & Lohman, 1990; Record et al., 1976). Helix formation
between two complementary single-stranded NAs is also a binding process. Though the
binding constant for this process is difficult to measure directly, the positive dependence of
the thermal denaturation temperature on In[salt] indicates that the strand binding constant
must have a very strong positive power dependence on salt concentration (Record et al.,
1998). Numerous detailed experimental and theoretical studies have characterized the
binding of various positively charged ligands to polymeric NAs (Record et al., 1998). Those
interactions are biologically significant in their own right and are of interest as models for
protein-nucleic acid interactions which play critical roles in gene expression and replication.

1 The preparation of this chapter was supported by NIH-NCI grant R01 CA102428 (awarded to G.M.W.)
and based in part on Ballin, ].D. (2003) “Binding studies of model oligopeptides to nucleic acids: DNA
length dependence, coulombic end effect, and amino acid composition effects,” PhD dissertation,
University of Wisconsin-Madison.
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Much of the current research into protein-nucleic interactions focuses on specific complexes
associated with these various processes. With the increasing ease and cost effectiveness of
oligonucleotide and oligopeptide synthesis, many research laboratories use oligomers (e.g.,
“cognate sequences,” “binding motifs," and “recognition modules”) to investigate binding
interactions of larger in vivo systems (e.g., plasmids, chromosomal DNA, etc.). Do these
oligomers accurately model the behavior of the polymeric biological ensemble?

To answer this question, we must first ask how the binding behavior of a short
oligonucleotide compares to that of longer NA lengths found in vivo. If differences exist
between short vs long NAs, length dependences should be seen in the properties and
processes involving short vs long NAs. Theory predicts and experiments show length-
dependent effects influence a variety of nucleic acid properties including denaturation
stability of double helices and binding of cationic oligopeptides (see Section 3). These length
dependences can be ascribed to “end” effects which exert a greater effect on the observable
(i.e., average) properties of the nucleic acid as its chain length is reduced. In contrast, if a
polymer is long enough, the terminal regions represent an insignificant fraction of the lattice
and any observed interaction or process will be dominated by the interior region of the
polymer (unless the phenomenon studied is specific to the ends). Therefore, if the behavior
of the ends differs from that of the central region, these differences should become evident
at shorter lengths.

Two kinds of end effects have been investigated for nucleic acid helices: a base stacking end
effect and a coulombic end effect. A base stacking end effect in native DNA, either as a two-
stranded duplex or a single-stranded hairpin, stems from a reduced stabilization of a base
pair at the terminus because it has only one base stacking interaction while all interior bases
have two. As a result, the stability per base pair at a given salt concentration, measured in
terms of a change in standard free energy (AG°®) or the thermal denaturation temperature
(T), decreases with decreasing chain length for a series of homologous sequences. In
melting experiments, this base stacking end effect is exhibited for long NAs as a “fraying” of
the terminal regions which occurs prior to denaturation of the interior double helix. These
end stacking effects are contrasted with coulombic end effects caused by a difference in salt
ion-NA interactions which manifest as a change in the extent of per phosphate counterion
accumulation and coion exclusion? near the ends vs the NA lattice interior. While there is no
dispute over the existence and consequences of a base stacking end effect on stability, the
possibility of observable coulombic differences near the NA termini relative to the NA
interior has been a more contentious issue. There are two sides to this debate: those who
conclude that coulombic interactions with the terminal vs interior DNA regions (and thus
between the averaged properties of “short” versus “long” polyions) have dramatic
consequences on experimentally observable phenomena and those who hold that these
coulombic differences have no significant impact on processes within the salt concentration
range used in most experiments. Both camps can point to experimental and theoretical
results that support their arguments. Is there a coulombic “end effect”? Does a charged
species interact differently with the terminal regions vs interior of a polyion?

In order to understand the significance and differences in the behavior of polyelectrolytes
attributable to coulombic end effects, one must understand how systems behave in the
absence of end effects. While a survey of all relevant studies is beyond the scope of this

2 “Counterion” and “coion” of a salt are defined relative to the (negative) nucleic acid charge.
Therefore, “counterions” represent the positively charged salt cations and “coions” are the salt anions.



Role and Applications of Electrostatic Effects on
Nucleic Acid Conformational Transitions and Binding Processes 131

review, important experimental and theoretical methods that define electrostatic processes
with be introduced, summarizing seminal historical studies and referencing current
literature which provides technical details on the use these approaches. Where appropriate,
the reader will be referred to review articles dedicated to subtopics touched upon here if
more information is desired. We begin with a brief description of polyelectrolyte theories
and experiments characterizing extremely long, effectively infinite, polyions.
Oligoelectrolyte phenomena are discussed next, including the theories developed to explain
similarities or differences observed relative to polyions. We will conclude with an overview
of challenges still ahead and how they might be approached.

2. Polyelectrolyte studies

NAs are nearly ideal models of oligo- and polyelectrolytes for experimental and theoretical
studies. NAs are biochemically relevant, relatively easy to manipulate experimentally,
stable under a wide variety of conditions (especially DNA) and available as a monodisperse
species (i.e., with a defined chain length or number of monomers). This section will
summarize prevailing polyelectrolyte theories to provide context for experimentally
observed phenomena of nucleic acid polymers, including their fundamental properties (e.g.,
small ion NMR relaxation rates, electrophoretic mobility) and processes involving NAs (e.g.,
thermal denaturation, small ligand binding).

Preferential interaction coefficients. The theories described below characterize the small
electrolyte ion distribution around a polyion. These ion distributions fundamentally impact
NA properties and interactions but have generally eluded direct measurement of spatial
distribution in solution. A linkage is necessary to connect theory to experiment:
preferential interaction coefficients (I') correlate ion concentration gradients to
thermodynamic properties and therefore provide a convenient conduit from calculation to
experimental observable and vice versa (Anderson & Record, 1993). Within this framework,
the thermodynamic interactions of a given component or ion (e.g., counterion) with some
other component or species (e.g., DNA) can be described simply.

Considering equilibrium dialysis as an example, the preferential interaction coefficient, T,
characterizing salt-polyelectrolyte component interactions is defined as

I =lim (—3J , (3)
;-0\ 0C
T,y 13

u

where C; is the salt ion concentration, C, is the molar concentration of singly charged
monomer “units” (e.g., NA phosphate charges), T is temperature, and 4 and g3 are the
chemical potentials of the solvent and salt respectively (Anderson & Record, 1995).
Preferential interaction coefficients (or if a process is considered, the stoichiometrically-
weighted differences in I for the products and reactants) are easily related to the effects of
salts and uncharged solutes on properties such as equilibrium dialysis coefficients or
osmotic coefficients for processes including nucleic acid thermal denaturation studies and
NA-ligand binding of biopolymers (Anderson & Record, 1983; Anderson & Record, 1993).
These relationships will be discussed as their use becomes relevant.

3 Recent developments in small-angle x-ray scattering (SAXS) and buffer equilibration-atomic emission
spectroscopy (BE-AES) have yielded insights into the arrangements and distributions of ions around
nucleic acids. See Section 3.2.2.
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How is I determined? Preferential interaction coefficients for NA-containing systems can be
calculated directly from grand canonical* Monte Carlo (GCMC) simulations performed at
constant salt activity, a3 (Mills et al., 1986). After evaluating Cs; for a series of GCMC

simulations with varying C,, I' can be obtained from the slope of C; - C; vs C,, where Cj is
the salt concentration in the absence of the polyion (Olmsted et al., 1989; Olmsted et al.,
1991) (See Section 2.2.3). Alternatively, single-ion preferential interaction coefficients
expressed per polyion charge (with subscript u for “unit”) may be obtained by integrating
the ion distributions over the cell volume (V) containing the polyion (Ni et al., 1999):

T, === [(C,~C.i)dV, @)

where C; is the local coion concentration and Z, is the total polyion charge. If a coion with
valence z; is assumed to obey a Boltzmann distribution dictated by a mean-field electrostatic
potential, ¢, the local coion concentration C; can be obtained by

_9%s
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Using cylindrical symmetry coordinates together with eq 5, eq 4 becomes

_9%s
T, =27b[Cyyp (e T —lerr, (6)

where b is the average charge separation on the polyion. The potential ¢ is commonly
modeled by the Poisson-Boltzmann equation, eq 11 (Misra & Draper, 1999; Ni et al., 1999;
Sharp, 1995; Sharp et al., 1995; Shkel et al., 2000; Stigter & Dill, 1996) (see Section 2.2.1).

Note that the I' in eq 3 describes the interaction of the electroneutral salt (e.g., NaCl) with the
polyelectrolyte (e.g., NA), while eq 4 and eq 6 refer to specifically I's., the coion (e.g., Cl)
preferential interaction coefficient expressed per polyion charge (indicated by the “u”
subscript). By definition, when the polyelectrolyte and salt share a common ion, the coion
I';, and the salt component I' are identical. Experimentally, I's, is negative because coions
are excluded from the vicinity of the NA polyanion. In an equilibrium dialysis experiments,

4 Grand canonical Monte Carlo calculations are performed at constant temperature, mean ionic activity,
and volume.

5 The subscripts and “0” for I' specify the ion described: “s” indicates the coion, and “0” the
counterion. These can be mnemonically related to “same” for coion and “opposite” for the counterion.
Sometimes I'+ and T'- are used instead of T, and T, respectively, when considering NA polyelectrolytes.
If the polymer were a polycation, the coion obviously would be positive and the counterion negative.
In this case, the subscript labels “+” and “-“should be transposed.

¢ An equilibrium dialysis chamber is separated into two compartments (o and ) by a semipermeable
membrane through which small solutes (e.g., salt ions) can pass but larger species (e.g., a nucleic acid)
cannot. The system is allowed to equilibrate at constant temperature and pressure after the nucleic acid
is added to compartment o, and the concentration of electroneutral salt is measured in each
compartment. The Donnan coefficient, T, is the quantitative measure of the difference in

u_
S
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electroneutral salt concentrations per concentration of the larger species: """ = or
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the coion would be excluded from the compartment containing the NA. Electroneutrality of
the solution requires that nucleic acid charge must be neutralized by the accumulation of
counterions and the exclusion of coions. Therefore, the I',, describing the interaction of
excess univalent salt with NA is easily determined since the valence-weighted sum?” of
single ion preferential interaction coefficients are related by

ro,u - Fs,u =1 (7)

when expressed per polyion charge (denoted by the subscript “u”). Just as I's, < 0 reflects
coion exclusion from the surface of the polyion, I',, is a positive quantity, indicating that
counterions are accumulated near the polyion. Because I's, is readily accessible via the
electroneutrality condition (e.g., eq 7), subsequent discussion will generally describe
phenomena in terms of coion interactions (') by convention, since T’ is equivalent to the
Donnan coefficientt. Draper and coworkers provide a well-presented description of
equilibrium dialysis and survey direct experimental approaches to measure I' in RNA
processes (Leipply et al., 2009).

Range of values of I,,. If there were no polyion-ion interactions in a monovalent salt solution,
electroneutrality and random mixing (i.e., entropy) dictate that I';,, = -0.5 and I',, = 0.5. At
the other extreme, strong counterion-polyion interactions which drive association of one
univalent cation with every polyion charge (e.g., NA phosphate) would exhibit I's,, = 0 and
[,y = 1. In practice, helical DNA at 0.0095 M sodium bromide has an experimental Donnan
coefficient of -0.122 + 0.004 (Strauss et al., 1967), reflecting the high nonideality of NAs in
which a significant fraction of the counterions behave as if associated with the polyanion
(To,u = 0.9). The nonideality decreases as salt concentration increases: I'exp =-0.272 + 0.008 at
0.23 M NaBr, and I'exp = -0.538 £ 0.0037 at 0.98 M NaBr (Strauss et al., 1967).

2.1 Polyelectrolyte theory

2.1.1 Polyelectrolytes are surrounded by steep local ion concentration gradients

All polyelectrolyte theories for infinitely long highly charged polyelectrolytes predict the
existence of steep salt ion concentration gradients (counterion accumulation and coion
exclusion) in the radial direction near the surface of the polyion (Fig. 1). These concentration
gradients are maintained by the electrostatic potential field resulting from a high axial
density of structural charges (Anderson & Record, 1995). At 10.6 mM salt, native dsDNA
with an axial charge density of two phosphates per 3.4 A has a local8 counterion
concentration of about 3 M, while the coion concentration is approximately 20 uM (Ni et al.,
1999). At 0.21 M salt, the local counterion concentration approaches 5 M, while the coion
concentration is only 10 mM (Ni et al., 1999). These concentration gradients decay radially
to the bulk salt concentration over a distance of ~ 50 A. Gradients become less pronounced
as the bulk solution salt concentration is increased. The concentration of salt ions near the

sufficiently dilute nucleic acids, I'**r converges to I' (eq 3). Under all conditions considered in this
chapter, the preferential interaction coefficient I" is numerically equivalent to the Donnan coefficient I'*x»
(Record et al., 1998).

7 For a polyanion in the presence of a 2:1 salt (i.e., with a divalent cation and univalent anion),
electroneutrality requires 2T+, - I'-,, = 1. If the polyanion solution contains a mixture of univalent and
divalent cations with a shared univalent anion, charge balance requires I'+,, + 2T+, - T, = 1.

8 “Local” concentration is the concentration of a given species at the surface of the polyion.
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surface of the DNA increases slowly with increasing bulk salt concentration (Mills et al.,
1986, Ni et al., 1999). As the bulk salt concentration increases, the local/bulk ion
concentration ratio decreases and the thermodynamic nonideality contributed by salt-DNA
interactions therefore diminish.
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Fig. 1. (left panel) Dependence of monovalent cation (C+(r)) and anion (C.(r)) molar
concentrations as a function of radial distance, r, from axis of a cylindrical model of dsDNA
as derived from Monte Carlo (open symbols) and Poisson-Boltzmann calculations (smooth
curves) for bulk salt concentrations of 10.6 mM (o), 51.0 mM (A), and 210 mM (o). (right
panel) Canonical Monte Carlo (o) or Poisson-Boltzmann (m) calculated preferential
interaction coefficients for a univalent cation (I'+) or univalent anion (I".) with dsDNA as a
function of the bulk cation concentration (C.bulk). (Figures adapted from Ni et al., 1999)

2.1.2 Important parameters in polyelectrolyte theory

When NAs are modeled as “primitive” cylindrical polyanions possessing a uniform charge
distribution, polyelectrolyte behavior can be predicted using only a small number of
structural parameters. The two most important parameters are the distance of closest
approach between ion center and polyelectrolyte axis, 4, and the average spacing of adjacent
charges projected on the polyion axis, b. Often, primitive polyelectrolytes are described by
the reduced axial charge density, &

62
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The electron charge e and Boltzmann factor k are constants, and the product of temperature
T and dielectric constant € is approximately constant in water. As a result, the reduced axial
charge density is almost exclusively determined by the projected axial charge spacing, b,
with & = 7.14 A/b in water at 25 °C. In the limit of infinite polyion dilution, counterion
condensation theory (c.f., Section 2.2.2) relates & to the preferential interaction coefficient
(Manning, 1969):
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where “LL” stands for “limiting law.” T'LL is determined only by b: for dsDNA in water at
25 °C, I'lL = -0.06. The effective polyion radius, g, figures prominently in Poisson-Boltzmann
and Monte Carlo calculations and is sometimes adjusted to account for hydration or
penetration of small ions into helical grooves (see Sections 2.2.1, 2.2.2 and 3.1.2).

Correlation of the Debye parameter x to solution behavior. The Debye parameter, x, describes the
charge screening characteristics of the solution containing the polyelectrolyte. It is
dependent on the concentrations of all charged species including the polyion? through the
ionic strength parameter, I:

» 87Nl

K= , (10)
1000£kT

where N4 is Avogadro's number and [ is ionic strength (I = 0.5Z z2C; in which z; is the
charge of the ith ionic species and C; is its molar concentration). At 25 °C in water, k =
(1/3) I05A-1, For an infinitely dilute polyion in solution with a univalent salt possessing a
common counterion, ionic strength is the same as the bulk salt concentration. Determining
K provides the necessary information to perform PB calculations on solutions of z.:z.
symmetrical salts (eq 12). If employing the Debye-Hiickel approximation (eq 15) or
counterion condensation theory, k parameterizes calculations for solutions containing salt
ions of any valence.

2.2 Implementations of polyelectrolyte theory

Poisson-Boltzmann (PB) theory, counterion condensation (CC) theory, and Metropolis
Monte Carlo (MC) simulations are the most common theoretical methodologies used to
describe polyelectrolyte behavior. Each has advantages and limiting assumptions and all
are still heavily used to describe and predict NA phenomena. After a brief overview of the
concepts behind these approaches, their predictions will be compared to experimental
studies of polyelectrolytes.

2.2.1 Poisson-Boltzmann equation

The PB formalism is the union of the Poisson equation with the Boltzmann distribution. For
any arrangement of macroscopic or atomic charges, the Poisson equation relates the local
electric potential, ¢(r), to the local charge densityl, p(r), as a function of distance 7 from
the polyion:

vio(s) = 420, (1)

° The polyion concentration is defined as the concentration of its charged units. For example, if the
polyion is a NA, the concentration is determined in terms of NA phosphate concentration.

10 p(r) is the net charge density of the surrounding ion atmosphere, determined by their concentrations

and valences.
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where ¢is a spatially invariant dielectric constant!!. The Boltzmann distribution relates local
ion concentrations at a given radial distance from the polyion axis to the bulk solution ion
concentration far from the polyion, based on the reduced electrostatic potential experienced
at that given position. For a solution containing a polyion at infinite dilution in the presence
of a symmetrical electrolyte (z+:z.) described by the Boltzmann distribution, the Poisson
equation requires

oy 1oy .
—2 +-—Z =k“sinh 12
or* ror y (12)

with the “Gauss' law” boundary conditions

L - B (13)

or a or
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when using cylindrical coordinates and the reduced potential y = zeg/kT in terms of the
electron charge, e (Anderson & Record, 1990). Exact analytical solutions for the cylindrical
PB equation (suitable for a stiff polyion like DNA) are known only for salt-free DNA
solutions (i.e., no added salt) in which all counterions have the same valence. However, by
assuming that the potential of the mean force is approximated by the mean potential, the
Poisson-Boltzmann equation can be applied to systems with a wide range of salt
concentrations. This so called “PB approximation” has been justified on theoretical grounds
for a cylindrically modeled DNA polyion at univalent salt concentrations below 0.1 M
(Fixman, 1979). However, the PB approximation is likely to be more broadly applicable since
numerous nonlinear Poisson-Boltzmann (NLPB) calculations using this approximation have
made quantitative thermodynamic predictions that agree within ~10% of experimental
values, well inside of error, for RNA and DNA processes in up to 1 M salt (Bond et al., 1994;
Korolev et al., 1998; Shkel et al., 2000; Shkel & Record, 2004).

Thermodynamic consequences can be predicted once the position-dependent electrostatic
potential in hand. For example, ion gradients, measured as ratios of local (surface) to bulk
concentrations, are determined by the exponential of the reduced potential. For a negatively
charged polyion in solution with a 1:1 salt,

loc bulk
C c.
e (14)
C, C.
where bkC. = ukC_ in excess salt. The reciprocal nature of the local versus bulk

concentration ratios is a consequence of the sign inversion in y reflecting the ion charge z for
cations vs anions. Eq 14 indicates that counterions are accumulated and coions are excluded
from the polyelectrolyte surface (Ni et al., 1999). An increase in bulk salt concentration

results in a much larger fractional increase in " C. and C.  than the increase in C. and

locC.. Other thermodynamic parameters which are accessible via the reduced potential

11 Distance-dependent dielectrics, €(7), have been used to model solvent effects (e.g., dielectric

saturation). Additional details and approaches are reviewed by (Grochowski & Trylska, 2008; Wong &
Pollack, 2010; Wu & Morikis, 2006).
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include preferential interaction coefficients (I') (Bond et al., 1994; Shkel et al., 2006; Shkel &
Record, 2004), osmotic (¢) and activity coefficients (y) (Anderson & Record, 1983; Record et
al., 1978), the salt dependence of DNA denaturation (Bond et al., 1994; Korolev et al., 2002;
Shkel & Record, 2004), and the thermodynamics of ligand binding phenomena (Rouzina &
Bloomfield, 1997; Sharp et al., 1995; Stigter & Dill, 1996; Zhang et al., 1996). As mentioned
above, experimental results have been very faithfully predicted in NLPB studies using both
primitive and 3-D models of NAs. Numerous reviews detail the history, application, and
comparisons of PB theory to experiment (Anderson & Record, 1995; Draper, 2008; Fogolari
et al., 2002; Jayaram & Beveridge, 1996; Koehl, 2006; Wu & Morikis, 2006).

Development of the PB equation. Initial efforts to describe polyelectrolytes using PB theory
relied on linearization of the potential distribution around a symmetric cylinder, an
approximation valid only for very low charge density polyelectrolytes or at high salt
concentration (see Section 2.2.2). The linearized PB solution is accurate when the reduced
potential is small (|y| < 1), but does not describe dsDNA at experimental salt
concentrations (e.g., y = 3 at 0.1 M salt). In the decades since development of the Debye-
Hiickel limiting law, many asymptotic series expansion solutions have been developed to
account for the high surface potential of NAs!2. More recently, asymptotic solutions of the
cylindrical PB equation for both high salt (k2 > 1, or more than 0.1 M univalent salt for B-
DNA) (Shkel et al., 2000) and low salt (ka <1, or less than 0.1 M 1:1 salt for B-DNA) (Shkel et
al., 2002; Trizac & Téllez, 2007) have been derived, providing explicit analytical expressions
for the electrostatic potential and for the resulting preferential interaction coefficients,
covering the entire experimental salt concentration range accessible to the PB formalism.
These analytical expressions have calculated I for single, double, and even triple-stranded
NAs with error small enough for comparison with experiments!3. For example, the Shkel
(2000) asymptotic predictions of I" were within 5% of numerical NLPB calculations for
dsDNA at 0.1 M univalent salt, with error decreasing as salt concentration increased. Most
recently, a single analytical expression has been developed which predicts the electrostatic
free energy of a polyelectrolyte within 2% of NLPB calculations for either a primitive
cylinder or for 3-D models of B-DNA obtained from the Protein Data Bank (Shkel, 2010).
Difference between “primitive” cylindrical and structurally detailed 3-D models in NLPB
calculations. Early polyelectrolyte studies by necessity considered only “primitive”
representations of NAs (e.g., lines of charge, cylinders, planes, etc.). With the advent of more
detailed biomolecular structural information, more powerful computational resources and
the availability of commercial and open-source PB calculation packages (such as DelPhi,
APBS, and MEAD; see (Koehl, 2006) for additional details), Poisson-Boltzmann analyses
using detailed 3-D models have become widespread in the literature. Not surprisingly,
NLPB calculations employing NA models with atomic resolution have come into vogue as
well (Chen & Honig, 1997; Grochowski & Trylska, 2008; Koehl, 2006; Misra et al., 1994;
Sharp et al., 1995). With these developments, the minimum detail necessary to accurately
describe experimentally relevant systems has come under debate. Proponents of highly
detailed models have implied that such detail is necessary to predict phenomena accurately
(Chen & Honig, 1997; Jayaram & Beveridge, 1996). Advocates of the “stripped down” (e.g.,

12 Shkel et al. (2000) reviews several asymptotic approaches to the Poisson-Boltzmann equation.
13 “Error” is defined in this case as the difference Tanayticars - I'nipg calculated for a cylindrical or
spherical model.
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cylindrical) approach (Anderson & Record, 1995) claim that simplified polyelectrolyte
models capture the essence of thermodynamic phenomena under typical experimental
conditions and often predict results with quantitative agreement to experiment. They point
out that the lack of structural details available for some systems!4 may result in inconsistent
modeling due to differences in the level of detail incorporated for the components in a given
study.

To assess how inclusion of additional structural complexity might impact experimentally
accessible predictions, calculations of I' were compared for cylindrical and all-atom polyions
in the presence of 0.1 M univalent salt (Sharp, 1995). Relative to a primitive cylinder model,
a detailed 3-D model of DNA exhibited ~5% less counterion accumulation around the DNA
due to the helical charge arrangement and groove structure. The reduced counterion
accumulation resulted in a small but significant difference in the Donnan coefficient (I'sp -
ey = -0.028 at 1 mM salt) which decreased < 2-fold as salt increased in the 1 - 100 mM salt
concentration range considered?s. The salt dependence of I was otherwise comparable using
either the cylindrical or structurally detailed DNA models. In a subsequent paper, NLPB
calculations modeling the binding of DAPI with DNA as a cylinder-sphere interaction were
compared with those employing an all-atom model for the complex (Sharp et al., 1995). The
predicted salt dependence of binding, SKqbs (eq 20), from the two models were within 3% of
each other (-1.9 vs -1.95 respectivelyl®). More recently, comparison of free energy
calculations of the cylindrical free energy with that calculated for the all-atom structural
model of linear B-DNA found that that the cylindrical model is completely sufficient for 1:1
(monovalent) salt concentrations above 0.01 M (Shkel, 2010).

On the other hand, study of extreme phenomena such as highly complex nonperiodic
geometries, large dynamic macromolecular structural changes, or very high salt
concentrations, may require structural detail. For example, NLPB thermodynamic
predictions of DNA operator binding by the A repressor N-terminal domain (Abd) yielded
significantly different results when comparing a cylinder-sphere model vs using the Abd-
DNA complex crystal structure coordinates: SKops = -1.9 vs -4.7, respectively, while the
experimentally measured SKops = -4.2. However, Abd is an ampholytic protein with 24 basic
residues and 22 acidic residues, with most of the cationic amino acids near the DNA binding
interface and the anionic residues on the other face (Sharp et al., 1995). A 10 A sphere with a
net +2 charge is a poor model for a protein with 46 charges and ignores, as the authors
noted, the “polyelectrolyte” character of the protein. In another study, the non-uniform
topology of DNA (e.g., the presence of grooves) becomes important at very high salt or close
proximity to the DNA surface (Montoro & Abascal, 1998). In perspective, the level of fine
detail required in a model is dictated by the range of the phenomena that are to be studied.
Whereas atomic detail in the model may be important in a computational study
investigating the role of specifically bound Mg?* in ribozyme catalysis or stability, for

4 Bjological systems lacking 3-D coordinates include ssDNA and the highly flexible regions of many
biomolecules.

15 This difference was determined via interpolation from Sharp's (1995a) Figure 3b. Finite-difference
3-D PB calculations on dsDNA predict I'sp = -0.11 versus the primitive cylinder-based I'cyi = -0.083 at 1
mM versus I'sp = -0.19 and I'cyi = -0.21 at 100 mM salt. By comparison, idealized (infinite dilution) I'"t = -
0.069 (eq 9).

16 The experimental values were SKobs =-2 for DAPI-poly[d(AT)]> and -2.3 for DAPI-poly[d(GC)].
(Wilson et al., 1990).



Role and Applications of Electrostatic Effects on
Nucleic Acid Conformational Transitions and Binding Processes 139

denaturation studies and nonspecific binding events, the primitive models predict
experimental results well within error. Primitive models offer great advantages when
applied to appropriate biomolecules and processes: (i) results provide accurate
characterization of phenomena, often using only a few, readily understood parameters; (ii)
solutions are formulated analytically and are thus easy to use; (iii) and the predicted
consequences offer a generalized framework which can be applied to other systems.
Limitations of Poisson-Boltzmann approaches. Standard implementations of PB neglect ion-ion
correlations between salt ions, interactions between the ions and solvent, and consider ion
size (i.e.,, volume) only as a distance-limit of closest approach to the polyion surface. The
solvent is usually described with a uniform dielectric continuum or with a parameterized
expression for a varying, distant-dependent dielectricl’, in either case idealizing its
molecular character. At lower salt (< 0.01 M 1:1 salt), the calculated potentials near the
polyion surface increase strongly, numerical error becomes significant, and the calculations
become more time consuming. Numerous approaches addressing these issues with varying
degrees of success have been developed and are the subject of several reviews (Anderson &
Record, 1990; Anderson & Record, 1995; Grochowski & Trylska, 2008; Jayaram & Beveridge,
1996; Koehl, 2006; Record et al.,, 1998; Tan & Chen, 2009; Wu & Morikis, 2006). Finally,
standard PB approaches rely on a static model of the polyion and thus do not consider
polyelectrolyte dynamics (e.g., if the polyion is a writhing single-stranded nucleic acid). The
increasingly active efforts to describe polyion dynamics and their interactions with
surrounding ion distributions are reviewed elsewhere (Prabhu, 2005; Slater et al.,, 2009;
Viovy, 2000).

2.2.2 Counterion condensation theory

Counterion condensation theory (Manning, 1969; Manning, 1978) was originally derived
within the context of a double limit: (i) the polymer is infinite in length and therefore end
effects are ignored; and (ii) the concentrations of all ionic species are made infinitely small
by dilution with water but that salt is in excess over the polyion charges. CC theory
simplifies the continuous ion concentration gradients near the polyion by proposing the
existence of a coion-free surface region where counterions are “condensed” or “territorially
bound” in close proximity to the polyion backbone but still allowed to translate along it.
Counterions with a valence z. are predicted to condense if the reduced axial charge density &
(eq 8) of the polyion exceeds the critical value 1/z. (Manning, 1969). After condensation, the
actual charge density of the polyelectrolyte is reduced to an effective charge density of
Eetf = 1. Therefore, double stranded B-DNA, with & = 4.2, is predicted to exhibit significant
counterion condensation.

Counterions which are not condensed are in the “diffuse ion atmosphere” where they
experience a lower electrostatic potential governed by the Debye-Hiickel approximation: for
a given ion configuration, the electrostatic field of ion ensemble is simply the sum of the
isolated electrostatic potentials associated with each ion. However, the ion atmosphere
around each charged species, i, causes the potential to decay more sharply with distance,
creating a “screened coulomb potential” analogous to that in linearized spherical PB theory
(a.k.a., Debye-Hiickel theory):

17 Typically, a distance-dependent dielectric is invoked to take into account dielectric saturation of the
solvent in close proximity to charges.
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In later CC approaches (Manning, 1977; Manning, 1978), this screened potential is assumed
to describe the interactions of small ions with the polyion and its condensed counterions. At
distances greater than the Debye length outside the volume enclosing the polyelectrolyte
and its condensed ions, the polyion looks like a line of charges whose effective charge is
reduced by &. At distances less than the Debye length, electrostatic interactions are not fully
screened. In other words, & determines the onset and extent of counterion condensation,
while the Debye length x (eq 10) defines the distance over which the ion distribution affects
solution properties surrounding the polyelectrolyte.

Extended CC theory. From this theoretical framework, limiting law values for colligative
properties such as preferential interaction coefficients (I'), osmotic coefficients (¢), and
activity coefficients (y) are easily expressed in terms of & (Manning, 1969). Researchers
found that limiting-law predictions of experimental values still appeared numerically
accurate even at salt concentrations beyond the constraints in which CC theory was derived.
In particular, the effective polyelectrolyte charge fraction, 1/(z.£), was found to be relatively
constant versus salt concentration in many experimental studies (see references in
(Manning, 1977; Manning, 1978)). To explain this observation, Manning (1977, 1978)
extended CC theory by assuming an analytical free energy expression, w, defined by the
“charging” energy of the DNA phosphates and the ideal mixing free energy of the various
species. The fraction of ions, 8, condensed around the polyion and the volume, V, which
contains them are obtained by minimization of the free energy expression, w, with respect to
0. The volume depends on the polyion characteristics & and b, the valences of the salt ions,
and only weakly on the salt concentration itself. The cylindrical condensation volume for B-
DNA is predicted to be V = 720 ml/mol-phosphate, with an outer condensation radius of
approximately 17 A for a polyion radius of 10 A (Manning, 1977). The fraction of condensed
ions, 0 =1 -1/(z.£), contained within this volume is effectively considered to be a part of the
polyion and is no longer electrophoretically or osmotically active. Therefore, the
condensation of 6 = 0.76 univalent counterions per dsDNA phosphate reduces the
magnitude of the “effective” B-DNA charge to 0.24 per phosphate. The concentration of
counterions in this condensed layer exceeds 1 M (on a per mol phosphate scale, 0.76 mol
counterions in a 0.72 liter volume). CC theory was recently the subject of an extensive
review (Spasic & Mohanty, 2008).

Counterion condensation theory has been used to describe a wide range of salt
concentration-dependent nucleic acid phenomena because its simplified picture of
polyelectrolyte systems has successfully predicted at least the qualitative details of polyion
thermodynamic behavior (Manning, 1978). CC theory has been applied to Donnan
equilibrium (Manning, 1969), osmotic coefficients (Manning, 1969), electrophoretic mobility
(Sections 2.3.2 and 3.2.3), DNA denaturation (Sections 2.3.3, 3.2.4 and 3.2.5), and ligand
binding (Sections 2.3.4 and 3.2.6). Manning and coworkers (Manning, 1977; Manning, 1978)
have claimed that CC theory can be successfully applied with bulk monovalent salt
concentrations approaching 1 M. However, several labs dispute the accuracy of this claim
(Allison, 1994; Fenley et al., 2010; Record et al., 1998; Sharp et al., 1995; Stigter, 1995). With
the increased availability of powerful computational resources, more sophisticated
numerical methods such as NLPB (discussed above), and molecular simulation techniques
such as Monte Carlo and molecular dynamics have become increasingly more prevalent.
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2.2.3 Monte Carlo simulations

Monte Carlo (MC) methods determine an equilibrium distribution of component species by

making a series of stochastic rearrangements to find the energetic minimum of the system.

Both the “depth” and the “broadness” of the free energy minimum are important in

determining the equilibrium condition. Monte Carlo simulations have significant flexibility

in system modeling and require a minimum of assumptions:

i.  simulations can be as large (e.g., number of species in simulation) or complicated (e.g., 3-
D models, discrete solvent, etc.) as desired, limited only by the amount of time and
computer resources available to the researcher;

ii. MC accounts for the ion-ion correlations ignored by Poisson-Boltzmann theory;

iii. electrostatic forces are calculated directly based on the coulombic potential of discrete
charges, unlike counterion condensation theory which relies on significantly
simplifying assumptions (Debye-Hiickel approximation to describe mobile ions;
counterion condensation hypothesis).

However, the error associated with calculated ion distributions scales with the number of
species (e.g., ions, water molecules, etc.) due to increased stochastic noise. Early MC
simulations were typically limited to less than 0.1 M salt (Olmsted et al., 1989; Olmsted et
al.,, 1991; Olmsted et al., 1995), although more recent simulations have modeled higher salt
concentrations (e.g., 0.2 M (Ni et al.,, 1999), and 4.5 M (Montoro & Abascal, 1998)). In
general, the ratio of ions/polyion or waters/polyion is limited by the cell size of the
calculation.

Monte Carlo simulations make a series of random changes to a given distribution of

species. The decision to keep or reject the new configuration is based on the change in

system energy

Enew —Eold

P=e & (16)
where Epew and Eqq are the system energies of the new and old configurations respectively.
If P is greater than 1, the new arrangement is kept and a new set of random moves is made.
If the energy ratio P is less than 1, it is compared to a random number between 0 and 1. If P
is greater than this number, the configuration is kept, otherwise it is rejected. In either case,
another random move is performed. This randomized acceptance of higher energy
arrangements allows the system to move out of local energy minima. Eventually, assuming
“enough” iterations are executed, the ensemble average of the energy vs the number of steps
stabilizes, reflecting a convergence to equilibrium.

Grand canonical Monte Carlo (GCMC) simulations require that the temperature, electrolyte
activity, and volume of the system be specified before the simulation begins. After the
number of small ions in the cell comes to equilibrium, the electrolyte concentration can be
easily determined as a statistical average over fluctuations. Preferential interaction
coefficients (I') can be extracted from these energy minimized ion distributions (Jayaram &
Beveridge, 1991; Olmsted et al., 1989; Olmsted et al., 1991; Olmsted et al., 1995).

The earliest applications of GCMC simulations were used to determine activity coefficients
for simple electrolytes. Since then, MC calculations have been used to determine mobile ion
distributions (Montoro & Abascal, 1998; Ni et al., 1999), ion-size effects on ion-DNA
interactions (Wang et al., 2007), thermodynamic coefficients (Jayaram & Beveridge, 1991;
Korolev et al., 1998; Mills et al., 1986; Olmsted et al., 1991; Paulsen et al., 1987) and ligand
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binding (Ni et al., 1999; Olmsted et al., 1995). Because MC simulations are considered one of
the more “realistic” computational methodologies available, they have been used for
comparisons with experimental results and as a reference for alternative theoretical
frameworks (e.g., PB or CC).

2.2.4 Comparisons between PB, CC, and MC theories with experiment

All three theories can be applied to the same structural model of polyion and solution, using
either a cylinder or full 3-D model for DNA, with either a uniform dielectric or variable local
dielectric continuum for the solvent (cf, Table 1). Many labs have made comparisons
between the three theoretical frameworks and experimental data.

In general, CC theory agrees with PB calculations at very low salt concentrations
(submillimolar) or where phenomena of interest are occurring far from the polyion. PB and
CC determinations of the Donnan coefficient agree with one another for infinitely dilute
polyions in the presence of excess salt (xa < 10, or ~100 nM univalent salt) (Anderson &
Record, 1980). Analytical expressions of polyion colligative properties (e.g., preferential
interaction coefficients, osmotic coefficients, and activity coefficients) derived from PB
theory were found to be in agreement with counterion condensation theory at low but finite
salt concentrations (Klein et al., 1981). Aspects of CC phenomena predicted by Manning are
seen in PB calculations for the “no added salt” limit and appear to hold true even in the
presence of added salt (Le Bret & Zimm, 1984). CC and PB theory agree at radial distances
greater than a Debye length from the polyion (eg., cation concentrations are
indistinguishable at 60 A at 0.01 M 1:1 salt with a = 5 A) (Stigter, 1995). CC theory is
typically effective in predicting behavior of properties which depend on long range ion-
polyion interactions, such as the salt distribution observed in a Donnan equilibrium
experiment. CC theory also works reasonably well for polyion processes such as nonspecific
ligand binding and especially its salt dependence, both of which rely more on the overall
electroneutrality of the ion distribution than the specifics of its spatial organization. Myriad
examples of CC analysis applied to binding interactions are described in reviews (Anderson
& Record, 1982; Manning, 1978; Spasic & Mohanty, 2008).

On the other hand, CC predictions disagree with those of PB and MC at higher salt
concentrations in numerous studies which compared CC to other computational and/or
experimental results (Anderson & Record, 1983; Anderson & Record, 1995; Fenley et al.,
2010; Korolev et al., 1998; Stigter, 1995). For example, the number of counterions () within
an annular shell a distance A from the DNA cylinder surface were compared from PB and
CC calculations for [Na*]/[P] concentration ratios comparable to those typically used in
NMR studies (1.2 < [Na*]/[P] < 9.0) (Mills et al., 1986). Mills et al. found that CC theory
reasonably approximates the magnitude of p within the condensation layer but fails to
reproduce the increase of f with increasing salt. On the other hand, even though the lack of
ion-ion correlation effects in PB calculations caused a systematically lower B prediction
relative to MC, the difference (BMC(A) - BPB(A)) was relatively independent of salt
concentration. As such, PB mirrored MC-predicted distance-dependent changes in ion
distributions. Murthy and coworkers (Murthy et al., 1985) noted that PB underestimates the
local Na* concentration around an infinite polyion by about 15% relative to MC and
hypernetted chain (HNC) calculations done between 1 - 10 mM NaCl. However, PB, HNC,
and MC predictions become indistinguishable at long distances from the DNA (~120 A at 10
mM and ~360 A at 1 mM NaCl) (Murthy et al., 1985).
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Consideration |CC theory PB calculation MC simulation
considered either no ion-ion interactions; ion |ions have volume; ion-
condensed or free; no [radius only considered as |ion correlations;

Ions . . . . .
explicit consideration |part of polyelectrolyte discrete ion
of identity cylinder radius, a electrostatics

. . constant dielectric; constant or varying
constant dielectric . . . 2.
Solvent distance-dependent dielectric; explicit

continuum

dielectric field

water molecules

Polyion model

cylinder; line of
charges

cylinder; 3-D model

cylinder; 3-D model

linearized Debye-

continuum electrostatics
(explicit charges for

Electrostatic . A . : coulombic (discrete
forces Hiickel; minimization |polyion and ligands, charges)
of free energy charge density for mobile &
ions) (Shkel, Trizac)
Salt exact at 0 M univalent |< 0.1 M theoretical limit <0.1-0.2M common;
. salt; <1 mM salt (Fixman); <1 M univalent [higher concentrations
concentration \pe . .
rance verified; some salt experimentally available (e.g., 4.5 M
& argument for <1M |validated (Bond, Korolev) |univalent (Montoro))
Approach to p.redlct frqm snnpl.e find potential field ¢; yl.elds on dl.s tribution
. |picture of ion-polyion . . oo |directly; derive
thermodynamic |; ) calculate ion distribution; :
interactions; system . thermodynamics from
output . get thermodynamics via I’
energy is known r
Ease of use very easy moderate moderate
Uses minimal
explicit analytical well-defined distribution |assumptions; allows
Advantages expression via basic  |{law; well-characterized arbitrary complexity;
parameters (&, «) model provides estimation of
error
coarse-grained large errors when electric computa.tlonally .
O . . ., |demanding; stochastic
description, fields are high (e.g., at high | ~. . .
. . ) noise increases with
Caveats potentially large [salt]); ignores ion . .
. C . increasing [salt] and
discrepancy for near- |correlations (an issue for
. . . number of solvent
field phenomena multivalent ions)
molecules
colligative properties
T, v, 9); colligative properties (T, y, |colligative properties
Linkage to NA thermal ¢); NA thermal (T, v, §); NA thermal
experiment denaturation; ligand |denaturation; ligand denaturation;
binding; binding ligand binding
electrophoretic mobility

Table 1. Feature comparison of polyelectrolyte theoretical descriptions

PB and MC estimations of measurable parameters commonly agree with experiment,
especially when solution conditions are amenable to PB assumptions. Paulsen et al. (1987)
found that I' values predicted by PB and MC calculations agree with experimental Donnan
coefficients measured between 1 - 31 mM DNA phosphate and 0.2 - 111 mM NaClL
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Similarly, PB and MC approaches yielded equivalent results for I' and mean ionic activity
coefficients for a primitive DNA model in the presence of 2 - 36 mM 1:1 salt (Mills et al.,
1986). Using primitive cylinders to describe polyions and lattice statistics to model flexible
ligands (such as oligopeptides), NLPB calculations made accurate predictions of measured
equilibrium binding constants and their salt dependences for a range of binding processes
including: (i) Mg2?* to polynucleotides, (ii) Co(NHs)s>* to calf-thymus dsDNA, (iii)
polyamines to T7 DNA, (iv) oligolysines to polyU and polyA, and (v) tripeptides to heparin,
a highly charged polysaccharide (Stigter & Dill, 1996). MC and PB predictions were in
excellent agreement for the change in electrostatic free energy for duplex DNA helix-coil
transitions across a range of NaCl and MgCl, concentrations (Korolev et al., 1998).

However, omission of ion-ion correlations significantly decreases the predicted
accumulation of multivalent cations near the polyion surface. Comparisons of PB vs MC
found ~20 - 30% discrepancies in predicted local ion concentrations and I" for systems
containing divalent cations (Ni et al., 1999; Pack et al., 1999). Differences between PB and
MC determinations of I'>+ for polyelectrolyte solutions containing single or mixed 1:1 and
2:1 salts were attributable to a dramatically increased local cation accumulation within 3 A

of the dsDNA cylinder surface (Fig. 2). The net difference '}’ —T';"is relatively invariant

across the ~10 - 200 mM univalent salt concentration range studied (Ni et al., 1999),
consistent with the roughly invariant BMC(A) - BPB(A) discussed previously (Mills et al., 1986).
Fortunately, the relatively constant differences between predicted ion distributions cancel
out for thermodynamic processes that are described by stoichiometric-weighted changes in
I'. This may explain the remarkably accurate NLPB thermodynamic predictions of diverse
processes such as RNA folding (Draper, 2008), nucleic acid thermal denaturation (Shkel &
Record, 2004), and ligand binding to NAs (Anderson & Record, 1995; Misra & Draper, 1999;
Record et al., 1998; Stigter & Dill, 1996).
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Fig. 2. PB (OJ) and MC (M) predictions of ion surface concentration (left) or preferential
interaction coefficients I'; (i = -, 2+) (right) for 2:1 salt-dsDNA interactions. (Ni et al., 1999)

Nevertheless, emerging interest in phenomena very close to polyion surfaces has spurred
development of modified NLPB approaches to account for neglected interactions that
become important in high electric fields and large ion concentrations (Grochowski &
Trylska, 2008; Tan & Chen, 2009; Wong & Pollack, 2010). Alternatives include PB
expressions incorporating excluded volume effects (Bai et al., 2007; Gruziel et al., 2008)
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and/or ion correlations (Chu et al., 2008; Ramanathan & Woodbury, 1982), and a hybrid
model which explicitly considers ions near the polyelectrolyte surface but uses a continuum
description further away (Tan & Chen, 2009).

In summary, CC theory works well at very low salt concentrations (< 1 mM) and in cases
where the details of the ion concentration gradient do not affect behavior but breaks down if
these conditions are violated!8. On the other hand, comparisons of PB calculations to
experiments and MC simulations confirm that NLPB approaches effectively and often
quantitatively describe systems with up to 1 M univalent salt concentrations (Montoro &
Abascal, 1998; Ni et al., 1999). Although differences are evident in ion distributions very
close to the polyion, overall determinations of I' and any closely related thermodynamic
phenomena have been shown to be very reliable. At very high salt concentrations (e.g., 2 2.5
M) or at distances very close to the polyion surface (ie, < 3A for dsDNA), differences
between PB and MC calculations become quantitatively significant (Montoro & Abascal,
1998; Ni et al., 1999) at least partially as a result of the greater importance of ion-ion
correlations which are present in MC but not in PB.

2.3 Polynucleotide experimental studies

Experimental studies defining polyelectrolyte behavior have predominantly focused on
single stranded and double stranded nucleic acid. This section will highlight seminal
studies which characterized archetypal polyelectrolyte phenomena: the linear cation NMR
relaxation rates in the presence of polynucleotides, the invariance of free solution
electrophoretic mobilities with respect to length of high molecular weight NAs, the linear
log-salt dependence of thermal denaturation of duplex DNA, and the large salt dependences
seen for ligand-nucleic acid interactions.

2.3.1 Small ion NMR of polymeric nucleic acid solutions

2Na NMR has been used to characterize ion-polynucleotide interactions with sonication-
derived polydisperse length distributions approximately 700 bp long and various
monodisperse DNA samples ranging from 125 - 165 bp in size (Anderson & Record, 1990).
2Na longitudinal and transverse relaxation rates (Robs) are independent of NA sequence and
much larger in “salt-free” DNA-containing samples than in otherwise comparable solutions
lacking DNA (Braunlin, 1995). The extent of Na* association is temperature independent
within the 6 - 33 °C range tested, as would be expected if accumulation was due to
exclusively electrostatic interactions (Bleam et al., 1983). Robs has been described in terms of
a two-state model in which sodium ions are considered either “bound” to the DNA or
“free.” Bound Na* ions rapidly exchange with free Na* on the millisecond NMR-timescale
and are defined as those ions close enough to DNA that the local electric field gradients
perturb 22Na* relaxation rates (Rg). The “free” state includes all other species which possess
an average relaxation rate (Rgee) indistinguishable from Reps for an otherwise comparable
DNA-free solution.

18 For example, Korolev (1998) compared PB and CC predictions with experimental data on the
influence of Mg?* on dsDNA thermal denaturation. In this study, CC predicted that Mg?* has a larger
nonelectrostatic interaction with ssDNA than dsDNA, the opposite of what was found in PB
calculations and in seeming contrast to Raman spectroscopy of DNA which showed only weak
differences in the spectra of denatured DNA in the presence vs absence of Mg?*.
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Fig. 3. Two-state analysis of 22Na longitudinal relaxation rates for 160 bp dsDNA (A) and 20
bp dsDNA (O) titrated with Na*. Solid lines are empirical linear and quadratic fits,
respectively, and the dashed lines represent the global fit of 20 bp and 160 bp data to

Robs = Reree + aC* 7z (a) [P]/[Na*], with o = 28 and C*z(a) obtained from GCMC
simulations. (Stein et al., 1995)

In general, polymeric DNA has a linear relaxation rate with respect to the concentration
ratio of DNA phosphate vs total Na* within 1 < [Nat*]/[P] < 20 (Stein et al., 1995). This
ratio spans DNA phosphate concentrations between 2.5 - 15.1 mM and [Na*] between 0.003 -
1.3 M. In Fig. 3, the y-intercept (i.e., [Na*] — oo as [P]/[Na*] — 0) in a Rops vs [P]/[Na*] plot
corresponds to Reree (Bleam et al., 1980). At 1:1 salt conditions (no added salt), Rops =69 £ 1 s
is =3.6-fold greater than Rgee (19 = 1 s). By contrast, 20 bp dsDNA has a reduced and
significantly nonlinear Rops over the same [P]/[Na*] range (see Section 3.2.1 and Fig. 3). Robs
vs [P]/[Na*] data for short and long dsDNA was described with a single fitting parameter,
a, weighted by C*,z|(a), the axially averaged local Na* concentration predicted by GCMC
for an appropriately charged cylindrical dsSDNA model (Fig. 3, dashed lines). Interpretations
of NMR-measured cation-polyion association data and its comparison to polyelectrolyte
theories (e.g., CC, PB, and MC calculations) are reviewed elsewhere (Anderson & Record,
1990; Braunlin, 1995).

2.3.2 Electrophoretic mobility of polymeric nucleic acids

The electrophoretic mobility (#) of a given nucleic acid depends on the ratio of its total
effective charge (4.f) and the frictional coefficient (f) it experiences while moving through the
electrophoretic medium,

u=1r. 17)

The independence of electrophoretic mobility on DNA length for long (> 400 bp) DNA
strands is well documented in the literature (Olivera et al., 1964; Stellwagen et al., 1997). For
example, at 0.01 M NaCl, x4 was invariant with DNA length for molecular weights between
1 - 130 MDa (1.5 - 200 kbp) (Olivera et al., 1964). In a series of experiments spanning
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0.0001 - 3 M NaCl, poly(styrene sulfonate) strands possessing ~150 - 4500 monomer units
exhibited constant x4 at fixed [NaCl] with respect to polymer length in capillary
electrophoresis or electrophoretic light scattering experiments (Hoagland et al.,, 1999).
Therefore, the independence of 1z on DNA length requires that changes in the per monomer
effective charge compensate any variation in the per monomer frictional coefficient for long
DNAs. Fig. 4A demonstrates the length independence of x for long NAs. Experimental and
theoretical studies of polyion electrophoresis phenomena have been reviewed extensively
(Allison et al., 2007; Hoagland et al., 1999; Slater et al., 2009; Slater et al., 2002; Viovy, 2000).
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Fig. 4. A. dsDNA electrophoretic mobility (1) measured by capillary electrophoresis of
monodisperse DNA (®) and plasmid restriction digest fragments (O, MspI of pBR322; O,
HpHI of pBR322; A, Tagl of pUC19) as a logarithmic function of DNA size (in base pairs).
The horizontal line indicates the average mobility of long DNA fragments; the curved line is
a guide for the eye. B. Low molecular weight fragments from (A) re-plotted versus the -0.6-
power of dsDNA length (in bp). (Stellwagen et al., 1997)

2.2.3 Polymeric melting studies

In general, DNA thermal stability increases with increasing 1:1 salt concentration up to ~1 M.
For < 0.2 M salt, the T, (the midpoint temperature of the thermal transition, where Kops = 1)
is linear in log[salt]. T, increases 10—20 °C per decade increase in univalent salt
concentration. This behavior is exhibited by both natural and synthetic DNA duplexes and
appears to be primarily a coulombic effect. The salt dependence of T}, can be quantitatively
interpreted by
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2
o, __2RT, AT, (18)
Olna, AH!

m

where R is the gas constant and AH;, is the enthalpic change per nucleotide for the melting

transition. Polyelectrolyte Poisson-Boltzmann calculations find that the per-nucleotide AT,
of nucleic acid transitions has a broad maximum around 0.01 - 0.2 M salt, explaining the
relatively constant behavior of 0T,,/dlna: (Bond et al., 1994; Shkel et al., 2002). NA order-

disorder transitions are fully described using experimental AH, and T, values with AT
determined by NLPB on primitive charged cylinders (Fig. 5).

15—+3s5

20+ 1 T T

Fig. 5. The dependence of NA melting temperatures, T, on the logarithm of NaCl activity
(In as). Symbols denote calorimetric or spectroscopic measurements, while solid lines
indicate predictions (eq 18) from NLPB thermodynamic analysis. (Bond et al., 1994)

Researchers have used DNA melting studies to assess oligomer thermodynamics relative to
those of polynucleotides. One common approach compared experimental 0T,/ 0lna: values
for a given oligonucleotide relative to that predicted for a polymer with the same fractional
GC content. As background for later discussion, some of the empirical 0T,/ 0lna: models
are surveyed here.

Empirical predictive models for the salt dependence of polymeric nucleic acid denaturation.
0T}/ Olna. increases linearly with increasing percentages of AT base pairs from 11 - 13 °C at
0%AT to 18 - 20 °C at 100%AT (Blake & Haydock, 1979). The reason behind the GC
dependence of 0T,/ 0lna: is not understood, but it is well characterized. Early estimations of
0T,/ Olna: relied on empirically established linearity between 0T,/ dlna: and fcc, the fraction
of GC base pairs in the DNA duplex, foc (Blake & Haydock, 1979; Frank-Kamenetskii, 1971).
These simple linear relationships are relatively successful, typically predicting 0T,/ 0lna:
within ~10% error. However, nearest-neighbor based calculations (Blake et al., 1999;
Breslauer, 1986; Delcourt & Blake, 1991) correlate better with experiment and have become
the de facto standard in many arenas. For example, the salt dependence of thermal
denaturation for a d(AT) homopolymer is underestimated by 20% using the method of
Frank-Kamenetskii and by 10% using Blake and Haydock’s formula but is predicted within
5% of the experimental value by the Blake (1999) nearest neighbor approach. In general,
Frank-Kamenetskii, Blake and Haydock, and Blake et al. all see approximately a 30%
difference in 0T,/ Olna: for the predicted all-d(AT) and all-d(GC) extremes. These sequence-
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dependent methods which predict 0T,/ dlna: were mostly developed using long NAs where
the thermodynamic consequences of coulombic end effects are expected to be small.
Comparisons of the measured oligonucleotide 0T,/ dlna: with those predicted by methods
described above have led some researchers to suggest that oligomers behave similarly to
polymeric NAs (Williams et al., 1989). These comparisons along with other oligonucleotide
duplex melting studies will be discussed in greater detail in Section 3.2.5.

2.3.4 Binding of small ligands to polymeric nucleic acids

Polyelectrolyte behavior can also be probed via polyion binding processes with small
ligands (including oligocations). Below is a brief summary of some archetypal DNA/RNA-
ligand binding reactions described in the literature. Reviews covering a wider array of
ligand-nucleic association phenomena are available (Anderson & Record, 1995; Lohman &
Mascotti, 1992; Manning, 1978; Record et al., 1978; Record et al., 1998).

Simply speaking, when a cationic ligand with charge Z; binds to a NA in a solution
containing only monovalent salt, counterions are released into the bulk solution providing
an entropic driving force for ligand-NA complex formation (Record et al., 1976; Record et
al., 1978). Enthalpies observed upon NA binding by oligolysines and polyamines are small
and salt-independent, consistent for an entirely entropic driving force (Braunlin et al., 1982;
Lohman et al., 1980; Lohman & Mascotti, 1992). The Kops for binding is dependent on the
mean ionic activity a: of monovalent salt MX in solution,

5K, = 208K _ (7 152r), (19)
Ologa,

where “AX” is the stoichiometrically-weighted difference between products and reactants
(Anderson & Record, 1993; Record et al., 1998). For the process described in eq 1 between
DNA (D), ligand (L), and complex (LD), A X = Xip - Xp - Xr. Itis typically assumed that the
binding of the ligand to DNA effectively neutralizes Z; charges of the DNA (Olmsted et al.,
1995; Record et al., 1978).

While eq 19 should be used in general, a highly approximated expression has been found to
give good results for an enormous range of systems. Using the limiting law approximations
of very low salt, treating the charge of the complex as |Z.p|=|Zp|-|Z.|, assuming that I'.p
=I'p and that ion release only occurs from the polymer, eq 19 simplifies to

LL
ologK ,, L

—2 s =—Z (1+2I'y))=-Z,v, 20
(alog[MX]] ( ) 4 (20)

T,pH

where T} = —é (eq 9) and therefore y = (1 - 0.5¢p). The original derivation of eq 20

D
(Record et al., 1976) relied on CC theory (Manning, 1969). Subsequent NLPB evaluations of
y performed under limiting law conditions yield equivalent results (See Sections 2.2.1 and
2.2.4). dsDNA is thus predicted to have dsy = 0.88 (Record et al., 1976). Similar values of
SKobs/ Z1 are found regardless of whether the ligand is Co(NH3)s** (Plum & Bloomfield,
1988), polyamines (Braunlin et al., 1982), oligolysines (Lohman et al., 1980; Record et al.,
1976), or even proteins such as lac repressor (deHaseth et al., 1977) or RNA polymerase
(deHaseth et al., 1978) for their nonspecific binding to nonoperator DNA. SKobs/Z1 has
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shown variation in some cases, especially when complex formation involves a DNA
conformational change. For example, intercalative binding processes typically exhibit
reduced SKops/Zy ratios, as highlighted by the drug sanguinarine which binds to polymeric
dsDNA with SKqbs/ Z1 ranging between 0.40 - 0.55 (Sen et al., 1996).
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Fig. 6. Cationic peptide binding to polymeric nucleic acids is quantitatively described by
limiting-law polyelectrolyte theory. (A) Poly(U) binding affinity of oligolysines with charge
Z1, = +2 - +10 (as indicated above) exhibits a linear dependence on log[K*] (Mascotti &
Lohman, 1990). (B) The salt dependence of poly(U) binding affinity for oligopeptide
containing two titratable groups (HWKK) decreases as pH increases from 5.2 - 8.7 (Ballin et
al., 2010). (C) Poly(U)-XWKK binding constants (where X = histidine (H) or lysine (K)) and
their salt dependence (D) are accurately predicted via eq 20 by accounting for peptide
deprotonation with increasing pH. (Ballin et al., 2010)

The general applicability of eq 20 appears to be extensible to processes involving other
polyions and/or ligands which have titratable charges. Extensive binding studies with a
series of oligolysine (Fig. 6A) and oligoarginine peptides (Z; = 2 - 10) with various ssDNA
and ssRNA NAs found that eq 20 with ssy = 0.71 (Mascotti & Lohman, 1990) accounts for
the salt dependence of these systems at low salt concentrations at low ligand charge (Z, =2 - 4).
The full dataset is well fitted if the limiting law expression is augmented to take into account
hydration changes upon binding (Mascotti & Lohman, 1990; Mascotti & Lohman, 1993). The
linearity of logKews vs log[salt] has been reported for ligands binding to other
polyelectrolytes with varying axial charge densities, & including the polyanionic
polysacharride heparin (Mascotti & Lohman, 1995) and polyAe(polyU), triple stranded
RNA (Record et al.,, 1976). Eq 20 quantitatively describes binding affinity as a function of
salt concentration and pH changes (Fig. 6B - D) when ligand deprotonation equilibria are
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incorporated into the calculation of Z; (Ballin et al., 2010; Lohman et al., 1980). Together,
these studies show that polyelectrolyte theory effectively describes the electrostatic
contributions to binding equilibria and that these contributions are predominantly dictated
by gross physical properties such as the net charge and its spatial distribution.

3. Oligonucleotide studies

Residues within the “interior” of a polynucleotide comprise the vast majority of the NA
length such that the ends contribute negligibly to the average characteristics of the polyion.
Do short NAs whose ends comprise a significant fraction of their oligoion length behave any
differently than their polymeric analogs? Below is a brief overview of experimental and
theoretical research directly relevant to the thermodynamics of short vs long oligoions. This
section seeks to address whether there is a coulombic end effect that differentiates the
termini of any NA strand from its interior when interacting with other charged species. If
such a phenomenon existed, the average per charge coulombic properties of oligoions
would vary with Zp, the total charge of the oligonucleotide until some critical threshold
length was attained. The discussion of relevant theoretical work will be followed by a
synopsis of experimental efforts to characterize nucleic acid properties that would be
sensitive to coulombic end effects: 2Na NMR relaxation rates, electrophoretic mobility, NA
melting and NA-ligand interactions. Recent attempts to visualize ion distributions directly
by small x-ray scattering will also be discussed.

3.1 Oligoelectrolyte theory

The evolution of oligoelectrolyte theory was similar to that of polyelectrolytes in both
chronology and scope. In most cases, existing polyelectrolyte theory was adapted to
account for perturbations observed in oligoelectrolyte thermodynamics. For ease of
presentation, the oligoelectrolyte theory will be summarized in the following order: 1)
counterion condensation theory, 2) Monte Carlo, and then 3) PB. The concepts presented
here provide a context for the oligoelectrolyte experimental results presented in Section 3.2.

3.1.1 Counterion condensation and related approaches

In what may have been the first theoretical description of salt effects on an oligoion process,
Elson and coworkers modeled thermal denaturation data for a series of intramolecular
hairpins by calculating and then summing the discrete pairwise interactions between
screened phosphate charges (Elson et al., 1970). The pairwise interactions were determined
via the method of Schildkraut and Lifson which uses the linearized PB equation to estimate
the screened electrostatic potential as

@ = e (21)
ety

for two phosphate charges i and j separated by a distance r; with z, as the effective charge of
the phosphates. These summed interactions were used to determine the free energy change
of the helix-coil transition and to predict the experimental data using (z,/€) as the only
fitting factor. Additional details of Elson’s study and the subsequent analytical modeling of
their data by Record et al. (1978) will be discussed further in the context of the experiments
that served as their inspiration (See Section 3.2.4).
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Ramanathan and Woodbury (1982) considered the BBGKY hierarchy of equations near the
PB limit of a uniformly surface-charged cylinder in a continuum dielectric. The authors
proved that counterion condensation occurs if & surpasses a critical threshold for a charged
rod whose length, L, is much larger than its radius, 4, and if this length is also comparable to
or larger than the Debye length. The &uitcal is independent of salt concentration if L 2 «1.
As the oligoion length decreases, the volume of the condensed layer increases, maintaining
the number of ions condensed. When L< k7, &xitical Varied with length and salt concentration
(Ramanathan & Woodbury, 1982).

This work inspired Manning and Mohanty (1997) to adapt extended CC theory to finite
polyions in the presence of monovalent salt. As discussed in Section 2.2.2, 6 represents the
average fraction of ions in solution which condense around a polyelectrolyte (e.g., DNA) if
& > 1 for a univalent salt. Manning and Mohanty reported that as the length of the polymer
is traversed from the center, 6 maintains the idealized (i.e., polymeric) value 6 =1 - 1/& up
to approximately k! from the terminus. Thereafter, 8(s) continues to decrease as the end of
the polymer is approached by

H(S) ~1- %(S)rg > gcrit (22)
where
B In(x™" / b) 4
fm’l(s) - ln(S / b) ’L <K (23)

and s is the contour distance from the terminus of the oligomer (Manning & Mohanty, 1997).
In other words, the interior of an oligomer behaves just like that of a polymer for distances
more than k! from the oligoion terminus. Oligomer (or polymer) regions within k1 of the
terminus will show decreasing extents of ion condensation as the end is approached. The
dependence of 6 on the spatial proximity to the oligoion terminus reflects a coulombic end
effect. For sufficiently short oligoions, a coulombic end effect would also be evidenced as a
decrease in 6 with decreasing oligomer length L since the termini are always within a critical
range. Indeed, the CC model predicts that oligoelectrolytes shorter than the Debye length
(i.e., L < x1) will exhibit less counterion condensation than a polyion and that, unlike a
polyelectrolyte, the threshold for condensation will depend on both the oligoion length and
the solution salt concentration (Manning & Mohanty, 1997). In essence, k! determines the
magnitude and onset of the coulombic end effect expected by CC theory.

Fenley et al. (1990) evaluated CC theory predictions for a finite line charge at intermediate
salt concentrations (< 0.1 M univalent salt). They found coulombic end effects at low salt
which were exhibited as decreased counterion condensation relative to the polymeric limit
for regions within approximately k-1 of the line charge termini. To put this into context, a 20
bp dsDNA oligomer has a Debye length of 9.6 A at 25 °C and 0.1 M univalent salt.
According to the Fenley (1990) analysis, a 20 bp dsDNA will exhibit completely polymeric
behavior because the DNA oligomer is approximately seven times longer than the Debye
length: the predicted average fraction of condensed ions per DNA charge (6 = 0.740) is close
to the theoretical limit for a polyelectrolyte (6 = 0.764). If instead of a finite line charge, the
polyelectrolyte was modeled as a double-helical array of charges using B-DNA coordinates,
the predicted fraction of condensed ions was salt-dependent, in direct conflict with the
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experimentally observed salt-invariance of 6. The salt-independence of 6 was restored by
using an empirical distance-dependent dielectric function near the DNA surface (Fenley et
al.,, 1990). In any case, CC theory predicts that the 6 sensitivity to coulombic end effects is
insignificantly small under typical experimental conditions!®. Because 0 is directly linked to
experimentally measurable thermodynamic quantities, the effective equivalency of 6 leads
CC theory to predict that there will be no measurable coulombic end effects in NA
properties or processes under typical experimentally accessible salt concentrations. These
findings will be revisited in Sections 3.1.2 and 3.1.3.

3.1.2 Oligonucleotide Monte Carlo simulations

In one of the first grand canonical Monte Carlo (GCMC) studies of a finite oligoanion, B-
DNA (4 - 50 bp) was represented as a right circular cylinder with 3 A cylindrical end caps in
a constant dielectric continuum at low (a: = 1.76 mM) monovalent salt (Olmsted et al., 1989).
These calculations predicted a significant coulombic end effect: the surface counterion
concentration increased linearly with axial position to a distance of approximately 31 A from
the ends. Beyond this distance, the interior showed a polymeric extent of counterion
accumulation which was invariant with axial position. Oligomers shorter than ~24 bp did
not attain the maximal surface counterion concentration seen at the interior of polymeric
DNA. These findings are in contrast to CC predictions which state that coulombic end
effects should only become apparent when the Debye length is significantly larger than the
oligomer length: even at the low salt concentration (*2 mM) used in the Olmsted GCMC
study, the Debye length k- is only ~2.3-fold greater than the range of the coulombic end
effect they observed.

Olmsted's GCMC studies of “primitive” model DNA show that the local cation
concentration in the vicinity of the polyion is much smaller at the termini than at positions
in the interior (cf.,, Fig. 7A). The result is a roughly inverted parabolic ion distribution which
can be approximated as a trapezoid for longer lengths (Olmsted et al., 1989; Olmsted et al.,
1991; Olmsted et al., 1995). Increases in NA size beyond a critical length simply increase the
length of the plateau region in the interior (Fig. 7A-B). If there were no coulombic end effect,
the local ion concentration would be relatively invariant over the entire length of the DNA,
with little difference at the ends vs the center of the polyion.

For B-DNA >10 bp, I',, approaches the polymer limit linearly with 1/N, a relation which
holds for the entire 10 - 200 mM univalent salt concentration range considered (Olmsted et
al., 1991; Shkel & Record, 2004). In other words, as the DNA strand length is increased, the
average counterion accumulation per NA phosphate increases with increasing N and
approaches the polymeric limit. The magnitude of the slope for I',, vs 1/N increases with
decreasing bulk salt concentration, indicating that larger bulk salt concentrations reduce the
length dependence of ion accumulation around DNA (Olmsted et al., 1991; Shkel & Record,
2004). Olmsted et al. (1991) used their results to calculate AI' values for DNA thermal
denaturation which were in excellent agreement with experimental determinations.

19 The predicted 6 equivalency for oligomers vs polymers cannot be used to extrapolate comparisons of
Toligoion US I'polyion. Consider, for example, the difference between 6 and I',,. 0 represents the fraction of
counterions condensed around the polyelectrolyte, whereas I',, is representative of all of the
counterions in solution.
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Fig. 7. GCMC predictions of surface counterion concentration C|z|(a) as a function of axial
location (in monomer units) along cylindrical models of uncomplexed and complexed DNA
oligomers, the latter with 8 central charges eliminated to simulate binding of a ligand with
Z; = 8+. (A) 24-mer: ®, uncomplexed (| Zp| =24); O, complexed (| Zp| = 24-8); (B) 72-mer:
®, uncomplexed (| Zp| =72); O, complexed (| Zp| =72-8). The axial location of the
terminal charge is at position 1. (Olmsted et al., 1995)

Foreshadowing ligand-binding experiments (see Section 3.2.6), Olmsted and coworkers
considered the consequences of a +8 cationic ligand binding to short-, intermediate-, and
polymeric-length DNA models (Olmsted et al., 1995). Binding was represented by “turning
off” 8 charges in the axial center of a given length of DNA. Binding to the center of a 24-mer
severely reduced the cation surface concentration around the DNA, whereas binding to the
interior of an intermediate-length model DNA effectively created two new “ends” in the
interior (Fig. 7).

In summary, the GCMC calculations on cylindrical DNA models find that the axial
distribution of counterions around the polyion is qualitatively different for short DNA (with
its parabolic ion concentration profile and its nonpolymer-like interior) vs polymeric DNA
(having a trapezoidal ion distributions with a “polymeric” interior). The coulombic end effect
stems from the decreasing cation accumulation as the oligomer terminus is approached.
Increasing bulk salt concentration decreases the number of terminal residues impacted by the
coulombic end effect. The coulombic end effect reduces the overall average per phosphate
counterion accumulation around a nucleic acid compared to the polymeric limit. Unlike CC
estimations of 6, the GCMC results predict that these effects are significant at experimental salt
conditions. The thermodynamics of NA processes such as S;Kobs (eq 19) and 0T,/ dlnax (eq 18)
are direct repercussions of 6 and I behavior as a function of DNA charge | Zp]|.
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3.1.3 Oligonucleotide nonlinear Poisson-Boltzmann calculations

Characterization of the coulombic end effect by NLPB. NLPB has also been applied to short nucleic
acids. Calculations on DNA lengths between 10—100 bp modeled as right circular cylinders
with hemispherical caps exhibited clearly evident coulombic end effects (Allison, 1994). At all
monovalent salt concentrations considered (1 - 100 mM), the reduced electric field potential,
y(a), at the surface of the DNA cylinder significantly decreases over a ~ 5—6 bp distance as the
DNA terminus is approached. Allison (1994) found that to a first approximation, ionic
strength and thus Debye length, does not strongly affect the extent of end effects on the
polyion electrostatic potential. While the reduced potential y(r) is not the same as the surface
counterion concentration, Allison's results compare well with those of Olmsted et al. (1989,
1991) and Ni et al. (1999), probably because counterion concentration is proportional to the
exponential of y(r) (see eq 14). On the other hand, the large differences seen in y(a), even at
high salt concentrations do not correlate well with the predictions of counterion condensation
theory which state that the coulombic end effect is very small under these conditions.
However, 6 is an integral quantity and still may attain polymeric character even if the reduced
potential at or near the surface of the DNA is changing with position.

NLPB calculations on a hemispherically-capped cylindrical 80-mer DNA model evaluated the
effects of salt concentration and DNA structural parameters on the axial range of the
coulombic end effect (Ni et al., 1999). Leng is defined as the length from either oligomer
terminus where the surface cation concentration reached 95% of the interior concentration.
These studies found only a small salt dependence in Leng between 0.01 - 0.2 M univalent salt:
Leng decreased by only 20%over a 20-fold increase in salt concentration. However, Leng was
much more sensitive to the DNA structural parameters 2 and b (See Section 1.2.2). Subsequent
NLPB studies discovered that above 0.1 M salt, Leng is determined mostly by the polyion
cylinder radius, 4, and charge separation, b, and only weakly by «! (Shkel & Record, 2004).
NLPB calculations of small ligands binding to oligomers. Several NLPB analyses have
considered antibiotic-DNA binding thermodynamics (Chen & Honig, 1997; Misra et al,,
1994; Sharp et al., 1995). The interaction of the minor groove-binding antibiotic 4',6-
diamidino-2-phenylindole (DAPI) with dsDNA exemplifies the debate on the existence of
coulombic end effects. Although the original experimental binding studies of DAPI (a +2
cation) were performed using poly[d(AT)]z and poly[d(GC)]> (Wilson et al., 1990), structural
data were not available for polymeric DNA. Instead, crystal structure coordinates of a
DAPI-12 bp DNA complex were used to construct structurally detailed models of a 12 bp
duplex oligomer for NLPB calculations (Misra et al., 1994). The results were then compared
to experimental SKops values for DAPI2* binding to polymeric DNA. They reported that the
calculated DAPI2*-DNA SK,s was the same for DAPI bound to the 12 bp Dickerson-Drew
dodecamer (DDD) sequence (d(CGCGAATTCGCG)) versus a 57 bp DNA built around a
central d(CGCGAATTCGCG); binding site, and therefore concluded that there were no end
effects. Misra et al. stated that the lack of difference is reasonable since DAPI binds at least
13 A from the terminus of the Dickerson dodecamer and that their results were consistent
with previous studies which reported that the coulombic end effect spans a distance of
~0.5«1, or approximately 11 A at 0.02 M salt (Olmsted et al., 1989).

However, Sharp's ef al. (1995) NLPB studies of DAPI binding to a range of DNA lengths
(= 8—60 A or ~2—18 bp) predicted a discernible coulombic end effect for DNA lengths
< 4—5 bp at 0.1 M salt when using a structurally detailed 3-D model for the complex. For
dsDNA > 7 bp, the net salt-dependence showed no significant variation over the DNA
lengths considered. In other words, Sharp found that DAPI-DNA complex formation
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requires oligomer lengths beyond the range where coulombic end effects are readily
apparent for divalent ligand binding at 0.1 M salt (Sharp et al., 1995). The Misra (1994) study
considered DNA lengths >12 bp, and therefore the predicted SKops of DAPI2*-DDD binding
should be within error of the experimentally observed SKeus for binding to polymeric
dsDNA.

3.1.4 Molecular dynamics simulations

In the last ~15 years, molecular dynamics (MD) simulations have become accepted to such
an extent that researchers are using MD for the final stages of structure refinement (Ditzler
et al., 2010). Early MD simulations of dsDNA were plagued with problems such as broken
base pairing and duplex distortions (Cheatham & Kollman, 2000). However, MD can now
make experimentally-consistent predictions such as the spontaneous conversion of an A-
DNA duplex into the more thermodynamically stable B-DNA form, ion interactions in the
grooves of B-DNA observed in NMR and X-ray studies, and sequence-dependent DNA
bending. MD force fields such as AMBER, CHARMM and software packages such as
Discovery Studio (Accelrys, Inc.) and GROMOS are now readily accessible?. Simulations
commonly include full atom representations of macromolecules and many tens of
thousands (sometimes millions) of solvent molecules, running simulations on nanosecond
timescales or longer. Extreme examples include MD simulations of B-DNA dynamics on the
microsecond timescale (Pérez et al., 2007), nucleosome core particle dynamics over a 200 ns
interval (Materese et al, 2009), and tRNA entry into the ribosome during decoding
(Sanbonmatsu et al., 2005). The extremely high electrostatic fields around NAs require
careful consideration of ion and solvent molecules in MD simulations, with as much as 80 -
90% of the computational cost consumed by solvent-solvent interactions (MacKerell &
Nilsson, 2008). Some laboratories have attempted to avoid this expense by adopting implicit
methods to account for the solvent (Auffinger & Hashem, 2007), though even with these
simplifications, large systems still represent a significant challenge. Conformational
dynamics or binding processes (with drugs or proteins, for example) are of particular
interest. MD methodology development and its applications are intensely active fields of
research with reviews being published every year. Here, the basic concepts in MD will be
described with salient examples as relevant. Further interest is deferred to an extensive
array of available reviews (Auffinger & Hashem, 2007; Ditzler et al.,, 2010; Egli, 2002;
Hashem & Auffinger, 2009; Koehl, 2006; MacKerell & Nilsson, 2008).

MD relies on empirical parameterizations to generate a potential field and then evaluates all
atom-atom interactions between the macromolecule and the surrounding water and ions.
Potential fields are generally calculated by modeling atoms as Lennard-Jones spheres
possessing point charges at their centers, using harmonic spring potential energy functions
describe bond lengths and bond angles, and maintaining dihedral angles within a defined
torsion profile (Cheatham & Kollman, 2000; Ditzler et al., 2010). Forces acting on each atom
are determined from the potential field which dictates the motions of each atom for 1 - 2
femtoseconds. From the new configuration, a new total energy (or free energy, depending
on the conditions used) is calculated, and the forces and velocities are calculated again.
Everything is dependent on the potential field and continual research strives to improve
force field “accuracy” as judged by comparison of MD simulation results to structures

2 An extensive list of molecular modeling and molecular dynamics software is available at
http:/ /www .netsci.org/Resources/Software/ Modeling/ MMMD)/ index.html .
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predicted by ab initio studies or observed experimentally (Cheatham & Kollman, 2000;
Hashem & Aulffinger, 2009). Often, this has been done by adjustment of the parameters used
in the analytical potential field equation of choice. Alternative approaches to defining
atomic forces that are particularly important for NA studies include particle mesh Ewald
summation (Koehl, 2006) to address the extreme electrostatic fields around the NA and
hybrid quantum mechanical/ molecular mechanical algorithms (Ditzler et al., 2010), often
employed to describe catalytic processes in, for example, ribozymes.

Much of the discussion of ion-nucleic acid interactions in molecular dynamics simulations
focuses on ion association or localization, especially in the nucleic acid grooves. Na* ion
localization at the ApT step in the minor groove of DDD dsDNA is an archetypal example
(Young et al., 1997). Since the initial Young et al. publication on the “ApT pocket,” questions
of ion-DNA site-specific binding (Egli, 2002), partial phosphate charge neutralization
(Manning, 2003), and the possible repercussions of these phenomena on DNA topology (e.g.,
bends, twist, groove widening, etc.) continue to be very active fields of research.

However, MD studies which consider ion-NA interactions and the possibility of ion-binding
pockets near the NA surface seem to be focused for the most part on NA geometries and radial
ion distributions. To our knowledge, very little has been reported on the axial ion distribution
which would be most indicative of a coulombic end effect. That said, some studies have
considered the extent of phosphate charge neutralization by the surrounding ion atmosphere.
One of the earliest examples we could find analyzed the superposition of multiple
DNA/counterion structures taken at regular intervals during a 1.5 ns nanosecond simulation
of DDD dsDNA in the presence of 22 Na* ions (to maintain electroneutrality) and ~4000
waters (Young et al., 1997). They reported that the “cloud” of counterions around the DNA
under no added salt conditions is consistent with Manning's counterion condensation theory,
with 76% of the ions condensed around the DNA (Young et al., 1997). A more recent MD
simulation on a comparable system (DDD, 22 Na* ions, ~4000 waters, 60 ns simulation) found
similar results (Ponomarev et al., 2004). More recently, the net neutralization of DNA charge
by core histones and surrounding counterions in the presence of ~ 50,000 water molecules was
considered after a 200 ns MD simulation (Materese et al., 2009). In this study, the authors
expected that ~24% of DNA charge should remain after accounting for the counterion and
histone charges within 10 A of the DNA surface, as anticipated by 6 = 0.76 from CC theory.
Therefore, approximately 219 counterions were expected near the DNA surface, but only 174
were observed (Materese et al., 2009). Comparisons of radial ion distributions predicted by
MD vs by PB calculations showed marked differences: the extreme Na* accumulation within 3
A of the nucleosome surface was absent in the PB radial distribution and MD predicted three
distinct ionic shells versus only one by PB calculations.

Although molecular dynamics have reproduced some experimental phenomena such as ion
localization (Ditzler et al., 2010), current MD force fields generally tend to be insensitive to
salt concentration. Simulations of DNA dynamics and structure in solution at nanosecond
time-scales have not historically demonstrated significant differences in outcome regardless
of whether they are performed in limiting salt, net-neutralizing salt, or even 1 M salt
(Cheatham & Kollman, 2000). Of course, this is a serious issue, since differences in salt
concentration can dramatically perturb NA structure and processes (e.g., RNA folding and
ribozyme function have well known salt concentration sensitivities (Draper et al., 2005)).
While MD is considered relatively reliable for protein simulations, reports in 2007
(Auffinger & Hashem, 2007) detailed newly discovered issues with commonly used AMBER
force field implementations. For example, some parameterizations resulted in the formation
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of ion clusters or aggregates when ~ 0.25 M KCl or high concentrations of NaCl were added
to NA simulations. Hidden errors which were not easily observed in typical < 10 ns
simulations led to irreversible DNA backbone torsion angle transitions at long simulation
times (> 100 ns) which destroyed DNA structure. Multivalent cations pose a significant
challenge for MD simulations and have even been declared outside the applicability of typical
force fields (Ditzler et al, 2010). Thus, as summarized in the Supplementary Content for
(Krasovska et al., 2006), many researchers choose to run MD simulations with minimal salt to
avoid salt-related artifacts. The ion cluster and torsion angle errors described above spurred
rapid countermeasures, and MD parameterizations are continually being modified and
optimized. Thus, the struggles associated with the strong electrostatic fields around highly
charged NAs and multivalent ions may be resolved in time, providing another probe to assess
the consequences and causes of coulombic end effects in the properties and processes of NAs.
Summary of theoretical perspectives on end effects. Counterion condensation theory states that
the Debye length is the critical factor determining the size and onset of a coulombic end
effect and that the significance of end effects on DNA interactions is strongly affected by the
salt concentration. At or above 0.1 M univalent salt, the range of the coulombic end effect is
predicted to be less than 2—3 bp. Therefore CC theory predicts no significant difference per
charge between the coulombic properties of a short oligomer (approximately 5 bp, for
example) and a polynucleotide at 0.1 M salt.

NLPB and MC theories predict that the axial profile of the surface counterion concentration
is trapezoidal around a polymer and parabolic around a short oligomer. The length of the
coulombic end effect is determined by the Debye length at very low salt (ka << 1, or
millimolar salt concentrations for B-DNA), but DNA radius, 4, becomes the characteristic
length determining the size of the end effect for high salt (greater than 0.1 M). Between
0.01 - 0.1 M 1:1 salt, the surface potential and counterion axial distribution show coulombic
end effects which extend 5—6 bp into the dsDNA and =8 bases into the ssDNA interior for
long enough oligomers. In both NLPB and MC calculations, preferential interaction
coefficients show a linear dependence on the length of the oligomer (e.g., I' = I',, - v/N),
where both the slope (y) and the polymeric limit (I',;) are salt dependent and depend on the
type (e.g., structural parameters) of the DNA. These computationally derived I' parameters
are equivalent within error to those determined experimentally. Molecular dynamics
simulations have found success in predicting ion binding pockets, refining coordinates in
experimental structural studies, and correctly predicting some NA conformational changes
and ligand interactions. However, MD still has significant difficulty with predicting
properties which are sensitive to the extreme electrostatic fields surrounding NAs.

3.2 Oligonucleotide experimental studies

3.2.1 Small ion NMR of nucleic acid solutions

Unlike the linear response of the Na* longitudinal relaxation rate, Rups, with increasing
[P]/[Na*] that is observed for polymeric NAs, a short 20 bp dsDNA fragment exhibits a
distinctly nonlinear dependence (Section 2.3.1 and Fig. 3). As the Na* concentration decreased
relative to the DNA phosphate concentration, the difference 160bpR,, — 20bPRy increased
significantly, with the 20 bp fragment always having much less enhancement than the 160-mer
at any given [P]/[Na*] ratio. The divergence of Na* relaxation rates between “polymeric” 160
bp DNA and “oligomeric” 20 bp DNA was particularly evident at [P]/[Na*] = 1 where
2bpRyps = 47 1 s and 1600pR e = 69 1 1. When compared to Rpe. = 18.4 £ 0.4 s, the 160 bp
DNA had almost twice (51 vs 29 s1) the enhancement relative to that seen for the short
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oligomer (Stein et al., 1995). Since Ry is indicative of the extent of cation accumulation per
phosphate at the DNA surface, these results predict that the average local Na* concentration is
lower near the surface of the 20-mer than the 160-mer at a given [P]/[Na*] ratio. These results
are consistent with the existence of a significant coulombic end effect: a reduced accumulation
of counterions near nucleic acid termini would have a greater impact on the average per-
phosphate counterion concentration of shorter nucleic acids since the terminal regions
represent a greater proportion of the total oligoion length relative to a polyion.

3.2.2 Structural studies of oligomeric nucleic acids by small angle x-ray scattering
Structural biological applications of small angle x-ray scattering (SAXS) and its variants (e.g.,
anomalous small-angle x-ray scattering, ASAXS; ultra-small-angle x-ray scattering, USAXS;
and small-angle neutron scattering, SANS) have undergone explosive growth in the last
decade. While fundamentally a low-resolution technique (typically ranging 10 - 50 A), SAXS
is unfettered by molecular weight constraints or crystallization requirements and can
investigate macromolecules in diverse solution conditions with volumes as small as 15 pL
and concentrations of ~20 pM (Putnam et al., 2007). SAXS has been integrated with Monte
Carlo, NLPB, molecular dynamics, atomic emission spectroscopy, and NMR applications
(Bai et al., 2007; Prabhu, 2005; Rambo & Tainer, 2010). SAXS derives structural information
about the population-average of all macromolecule conformations from the pattern of
scattered synchrotron radiation. This intensity data is mathematically transformed into its
pair distribution, P(r), essentially a histogram of all inter-atomic vectors within the
macromolecule. SAXS P(r) profiles can be directly calculated from atomic-resolution
structures, but the converse is not true. The radius of gyration is directly accessible by SAXS
data, thereby providing an estimation of the distribution of mass around its center and thus
an indication of the relative size of the macromolecule. The hydrated macromolecular
volume can also be obtained for well-folded macromolecules (Putnam et al., 2007; Rambo &
Tainer, 2010). The reviews above detail these techniques and available modeling approaches
(e.g., rigid-body and refinement modeling) that can be additionally applied.
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Fig. 8. The measured reduced surface concentrations of Rb* (®) and Sr2* (A) ions are shown
as the bulk solution composition is varied. The solid lines represent a global best fit to a
Boltzmann distribution of Sr2* relative to Rb*. The dashed lines represent NLPB calculations
accounting for a finite ion radius with a 2 A distance of closest approach. Inset: the sum of
the reduced surface concentrations (M) equals unity within error. (Andresen et al., 2004)
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Particularly salient to this review, SAXS has been used to probe NA ion distributions and
their perturbation by salt concentration or ion composition changes (Andresen et al., 2004;
Andresen et al., 2008; Das et al., 2003; Prabhu, 2005; Rambo & Tainer, 2010). The univalent
ion atmosphere around NAs observed by SAXS is remarkably well described by NLPB
calculations once finite ion-size adjustments are made (Andresen et al.,, 2004; Andresen et
al., 2008; Das et al., 2003). SAXS studies have corroborated several PB assumptions (Fig. 8),
including the invariance of equivalently-charged NA-ion distribution profiles and the
quantitative validity of eqs 7 and 14 (Andresen et al., 2004; Bai et al., 2007; Das et al., 2003).
Similar to PB-MC comparisons discussed previously (cf, Section 2.2.4, Fig. 2A), PB
calculations tend to overestimate surface cation concentrations near the DNA relative to
SAXS-determined values, especially when multivalent cations are present (Andresen et al.,
2004; Andresen et al., 2008; Bai et al., 2007; Das et al., 2003).

3.2.3 Oligoelectrolyte capillary electrophoresis

The capillary electrophoresis studies described in Section 2.3.3 compared free solution
mobilities () of a range of DNA fragment lengths (27 bp - 48.5 kbp) in tris-acetate-EDTA
buffer (Stellwagen et al., 1997). The electrophoretic mobility of oligomers between 10—100
bp decreased monotonically with a -0.6 power-dependence on molecular weight (Fig. 4).
The increase in u for smaller DNA fragments with increasing molecular weight are in
qualitative agreement with results seen for polylysines (Wilcoxon & Schurr, 1983), small
polyphosphates (Grossman & Soane, 1991), and poly(styrene sulfonate) oligoions (Bshme &
Scheler, 2007). However, duplexes of ~ 400 bp to 45.8 kbp were independent of molecular
weight, consistent with polyelectrolyte behavior (see Section 2.3.3). Does a coulombic end
effect contribute to this molecular weight dependence of y for small oligos?

Mohanty and coworkers (Mohanty & Stellwagen, 1999) derived an expression to describe
by a series of linearizations of the field and ion transport equations and applied it to the
Stellwagen (1997) experimental data. The DNA was modeled as a string of charged beads
with a reduced effective charge of (1 - 8) predicted by counterion condensation theory. The
condensed fraction of counterions is solely determined by axial charge density & (eq 8) at
distances greater than the Debye length (i.e., k1 < 20 A or < 6 bp at salt concentrations >26
mM used in Stellwagen’s experiments). All dsDNA fragments considered exceeded this
threshold and thus coulombic end effects are predicted to be negligible. Mohanty's model
qualitatively agrees with experiment in that it predicts a plateau in x for high molecular
weight DNA and decreasing with decreasing DNA length. However, the predicted u
decreases too rapidly with decreasing DNA molecular weight in comparison to experiment.
A rigorous continuum hydrodynamic-electrodynamic model describing x found that the
effective charge per base pair decreases with increasing dsDNA length (Allison et al., 2001),
indicating that significantly fewer counterions were accumulated per DNA charge for short
DNA oligomers than for polymeric DNA. Treating DNA as straight hemispherically capped
cylinders predicted electrophoretic mobilities for DNA 2 60 bp within < 9% of experimental
values but overestimated u for larger fragments (Fig. 9). Since the dsDNA persistence length
is approximately 50 nm (~ 147 bp), the authors deduced that the increased likelihood of
DNA bending for lengths 2 80 bp may be contributing to the experimentally observed
plateau of u for longer NAs. Unfortunately, the impractical computational time required to
sample multiple worm-like chain conformations precluded calculation of an ensemble
averaged u for a population of flexible DNA fragments. However, modeling a series of



Role and Applications of Electrostatic Effects on
Nucleic Acid Conformational Transitions and Binding Processes 161

singly bent cylinders with the curvature expected for a given length of DNA predicted a
dependence on length which qualitatively agreed with experiment (Fig. 9). Together, these
results demonstrate that boundary element modeling (with coulombic end effects) can yield
quantitatively better predictions of electrophoretic mobility for short oligomers than a CC
approach (without coulombic end effects).

1 1.5 2 2.5 3 3.5

logye(n)

Fig. 9. Comparison of theory and experiment describing the length dependence of
electrophoretic mobility, 1. Boundary element calculations modeling dsDNA as straight (#,
solid curve) or bent (M) primitive cylinders with hemispherically capped ends possessing
phosphates set at half their full charge were compared to experimentally determined u (A)
for varying lengths (1, base pairs) of dsDNA oligonucleotides (Stellwagen et al., 1997; cf. Fig.
4A above). The dashed line is the idealized mobility of an infinitely long straight rod.
(Allison et al., 2001)

Oligomeric nucleic acid processes

Of all oligonucleotide experimental data available relevant to the question of coulombic end
effects, thermal denaturation studies probably make up the most plentiful and controversial
of results. In the last several years, considerable gains have been made in the
characterization and predictions of oligonucleotide stability and its salt dependence. For
example, a generalized set of nearest neighbor parameters are now available to describe
both polymeric and short nucleic acid hairpins as well as duplex dimer complexes
(SantaLucia, 1998). Recent work has generated an empirical function to quantitatively
correct for the influence of divalent cations on the thermal denaturation of dsDNA
oligomers (Owczarzy et al., 2008). The theoretical work of Olmsted et al. (1991) and Shkel &
Record (2004) employ coulombic end effects to accurately describe several of the
denaturation studies known at the time. However, observed and theoretical thermodynamic
descriptions of NA melting led some to believe that coulombic end effects were not
necessary to describe oligonucleotide melting. This brief synopsis describes some of the
experimental results which seeded this controversy and concludes with a summary of
oligonucleotide-ligand binding studies which more readily detected the deviation of
oligonucleotide behavior from the polyelectrolyte ideal.

3.2.4 Conformational changes: denaturation of hairpin double helices (one folded
strand)

In one of the first systematic melting studies of nucleic acid oligomers, Elson and coworkers
investigated the thermodynamics of melting hairpin double helices formed by the
intramolecular association of series of d(AT) oligomers possessing between 18 and 44
phosphate charges (Elson et al., 1970). The melting temperature T,, and its salt dependence
0T,/ Olog[salt] for these hairpins decreased sharply from typical polymeric values with
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decreasing | Z |, the number of oligonucleotide phosphate charges (Fig. 10). They used a priori
computations based on the summation of discrete pairwise interactions of the screened DNA
phosphate charges to describe their hairpin denaturation experiments (see Section 3.1.1) and
found that a single value was sufficient to model all oligomer melting transitions at all salt
concentrations studied. However, it was necessary to count the interactions between charges
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Fig. 10. The salt dependence of thermal denaturation (STm = 0T,/ Jln[salt]) as a function of
NA charge |Z| for (O) two-stranded and (®) hairpin NAs (including the Elson (1970)
oligomers) plotted in terms of the net change in per-phosphate ion accumulation (An) upon
thermal denaturation relative to Any in the infinite polymer limit (An.,). Solid lines trace

A
A& =1- 7/37“‘} , where %ng is the NLPB- determined coulombic end effect parameter
n

U,

quantifying the reduced fraction of ion accumulation near oligoion termini. These results

= An, _|Z] = | Z]~7ena , with N, as the number of
ST,, An,,N,-X N,-X

m,0

m_ _

relate to experiment by

nucleotides in the native conformation and X, the number of nucleotides not contributing to
the reaction enthalpy (i.e., Niwp nucleotides in a hairpin loop). (Shkel & Record, Jr., 2004)

NA native state Yend Valid regime (Nn - X)
two-stranded duplex 2.8 |Z| =8 |Z|
single-loop hairpin 104 | |Z] 213 |Z| -Np-1
double-loop hairpin 104 | |Z] =13 |Z| -Np+1

both in the helical and nonhelical segments of the hairpins to accurately model the breadth
of the melting transitions. Record et al. (1978) developed an approximate analytical
treatment of these data, using an end effect parameter in a CC-like theory to predict the
observed 1/ |Z| dependence of the 0T,,/dlog[salt] of hairpin melting. The methodology
developed by Record and coworkers (1978) did not consider the nonhelical hairpin
segments nor require any details of DNA structure other than the DNA axial charge
separation b, yet fit the hairpin data quite well. A subsequent generalization of this
approach (Olmsted et al., 1991) used GCMC simulations (cf., Section 3.2.2) to predict with
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good accuracy the AI' of ds — ss conversion for the Elson et al. (1970) hairpin studies. This
same methodology, which predicts sizable coulombic end effects for short oligomers,
describes hairpin denaturation, the melting transitions of dumbbell-shaped double-hairpins
(Erie et al., 1987) and several of the two-stranded NA dimer denaturation studies known at
the time. Shkel & Record (2004) revisited these experimental systems using NLPB
calculations to develop a parameterized formula predicting 0T,/ flog[salt] via consideration
of the average ion accumulation near ssDNA and dsDNA termini relative to the polymeric
limit (Fig. 10).

3.2.5 Conformational changes: two-stranded duplex (“dimer”) denaturation

Some of the earlier spectroscopic, thermodynamic, and kinetic melting studies of short
oligonucleotide two-stranded duplexes reported that the 0T,/dlog[salt] in these systems
was closer to that expected for polymeric nucleic acids with similar GC content than to
analogous values seen in the hairpin melting studies described above. For example, the
experimentally measured 0T,/ dlog[salt] for d(GCATGC) dsDNA ranged between 11 - 15 °C
depending on strand concentration (Williams et al., 1989), which was consistent with a
predicted 0T,/0dlog[salt] of 13.6 - 15.5 °C based on formulae developed to describe
polymeric denaturation (Blake & Haydock, 1979; Frank-Kamenetskii, 1971). 'H-NMR
studies (Braunlin & Bloomfield, 1991) describing thermodynamic and kinetic salt effects on
strand association for d(GGAATTCC) found that 0.13 + 0.02 Na* ions are released per
phosphate upon duplex dissociation, which compares well with the estimated 0.17 ions
released per phosphate for polymeric DNA (Record et al., 1976). In both cases, the authors
concluded that their oligonucleotide results were the same within uncertainty as those
expected for the corresponding polymeric systems.

A comprehensive data review (SantaLucia, 1998) summarized both polymeric and
oligomeric results across seven studies of DNA and RNA stability, including the Braunlin
and Williams oligomers mentioned above. All experimental results were presented in a
common format, thereby allowing direct comparison of free energies and their salt
dependences. Experimental measurements of 26 NAs possessing 4 - 16 nucleotides had an
average 0AG®s7/dIn[salt]= - (0.057 + 0.017) *|Zp| kcal/mol between 0.1 - 0.3 M NaCl. In
other words, the sensitivity of NA thermal stability to salt concentration was found to be
linearly proportional to the number of phosphates in the duplex, |Zp| (SantaLucia et al.,
1996). Global analysis of three polymeric datasets (30 data points) yields an average
0AG®37/ 0In[salt]= -(0.175 + 0.034) kcal/mol, independent of polymer length (SantaLucia,
1998). The larger O0AG°3;/0dIn[salt] for polynucleotide denaturation vs oligonucleotide
melting in conjunction with the length dependence of dAG®37/ dln[salt] for oligomers but not
for polymers, are consistent with a coulombic end effect.

The melting thermodynamics of two-stranded oligomers appear polymeric due to a
cancellation of effects: the duplex initial state denatures into two separate single strands,
each with half the number of charges of the duplex. The net charge of the reactants does not
change in denaturation studies (AZ = 0) and thus?! 0AG®/?In[salt] = - 2RTAT" by eq 19.
Although the length dependence of T for the native and denatured states of two-stranded

OAG’
21 Substitution of -AG®/RT = InKops and In[Na*] ~ Inas into eq 19 gives ———— = —RTA(| Z | +2I).

aIn[Na']
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duplexes are significant, A" for the melting transition is relatively constant across a wide
range of oligomer lengths. As a result, the dramatic coulombic end effects evident in NMR
Na* relaxation experiments and hairpin thermal denaturation studies are not seen in two-
strand duplex melting processes. Comparisons of oligonucleotide melting behavior of
hairpins and dimer duplexes with calculations of AT" are described in greater detail by Shkel
and Record (2004). Perhaps most telling, theories which include coulombic end effects
(Olmsted et al., 1991; Shkel & Record, 2004) accurately account for the melting transitions of
NA hairpins and short two-stranded duplex DNA within experimental error, including
d(GCATGC) (Braunlin & Bloomfield, 1991) and d(GGAATTCC) (Williams et al., 1989).

3.2.6 Oligonucleotide ligand binding

Zhang et al. (1996) performed possibly the first cationic oligopeptide-oligonucleotide
binding studies to assess the difference of Z; = 8+ peptide (KWKs) binding to dT(pdT)1o
and poly(dT) (dT(pdT)ies). They reported that the binding affinity for KWK¢ binding to
poly(dT) versus dT(pdT)io was about 13 times greater at 0.2 M Na* and 76-fold greater at
0.1 M Na*.

The salt dependence of the equilibrium binding constant at 0.2 M Na* was - 6.5 £ 0.2 for
poly(dT) but - 3.5 £ 0.1 for dT(pdT)10. Poly(dT) had an extrapolated logKsps at 1 M salt of
- 0.6, indicating that ligand binding is unfavorable at such a high salt concentration and,
more importantly, that binding is dominated by the entropic driving force of cation release
characteristic of polyelectrolytes (see Section 2.3.4). dT(pdT)io, on the other hand, hasa 1 M
Na* logKops of 0.7, still indicating that most of the poly(dT)-KWKs stabilization is from
cation release, but with much less net thermodynamic counterion release upon complex
formation. The large differences in S.K,s seen for long vs short nucleic acids to
oligopeptides are consistent with PB (Zhang et al., 1996) and GCMC predictions (Olmsted et
al., 1995). The greatly reduced salt dependence of binding is consistent with a significant
change in the binding process AT for dT(pdT)i vs polydT (eq 19). These results conflict with
the expectations of CC-based theories which maintain that little or no difference in S;Kops
should be evidenced at these salt concentrations (see Section 3.1.1).

Subsequent studies of KWK binding to intermediate lengths of dT(pdT),, ,, where |Zp| is
the number of phosphate charges on the DNA, were later performed (Zhang et al., 1999) to
define the transition from oligomeric binding of dT(pdT)o to polymeric binding of poly(dT).
LogKops and |S.Kops| at 0.1 M Na* monotonically increased as length increased through the
intermediate range 15 <|Zp|< 69, with values which were bracketed between the
corresponding measures observed for dT(pdT)io and polydT. Zhang and coworkers found
that S.Kops and AG® were inversely proportional to the number of binding sites (Fig. 11).
Using a two-state model , they estimated that “end sites” spanning ~10 phosphates had
reduced ion accumulation relative to that expected for a ssDNA polyelectrolyte (Zhang et
al., 1999). With collection of additional ssDNA-KWKg binding data (Ballin et al., 2004), Shkel
and coworkers derived a parametric expression that quantitatively describes the full scope
of nonspecific ligand-ssDNA binding studies they considered. Nonlinear least squares
analysis of the experimental data indicated that coulombic end effects have a characteristic
length affecting 9.0 £ 0.8 residues from each ssDNA terminus and 12 * 1 residues from each
end of dsDNA (Shkel et al., 2006). The minimum DNA length required to exhibit polymeric
binding affinity and SKops for a ligand with Z; chargesis | Zp| = Z; + 2N, where N, =9.0 + 0.8
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for ssDNA and N, =12 £+ 1 for dsDNA. In other words, Mg with Z; = +2 would bind 27 bp
dsDNA with polymeric affinity since polymeric binding is predicted for |Zp| > 2*¥12 + 2 = 26.
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Fig. 11. AG®bs and S:Kows for KWK (Z1, = 8+) binding to ssDNA depends on DNA

charge, |Zp|. Values of AG°us at 0.1 M Na+ () and S,Kops (®), normalized by the
corresponding quantities for binding of KWKg to poly(dT), are plotted against the number
of DNA charges, |Zp|. The inset plots the same data versus 1/ | Zp|. (Ballin et al., 2004)

Conclusions

The experimental and theoretical results strongly support the existence of a coulombic end
effect on processes involving oligonucleotides or which interact with the termini of long
NAs. All experimental systems amenable to easy detection of putative coulombic end effects
show such effects. Models incorporating coulombic end effects also accurately predict
experimentally observed behavior for systems where end effects are expected to cancel out
or be insignificantly small relative to larger effects. However, theories which neglect
coulombic end effects and hence predict no difference between short wvs long
oligoelectrolytes fail to explain these phenomena and are therefore called into question.
Nevertheless, theoretical systems exhibiting the greatest success in providing a unified
explanation of nucleic acid properties from short to polymeric lengths account for
coulombic end effects and their consequences, consideration of which is crucial for the
understanding of nucleic acid phenomena in biochemistry and biotechnology.

4. Future directions

The four decades since the first reports of CC theory have witnessed tremendous
advancements. Computational methods such as MC and NLPB accurately describe many
polyelectrolyte thermodynamic signatures and their transitions into oligoelectrolyte
behavior. Predictions are generally reliable for processes occurring at intermediate (e.g.,
nonspecific binding events, ion distribution functions > 5 - 6 A from the NA surface, etc.) or
very far distances from the polyion (e.g., colligative properties such as Donnan equilibria).
These successes have encouraged researchers to tackle increasingly more difficult problems.
In particular, we expect to see a growing interest in understanding processes which occur
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very close to the NA surface. Success in this arena will require significant improvements in
the theoretical description of coulombic phenomena in extremely high field gradients,
including ion-ion and ion-solvent interactions, polarizability, etc. How are these factors
influenced by bent or kinked NA structures? Efficient integration of large-domain
macromolecular dynamics (reptation models are of particular import for theories treating
NA electrophoresis), intermediate-timescale conformational changes in RNA subdomains
(essential for understanding catalytic RNA mechanisms), and a better understanding of the
role of water in these processes (a universal challenge) will also become important. Of
course, the excitement around SAXS and other atomic-level visualization techniques will
likely continue. SAXS investigations of inter-helix DNA interactions in the presence of high-
valence salts represent an active area of research. A study of the axial distribution of ions
could provide enticing insights into processes involving siRNA, tRNA, and NA-drug
interactions which could be compared to computational predictions.

The recent derivations of analytical solutions to the PB equation at all physiologically
relevant salt concentrations may provide a viable alternative to the primitive parametric
Hook’s Law/Lennard-Jones potential fields used in molecular dynamics simulations.
Despite their limiting assumptions, PB calculations have an enormous and growing body of
evidence (SAXS, experimentally validated predictions of NA stability and its response to
solution conditions, RNA folding thermodynamics, etc.) contending that PB is an effective
tool for predicting electrostatic phenomena. Recent work has shown that expansion-series
solutions to the PB equation yield electrostatic energy predictions that are within 2% of
unapproximated calculations. The authors would like to see implementation of these
simplified yet still quantitatively accurate electrostatic formulae into a MD algorithm. Such
efforts could catalyze needed characterization and predictive model development
describing the nonelectrostatic contributions to biomolecular processes.
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1. Introduction

Short and long-motif periodicities are omnipresent in genomes of both eukaryotes (Britten &
Kohne 1968) and prokaryotes (Hofnung & Shapiro, 1999). Repetitive DNA can amount to
more than half of higher eukaryotic genomes, specifically in Homo sapience (International
Human Genome Consortium, 2001) and Zea mays (Meyers et al., 2001). Even in prokaryotes
it can account for about 6% of the total genome, specifically in Mycoplasma pneumoniae
(Ruland et al., 1990) and Neisseria meningitides (Parkhill et al., 2000). Two major types of
repetitive DNA exist (Dogget, 2000): tandem (head-to-tail contiguous) and interspersed
(non-contiguous) with a specific pattern scattered all over the genome and lengths varying
up to several hundred nucleotides (nt).

Emergence and propagation of interspersed repeats such as REP (Repetitive Extra-genic
Palindrome) found in bacteria and Alu repeats that are abundant in the human genome are
putatively attributed to reproduction processes mediated by transposons (Gilson et al., 1984)
or retroviruses (Ullu & Tschudi, 1984). These are multi-step complex enzymatic processes
and will not be considered here. This chapter deals with tandem repeats and their
generation in vitro by the Microgene Polymerization Reaction (MPR) (Itsko et al., 2008a;
2008b; 2009), and proposes a mechanism for their in vivo generation as well.

Most tandem repetitive DNA sequences in higher eukaryotes are located near the
chromosomal telomers or centromers where they play important roles in maintaining genome
integrity (Blackburn, 1991) and segregation (Catasti et al, 1994). In addition to this un-
transcribed but evidently functional repetitive DNA, the human genome contains many
apparently non-functional repetitive DNA sequences in the forms of micro-satellites (a variety
of di-, tri-, tetra-, and penta-nucleotide tandem repeats) and mini-satellites (30-35 bp long,
with variable sequences and conserved cores of 10-15 bp) (Dogget, 2000). The number of
repeats is prone to expand during replication because its constituent strands can slide over
each other between the multiple complementary regions (Wells, 1996). Thermodynamically
unfavorable structures bulging out from DNA duplex that accompany the strand sliding
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process can be stabilized by the inner base-pairs which facilitate the expansion (Kang et al.,
1995). Expansion of DNA repeats is associated with a variety of human hereditary diseases
(Mirkin, 2007).

The conceptual views on repetitive DNA were changed from considering it as parasitic
DNA (Orgel & Crick, 1980) up to necessary organizer of genomic information (Shapiro &
von Sternberg, 2005). Furthermore, numerous periodicities encrypted in encoded proteins
may reflect the evolution of modern coding sequences based on primordial oligomeric
repeats (Ohno, 1987). Unused preexisted long repetitive sequences may yield coding frames
expressing unique enzymes even currently (Ohno, 1984).

Different in vitro systems are used to study mechanisms underlying genomic repeat
expansion and possible evolutionary aspects of this process. These systems include double-
or single-stranded DNA with relatively short (4-8 nt) repetitive units and thermophilic DNA
polymerases operating under isothermal conditions. Staggered re-annealing of constituent
strands is putatively involved in expansion of repetitive DNA duplexes (Tuntiwechapikul &
Salazar, 2002; Fig. 1A) whereas hairpin elongation was proposed for extension of single-
stranded DNA with palindromes (Ogata & Miura, 2000; Ogata & Morino, 2000; Fig. 1B).
Applying temperatures near the melting point of the hairpin-coil transition in the former or
in the starting duplex in the latter profoundly facilitate such expansions. Total repetitive
DNA synthesis is greatly accelerated if hairpin elongation is combined with endonucleolytic
digestion of obtained long repetitive products (Liang et al., 2004; Fig. 1C).

The MPR, which was initially developed to produce artificial proteins containing repetitive
motifs (Shiba et al., 1997), can be used to study not only DNA repeat propagation but their
enigmatic generation as well. In this system, a medium-sized (40-50 nt) non-repetitive homo-
duplex DNA (HD) evolves into multiple head-to-tail repetitive products during heat-cool
cycles in the PCR.

In this chapter we consider this reaction, in strict terms of physical and polymer chemistry,
to decipher the steps composing it and the mechanisms underlying their consecutive
development. Several unorthodox views and consistent experimental results are described
that obey basic thermodynamic rules, and analogous in vivo reactions are discussed in light
of repeated motifs observed among subspecies of an entomopathogenic bacterial species.
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Fig. 1. in vitro systems for repeat expansion of a homo-duplex (A), single stranded (ss) DNA,

(B) and ss-DNA with administered endonuclease (C). Black arrows, forward repeating units;
grey arrows, reverse repeating units
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a T’ AGos®
Name Sequence GC (%) 0) (keal I(I)li)l-l)

5'—GGE&ATAGAAGAACTTAAATCTTTATTAG&EATTAAC&E&GC—3'
NOMUL I 286 | 67(68) -43

3'-CCTTTATCTTCTTGAATTTAGAAATAATCTCTAATTGIGTCG-5"

5'-GGTGATAGAAGAACTTAAATCTTTATTAGGAATTAACCTGGC-3"
NOMU N R Y 333 | 68(68) -45
3'"-CCACTATCTTCTTGAATTTAGAAATAATCCTTAATTGGACCG-5"'

5'"-GGTGATAGAAGTGCTTAAATCTTTATTAGGAATTGCTCTGGC-3"
EVNA R R Y 3811 71(72) -48
3'"-CCACTATCTTCACGAATTTAGAAATAATCCTTAACGAGACCG-5"'

5'-GGTGATAGTGCTGCTTTGATCTTTATTAGGAATTGCTCTGGC-3"
EVNAH I 429 | 73(74 -50

3'-CCACTATCACGACGARACTAGAAATAATCCTTAACGAGACCG-5"

2 Bold type letters indicate differences in composition between EVNA and NOMU. Underlined bold

type letters indicate differences in composition between NOMUL and NOMU and between
EVNA and EVNAH.

b Experimental and UNAFold-predicted (in brackets) melting temperature of the corresponding OS types.
¢ Association free energy (Visual OMP6-predicted) of complementary strands into OS at 37°C.
Reprinted from Itsko et al., 2008b with permission from Elsevier.

Table 1. Original homo-duplexes, called Original Singlets (OS) used in MPR research

10000
6000

3500
2500
1500

1000
750

Fig. 2. Demonstration of MPR with EVNA OS (Table 1) and its concentration-dependence on
the reactants. Change of product length with concentrations of EVNA with Vent (A, B) and
of dNTP (C with Taq, D with Vent) on 0.8% (A, C) and 2.5% (B, D) agarose gels. (A, B)
Lanes 1-7,10.4, 5.2, 2.6, 1.3, 0.64, 0.32, 0.16 uM of EVNA, respectively. Lanes 8 or M, DNA
ladder. (C, D) The following concentrations (in uM) of each ANTP were used: lane 1, 100;
lane 2, 200; lane 3, 300; lane 4, 400; lane 5, 500; lane 6, 600; lane 7, 700; lane 8, 800; lane 9, 900;
lane 10, 1,000. Concentration of the EVNA homo-duplex, 5.6 M. Lanes M, DNA ladder.
Reprinted from Itsko et al., 2008a with permission from Elsevier
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2. Demonstration of the MPR

MPR can easily be demonstrated by applying long (up to 64 cycles) end-point-detection PCR
heat/cool cycling conditions on reaction mixtures containing DNA in the form of homo-
duplex (HD) of length 40-50 bp, the sequence of which does not include any repetitive motif
(e.g., Table 1). The PCR product is composed of long DNA stretches of heterogeneous length
that is visualized as a smear on loose agarose gels and resolvable into discrete bands of HD
multiples on dense gels (Fig. 2).

3. Overall scheme of MPR

The MPR is kinetically divided into three stages: initiation, amplification and propagation

(Fig. 3), each is subdivided into a number of steps that are considered later in the chapter.

Here they are formulated in a simplified way with the following variables and parameters:

HD; - homo-duplexes of DNA containing a variable number i repeats. Correspondingly, HD;
is original non-repetitive homo-duplex called also OS (original singlet) with which
the MPR starts, and HD; is doublet of homo-duplexes designated as D, including
initial doublet (ID) that triggers propagation.

k1 is the constant rate of MPR initiation.

kamp1 is the constant rate of ID amplification by OS.

kp, is the constant rate of MPR repeat propagation per PCR cycle, assumed to be
independent of polymer length (measured in repeat units 7).

The symbols embraced in square brackets designate concentrations of corresponding DNA

species.

Initiation

The minimal repetitive unit that is prone to expand by staggered re-annealing and
replication of overhangs (Fig. 3B) is D. Propagation is therefore initiated by generation of a
so-called initial doublet (ID). The equation formulating the simplified process of initiation
(Fig. 3 A) is:

205—t 51D (1)

The mechanism of this reaction and its molecularity will be discussed in sections 5 and 6.

Amplification
The initiator (ID) can be amplified by the OS (Fig. 3 B) according to:

0S+ID— 59D . )

Since ID and D are the same molecular species generated by different mechanisms, the
reaction describes an autocatalytic process, in which the mass concentration of the initiator
is rapidly brought to that of OS (see section 7 below). If kaup = kp,, the amplification stage is
kinetically included in the following propagation stage.
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Fig. 3. A model for MPR. (A) Initiation. (B) The initiator (ID) and its amplification. (C) The

propagation of ID in the first heat/cool cycle. Reprinted from Itsko et al., 2009 with

permission from Elsevier

Propagation

After generation of doublets, the number of repeats in DNA is expanding according to

HD, + HD,—*—2HD,,

®)

where n<i+j-1, since at least one repeat is always hidden in the overlap paired region

(Fig. 3C).

Propagation is also an autocatalytic process resulting in an exponential growth of the
number of repeats per one polymer molecule <n>N. This is justified as follows. In the
extension reaction (eq. 3), two molecules of lengths n; and ny (n; < ny) yield two molecules
with lengths in the range between n;+1 and n;+ny-1. Assuming that the population of such
repetitive products is uniformly distributed with a common difference of one repeat unit,
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the average length of the product (n) =((n, +1)+(n, +n,-1))/2=n, +n,/2 . Averaging over
all possible reactions of this sort yields

My =N +<”2>N/2 . 4

Since (n;)y =(ny)y =(n)y (belonging to the same distribution), the average length of the
polymer increases by a factor of 1.5 at each cycle:

(M)n1 =3(n)y /2 or (m)y =(n)yx15". ()

Propagation is finished when nucleotides (ANTPs) are depleted.

4. Extent of polymerization in MPR

The final polymer length in chain-growth polymerization reactions is determined by the
“kinetic chain length” defined as the number of monomer units consumed in the
propagation stage per active center produced in the initiation stage “(Flory, 1953; Atkins,
1994) as visualized in Fig. 4. Accordingly, the mean MPR product size increases with
decreasing OS and increasing dNTP concentrations (Itsko et al., 2008a). The nucleotide
concentration [dNTP] presented in the reaction mixture determines the extent of
propagation, whereas that of the [ID] (equal to [OS]o due to amplification (eq. 2)) represents
active centers. Thus, in MPR-produced multiple repetitive DNA, the final length

(ny = (1/m)x[dNTP]/[OS], ©6),

where m is the number of nucleotides composing one OS. Eq. 6 is concordant with the
experimental results (Fig. 2).
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Fig. 4. Extent of polymerization in the MPR. Illustrative demonstration of its dependence on
concentrations of ANTP (blue spots) and ID (red stars), at given concentrations of the
reactants (A), at twice the concentration of ID (B) and at twice the concentrations of both (C).
I, initial reactants; F, final products
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5. Molecularity of the initiation stage

Progress of MPR can be followed by Real-Time PCR (Fig. 5). The initial concentration of OS
([OS]o) determines the cycle number (the operative threshold cycle) Nth (in cycle units N) at
which the signal (the microgene expansion process) is first detected. A 2-fold decrease in
[OS]o delayed Nth by approximately 4 cycles (i.e., ANth = 4; Fig. 5).

Following the initiation process, total MPR products (Tot) are propagated exponentially
formulated by

[Tot]y =[ID]x(1+E) @),

where E is the amplification efficiency per cycle. Average E determined experimentally is
about 0.7 (between 0.8 and 0.57), larger than that calculated from general considerations (eq.
5). The generation-rate of the initial doublet ID is assumed to be proportional to the power m
(molecularity) of the concentration of OS d[ID]/dN «[OS]" (Fig. 3, A, B). The rate of
amplification that has exponential nature (eq. 2) is much higher than that of the initiation,
and hence the consumption of OS molecules in the initiation process is negligible compared
to that during the amplification stage. The initiation process would therefore not affect [OS]o
hence [ID] would be « N x[OS]y . The MPR initiation is reasonably assumed (Itsko et al.,
2008a) to occur in all [OS]o at the first cycle N = 1 (though the low sensitivity of RT-PCR
detects the products at a later stage, i.e., at the Nth). The experiments were performed with a
series of 2-fold-[OS]o values (Fig. 5). The predicted ratio between [ID] of two successive
dilutions is thus

[IDZ] — (2 X [OS]O) — 2m . (8)
[ID;] [OSTy

The exponential propagation of Tot following generation of ID depends on the number of
cycles and amplification efficiency (eq. 7). If E (derived from the slope in each line of Fig. 5)
remains constant, the ratio between successive [ID] values in the RT-PCR experiments with
two-fold different initial concentrations of OS may be derived at points with equal amount
of [Tot]n, as for example the threshold points (Fig. 5) according to

[1D,]
(1D, ]

— (1+ E)(Nﬂll—Nt]’lz), (9)

and the molecularity m of the reaction can be derived by equating eq. 8 with eq. 9:

m:(Nthl—Nthz)xh‘(ll—+E).

(10)

The observed values of E however, do vary slightly (0.8-0.6) between successive lines (Fig.
5). A molecularity of 3.1 (ranging between 2.6 and 3.4) for the initiation process was
estimated, using the average E value (0.71). It can thus be concluded that three OS must
somehow interact to initiate doublet formation in the MPR.
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Fig. 5. Relative total MPR products generated by RT-PCR with the following initial EVNA
homo-duplex concentrations (in pM): closed circles, 0.32; open circles, 0.16; closed squares,
0.08; open squares, 0.04. Reprinted from Itsko et al., 2008a with permission from Elsevier

6. Kinetics and thermodynamics of initiation

Third-order kinetics of initiation leads to a simple mechanism for the generation of ID: a rare
and reversible association between three OS generates a nucleation complex (NC), (Fig. 6),
which converts to ID according to:

30S«>NC—L>ID+20S (11),

where I and II denote first (non-enzymatic fast equilibrium) and second (enzymatic rate-
limiting) stages in the MPR initiation process.

One of these three OS (labeled in grey) aligns and bridges the other two, fixing them in the
required proximity for the DNA polymerase to skip the inter-template gap while displacing
the confronting non-template strand of the adjacent OS. This bridging occurs putatively
through occasional Watson-Crick bonds between aligning and aligned homo-duplexes. Such
putative bridging complexes are not covalently bonded, very unstable and have not been
demonstrated directly. Experimental system for their revelation has still not been
elaborated, but they can be predicted using the following software packages:

1. Visual OMP6 visualizes different 2nd-rank structures that can be potentially formed

from constituent strands of OS (Fig. 7).
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2. UNAfold is not so illustrative but much more comprehensive in providing schematic
landscape of all hybridization patterns possible between complementary strands of OS
and their temperature dependence (Fig. 8).
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Fig. 6. A model for the MPR initiation. OS, original singlet HDs (a pair of complementary
primers); NC, nucleation complex (an arrangement of three OS); grey strands correspond to
the OS bridging the gap; GZ, gap zipper (conformation composed of half NC (hkNC)) and a
DNA polymerase-generated (by gap skipping) single strand of ID. Adapted from Itsko et al.,
2008b with permission from Elsevier

OS

UNAfold probability dot plots demonstrate that increasing temperature increases
probabilities of generation of overall 2nd-rank structures and those that can be involved in
NC (Fig. 8) among them. The van’t Hoff equation that formulates this tendency is:

dnKy ,, _A4H,,
d(1/T) R

, (12)

where Ki»> and AHi-; are, respectively, the equilibrium constant and the standard
enthalpy for the transition between more stable 1st-rank (OS) and less stable 2nd-rank (NC)
structures in I part of eq. 11. AH;; > 0 because the stability of 2nd-rank structures is
lower. Therefore, as the temperature increases (1/T decreases), In Ki—> and hence Ki-»
must increase, reflecting a rise in the probability of the 2nd-rank conformations.
Generation of ID from NC (Fig. 6, part II of eq. 11) requires keeping inside of NC 1st-rank
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structure of OS for DNA polymerase to skip the inter-template gap by extending the pre-
hybridized OS constituent strands. On the other hand, the equilibrium constant of the
formation of this 1st-rank structure from separated complementary DNA strands will
decrease with temperature according to the same van't Hoff equation (eq. 12) in which AH
< 0 due to exothermic property of the hybridization. Decrease in this constant results in
impeding this polymerization step and overall amplification and propagation stages.
Thus temperature rise increases the rate of initiation but decreases the rates of
amplification/ propagation.

NOMUL AGune (67°C) = 1.80 kcal/mol

5'-GGAAATAGAAGAACTTAAAT----——~! CTTTATTAGAGATTAACACAGC-3'

1111 1111
3'-CCTTTATCTTCTTGAATTTAGAAATAATCTCTAATTGTGTCG-5' 3'-CCTTTATCTTCTTGAATTTAGAAATAATCTCTAATTGTGTCG-5'

NOMU AGje (68°C) = 2.78 keal/mol

5'-GGTGATAGAAGAACTTAAAT ---———~! CTTTATTAGGAATTAACCTGGC-3'

3'-CCACTATCTTCTTGAATTTAGAAATAATCCTTAATTGGACCG-5"' 3'-CCACTATCTTCTTGAATTTAGAAATAATCCTTAATTGGACCG-5'

EVNA AGyne (71°C) = -1.34 keal/mol

5' -GGTGATAGAAGTGCTTAAAT----- CTTTATTAGGAATTGCTCTGGC-3'

(AR [Ny
3'-CCACTATCTTCACGAATTTAGAAATAATCCTTAACGAGACCG-5' 3'-CCACTATCTTCACGAATTTAGAAATAATCCTTAACGAGACCG-5'

EVNAH AGune (73°C) = -0.36 kcal/mol

5'-GGTGATAGTGCTGCTTTGAT----— CTTTATTAGGAATTGCTCTGGC-3'

AR :
3'-CCACTATCACGACGAAACTAGAAATAATCCTTAACGAGACCG-5' 3'-CCACTATCACGACGAAACTAGAAATAATCCTTAACGAGACCG-5'

Fig. 7. Suggested structures of hNC (half NC) of OS types with approximate AGync of their
formation from single strands (at corresponding T},), predicted by Visual OMP6.
Conventional (|) and G:T pairings. Reprinted from Itsko et al., 2008b with permission from
Elsevier

Following MPR kinetics by RT-PCR at different temperatures can test the above
reasoning. Backward extrapolation of the amplification curves with different types of OS
(next paragraph) to the first cycle retrieves the ratio [ID]/[OS]o and the value of In(1+E)
designated as amplification rate (A). The variability in changes of A (Fig. 9A) and
[ID]/[OS]o (data not shown) with temperature is exceedingly high and not amenable for
analysis. However these two parameters are strictly related in an exponential mode (Fig.
9B).
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A Nucleotide Number on Strand 1 B Nucleotide Number on Strand 1

Nucleotide Number on Strand 2

WEODDLIOLIDLLVVOOVLLY LLLOLVOLLLODLID LOVLVOLOD-S§
Nucleotide Number on Strand 2

£ DDVIVIVVLLVO VOVLLV LLLOLVV VLLD VVOVVOVLVV VOD)-.§

5'-GCC AGAGCAATTCCTAATAAAGATCAAAG CAGCACTATCACC-3' 5'-GCTGTGTTAATCTCTAATAAAGATTTAAGTT CITCTATTTCC-3'

Fig. 8. Hybridization-probability dot-plot of EVNAH (A) and NOMUL (B). Each symbol
designates pairing between strands’” nucleotides. Filled-in squares designate pairs existing in
OS at all tested temperatures with probability close to 1. Open circles (enclosing dots), 2nd-
rank pairs at 68°C for NOMUL and 74°C for EVNAH. Dots, pairs existing at 71°C for
NOMUL and 77°C for EVNAH, some of which (enclosed in open squares) form bridging
structures (hNC) leading to NC (Fig. 7). Crosses, conformations existing at 74°C for NOMUL
and at 80°C for EVNAH. Reprinted from Itsko et al., 2008b with permission from Elsevier

As A rose, the calculated ratios [ID]/[OS]o exponentially declined over seven decades.
Increased A corresponds to a decrease in the applied temperature (Fig. 9A); hence,
formation of ID is accelerated as temperature rises (Fig. 9B), consistent with the above
reasoning. The high variability in the above parameters when they are plotted against
temperature (Fig. 9A) seems to result from limited accuracy of the temperature maintenance
by the heat block of the RT-PCR apparatus for the duration of each cycle (repeatedly
launched by rapid cooling from 95°C to the desired temperature). The actual temperature
that acts on each multiple sample may therefore differ from the registered one. The
temperature-dependent amplification rate A (Fig. 9B) was used alternatively as a more
stable indicator because it reflects the average temperature during the cycle. At each
calculated A, the ratio [ID]/[OS]o for NOMUL was lower than that for EVNAH, consistent
with lower stability of the putative bridging structure involved in NC formation of NOMUL
than that for EVNAH (Fig. 7). In addition, at A=0.46 for NOMUL and 0.51 for EVNAH, the
ratio lines were drastically bent (Fig. 9B), justified by lowering the fraction of hINC structures
(Fig. 7) in overwhelmed number of emerging alternative pairings between constituent OS
single strands at relatively high temperatures (Fig. 8, crosses) that correspond to lower
amplification rates.
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Fig. 9. A, Arrhenius plots of MPR amplification rate, with NOMUL (open circles) and
EVNAH (filled-in circles). B, Dependence of calculated [ID]/[OS]o on MPR amplification
rate, with NOMUL (open circles) and EVNAH (filled-in circles). Reprinted from Itsko et al.,
2008b with permission from Elsevier
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7. Kinetics of amplification

Kinetics of the MPR amplification stage demonstrates biphasic behavior for three of the four
types of OS used (Fig. 10). Single-burst kinetics was seen with NOMU at all tested
temperatures and with the rest of OSs at temperatures exceeding by 2-4°C the melting point
of corresponding OS. The biphasic kinetics is explained by two parallel processes (with

Normalized Fluorescence Intensity

Normalized Fluorescence Intensity

Cycle Number Cycle Number

Fig. 10. MPR kinetics with four OS types: NOMUL (open circles, 68°C; filled-in squares,
69°C; open triangles, 70°C; filled-in circles, 71°C; filled-in triangles, 72°C). NOMU (open
circles, 68°C; open squares, 69°C; open triangles, 70°C; filled-in circles, 71°C; filled-in
squares, 72°C; filled-in triangles, 73°C). EVNA (open circles, 71°C; open squares, 72°C; filled-
in circles, 73°C; open diamonds, 74°C; filled-in triangles, 75°C). EVNAH (open circles, 71°C;
open squares, 72°C; filled-in circles, 73°C; filled-in squares, 74°C; filled-in triangles, 75°C).
Arrowheads point at biphasic (grey) and single-burst (black) kinetics. Reprinted from Itsko
et al., 2008b with permission from Elsevier
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distinct kinetic parameters) involved in the MPR expansion, amplification of the ID by OS
and propagation of doublets (D) to triplets (T) and higher-level multiples through staggered
conformations (SD) (Fig. 3C) Existence of an amplification stage was suggested for the first
burst in the progressively increased fluorescence intensity during MPR (Fig. 10).

The amplification (Fig. 11) can be formulated by the chemical equation

0S+D«'»2H—52D. (13)

where I and II denote first (fast equilibrium) and second (rate-limiting) steps of the process.
The rate of amplification (II) can be expressed as d[D]/dt = k[H], where k is the rate constant
of the rate-limiting step and H is the hetero-duplex composed of hybridized OS and D (Fig.
11). At temperatures higher than T;, of OS (and obviously of H) and lower than that of D,
step I involves melting of OS, fraying the ends of D and hybridization of the single strands
of the former with the latter.

Assuming that this step occurs near its multi-state equilibrium with K, =[H]/[OS][D], the
overall process is expressed by

d[D]/dt = kK, [OS][D]. (14)

k rises with temperature, but Ky decreases due to the dissociation of H into D and single
stranded OS. In the reaction described by eq. 13, k rises less than the drop in Ky, so that the
overall value kK decreases with temperature. That is reflected in the highly negative value
(around -62 kcal mole?) of “AGamy derived from the Arrhenius plots for NOMUL and
EVNAH (Fig. 9A). In other chemical processes as well, an exothermic fast-equilibrium stage
leads to negative AG* of the overall process. Solving eq. 13 (for detailed derivation see Itsko
et al., 2008b) yields an expression for total fluorescence (Fluro):

Flug, = 0S| 1+ (7~ 1)) 1
Upor = [OS]y| 1+(y - )W (15),
where A =kKye([OS],+[D];), ([OS]o and [D]o are initial concentrations of OS and D
correspondingly where [D]o is actually [ID] ), N is the number of cycles and ¢ is the cycle
period, R=[0S],/[ID], « is the arbitrary coefficient expressing the fluorescence brightness
of OS; yis the ratio between the values of the fluorescence brightness of D and OS. Eq. 15
was used to approximate the first burst in fluorescence intensity of MPR curves (Fig. 10) and
retrieve [ID]/[OS]o ratio and amplification rate A from them.

8. Thermodynamics of transition from amplification to propagation

Denatured single strands of doublet (ssD) can be hybridized in fully aligned manner
generating doublet homo-duplex (D, right in Fig. 12A) or in staggered manner generating
staggered doublet (SD, left). Transition from amplification to propagation is mediated by
the appearance of SD. Obviously SD has lower stability than D due to half number of
hydrogen bonds (AGsp—p < 0). SD cannot readily return to D due to the energetic barrier
(AG*spp) between these conformations, the magnitude of which is determined by the
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stability (AGwsp) of the additional 2nd-rank intermediate structure called weak staggered
doublet (WSD) (Fig. 12B). The more stable it is, the more easily SD switches to D due to
smaller AtGsp—p. SD switching to D prevents the propagation process and results in the bi-
phasic mode of expansion (Fig. 10). Disappearance of the biphasic kinetics (Fig. 10) at
temperatures higher than 71°C for NOMUL, 73°C for EVNA and 76°C for EVNAH (Table 1)
is explained by increased probability of SD with temperature rise. UNAFold also predicts
formation of SD at temperatures higher than: 73°C for NOMUL, 78°C for EVNA and 80°C
for EVNAH (Fig. 13A). Formation of SD as a structure that is less stable than fully aligned
hybridized D is stimulated by rising temperature according to the van’t Hoff equation (eq.
12).

D OS
4|||||||||||||||||||||||||||||||> —"||||||||||||||

Hl 'IIIIIIIIIIIIII>

<IIIIIIIIIIIIIIII> H2

H

Fig. 11. The model for amplification: OS, Original Singlet HD (a pair of complementary
primers), D, Doublet. H; and Hy, hybridized denatured D and OS. Adapted from Itsko et al.,
2008b with permission from Elsevier

Melting the doublets at high temperature and their quick-cooling afterwards can
demonstrate SD conformations. Quick cooling prevents the D constituent strands from
finding the final most stable fully-aligned conformation when they encounter each other but
entrap them in first available conformation, mostly a staggered one. Such procedure was
accomplished on MPR end products generated from all four OS types, with concentrations
of dNTP and OS that limit the extent of expansion (Eq. 6 and Fig. 4), and revealed that out of
the four, the OS of NOMU was the only one to diminish (bottom band, lane 5 in Fig. 13B),
most likely due to its pairings with overhangs formed by staggered structures of multiple-
repeated DNA. Thus, among all used OSs staggering of D of NOMU is the most facilitated
process. It is also consistent with the observation that only this OS displayed single burst
kinetics at all tested temperatures in RT-PCR (Fig. 10).

The facilitation of staggering and of transition from amplification to propagation stage in the
NOMU case is reasoned by the least stability (highest AGync; Fig. 7) of its bridging structure
among all used OSs, that would reflect also the least stability of its WSD (Fig. 12B) because
the latter is just a staggered tandem OS.
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3'-CCACTATCACGACGAAACTAGAAATAATCCTTAACGAGACCG--CCACTATCACGACGAAACTAGAAATAATCCTTAACGAGACCG-5"

Fig. 12. Schematic free energy diagram of the various conformations that participate in the
suggested transition from amplification to propagation. Dashed lines denote energy levels.
Gssp and AGp_.t are, respectively, the free Gibbs energy of single stranded D and of the
difference between T and D. B, WSD conformations (tandem staggered OS) of the four D
types (related to Fig. 7). (Conventional (|) and G:T pairings). Adapted from Itsko et al.,
2008b with permission from Elsevier
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Nucleotide Number on Strand 1

Nucleotide Number on Strand 2

1 2 3 4 5 6 7 8 size
250

42

Fig. 13. Revealing SD structures in silico (A) and in vitro (B). A, Probability dot plot of
hybridization of EVNAH’s doublet. Each symbol designates pairing between strands’
nucleotides. Filled-in squares designate pairs existing in D at all tested temperatures with
probability close to 1. Open circles (enclosing dots or not, respectively) designate 2nd-rank
pairs at 80°C or 81°C, with probabilities of approximately 10-¢. Arrows point at two lines
corresponding to two SD, effective for propagation (black) and not (grey), B, MPR-
generated products after 65 PCR cycles from 4 OS types, separated on 2.5% agarose gel.
Lanes 1 and 2, with EVNAH; 3 and 4, EVNA; 5 and 6, NOMU; 7 and 8, NOMUL. Odd
numbers designate samples denatured (10 min at 95°C) and then cooled rapidly. Reprinted
from Itsko et al., 2008b with permission from Elsevier
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9. Kinetics of propagation

The overall process of MPR propagation includes the following recurring set of three steps:
1. Aligning A; forward and B; reverse complementary DNA strands containing i and j
repeats in staggered mode according to the equation:

A +B 5 AR (16)

where k; and k.; are rate constants of alignment and of melting, respectively.
2. Association of DNA polymerase with above staggered homo/hetero-duplex:

AiB; + Enz%AiBjEnz p 17)

where k; and k., are rate constants of association and of dissociation, respectively.
3.  DNA-polymerase mediated filling-in overhangs according to:

k
ABiEnz—=—>A, +B, +Enz, (18)

where k; is the rate constant of the enzyme-driven polymerization (turnover number)
for filling in (n - i) repeats.
The mathematical descriptions of these steps are:

d[A;B;]
1 — = =kl AB;] = kA [AB; 1= ko[ AB[Enz] + ko[ AB;Enz] "
d[A;BEnz]
X s B k[ A;B;1[Enz]—k_,[A;B;Enz] - k;[ A;B;Enz] , (20)
d[A,;
) % ~ k[ ABEnz], “

where square brackets designate concentrations of corresponding species and Ay, j) is Ax
generated from given i and j.

The rate of generation of intermediates such as [A;B;] and [A:B;Enz] is taken close to zero
according to the assumption of steady state kinetics for them (Atkins, 1994). The final
expression for the above chemical reaction is:

dAn(i,j) _ kS[EnZtot][Ai][B]’]
dt Enziy ks [ky + Kp' Ky + [A;1[B;]

(22)

(for derivation see Itsko et al., 2009), where K = K" +Kp'K,,, K" = Enz,, ks /ky , Enzio
is the total concentration of enzyme, Kp = ki/k; is the equilibrium constant for duplex
formation, Ky = (k_, +k3) / k, is the Michaelis-Menten constant.

Assuming t=Ng, where N is the number of cycles and ¢is the cycle period, yields

AA, kpal Enzi 1A 1[B;]

ni ) = ) / (23)
Enzyy ks /ky + Kp Ky +[A;1[B;]
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where kpy = ksg, and & = 240 sec cycle! and AA, [= Ax(N+1) - A,(N)] is increments in A,(N)
after one cycle.
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Fig. 14. Experimental versus model distributions. (A) Consecutive samples run on 0.8%
agarose gel: M, DNA size markers; lane 1, cycle 16; lane 2, cycle 17; lane 3, cycle 18; lane 4,
cycle 19; lane 5, cycle 20. (B) Scanned and digitized samples of cycles 17-20 (from A). (C)
Matlab simulations. Final distributions of total MPR product at cycles 14-23. Model
parameters: kp, = 0.09 repeat/cycle (ks = 3.75x10-4 repeat/sec), K} "=1nM2 (Eq. 22); k; =10
2 nM>3 sec! (Eq. 1); E =0.735 (Eq. 7). (D) Juxtaposition of the model (full lines for cycles 14-
23) with four (cycles 17-20) experimental distributions (crosses, open circles, open squares
and open diamonds, respectively), each integrally normalized. Reprinted from Itsko et al.,
2009 with permission from Elsevier

Calculation of the overall change A, during a PCR cycle requires consideration of inflow to
the A, category from all the possible combinations of A; and B; that together allow the
generation of such product and outflow of A, to a group of longer lengths:

i(j_l)AAn(
i+j-1 5 n+j-1

o Ay

-1 .
AA, =kp| Y mj) (24)

i=1 j=n—i+1
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A similar equation may be formulated for AB,. Since the initial concentrations of the
complementary DNA strands dealt with here are identical, A;(0) = B1(0), the propagation
kinetics of A, and B,, are identical, hence B; = A;.

The above set of difference equations (limited to 3,000) describing kinetics of MPR was solved
numerically using Matlab 7 (MathWorks, Natrick, MA (http:/ /www.mathworks.com)). The
experimental results were compared with the model (Fig. 14) and satisfactory resemblance
was found between them. A discrepancy was revealed between the skewness of the
experimental and modeled distributions of final MPR length. The experimental distributions
are skewed to longer lengths whereas the model predicts negative skewness. This means that
for every (A;, Bj) involved in the extension step (see eqs. 3 and 18) the generated product is
much shorter than the expected maximum ((i+j-1)). This is consistent with lower processivity
of the Vent polymerase (Kong et al., 1993).

10. MPR as an evolutionary process

MPR can be viewed as an evolutionary process to develop biological polymers such as
DNA. The repeat generation aspect included in the MPR brings this process even closer to a
common scenario of Darwinian evolution, namely, spontaneous appearance of the physico-
chemical trait (ID) that is selected (amplified) since it directly contributes to its own
reproduction in the form of repeats propagation. Theoretically, two variants of ID can be
generated in the reaction mixture from a given OS with comparable probabilities, cis and
trans (Fig. 15). Only the cis form is prone to propagation; the trans form is "infertile" since it
cannot be aligned in a staggered manner. MPR polymers indeed contain only direct repeats
and never alternating inverse repeats.

v v
* —
v v

Fig. 15. Cis (A) and Trans (B) species of ID putatively generated in MPR initiation, and their
potency in the subsequent propagation. Black and grey regions are complementary to each
other. Arrowheads denote 3’

The thermodynamic stabilities of second-rank structures of different OSs involved in NC
formation vary depending on sequence hence they have different propensities for
propagation. In MPR conducted with a mixture of different OSs, the final polymers would
contain predominantly the repetitive motif corresponding to OS with the most stable NC
structure. This prediction is confirmed by the finding (Saito et al., 2007) that the most
abundant among 3 microgenic units in the combinatorial polymers generated from an equi-
molar mixture is the one with the lowest free energy of formation of the NC-promoting 2nd-
rank structure (analysis not shown), thus lending strong support to the model proposed and
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described here. This feature can be exploited to design special types of proteins with desired
repeated motifs in vitro and perhaps in vivo as well.

11. MPR and in vivo expansion

Repeating motifs in natural proteins are widely documented and described (http:/ /www.ncl-
india.org/trips/), and their possible activity mechanisms discussed (Katti et al., 2000). The fact
that they derive of encoding genes is sometimes not sufficiently considered. During studies
with the entomopathogenic Bacillus thuringiensis subspecies, we encountered several such
cases, where DNA repeats exist, reflecting their encoded protein motifs. Specifically, helper
Orf2 proteins of some cry operons include different numbers of repetitive motifs. For example,
Orf2.244, encoded by orf2 of the cry2Aa operon (Widner & Whiteley, 1989), contains 11 tandem
repeats of a 15-amino-acids motif and seems to be involved in Cry2Aa crystallization (Ge et al.,
1998). This motif is encoded by a 45-nt repeat in its gene 012244 (Fig. 16A) that includes only
6 transitions and a single transversion among the 450 nt composing the first 10 repeats. All 5
additional changes are located at the 3' end of the last (11t) repeat. 0rf2cr2443 (Sasaki et al., 1997;
Fig. 16B) includes 13 repeats with the same basic unit as 0rf2:n24.. In this gene, the first 9.5
repeats are separated from the rest by a 12 nt long 'linker', i.e., a non-homologous insertion.

A second type of repeat unit among the known orf2 genes is found in orf2:2c, (Wu et al,,
1991) and in orf2cr24c (Accession # AY007687). It differs from the repeat of orf2cr244 by two
triplets that surround a conserved T(A/G)C found in both kinds of repeats and by an extra
adjacent triplet. A string of 991 nt in 07f2.2c. encoding almost 21 repeats of a 16-mer motif in
Cry2Ca contains only 35 transitions (Fig. 16C), whereas the shorter (7 repeats) string in
07f2cry24¢ is much less conserved and contains many deletions and insertions (Fig. 16D).

A. 0rf2¢1y24a (Access. # M23723)

ACG TAT AAT CAA AGT CAG AAT GTA TGE CCA CAA GAT TTA GTT GAT
ACG TAT AAT CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAT CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAT CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TAC ACA CAA GAT TTA ATT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC CCA CAA GAT TTG AAT GTA

B. 0rf2c1y2443 (Access. # D86064)

ACG TAT AAC CAA AGT CAG AAT GTA TGC GCG CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC GCG CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GAA GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC GCG CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AATEGHGECTAGARG CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC GCG CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT GTA TGC ACA CAA GAT TTA GTT GAT
ACG TAT AAC CAA AGT CAG AAT ACT TAT ATA CAA GAT TTA ATT GAT
AAG TAT AAT CAA AGT CAG AAT
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C. 0rf2.y2cq Access. # X57252)

ACG TAT AAC CAA AGC CAA AATHGGCTG [TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAC CAG AGC CAA AAT GGT GCC TGC GCG CAA GAT TTA ATG GAT
ACG TAT AAC CAA AGC CAA AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TEC GCG CAA GAT TTA ATG GAT
ACG TAT AAC CAA AGC CAA AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TEC GCG CAA GAT TTA ATG GAT
ACG TAT AAC CAA AGC CAA AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG AAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TAC GCG CAA AAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TEC GTG CAA GAT TTA GTG AAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TEC GTG CAA GAT TTA GTG GAT
ACG TAT AAC CAA AGT CAG AAT GGT GCC TAC G

D. orf2c1y24c(Access. # AY007687)

GT GCCHTAC GcG CARHGAT TTA GTG
ACGEAAT AACECAABAGT CAG AAT GGT GCCNTAC GCG CAANGAT TTA AGT
ACG TAT CAA AGT CAG AAT GGT GCC TAC GCG CAA GAT TTA AGT
ACGETATHATC CAA AG CAG AAT GGG CCC TAC GCG CAA AAT TTA GTG GAT
ACG TAT AAT CAA AGT CAG AAT GGT GCC TGC GTG CAA GAT TTA GTG AAT
ACG TAT AAT CAA AG CAG AAT GGT GCC TEC GTG CAA GAT TTA GTG GAT
ACG TAT AAC CAA AGT CAG AAT GGT

E. cryl1Bb2 (Access. # HM068615)

CAAAAT ACA AGC AGT GGG TAT GAG CAA GGA TAT AAC GAT
AAT TAT AAC CAA AAT ACA AGT AGT GGG TAT GAG CAA GGA TAT AAC GAT
AAT TAT AAC CAA AAT ACA AGT AGT GGG TAT GAG CAA GGA TAT AAC GAT
AAT TAT AAC CAA AAT ACA AGT AGT GGA TAT GAG CAA GGA TAT AAC GAT
AAT TAT AAC CAA AAT ACA AGC AGT GAG TAT GAG CAA GGA TAT AAC GAC
AAT TAT AAC CAA AAT ACA AGT AGT GGA TAT GAG CAA GGA TAT AAC GAT
AAT TAT AAC CAA AAT ACA AGT AGT GGA TAC GAG CAA GGA TAT ATT GAT
AAT TAT AGG CCA

HHaHA

Fig. 16. Individually aligned repeated motifs found in different B. thuringiensis (Bt) subspecies.
A. 012240 from Bt subsp. kurstaki HD-1; B. 0rf2cr2443 from Bt subsp. sotto. C. 0rf2cry2c, from
Bt S1; D. 0rf2cry24c from Bt; E. cry11Bb2 from Bt strain K34. Fonts: red, pyrimidine transitions;
blue, purine transitions; underlined, transversions. Highlights: green, the conserved triplet
in the middle of the motif; yellow, region of varied length (modulus 3); grey, sequence
homology between cry11Bb2 and orf2; red, non-homologous insertions

Repetitive motifs are encountered in certain cry genes themselves. The newly discovered
Cry11Bb2 (Melnikov et al., 2010) contains 7 tandem repeats of a 16-amino acids motif, the
role of which is still to be determined. Seven out 16 triplets constituting the repetitive motif
of Cryl1Bb2 (highlighted grey in Fig. 16E) are identical/homologous in composition and
location to those found in previously described orf2 genes (Fig. 16, A-D). Repeated blocks
have been found in other mosquito larvicidal 3-endotoxins (de Maagd et al., 2003): Cry11Bal
(four repeats), Cry11Bb1 (5 repeats), Cry20Aa (eight), Cry27Aa (8 repeats).
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The spectrum of replacements in the repeats of 072cr24. and orf2cnc, is reciprocal on two sides
of the conserved T(A/G)C triplet: in its 5 part there is a bias to pyrimidine transitions whereas
purine transitions are exclusively observed at its 3" part. Intriguingly, such pattern of changes
may point to occurrence of double strand break (DSB) in the middle of the repeat. Repair of
DSB is mediated by trans-resection of opposite strands surrounding it in a way that transiently
exposes generated ssDNA stretches to increased mutagenesis with characteristic pattern of
transitions encompassing the DSB (Yang, 2008). Moreover, much evidences has accumulated
in eukaryotic cells that point to blunt dsDNA ends as key intermediates in the process leading
to gene amplification (Messer & Arndt, 2007; Pace et al., 2009; Mondello et al., 2010).

To survive DSB, cells exploit two major processes: homologous recombination (HR) and
non-homologous end-joining (NHE]). HR retrieves lost genetic information in error-free
way from undamaged homologous template using Rad50/Mrell complex in yeasts
(Wyman & Kanaar, 2006) or RecBCD in Escherichia coli (Dillingham & Kowalczykowski,
2008). In contrast, NHE] break repair is a ligation-like non-template-directed process that
occurs between the non-homologous termini of a DSB and is therefore considered to be
more error-prone. In the course of NHE], a DSB is repaired by attracting the Ku70/80
hetero-dimer, which recruits the ligase IV complex (comprised of ligase IV, XRCC4 and
XLF) to seal the DNA ends (Mahaney et al., 2009). NHE], regarded as exclusive prerogative
of eukaryotic cells, has recently been found in prokaryotes by identifying bacterial
homologues of Ku protein (Doherti et al., 2001; Brissett & Doherty, 2009). Moreover, a
functional NHE] repair pathway is essential for spore viability in Bacillus subtilis under
conditions that yield DSBs (Weller et al., 2002; Wang et al., 2006; Moeller et al., 2007). It is
noteworthy that many of the bacteria that contain the Ku ligase system are capable of
sporulation (B. subtilis, Streptomyces coelicolor) or spend long periods of their life cycle in the
stationary phase (Mycobacterium tuberculosis, Mesorhizobium loti, Sinorhizobium loti) (Weller et
al., 2002). The sporulating B. thuringiensis may contain NHE] repair pathway as well.
Exogenous oligonucleotides complementary to the broken ends can efficiently target DSB
for repair in yeasts (Storici et al., 2006). We propose that partial complementarity between
sequences flanking the broken ends may assist their sealing and contribute to repeat
generation via MPR-like slipped structures (Fig. 17, panels A-H). An example involving
putative 2nd rank complementarity that can participate in the process to seal the broken
ends (Fig. 171) was revealed in Cry2Bb2 (Melnikov et al., 2010).

Once the initial doublet has been generated inside the chromosome, the repeats may
propagate during DNA replication since the constituent strands may slide over each other
between the multiple complementary regions. Second rank complementary structures
similar to WSD in MPR (Fig. 12B) may stabilize such slipped structures. The alternative
mechanism for the propagation is possible recurrence of DSBs in the middle of the
generated repeats. Bridging the broken ends by occasional Watson-Crick bonds due to
partial complementarity (Fig. 17D) can bring about nucleotides insertions/deletions during
fill-in by DNA polymerase similar to those occurring during conversion of the NC to the ID
in MPR (Fig. 6 and Itsko et al., 2008a). Selection for functionality of a given coding region can
restore the lost frame by generating an additional triplet or dropping an existing one. This
can result in the two/ three triplets varied region (highlighted yellow in Fig. 16) surrounding
the conserved T(A/G)C triplet in the 4 orf2 versions and in cry11Bb2 listed here (highlighted
green in Fig. 16). The inserted linker in that region as in 0722403 (highlighted red in Fig.
16B) is also consistent with this explanation.
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5'-AATACAAGTAGTGGATATGAGCAAGGATATAACGATAATTATAACCAA-3'

FEEEEErr e e e e e e e e e e e el
3'-TTATGTTCATCACCTATACTCGTTCCTATATTGCTATTAATATTGGTT-5"

5'-AATACAAGTAGTGGATATGAGCAAGGATATAACGATAATTATAACCAA-3'

LT LT
3'-TTATGTTCATCACCTATACTCGTTCCTATATTGCTATTAATATTGGTT-5"

5'-AATACAAGTAGTGGATATGAGCAAGGATATAACGATAATTATAACCAA-3'

TR FEETET
3'-TTATGTTCATCACCTATACTCGTTCCTATATTGCTATTAATATTGGTT-5"

Fig. 17. Generation of sequence duplication due to DSB repair via NHE]-like repair
pathway. Chromosome region (A) suffers a DSB (B). C. Trans resection of DNA strands
flanking the break by a dedicated exonuclease. D. Bridging the broken ends in staggered
mode by occasional Watson-Crick bonds due to partial complementarity. E. Filling-in single
stranded regions by DNA polymerase. F. Back slippage of the broken ends under repair that
is mediated by a weak 2nd rank complementarity. G. Filling-in single stranded regions by
DNA polymerase. H. Restored integrity of the chromosome with the generated duplicated
region. Dumbbells designate schematic location of the sequence undergoing duplication.
Newly synthesized DNA is designated in grey. I. Fully-aligned and two slipped structures
existing between constituent strands of cry2Bb2 repeat motif that may assist to bridge the
DSB ends. Bold and underlined regions designate two sets of complementarity
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It is intriguing that the AGT triplet in orf2c2c. (Fig. 16C) is always adjacent to CAG whereas
its 5'- replaced AGC is adjacent to CAA, both combinations encode the same amino acids,
Serine by AGT/C and Glutamine by CAG/A. This coincidence cannot be explained by
selection for suppression of one transition by the other. Such replacements do affect stability
of slipped structures presumably emerging during replication of this region. Without the
replacements, almost triplet repetition AAT CAA AGT CAA AAT (Fig. 16C) would be
explicitly observed that could putatively propagate in uncontrolled way through slipped
structures, bringing about genetic instability. Strong selection for silent transitions that save
triplet coding but prevent deleterious expansion by disrupting repetition pattern would
thus be anticipated to stabilize the genome.

12. Concluding remarks

The MPR was dissected to sub-reactions and their thermodynamics and kinetics were
analyzed. Different propensities of various HDs to expand into multiple repeating units
were justified in terms of different stabilities of NCs engaged in MPR initiation. The
proposed models, thermodynamic for initiation and kinetic for propagation, agree
satisfactorily with experimental results.

The MPR with non-repetitive HD presents an optional chemical evolutionary system in
which the thermodynamic advantage of very weak interactions results in biased
proliferation of a certain reaction product. The learned approach to optimize MPR is
necessary in protein engineering. The importance of studying this phenomenon lies far
beyond applied interest; it may reflect primordial molecular evolution of primitive DNA
sequences into complex genomes.

Molecular participants in the repeat expansion process and reaction conditions
accompanying it in vivo obviously differ from those existing in MPR mixtures. The
facilitating factor in the in vitro repeat expansion, temperatures manipulations above
the T, of expanding oligonucleotide HD, is impossible in vivo, where an ensemble of
various enzymes is operating. DNA/protein complexes can select for generation of
specific functionality-relevant hybridized species of DNA molecules out of competing
structures. This principal difference affects only the rate of the processes and their
efficiencies but not their thermodynamic feasibilities. Even strongly unfavorable
energetic interactions (high AH values) between DNA species (putatively bringing to
repeat generation and their propagation) can occur in both systems when overcome by
entropic component of their multiplicity and redundancy (TAS) (Harvey, 1997). Thus,
the basic thermodynamic consideration about stabilities of 2nd rank structures
underlying repeat propagation propensity can be common to the repeat expansion
phenomenon in both arenas.
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1. Introduction

The human organism continuously takes up nutrients to build up macromolecules and
functionally active structures. On the basis of the first law of thermodynamics, the energy of
nutrients is transformed, proceeding toward minimum entropy production and the release
of heat and “waste products” in the open system. Part of the heat produced during
exothermic processes supports the optimal efficiency of the endothermic biological reactions
in the organism, and the rest is dissipated in the environment on the basis of the Second
Law of Thermodynamics. In contrast with the living state, cancers live on the energy and
mass of the organism as a parasite metabolizing and destroying the tissues of the organism
according to the Second Law of Thermodynamics.

Schréedinger put the question of whether life is based on the laws of physics. He suggested
that: chemical processes lead to entropy production, which is a direct measure of molecular
disorder (1). At the end of his book, he summarized his view: “We must therefore not be
discouraged by the difficulty in interpreting life by the ordinary laws of physics” (1). Where
processes under conditions far from equilibrium correspond to an interplay between chance
and necessity, between deterministic laws and fluctuations (2, 3).

During tumor growth, there are many differences between the healthy tissues and the
growing tumor, including metabolic, structural and thermodynamic differences, for heat
production. Both structural differences and heat formation can be used to follow the entropy
differences between cancerous and nomal tissues. These entropy changes can be followed by
various methods, e.g. histology and thermography. In general, the calculation of entropy
production due to thermal fluxes based on temperature differences and, similarly,
differences in other entropy-producing processes as driving forces are promising as
potential targets for tumor demarcation (2-4).
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Entropy production results from the transport of heat and matter between the two phases of
the system and also from the chemical reactions taking place. Thus, the rate of increase of

. dS . s . .
entropy production - s bilinear form of the rates of the irreversible processes and some

functions of state, which may be called “affinities” or “generalised forces” as explained in
Appendix A. S is entropy, T Temperature, V volume, Gibbs function, A affinity, n, number
of species, I, II locations.
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The above can be replaced by Equation (3) from the Appendix and is as follows:

A relatively simple form of the entropy production per unit time was expressed by
Prigogine (3) below:

If the entropy changes in the two phases (at the border of the tumorous and the normal
organ tissues) are compared as cancers’ velocity, then the ratio between the two forms of
tissue may be characteristic of the borderline, where an overlap in entropy production rate
may be found between the normal tissues and the tumor. This can be considered a new
target for demarcation (5).

Dissipative structures are useful models for in vivo experimental studies of the onset of
tumors (3, 4), where individual tumour cell dynanics is seen as a fluctuation between
molecular products smaller than a critical size and others larger than critical size,
uncontrollably and permanently able to appear and develop through replication. The cell is
then confronted with a population of cells that either succeed in destroying it or not.
Cytotoxic cells can confuse dead tumour cells with living cells and as a result, the
destruction of cancer cells becomes increasingly difficult. Here, the outcome of instability
through fluctuation is growth occurring irreversibly in time, producing an evolution of a
tumour whith the tumor developing a stealthy growth (6).

This simplest example of this kind of evolution is associated with the concept of structural
stability: the competition determines the threshold of stability. The the new series of
reactions then enter into competition with the previous mode of functioning of the
system(7). However, chemical processes lead to entropy production, where processes under
conditions far from equilibrium correspond to an interplay between chance and necessity,
between deterministic laws and fluctuations (3).

If the structural fluctuation imposes itself, whereby the kinetics innovators is fast enough for
the latter to invade the system instead of being destroyed, then whole system will adopt a
new mode of functioning and its activity will be governed by a new syntax (4, 8).

Living organisms metabolize basic nutrients, converting their chemical energy to other
forms of biomolecules and heat is produced as a by-product or waste energy that is
dissipated to the environment. In the complex metabolic process maintained by the
concentration gradients of the compounds, the transformed chemicals become incorporated
into tissues of the organism. Leo Szilard presumed, that an organism may behave differently
from a mechanical system, causing a permanent decrease of entropy and thus violation of
the Second Law (9). He then realised the possibility that the proposed arrangement
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threatens the validity of the Second Law. It was thought that such a simple inanimate
device could achieve the same result as that attained by the intervention of an intelligent
being. The biological phenomenon of a non-living, theoretical device (Maxwell’s “demon”)
that generates the same quantity of entropy as required by thermodynamics was examined
along the same line of thought but the Second Law remains valid (9).

Thermodynamic properties such as entropy are of predictive value for further reactions and
for the direction of the reactions. Organisms and their compartments are thermodynamically
open systems; they have been analyzed by means of structural entropy. Such morphological
studies give information about the entropy changes from a directed exchange with the
environment, as considered by Kayser (10). When a solid tumor is embedded in healthy
tissues, the entropy current is equivalent to the amount of entropy exported or imported
through a boundary defined at a thermodynamic distance; this permits the introduction of the
entropy concept to the processing of information (10).

Direction of Informational entropy

The Second Law of Thermodynamics does not allow the creation of entropy barriers, but it
does not exclude changing the direction of some particular components of entropy flow
from a tumor to the normal tissues in the close environment. The reversal of entropy flow in
coexisting normal and tumor tissues may halt the tumor development due to reversal of the
signal transmission as informational entropy in the tumor-host entity (11). The different
entropy production rate between the normal and cancerous cells determines the direction of
informational entropy current between normal and cancerous cells.

Energy requirements and time

The changes in the universe are continuous or permanent including the entropy increase
content in the world, but “constant” things are transient in time. To preserve things in a given
state, constant energy is required and the energy requirements for such preservation increase
with time. One simple example is the system of melting ice (which can serve as an analog for
very limited conditions for life ). To preserve the transient state of coexisting ice cubes in
water, we have to invest energy that will keep the temperature at around 4 °C, in order to
avoid complete ice formation or complete melting of the ice cubes in the water. There is a
permanent energy investment or requirement to maintain life, when the living object extracts
energy from its environment. As in the case of melting ice cubes or completely frozen water,
the system cannot be repeated or reinitiated. Similarly, the life processes cannot be reinitiated
if the transient state is once interrupted by the cessation of energy expenditure. The instability
of the melting ice system gives a good example of the opportunity for us to change the stability
of the system by changing the direction of entropy flow by an increase of temperature. This
opportunity does not mean that hyperthermia is applicable as a cancer cure: our previous
calculations have demonstrated that the thermogenesis produced by cancerous tissue plays an
insignificant role in the entropy production of cancer (12). However, the water-ice transition
example shows that there are opportinities for modification of the direction of entropy flow in
a thermodynamically open system.

There was a historical objection against the universal validity of the Second Law of
Thermodynamics. This objection was embodied in the notion of Maxwell’s demon, which
appears again and again according to Szildrd. (The Maxwell demon catches the fast
molecules and lets the slow ones pass, to gain energy at the expense of heat in a hypothetical
engine with no mechanical structures that could lose energy in the form of heat). Thus it was
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stated that, in a system left to itself, no perpetuum mobile of the second kind could operate,
in spite of the fluctuation phenomena (9). No successful objection has ever been made so
far. Thermodynamic differences between healthy and cancerous tissues suggest new
strategies to contribute to improvement of the perspectives for the therapy of solid tumors
and to reduce the development of their metastases (7).

The occasional question of what entropy actually implies has been answered given a very
simple answer that entropy is the “shadow of energy” (13). The shadow of light is an
illusion that can be conceived as a mirror-reflected picture of disordered material or chaos.
The shadow of light is an illusion but the products of cancer in an organ can be considered
functionally as inactive tissues that progressively reduce the specific physiological function
of the organ and this process continuously develops, constantly gaining more space from
the host and preventing the organ’s function.

The development of the host-cancer relationship is a one-way road; it is an irreversible
process in the coexisting cancer and host tissues once cancer begins. Cancer grows toward
the maximum entropy according to the Second Law of Thermodynamics and lives on the
negative entropy of the host in a superparasitic relationships if no external force field is
applied (7). At the same time, the host develops toward the entropy minimum that is
characteristic of the living state. At the border of the tumour and the normal tissues, the
order-disorder transition area, the basic thermodynamic and biochemical changes occur.
The developing tumor changes the minimum entropy production of the tissues toward
maximum entropy production in this part of the organism functioning as a time delayed
bomb. However, thermodynamic aspects of the composition and direction of entropy flow
between cancerous and healthy tissues living in close proximity can be analyzed in
reasonable detail. The questions arise as to what the known components of entropy
production and what factors determine the direction of entropy flow from cancerous to
normal tissues or vice versa. The main components are now listed below:

3. Components of the entropy program

1. |Cancer grows by invading into normal tissues but the opposite never occurs: normal
tissues never invade cancer tissues.

2. |Tumors produce heat that is dissipated from the cancer to the normal tissues and can
be regarded as a symptom.

3. |The low pH of cancer cells and the neutral pH of healthy cells produces a pH gradient
between the two forms of tissues.

4. |At acidic pH, the ATP synthase activity of the tumor is further reduced in a vicious
circle.

5. |The membrane potential differences between normal and cancer cells are responsible
for maintaining some type of information flow.

6. |The electrogenesitic features of normal and cancerous tissues differ (cortical
electrogenesis, muscle, retina, etc.).

7. |Enzymes and other biologically active compounds produced by the tumour cells which
invade and survive carry information from cancerous to normal cells and mediate the
nutrients and immunomodifiers.

8. |Dielectric structures are formed after transition from normal to tumorous cells (14, 15).
In general, the direction of the entropy flow produced by the cancerous and healthy
tissues is driven by concentration gradients, potential gradients, conduction,
convection, diffusion, blood circulation, etc. (Table 1).
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Thermodynamic forces drive fluxes:

1. temperature differences drive thermal fluxes.
a. convection movement of biological tissues.
b. conduction-related heat transfer.
c. conduction-related matter transfer in the opposite direction
(4. Glansdorff P. and Prigogine I. Thermodynamic Theory of Structure, Stability and
Fluctuations, Wiley Interscience, New York, p.17, 1978,)

2. chemical potential differences drive diffusion currents:
(disordered cytoskeleton, disordered mitochondria).

3. electric potential differences drive electric currents.

4. Gibbs energy differences drive chemical reactions, e.g. ATP can be synthesized from
glucose depending upon the anaerobic glucose fermentation or on the respiration chain.
Thus, the energy produced by one mole of glucose varies between 37 and 301 kcal/mol.

At any rate, the high rate of glucose utilization of a tumor is greater than that of the normal
tissues and this is exploited in tumor diagnosis by PET.

5. Viscosity differences make medium deformations.

6. Application of external forces can induce different entropy production in tumor and
healthy tissue

7. Entropy differences drive entropy fluxes by determining the directions of processes. If
different fluxes flow in the same direction, they result in flows or currents of information.

8. Chemotactic constraints in coexisting populations drive nutrient fluxes (Lotka Voltera
type processes).

Table 1. Differences between cancerous tissues and normal tissues drive fluxes

The entropy flow carries information from cancerous tissues to the healthy tissues, which
involves various fluxes carring information from the cancerous to the normal tissues, and
also negative entropy from the healthy tissues toward the cancerous tissues. The entropy
flow production and intensity are related to the accompanying convection to the biological
tissues. The conduction relating to heat transport only can be neglected due to the
homogeneity of temperature in the human organism. Conduction in the opposite direction
to the transport of matter (cancer cells), may be called negative entropy. Since entropy flow
is the flow of information from cancerous to normal tissues, only the contribution from
items 1 and 3 listed above are now considered. The other items are considered later in this
report.

Cancer can be considered as a type of energy parasitism where cancerous tissues divert or
extract energy from the normal tissues (utilizing glucose, proteins and fats in various ways).
In this way, the cancerous tissues transform the pathways of normal energy production and
dissipate the excess energy as waste material. An aspect of practical importance in
chemotherapy is the kinetic resistance: the chemotherapy acts mainly on proliferating cells
whereas the resting cells survive. This reflects the intrinsic resistance of the DNA of the non-
proliferating cells to drug-induced strand breaks. Pharmacokinetic resistance is manifested
when drugs are administered at the “wrong time”, when tumor cells are dormant, or are
going through mitosis. The historically related criticism of ineffectiveness of cancer
chemotherapy indicated the need to optimise treatment so as to avoid the continuous
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administration of chemotherapy when tumor cells are in a resting or dormant state while
the cells of the immune system will be eradicated as a consequence of the simultaneous
adverse effects of tumor chemotherapy because these cells are renewing continuously.

A tumour comprises non-functional abnormal tissues, accepted by the immune system of the
host as its own and not a foreign tissues but is a stealthy invader of the healthy tissues (15, 16).
Tumour cells and tissues differ from normal cells in electric potential, electrogenesis, dielectric
properties, electric conductivity, permittivity, impedance. For example disorder in the brain
caused by a tumour means an entropy increase, and differences in entropy production rates
between the two types of tissues determine the direction of entropy flow between the tumor
and the healthy brain tissues around the tumor. The growing tumour competes for available
energy sources. This may result in EEG changes in non-operated on individuals with a brain
tumor. The focal slowing of the normal electrical rhythms close to the tumor are revealed as
slow alpha and theta waves appearing in the projection area of the tumor. These changes are
related to the high entropy production and the consequent import of negative entropy from
the normal tissues. The growing tumor attenuates cortical electrogenesis and the electrical
activity of the brain around the tumor tissues declines (17). Impaired electrogenesis means that
a cancer has an electron deficiency which continuously reduces the electron pool of normal
living tissues by oxidizing the living state, resulting in cancer. (In dielectric insulators or
dielectric layers, the charges are fixed and are not free to move).

The extracellular matrix is less conductive than fibers or cytoskeleton components inside the
cells. An applied electric field tends to restore the orientation of the dipoles and produces a
field inside the dielectric which opposes the applied field. The conductivity describes the
ability of the system to transport charge and the electric charge moves relatively freely.
Permittivity characterises the ability of the material to trap or store charges. Factors tending
toward the entropy maximum simultaneously result in a malignant state by invading host
tissues, healthy tissues never invading cancerous ones.

4. What can be changed and how?

The key question is how the process of cancer development can be changed? One possibility is
to overcome the kinetic resistance of a solid tumor or multiple tumors by consideration of the
Gompertz growth model with chemotherapy included. The chemotherapy plus multi-drug
resistance (MDR) -reversal compounds can halt the indefinite growth of cancer through the
use of selective anticancer agents and selective inhibitors of ABC transporters (18). Since the
Pgp170 glycoprotein responsible for the MDR of tumor cells also has physiological functions,
it was reasonable to search for specific MDR-reversing compounds and highly selective
antitumor drugs by using stereoisomers of certain active compounds. As a result of such
experiments, tissue or organ-specific MDR inhibitors, combined with a tumor-specific
anticancer drug result in strong synergy (18). The direction of entropy flow from tumorous to
normal tissues in close proximity in the host was presumed to be reversed by such external
forces based on the difference in entropy production of the two cell populations.

To maintain the normal signal transmission by particular protease inhibitors or by inhibitors
of angiogenesis is another possibility. The blockade of various components of entropy
production that mediate harmful by-products causing or inducing molecular or tissue
disorders is a promising perspective. The other side of the coin is disruption of the quorum
sensing mechanism (a population signal transmission) that triggers carcinogenesis (19).
Nevertheless, we suppose that in the case of the host-tumor entity, the differences in
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entropy production induced by various external interventions are able to change the
directions of fluxes (Table2).

Effects of external force field on entropy dissipation

The rate of entropy production in tumor/normal cell is 1.1 without an external force field.
Application of a static electronic force field induces lower entropy production in thumor
than in normal tissues.

A square wave electric potential increases the entropy differences by continuous switch on
and off. The increase of frequency enhances entropy production.

Applied square wave electric pulses produce more entropy in normal cells then in tumor
cells.

Tumor/normal ratio = 0.33

The effect has been exploited in the electrochemotherapy of skin cancer.

(Rodriguez Cuevas Sergio et al. Archives Medical Res. 32, 273, 2001Tisdale M J:
J.Supportive Oncol 1, 159 (2003)

Delivery of electric pulses to solid tumors increases the susceptibility to anticancer agents
due to transiently increased membrane permeability (Sersa M et al Cancer Res 55,3450,
1995. Belehradek M. et al Cancer 72, 3694, 1993).

Ultrasound-mediated chemotherapy with application of low output intensity 1 MHz,

2 W/ch2) increased the chemosensitivity of solid tumors to bleomycin (Tomizawa M et al
Cancer Letters 173, 31, 2001).

The mechanism of action of cavitation, poration and re-sealing of cell membrans by
acoustic pressure increases the intra-cytoplasmic concentrations (Luo L. et al . Diagnostic
Pathology 2006, 1:43 d0i:10.1186/1746-1596-1-43.)

Table 2. The possible effects of external forces on entropy dissipation from normal to
tumorous tissues.

The entropy differences are maintained by different fluxes.

(I) |Temperature differences associated with thermogenesis and hyperthermia can
produce an entropy maximum in tumours, but the normal tissues are more sensitive
than tumour cells.

(I)  |The diffusion current is driven by a chemical potential gradient, where a number of
subcellular compartments are greatly reduced in cancer cells due to the dielectric
layers formed.

(IT) |Chemical reaction are driven by Gibbs energy, glycolysis being the main energy
sourcel4 for cancer cells, which metabolise 10 times more glucose than normal cells.
The roles of glucose metabolism and glycosylation are known. Anaerobic glycolyis
provides the energy for cancer and the increased glucose catabolism is used as a basis
of the identification of tumors by PET. The glucosylation of ABC transporters
including MDR1, proceeds in cancer cells and in physiologically important
transporters, such as the blood-brain barrier. The glucose-regulated proteins modify
the drug resistance in cancer when upregulated (20). The organ-specific, e.g., brain
metastasis formation of breast cancer requires posttranslational glycosylation.

(IV) |The velocity gradient is driven by viscous stress. The change in electrochemical
potential in cell membrane can change the dielectric structure and permittivity4
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beween the internal membrane surfaces. These structures are unable to provide free
conduction electrons or can act as insulators.

(V) |The dissipation of entropy is due to the work performed by an external force field. An
example is the expositure of cancerous tissues to an electric field, which may increase
the entropy production of the normal tissues above that of the tumorous tissues. This
would mean that this intervention can reverse the direction of entropy current to
enable its flow from normal tissues toward cancerous tissues.

Another element of entropy production is the intensity of the individual fluxes and
the sum of the “collected” entropy flows. Those effects determine the influence of the
main pathway of interaction between the two co-existing entities.

Heat dissipation from a tumor is mediated by the thermal flux driven by temperature
differences. The heat production contains several parameters, one of which is
diagnostic: it gives the metabolic rate of the lesion. Chemicals can diffuse in both
directions, depending on their structures. The diffusion current between tumorous
and normal tissues is driven by a chemical potential gradient. Chemical reaction rates
are always driven by a Gibbs energy decrease: a velocity gradient coupled with
viscous stress due to internal friction differences or dissipation due to work
performed by external force fields.

5. The role of pH

With a pH gradient coupling with H potential differences, tumor cells preferentially convert
glucose to lactic acid in vitro. Low intracellular pH values were demonstrated when pH
electrodes were inserted into tumor tissues: the tumor was significantly more acidic than the
normal tissues (8, 9, 21, 22). The membrane potential gradient is driven by potential
differences between the cancerous and normal cell membranes. When tumour cells
preferentially converts glucose and other compounds to organic acids, the intracellular pH
increases. We can consider several examples of therapies:

a. Ultrasound
The pH differences between tumorous and normal tissues can be exploited in the reversal of
the direction of entropy flow in the therapeutic application of the ultrasound irradiation of
solid tumors when the entropy production of normal tissues may exceed that of tumorous
tissues.
The aim of a good cancer outcome could be to change the direction of entropy flow based on
pH, electric potential differences, etc., where the most important contribution to the
ultrasound absorption is related to the chemical relaxation and not shearing motions of
medium molecules (10) and viscous stress or the heat loss due to conduction mechanisms
because chemical relaxation (23) the basic contribution to the ultrasound absorption based
on the pH differences (11, 12, 24).
In general, the pH measured in normal cells microelectronically is 7.2-7.6 while that in
tumor cells is 5.6-7.2 which leads to healthy tissues displaying stronger ultrasound
absorption than cancerous tissues. If we considered the relative difference between them to
be 10%, then the difference in entropy production rate between tumorous and normal cells
is 8 x 107 erg/degree/sec for an ultrasound power of 1 watt/cm on two types of cells, and
lower for cancer at 2x 107 erg/degree/sec (24). Naturally, decreasing the acidity in cancer
tissue or increasing the acidity in normal cells would change the relative magnitudes of the
entropy production rate of the two tissues and cause the reversal of entropy flow (24).
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Acidic pH changes the conductance and dielectric properties of cancer cells, as discussed by
Albert Szent-Gyorgyi (25).
In the host, the relationship, between healthy tissues and malignant tissues can be described
by the Second Law of Thermodynamics. This defines the direction of physical and biological
processes resulting in tumor growth. In the two living systems, the entropy dissipation is
encoded in their genes; the exception is the response rate of dissipation to stress conditions
affecting the organisms. As previously mentioned the negative entropy uptake
compensating entropy production differs during life. Entropy production is a
thermodynamic quantity for a living system. It depends on the quality of life conditions
such as nutrition, physical exercise and the frequency of stress exposure. Entropy always
increases for any non-equilibrium system due to the more disordered sub-cellular structures
of the cancerous cells, with their different subcellular structures, following the Second Law
of Thermodynamics (11, 12, 15). The information inherent in a cancerous cell is different
from that in a normal cell. In living healthy cells, the free energy is high (increases) and their
entropy is low (decreases) due to the altered metabolism at the expense of the environment
(12, 16).

b. Electronic/Dielectric
Dielectric structures are formed in cells after malignant transformatiom, as shown by
Thornton, who used inversion of Raman spectra to compare normal living cells and cancer
cells4. With regard to induced dielectric structures, it was proved that chemical or other
agents -which can change the electrochemical potential locally at the outer membrane- will
produce internal dielectric zones. However, the transformation then subsequently requires
that the polarisation P and membrane potential V change progressively to the Frolich
metastable point in order for the transition to cancer occur. For example, a normal cell may
not exhibit dielectric zones but P and V may never reach the metastable state and the cell
will be benign. The progression to the metastable point involves successive mutations,
(often quoted as about five) which could take a considerable timel4 . However, it does give
time to set to act to avoid this progression.
The entropy production of healthy cells is lower than that of cancerous cells if no external
energy input is applied to the tissues. However, when appropriate external energy is
applied, the rate of entropy production of normal tissues may exceed that of cancerous
tissues. Cancerous tissues develop toward the maximum entropy, but maximum entropy
involves the total amount of energy not being available for work in the cells (11, 17).
As stated at the beginning of this report, we aim to review the essentials of the theoretical
background of thermodynamics to introduce the reader to the application of the concept,
with some examples of the combination of theory with multiple parameters of entropy
production and the differences between healthy and cancerous tissues. Cancer and its
surrounding normal tissues live together in a competition where the cancer cells are
numerically inferior to the host cells. A small group of transformed malignant cells in a
particular organ change the stability constraints of mass and energy flows in a
thermodynamically non-equilibrium state. Conditions which favor the cancer cells or limit
the growth or survival of their normal neighbors have therefore been studied.
In a breast cancer example, when normal human breast MCF10 cells or MRCS5 fibroblasts
were cultured in vitro in the presence of MCF7 human breast cancer cells in the absence of
serum, the normal cells fed the cancer cells. In some experiments, serum as growth-
promoting factor was replaced by the two sets normal cells. The results were defined by the
competition factor F. The larger the competition factor, the stronger the exclusion effect
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between the two types of cells. It was found that the competition exclusion between two
kinds of normal cells is stronger than between normal and cancer cells in vitro in the
presence of serum nutrients. That means that F is in the parasitism region and the cancer
cells live in parasitic coexistence with normal cells. The case is different during starvation: in
the absence of serum, F is lower than zero, i.e. this is a superparasitism region?.

The competition between the two cell populations for nutrients may be dependent on
activation energy, the intake of nutrients and the metabolism by cell populations. The
differences in the network in signal transmission, the direction of conductance and
subcellular compartmentisation may play a role in the coexistence of cancer, stromal and
normal cells. In summary, there is some type of competition between the different cell
populations. This can be explained partly by competition exclusion, if cancer cells have a
smaller least resource requirement than normal cells?6. 27,

6. The role of nutrition

We presume that the entropy and energy contents of nutrients are also of importance in
cancer development in open systems. The life processes need a continuous ingestion of low
entropy and high energy-containing nutrients. The nutrients are converted to high entropy
and low Gibbs energy-containing waste products that are excreted by the host. If the living
state is maintained by the thermodynamically determined exothermic processes, and the
non-equilibrium state by the continuous supply of the described nutrients, the question
arises, whether the effects of highly processed food with a low free energy content and a
high entropy state contribute to the increasing frequency of cancer, or whether the
increasing incidence of cancer is a consequence solely of the increased and accumulating
environmental pollution itself modifying the thermodynamic processes maintaining the
normal living state of mankind.

We suppose that tumour cells are selected on the basis of their nutrient requirements.
Cannibalism appears via autophagy which can occur for cancer cells to stay alive during
dormancy. Cancer cells have different energy requirements than normal cells and finish or
complete their development at an evolutionarily lower stage than complete differentiation.
However, cell population systems operate at thermodynamic non-equilibrium, which
continuously acquires free energy, heat and work from the surrounding. The life of cancer is
ordered at the expense of disordering its surroundings, when cancer becomes a parasite of
the living state. The mitochondrial activity decereases continuously in cancer. However, life
is considered a physical phenomenon in which negative entropy is essential for maintaining
the self-organization compensating the spontaneous entropy production according to the
Second Law? 28,

This is an ideal parasitic relationship for cancer as a commensural type of co-existence
whereby cancer and healthy cells can survive and grow. There is a tendency for the host to
halt the parasite by the immune system from one side, and there is a tendency for the cancer
to accommodate and to adapt the host and for example, avoid the immune system. Cancer
colonises the host without provoking a response as functionally and immunologically
inactive tissues propagate themselves and kill their host by increasing the ratio of
functionally inactive tissues at the expense of the functionally intact tissues in the host. In
the end stage the specific functions are reduced in the host as multi-organ system. The
question is, what is the driving force of this process? Cancer cells can grow on a wide scale
of nutrients from small molecules to dead cells or living cells, whereas healthy cells are able
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to survive and grow only on a limited range of specific nutrients. The nutrient specificity of
normal cells is limited to maintain the differentiated state, while cancer cells survive and
grow under minimal nutrient conditions and in addition they are able to gain energy
directly from the healthy cells and indirectly with the help of the stroma of the tumor. The
simplest explanation is that the existing nutrient concentration differences and those of a
large scale of substrates favor the slow overgrowth of cancer in the host when a transient
immune deficiency can enhance the chance for tumor initiation and promotion. As a result,
cancer has a selective advantage for growth due to the dissipation of the working structures
and excess entropy. Another contributing factor can be the transforming growth factor
produced by tumor cells inhibiting the growth of normal cells for their promotion. At a
cellular level, after the initiation, deactivation of the immune system, the developing stroma
and finally the metastatic invasion result in cancer. At the level of electrons, an electron
acceptor blocks the electron donation from a purine or other molecules and the inhibited
electron migration disturbs the conductance, resulting in restructuralization in the cells.
Macrophage-like tumor cells are attracted, leading to repulsion in the absence of attractive
forces.

There are changes in electromagnetic effects such as from the formation of dipole-dipole
interactions and production of dielectric layers are produced and membrane and other
oscillations are disturbed. The available energy does not satisfy the energy needs and the
loosely bound cells continuously divide and subdivising can result because of the
discrepancies between needs and availability. The high entropy production of tumor cells
cannot be fully compensated by importing the negative entropy from the environment, and
consequently the tumor growth is based upon the decomposition of normal cells and
protein-lipid mobilisation by specific factors produced by the tumour”.

7. Driving forces

The role of driving forces in cancer progression is unquestionable. The direction of entropy
flow during parasitism is well defined. The irreversibility of the process can be explaind by
competition for least resource requirements. This process consists of several components,
such as accelerated glycolysis. Damage to the mitochondria, -or more exactly in the
respiratory chain in tumor cells, - results in a compensatory increase in glycolytic ATP
production in the malignant cells, together with a decreased level of oxidation of NADH-
linked substrates. The mitochondrial defects contribute to tumor progression in several
ways, such as by modified energy production, free radical generation and programmed cell
death2s. 29,30,

Proteolysis and lipid mobilization are energy sources in the host. The result is that the large
majority of available energy sources in the host are governed and used by the tumor to
support its survival and growth. As mentioned previously, this process can be considered
as energy parasitism when the entropy production of cancer is compensated by energy
withdrawal from the normal tissues in the form of negative entropy and high energy-
containing macromolecules of the host. Consequently, the minimum entropy production of
the living state becomes no longer sustainable. Enhanced glycolysis is the characteristic
metabolism in the tumor!2.

The proteolysis-inducing factor produced by tumor cells appeared to fulfill the function of
triggered muscle proteolysis, resulting in severe muscle protein degradatios3!. Tumours
also produce a lipid-mobilizing factor, which is associated with the progressive depletion of
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adipose fat tissues and the depletion of skeletal muscle, and with changes in the body
composition via induced hydrolysis of fats and triglycerides in adipocytes, protein
degradation and protein degradation32. Also the tumor-produced lipid mobilizing factor
causes stimulation of the protein synthesis. Different components of fluxes are essential in
entropy production. The entropy flow from normal tissues to cancerous tissues carries
information concerning the normal tissues, while entropy flow in the opposite direction
carries information for the cancerous to the healthy tissues. As stated at the beginning of the
report, the Second Law of Thermodynamics does not allow us to set up entropy barriers, but
it does not exclude changing the direction of components of entropy flow from tumor to
normal tissues. Entropy production in living cells contains more than 5 terms!2 16,
In general, the relation between entropy and information quantity was defined by
Schrodinger who revised the statistical meaning of entropy on the basis of the investigations
of Boltzmann and Gibbs in statistical physics and expressed by entropy=k log D, where k is
the Boltzmann constant and D is a quantitative measure of the atomistic disorder of the
body in question. The differences in basic factors of entropy production between normal
and cancerous cells determine the direction of fluxes, and those can therefore be regarded as
targets of specific interventions in cancer therapy.
The rates of entropy production in healthy and cancer cells have been compared!2. The
differences were analysed via the comparison of selected factors, as follows:
1. The thermal flux driven by temperature differences, the production of energy and
entropy loss due to heat dissipation.
2. The diffusion current driven by chemical potential gradients.
3. The chemical reaction rates driven mostly by decreasing Gibbs energy (affinity and
glycolysis).
4.  The velocity gradient coupled with viscous stress.
5. The dissipation of energy to the external field, resulting from the external work
completed.
Many other factors contributing to entropy production were not included in those
comparative studies, e.g. : the pH gradient associated with the higher acidity of cancer cells
than of normal tissues due to the glucose metabolism, the membrane potential gradient
driven by the different membrane potentials of normal and cancer cells, possible
interactions between cells with different electric charges or resting membrane potentials; the
information flux by conductance is driven by dielectric permittivity differences, where
electronic energy bands are saturated, proteins are non-conductant; entropy currents driven
by differences in entropy production by various processes.
The toxic effect of entropy flow plays a key role in the competition between tumour and
host cells and determines the rate of tumor progression and the rate of cachexia. The cancer
invasion has the first priority, while healthy tissues are not able to invade into cancerous
tissues. Consequently reversal of the direction of entropy propagation can be a realistic goal
as a therapeutic possibility. The intracellular pH of cancer cells is much lower than that of
normal cells. The increased glycolysis resulting in metabolic acidosis was first described by
Warburg 1956.
Dielectric layers have been demonstrated in proliferating cancer cells (14). The main point to
be noted is that, the differences in the basic factors of entropy production between normal
and cancer cells determine the direction of fluxes and consequently can be targets of specific
interventions in cancer therapy.
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8. Reversing the flow

What is the solution? How can we reverse the entropy flow? If we were able to increase the
entropy flow from normal tissues, then the informational entropy of the normal tissues
would counteract the informational entropy of the cancerous tissues.

1.

The extreme extent of glucose metabolization and heat production and the effects of
an external force field on the studied 5 entropy production terms Appendix eq.3
have been discussed and evaluated from practical point of view in the case of
external energy input, when the entropy production of normal cells can exceed that
of cancer cells10111215. The direction of entropy flow would then be reversed and
that leads to a blockade of the propagation of harmful information from the
cancerous to the healthy tissues. Reversal of the directions of entropy flows by
exposure to external forces appears to be possible.

The artificial modification of acidity for cancerous cells can change the relative
entropy production rates of the two kinds of cells and may lead to reversal of the
direction of entropy flow. It can be supposed that modification of the basicity of a
tumour leads to a standard free energy decrease and therefore entropy production
would be lowered when the pH increases in a tumour. Modification of the glucose
metabolism of tumors seems to be most difficult to achieve.

Electronic energy bands are saturated and proteins are non-conductant in cancer.
The conduction change due to the formation of dielectric layers in cancer cells is
another possible factor for intervention!>

The conductivity differences between normal and cancerous tissues can be exploited
as targets for intervention. The different sensitivities of cancer and normal cells to
electric fields, e.g. square wave electric impulses, may result in changes in the
polarisation of cancer cells, whereby they become more sensitive to external foces
such as ultrasound or chemotherapy!l 12,

The application of low-frequency (1 MHz) and low-intensity (<1 W/cm?) ultrasound
can destabilize the connections of tumor tissues with their environment. Ultrasound
absorption increases entropy production in normal tissues more efficiently than in
tumorous tissues as a consequence of the more acidic nature of the tumour. Recent
publications? 24 show that intervention is able to reduce the entropy flow from the
cancer to the healthy tissues?? 24,

Alternating electromagnetic fields several volt/cm applied at low frequency
appeared to have caused the reversal of entropy flow?4.

An alternating magnetic field (10,000 Gs) induces additional entropy production in
tumor cells by changing the entropy production threshold?5 24

Modification of angiogenesis by an inhibitor reduces the nutrient support.

Increasing temperature also appears to reverse the entropy flow direction somewhat
and is thought to reduce the rate of entropy production from the heat flux, meaning
some temporary benefit in therapy in some cases. However, mathematical and
physics calculations have shown that entropy production due to heat is only a very
small fraction of the total entropy production, and consequently the efficiency of
hyperthermia as therapy is very low12 15

Table 3. Some Possible Methods
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9. Optimism and caution

The orderliness encountered in the unfolding of life springs from a different source. It
appears that there are two different ‘mechanisms’ by which orderly events can be produced:
the “statistical mechanisms” which produce ‘order from disorder’, and a new one, producing
‘order from order’. The Second Law appears to give a simple explanation. That is why
physicists were so proud to have fallen in with the ‘order-from-disorder” principle, which is
actually followed in Nature and which alone conveys an understanding of the great line of
natural events, and primarily of their irreversibility. We cannot expect that the ‘laws of
physics’ derived from it automatically suffice to explain the behavior of living matter, whose
most striking features are visibly based to a large extent on the ‘order-from-order” principle.
We would not expect two entirely different mechanisms to bring about the same type of law
as -we would not expect a single solution of cancer treatments. We must therefore not be
discouraged by the difficulty in interpreting life by the ordinary laws of physics. For that is
just what is to be expected from the knowledge we have gained of the structure of living
matter? 3 13, We must be prepared to find a new type of physical law. Or are we to term it a
non-physical one, not to say a super-physical law, as the question was ironically put by
Schrodinger!. This assertion, cannot fail to arouse contradiction. There are phenomena
whose conspicuous features are visibly based directly on the ‘order-from-order” principle
and have nothing to do with statistics or molecular disorder. These calculations do not
imply any statistics; they are based solely on Newton’s law of universal attraction. The
mechanical events seem to follow distinctly the ‘order-from-order” principle, and if we say
‘mechanical’, the term must be taken in a wide sense? 13,

In a paper witten by Max Planck on the topic “The Dynamic and the Statistical Type of Law’
(‘Dinamische und Statistische Gesetzméssingkeit’), the distinction is precisely labeled as
‘order from order’ and ‘order from disorder’. The object of that paper was to show how the
interesting statistical type of law is constituted from the ‘dynamic’ laws put forward to
govern the interactions of single atoms and molecules? 7, where the understanding and the
identification of the tumor escape mechanism are easiers.

By combining morphology with kinetics of tumor development and textural, biological
properties of tumor, the equations from thermodynamics can be used to illustrate the
differences between healthy and cancer cells. The data allow appropriate calculations to be
performed which induce the entropy concept to the processing of information collected by
the analysis of various contributing factors. Healthy tissues display an efficient and stable
way to perform the biological functions so as to maintain the lowest entropy level.
Deviations from these values are reflected in differences in structures and functions between
neighboring tissues in the thermodynamically open system of the host-tumor entity12 13,16,
The entropy current is equivalent to the amount of entropy exported through the boundary
between tumorous and healthy tissues. This is an appropriate measure of thermodynamic
theorems# 26 2 based on the evidence that the normal healthy state develops toward
minimum entropy production, while a cancer moves towards the entropy maximum? 14 15,
mc? is negative in nuclear fission, due to a decrease in mass, but positive for a growing mass
of living organism?” 28, The difference between the two is the energy dissipation due to
mass. The test of this came with the advent of nuclear fission, where energy appears to come
from nowhere, but a term provided by Einstein readily maintains the validity of the
conservation because the change in mass of the system, Am is negative since the mass of the
system decreases. While the First Law applies equally to living and to dead matter, the
Second Law does not.
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The First Law states that energy is conserved, while the Second Law states that, within the
framework of conservation, one cannot have it any way one might like. It is a matter of
everyday experience that certain processes do and certain processes do not occur in the
world. Heat cannot be caused to flow from a cooler to hotter body without producing some
other effect. Processes occur so as to progress from non-equilibrium toward equilibrium
states; the direction of processes is therefore defined for a heat engine or a biological object
operating irreversibly. For a heat pump or a heat engine or the diffusion of molecules
through cell membranes, we may write irreversible when the total entropy changes are
greater than zero. This means that the Secon Law is a sweeping generalization to the effect
that, for any process, the sum of all the entropy changes occurring as a result of the process
is greater than zero, and approaches zero in the limit as the process becomes reversible.

10. Mitochondria of cancer cells

One of the first attempts to destroy cancer was the idea of the selective effect of
mitochondprial toxin for tumor cells. Papers have described mitochondrial toxins selective for
tumor cells. The concept of a mitochondrial basis for killing tumor cells has existed since the
early part of last century, based upon metabolic studies demonstrating general differences
in metabolic control between cancer and normal cells2 30, 32, Indeed, the metabolic
disturbance in tumor cells is known. Metabolic disturbance due to abnormally high rates of
glycolysis is demonstrated on a daily basis in the clinic through the fluoro-deoxyglucose
PET scanning diagnosis of recurrent or residual malignant disease®. It was initially posited
that mitochondrial oxidative phosphorylation was defective in tumor cells, and this initial
insult led to gradual and compensatory increases in glycolytic ATP production as the central
event of cell transformation. It was predicted that treatment producing a mitochondrial
injury of a general nature would strike a greater blow against cancer cells, due to their
already compromised respiratory state, than against normal cells. There is also the
possibility that high rates of glycolysis may suppress respiration, known as the Crabtree
effect, without implicating defective mitochondria? 24. Interventions designed to attack
metabolic susceptibilities of tumor cells have included glycolytic inhibitors (2-
deoxyglucose), membrane pore activators (lonidamine), and thiol-active chemicals
(arsenicals). More recently, screening of a combinatorial library of compounds based on
natural benzopyran inhibitors of mitochondrial complex-I yielded several novel compounds
with pronounced cytostatic effects against a cancer cell line panel34. It was calculated that
cancer cells extract a much higher amount of glucose from the organisms than do healthy
cells'2 2, In addition glucose-regulated proteins play an important role in the induction of
MDR?2. The mitochondrial susceptibility in cancer cells is interwoven with cellular metabolic
control mechanisms. The mitochondrial uptake of particular toxins (F16 and other DLCs) also
reflects the distribution across the plasma membrane, according to the plasma membrane
potential, Ay, which may vary between cancer and normal cell populations30.3536,

New developments in chemotherapy are encouraging but the immunosuppression of
chemotherapy is another important question considering the discontinuous tumour growth
with reduced entropy production and the increasing import of negative entropy from
healthy tissues. Attention to timing of therapies including chemotherapies is particularly
important. In a dormant or resting phase of a tumor, the growth of the tumor cells is not
really sensitive to the cytotoxic chemotherapy, but the toxicity toward bone marrow and
other immune cells is continuous?5 16,33,
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Living cells create an electric potential force between their various phases by three distinct
mechanisms. Charge separation creates a potential of 120 to 145 mV between cytoplasmic
and mitochondrial phases by unbalanced proton expulsion powered by the redox energy
of the respiration chain. The resting potential of cells, which varies from -85 mV in the
heart to -4.5 mV in red cells does not appear to result from an unbalanced flow of ions.
Movement of an ion between phases entails three types of energy. The concentration work
is that required to move an ion between phases containing different concentrations of
ions. The electric work is that required to move an ion between phases with differing
electric potentials. The osmotic work term is small and can generally be ignored. The
measured resting potential between extra- and intracellular phases is approximately -85
mV, depending on the Na* or K* current flow. In the liver, the resting potential ranges
from -28 mV to -40 mV, while in red cells the resting potential is about -4.5 mV. The
resting potential between extra- and intracellular phases of cells should be thought of not
as a diffusion potential, but rather as a measure of the electrical work. The use of
intracellular KCI electrodes to measure resting electrical potential results from the
existence of a mono-ionic Gibbs-Donnan near-equilibrium system between extra- and
intracellular phases with the energy of ATP hydrolysis3 36. In our experiments on resting
cells in the presence of glucose concentrations increasing from 0.05 to 2.0% the
fluorescence of R123 accumulation or uptake in MDR cells did not vary. MDR cells
growing in the presence of various glucose concentrations displayed a somewhat elevated
R123 uptake relative to the control. Acid diffuses from tumor to normal tissues as one of
the component of entropy flow, making the normal tissues more sensitive to tumor
progression and invasion.

10.1 Membranes and electrical potentials

The electric potentials of the membranes of resting (normal) and tumor cells are lower than
those of normal cells. The membrane potential of proliferating tumour cells is somewhat
lower than that of resting cells. The potential differences create a non-equilibrium state.
These unique situations at the borderline of the two charged tissues and the resulting charge
will be dissipated as bioelectric current, facilitating tumor invasion, or in other cases the
ionized atmospheric electric weather fronts induce sensitivity to migraine in sensitive
patients. If a larger area of the two cell populations with a larger difference in electric
potentials is equalized in charges due to conductance, when the different charges are not
isolated or the conductance is enhanced between them, this electric excitation may lead to
epileptic seizures in a susceptible individual. The question arises of the consequences of
entropy dissipation, the synchronisation of chaos, or the first step of the formation of a new
highly ordered system. This is another example of entropy dissipation due to different
extents of bioelectricity generation. In the case of brain tumors, the disorder in the brain
caused by the growing tumour increases the entropy and reduces the nutritive proceses of
the brain tissue. Differences in entropy production between the two kinds of tissues
determine the direction of entropy flow from the tumor to the healthy brain tissues, with
local slowing of the normal electrical rhythm in the neighborhood of the tumour, slow alpha
and theta waves appearing in the projection area of the tumor. This finding should be
related to the high rate of entropy production, and a negative entropy import from the
normal healthy brain tissues can contribute to the attenuated cortical-electrogenesis around
the tumorous tissues?l. This in vivo observation can be supported by the superparasitic
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nature of cancer cells in in vitro experiments’. Bioelectricity and conductance are well known
and measurable in diagnosis via the heat function by ECG (in mV), in electromyography
(EMG) (in mV), or in EEG (in pV) (36). At a cellular level, the differences in electric potential
are much smaller and energy dissipation in the human central nervous system is 10 W per
neuron. However, for comparison, the typical dissipation for a transistor has been estimated
to be as small as 101 W 17,37,

These differences can drive the bioelectric currents, and can contribute as a well-defined
component of the entropy production, mediating information between healthy and
tumorous tissues.

11. Combination treatments and need for maths and physics

Combination treatment of cancer may consist of electric treatment plus a chemotherapeutic
agent, radiotherapy or surgery. The chemotherapy for recurrent or metastatic tumors results
in poor response rates due to the MDR and/or the relative impermeability of cell
membranes to chemotherapeutics. Combined treatment consisting of pulsed electric fields
and chemotherapeutic agents has been used recently as electrochemotherapy?® 3. This
treatment procedure relies on the physical effects of locally applied electric fields to
destabilise cell membranes in the presence of chemotherapeutics. The electric pulses are
used in attempts to deliver drugs locally to the cell interior and retain them there.

Topics in discontinuation can be demanding in mathematics and physics such as inverse
problems for radiation treatment and in the dynamics of molecular motion in membrane
penetration, Tumour growth is discontinuous and it is supposed that a discontinuity in
entropy production takes place during tumor development. Discontinuity increases and
decreases in the entropy indicate the stages where the tumor has to start importing negative
entropy in order to survive and continue to grow. A sequence of progressive levels of
density in tumors has been demonstrated by use of a new technique for the analysis of
mammograms or computer tomography with graphic displays, reported together with new
implications for therapy timing. The entropy production can be defined as heat dissipation,
diffusion current glucose utilization, electric potential differences, membrane polarization
differences and sensitivity to the application of external work, such as square wave electric
potential exposure. It is known that the thermodynamic entropy of a tumour is different
from that of normal tissues due to a disordered structure of the cytoskeleton in the cancer
cell the information contents of the two tissues must therefore be considered when the
direction of entropy flows is planned to be changed, including mass transport or metastasis
formation across the border between the normal and cancerous tissues#! 42. Informational
entropy is a complex phenomenon in physics but can be defined logically with the aid of
Information Theory. The large quantity of information includes some coincidences. Among
the coincidences, there are some sequences. The sequences can transiently associated.
Closely related associations can format premises. The overlap or condensation of related
sequences can result in the formation of generalised analogies. The comparison of similarity
analogies may lead to distinctions of differences. The disorder of tumors and the long-range
correlations in ordered tissues are in competition with each other. Tumour cells break the
ordering of processes in host and resulting propagation in existing structures. Their
difference in entropy development increases with time. We presume that the entropy for
the two different living systems increases monotoniously with time from zero to infinity, but
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the differences are constant in time. The process of informational entropy flow thus
introduces the arrow of time into cancer dynamics. There are opportunities to enhance the
effectivity of chemotherapy, e.g. by using electrochemotherapy3 39, when a high intensity of
electric pulses facilitates the uptake of chemotherapeutics into the cells40. 43,

There is experience with the application of extracorporeal high-intensity focused ultrasound
in producing the thermal ablation of solid carcinomas* and the microwave coagulation of
solid tumours#. The electronic sensitisation of cancer cells to ultrasound, is an example of
the combination of various physical effects for the treatment of solid tumours#. It has been
shown that the exposure of tissue to high-intensity electrical pulses of short duration can
induce reversible electropermeation and irreversible structural changes in the cancer cell
membrane, in this way facilitating the uptake of normally impermeable substances into the
cell 40,43,

12. Conclusion

Under natural conditions, various entropy-producing processes exist in the four different
types of cell populations coexisting in cancer cells, the stromal cells, immune cell and
normal tissue constituents. Entropy proceeds from the cancerous toward the normal tissues.
The large differences between the entropy of these four cell populations are the driving
forces of the complex cancerous information flow from the tumor to the normal tissues. The
numerous information fluxes coincide; among them, there are sequences based on the
tendency of ordering toward energy utilization or mobilization from their environments. As
the examples of external force fields suggest, there are opportunities to change the entropy
production rates of coexisting cancer and normal cell populations (Fig. 1).

Alterating metabolic pathways of tumours shows promising approaches to achieve cancer
therapies and publications have recently been reviewed#one new opportunity is being
developed in Australia¥, particularly relevant to melanomas. It involves changing
membrane potentials of tumour cells before reaching the metastic state so as to enter a new
metabolic pathway, which, under pH control, can enter a further pathway chosen to either
avoid a metastatic state or delay it to allow other therapies to gain advantage. Another
opportunity is to induce cellular immunity, or an antipromotion-like mechanism to
demarcate the cancerous tissue or stroma formation, resulting in the inhibition of negative
entropy inflow as nutrient import from the healthy tissues.

In a reverse mode what are the prospects for the reversal of the entropy flow from tumorous
to normal cells? Could we enhance the entropy production of the normal tissues around the
tumour, to provide entropy flow from the normal tissues to the cancerous tissues while
carrying the information from the healthy tissue toward the tumour. If, for example, the
ultrasound absorption and entropy dissipation were made greater in normal than in
cancerous tissues, the direction entropy might be reversed. Application of external forces
may therefore give us hope that we can halt the progression of cancer or at least halt
progression to metastasis for new therapies to be effective.

13. Perspectives to reverse the direction of entropy flow

As mentioned above, let us consider an entropy flow from normal tissues to tumorous
tissues carries the information on the healthy tissues toward the tumor.
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The first tems of entropy production contribute to a higher rate of entropy production for
cancerous cells than for healthy cells; however, the situation is different for the chemical
effects term, on application of an external force field.

Ultrasound absorption and dissipation in normal tissues is greater than in cancerous tissues,
and consequently the direction of entropy flow can be reversed by exposure to an external
force field such as an electric field or ultrasound. Low-frequency and low-intensity
ultrasound is weakly absorbed in biological tissues (when the induced temperature increase
can be neglected): consequently the effect of entropy production on non-damaged cells can
be followed independently from temperature effects.

Entropy production due to exposure to a square wave electric potential is higher for normal
tissues than for cancerous tissues (pulse frequency and field strength). Square wave electric
potential-induced entropy production is comparable to chemical reaction-induced entropy
production.

The range of entropy production in
normal and cancer cells (cancer/normal)

heat production

sguare wave electric

viscous stress potentional hemical reaction

glucoze fermentation

O1 m2 O3 0O4 HEE

Figure 1. The ratio of entropy production between normal and cancer cells

Entropy production results from the transport of heat and matter between the two phases of
the system and also from the chemical reactions taking place. Thus entropy production is a
bilinear form of the rates of the irreversible processes and some functions of state, which
may be called “affinities” or “generalised forces”.

A relatively simple form of the entropy production per unit time was expressed by
Prigogine (Prigogine I: Introduction to Thermodynamics of Irreversible Processes,
Interscience Publishers, Division of John Wiley and Sons, New York, London).

If the entropy changes in the two phases (at the border of the tumorous and the normal
organ tissues) are compared regarding the difference in velocity of change, the ratio
between the two forms of tissue may be characteristic of the borderline, where an overlap in
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entropy production rate may be found between the normal tissues and the tumor. If so, this
can be considered a new target for demarcation.

14. Appendix

14.1 The second law and biochemistry
Gibbs “free energy” (thermodynamic potential) G is the function of most use in
biochemistry and is the part of the energy which can be used for performance of work.

G=H-TS (1)

The “total” energy H (heat content or “enthalpy”) is the sum of the ”“free” energy, G and
a function TS of the entropy S (ie the bound or unavailable energy which is present because
of the chaotic motion of atoms and molecules.

The Second Law of Thermodynamics states the universal tendency of energy to become
unavailable. Equation (1) defines G for an isothermal system at constant pressure which
may gain or lose heat energy. The Second Law requires a net increase in entropy for any
process in such a system together with its evniromnent. Because entropy can be transferred
from the system to the environment the actual system can then have a decrease in entropy.
However, an isothermal system at constant pressure must suffer a decrease in free energy.
In an equilibrium state free energy has a minimum value and the difference AG in free
energy between the system’s actual state and its equilibrium state is, in effect, a measure of
the system’s tendency to change. At any given temperature T the difference in entropy AS
and, the change in AG and AH are related from equation (1) as AH/T=AG/T+AS .

The Second Law requires an overall production of entropy from the environment and
system, ie

AS(e)+AS>0 )

Where AS(e) is the increase in entropy of the environment.
It is a straightforward matter to define E, volume V and chemical potential G/n; in terms

of G, T and pressure p together with the number of chemical species n; as

Reference: Bray H.G. and White K., Kinetics and Thermodynamics in Biochemistry, p77
(J2A Churchill) London, 1966.

14.2 Dissipative structures and the second law

With regard to the basic equation (3) it is of importance to note that any state of non-
equilibrium associated with the system can be described by the same variables as used in an
equilibrium state and they are governed by the same equation of state ie local equilibrium
hypothesis simply means the validity of the Gibbs Law for irreversible processes. The
summation term Zuldn where y; is the chemical potential of the component i . For each
chemical reaction the affinity Aj= Z -p; where the v;; are stoechiometric coeffecients
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[see Glansdoff P., Energy evolution of complex networks of reactions, p41-54 in Living
Systems as Energy Converters, (Eds R. Buvet, M.J. Allen and J-P Massue), North Holland
Publn, Amsterdam, 1977].

Auto-catalytic or feedback effects in a sequence of coupled chemical reactions may
generate chemical instability. Catalytic effects in the kinetic equations can lead to a
critical state beyond which a completely new behaviour may actually appear. The system
still evolves in accordance with the Second Law of Thermodynamics but may not, in
general, still comply with the minimum entropy production theorem. A new internal
organisation in the system can become more orderly than those of the thermodynamic
branch and are then called dissipative structures including spatio - temporal “chemical
clocks”.
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1. Introduction

It is well known that heart and respiratory rates increase with increasing the level of
physical exercise. The heart rate (heart beats per minute) is related to the cardiac output
(volume of blood pumped by the heart per unit time) and the respiratory rate is related to
the rate of oxygen consumption. Therefore there is relation between cardiac output and
oxygen consumption, as confirmed by many experiments (Milnor, 1990).

Adolph Fick, German physiologist, was the first to relate, mathematically, cardiac output to
gas exchange in the lungs. In 1870, he derived the equation (Acierno, 2000; Shapiro, 1972)

q
_ ) 1
Q [OZ]pV - [OZ]pa ( )

where Q is the cardiac output, q the rate of oxygen consumption, [O2],v the O, concentration
in the pulmonary veins, and [O»]p. the Oz concentration in pulmonary arterial blood.

Fick’s equation is a landmark of the history of cardiology because it provided the theoretical
basis for the measurement of cardiac output in intact animals and people. The first
measurement of cardiac output in humans was made in 1930 (Acierno, 2000), sixty years
after the publication of Fick’s theoretical derivation, which marks the beginning of modern
cardiology.

The cardiac output is related to the work that the heart does in pumping blood to the
vascular system. A thermodynamic approach has been applied to estimate energy gain and
the work performed by the heart (Blick & Stein, 1977). Recently, by viewing the heart as a
thermodynamic engine, a new equation, which relates cardiac output to oxygen
consumption, has been derived (Uehara et al., 2008). In this work, the new equation is
applied to derive the behavior of important physiological quantities of the cardiovascular
system during exercise, such as the efficiency index of the heart, and to discuss the
conditions for the linearity of the relation between cardiac output and oxygen consumption.
It is shown that the efficiency index of the heart decreases with increasing the exercise level.
Furthermore, the referred equation is generalized to include pathological situations such as,
for example, ischemic heart disease.

2. The cardiovascular system

The cardiovascular system is diagrammatically represented in Figure 1. The heart consists of
a double pump, the left side of the heart or the left heart and the right side of the heart or the
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right heart, connected in series by two independent circulatory systems, the pulmonary
circulation and the systemic circulation. The left heart pumps blood through the systemic
circulation and the right heart pumps blood through the pulmonary circulation. Each heart
has two chambers, the atrium and the ventricle, which periodically contract and relax. The
movements of contraction and relaxation are, respectively, systole and diastole. The systole
and diastole of the atria and of the ventricles are synchronized so that when the atria are
contracting the ventricles are relaxed, and vice-versa. The atrium receives and stores blood
during the ventricular contraction, and blood flows from the atrium to the ventricle during
ventricular relaxation. The right ventricle propels blood through the blood vessels of the
lungs (the pulmonary circulation) and the left ventricle propels blood to all other tissues (the
systemic circulation). The blood conveys nutrients and oxygen to the cells. Inside the cells,
oxygen and nutrients react chemically with release of energy, which is used by the cells, and
production of water and carbon dioxide (CO») that are disposed by the cells to the blood, so
that the concentration of oxygen in the blood decreases and the concentration of carbon
dioxide increases as the blood flows through the systemic circulation. In the pulmonary
circulation oxygen from the pulmonary alveoli is added to blood and carbon dioxide comes
out from the blood and gets into the pulmonary alveoli to be exhaled. The freshly
oxygenated blood flows from the pulmonary circulation to the left side of the heart, fills the
left ventricle, and a new cardiac cycle begins.

Pulmonary
Circulation Qp

Qv: left cardiac output

Qg: right cardiac output ﬂ left atrium
Qs: systemic venous return

QP: pulmonary venous return left ventricle

Qu

right ventricle

right atrium

Systemic
Circulation

Fig. 1. Diagrammatic representation of the cardiovascular system

In Figure 1, Qu denotes the cardiac output of the left heart, Qg the cardiac output of the right
heart, Qp the blood flow from the pulmonary circulation, and Qs the venous return (blood
flow from the systemic circulation). A system of valves ensures that blood flows in the
direction indicated in Fig. 1. We consider time-averaged values of blood flows over a cardiac
period. During transient phenomena, these time-averaged blood flows are functions of time
and satisfy a set of differential equations that are useful for discussing the stability of the
system (Uehara and Sakane, 2003). In a steady state of the cardiovascular system the time-
averaged blood flow is the same throughout the system, that is

QL=Qr=0Qp=Qs=0Q )
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In this work we shall consider only steady-states of the cardiovascular system and time-
averaged values of time dependent quantities.
The cardiac output of a ventricle is given by

Q=fS )

where f is the cardiac rate (number of heart beats per minute) and S the stroke volume
(volume of blood ejected by the ventricle in a cardiac cycle).

The blood arterial pressure oscillates periodically between a maximum called systolic
pressure and a minimum called diastolic pressure. The mean arterial pressure in the systemic
circulation is approximately given by (Berne&Levy, 2001)

Pa =Py +M 4)
3

where Pg, is the mean arterial pressure, Psq the diastolic arterial pressure and Pss the systolic
arterial pressure.
The left ventricle pumps blood into the arteries of the systemic circulation, which already
contain blood at pressure Ps,. The blood pressure falls along the systemic circulation at the
end of which there are two large veins (venae cavae). These large veins convey blood to the
right atrium. The blood flow to the atrium, denoted by Qs, is called systemic venous return.
The term “return” refers to the fact that the blood is returning to the heart and the term
“venous” indicates that the blood vessels that convey blood to the right atrium are veins. The
venous pressure Pg, at the venae cavae is very low as compared to the systemic arterial
pressure Ps,. The systemic vascular resistance Rs is defined by (Hoppensteadt & Peskin, 1992)

Rg = PsaQ_ Poy ) (5)
S

Since the venous pressure P, is much smaller than the arterial pressure Psa, it can be
neglected, so that usually Rs is calculated as Rs = Ps, /Qs.

3. Relation between cardiac output and oxygen consumption

We shall derive a relation between cardiac output and oxygen consumption by considering
the efficiency of the heart in pumping blood to the vascular system.

3.1 Energy consumption

Principles and concepts of thermodynamics can be applied to the heart in order to
determine the energy expended in pumping blood. By considering all known sources of
energy gain or loss by the heart, it can be shown that many terms are negligibly small (Blick
& Stein, 1977). In this work we shall consider only the dominant terms.

Energy provided by food is stored in the body as internal energy. Among the various factors
that can change the heart internal energy, the dominant one is the metabolic energy change.
This contribution arises from the oxidation of carbohydrates (starch and sugars), fats, and
proteins. For glucose (CsH120s), a form of sugar used in intravenous feeding, the oxidation
equation is (Cameron et al., 1999)

CgH1206 + 60, — 6CO;, + 6H,0O + 686 kcal (6)
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where 686 kcal (kcal = 4.184 kJ) is the energy released by one mole of glucose.

Coronary blood flowing through the myocardium delivers oxygen and other substances to
the cells of the cardiac muscle. In the interior of the cells, nutrients react chemically with
oxygen and energy is released.

From Equation (6) it can be seen that the energy released per liter of oxygen consumed, in
the oxidation of glucose, is 5.1 kcal/ (liter of oxygen). For a typical diet the energy released is
about 5.0 keal/ (liter of oxygen) (Milnor, 1990; Cameron et al., 1999).

The metabolic process we have just described is called aerobic metabolism, which occurs in
the presence of free oxygen. Energy can also be provided by anaerobic metabolism, which
occurs in the absence of free oxygen.

The rate of oxygen consumption by the heart (Qu) is a fraction of the total rate of oxygen
consumption () by the body and can be written as

Qy =cQ 7)

where c <1.
Assuming that the energy consumed by the heart is provided only by aerobic metabolism,
we write

P =EcQ @®)

where P is the power consumed by the heart and E is the metabolic energy released per liter
of oxygen consumed. Part of the power consumed by the heart is used to perform external
work in the form of ventricular contractions to pump blood.

The assumption that the energy consumed by the heart is generated by aerobic metabolism
is supported by experimental observations. Vary and collaborators have analyzed the
aerobic and anaerobic processes of energy production in the cardiac muscle and concluded
that the aerobic metabolism corresponds to more than 90% of the total energy produced
(Vary et al., 1981). In the transition from the rest condition to exercise the ventricles must
generate sufficient power to maintain blood pressure and organ perfusion, which requires
tight coupling of the transfer of chemical energy to mechanical power. This controlled
energy transfer can require up to fivefold increase in cardiac power generation and oxygen
consumption, yet appears to occur without anaerobic metabolism (Zhou et al., 2006; Sharma
et al., 2005).

3.2 Work done by the heart

Among the various forms of work that are performed by the heart, many of them give rise
to terms that are negligibly small (Blick & Stein, 1977). In this work we shall consider only
the work in pumping blood, which is the dominant term.

Each ventricle pumps blood to the corresponding arterial system, which already contains
blood at a pressure that oscillates periodically. The maximum and minimum arterial
pressures are called the systolic and diastolic pressure, respectively. The process of filling
the left ventricle and the process of blood ejection to the vascular system can be described by
a pressure-volume diagram as shown in Fig.2, which illustrates the cardiac cycle of the left
ventricle (Burkhoff & Sagawa, 1986). The line DA describes the filling of the ventricle, in
which the volume increases from Vs (end systolic volume) to Vep (end diastolic volume).
The vertical line AB describes the isometric increase of the ventricular pressure, during
which the volume remains constant, because the inflow and the outflow valves are closed.
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Acinflow valve closes
B:outflow valve opens
C:outflow valve closes
D:inflow valve opens

Left Ventricular Pressure

PPV """""""""" D """"""""""""""""" A
VES VED
Left Ventricular Volume

Fig. 2. Pressure-volume diagram of the left ventricle. Pg: systemic systolic pressure; Ppy:
pulmonary venous pressure; Ves: end systolic volume; Vep: end diastolic volume; S: stroke
volume.

The horizontal line BC describes the ejection of blood to the vascular system. The volume of
blood ejected S = Vep — Vs is the stroke volume. Vis is the volume of blood that remains in
the left ventricle in the end of the ejection process. The descending vertical line CD describes
the isometric decreases of the ventricular pressure.

During the filling process, described by the line DA, blood flows from the pulmonary veins
into the left ventricle, which is relaxed. Thus, the filling pressure is equal to the pulmonary
venous pressure Pp, which is much smaller than the arterial pressure of the systemic
circulation. During the ejection process, described by the line BC, the ventricular pressure
must be larger than the arterial pressure of the systemic circulation, which varies between
its systolic and diastolic values. The time-average of the ventricular pressure, during the
ejection process, is approximately equal to the systemic systolic pressure Ps. In Figure 2, for
simplicity, the ventricular pressure is assumed to be constant during the ejection process.
From the pressure-volume diagram of the left ventricle it can be seen that the external work
done by the left ventricle in a cardiac cycle is approximately given by (Uehara et al., 2008;
Burkhoff & Sagawa, 1986)

WL = SPss (9)

where W is the work done by the left ventricle, S the stroke volume, and Pss is the systemic
systolic pressure of blood in the large arteries of the systemic circulation.

The pressure-volume diagram of the right ventricle is similar to that of the left ventricle, but
the time average of the right ventricle pressure during the ejection of blood is approximately
equal to the pulmonary systolic pressure Pps, which is about seven times smaller than the
systolic systemic pressure Py (Higginbotham et al., 1986; Milnor, 1990). Thus, the external
work done by the right ventricle in a cardiac cycle can be approximately given by
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Wg =SPy, (10)
so that the total external work done by the heart in a cardiac cycle is
W =W +Wg =S(Pg +Ppy) (11)
and the average power generated by the heart is
WT = (P + Py )ST (12)

where f is the heart rate.
The mechanical energy output of the heart to the systemic and pulmonary blood is
subsequently converted to thermal energy throughout the body by the action of viscous
dissipation of the blood.

3.3 Heart efficiency

The heart can be viewed as a thermodynamic engine that transforms part of the expended
power P into external power Wf, given by Equation (12). The mechanical efficiency of the
heart can be defined in several ways. It is reasonable to define it as the mechanical power
generated by the heart to pump blood divided by the metabolic energy rate consumed by
the heart muscle. Thus we write

Wf
=— 13
. (13)
where 1 is the heart efficiency in pumping blood to the vascular system.
Equations (3), (8), (12), and (13) yield
cEQ
Q=5 (14)
Py + Pps

Equation (14) is useful to investigate the cardiopulmonary response to exercise. For
numerical calculations, we shall rewrite the equation in a more convenient form. Since the
systolic pulmonary pressure Pps is seven times smaller than the systolic systemic pressure
Py (Higginbotham et al., 1986; Milnor, 1990), we write Equation (14) as

rEQ
Q= (15)
1.14P
where
r=nc. (16)

We shall call r efficiency index of the heart.
The energy released in metabolic reactions, for a typical diet, is E = 5.0 kcal/ (liter of O»)
(Milnor, 1990). Introducing this value into Equation (15) we obtain

1.38x10°1Q)

Q {PSS}

(17)
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where {Pg} is the numerical value of Py, in mmHg (1 mmHg = 0.133 kPa). For example, if Pgs
=120 mmHg, then {Ps} = 120.

3.4 Cardiopulmonary response to exercise

Exercise provides a powerful tool that permits the study of the regulation of the
cardiovascular system under controlled and reproducible conditions. Exercise more than
any other stress taxes the regulatory ability of the cardiovascular system. More is learned
about how a system operates when it is forced to perform than when it is idle.

We shall use Equation (17) and experimental data published in the literature for calculating
the efficiency index of the heart r.

Higginbotham and collaborators (Higginbotham et al., 1986) have measured several
quantities of the cardiovascular dynamics, during upright exercise in normal man. The
study population consisted of 24 healthy males aged 20-50 years. Subjects varied from 63 kg
to 103 kg in weight and from 173 cm to 185 cm in height; body surface area (a quantity that
depends on the mass and height of the person, according to the empirical formula given
below) ranged from 1.65 m? to 2.10 m2. Those investigators have not published the values of
cardiac output but the values of cardiac index, which is defined by

Q
I= A (18)
where I is the cardiac index, Q the cardiac output, and A the body surface area.
Cardiologists use the cardiac index to compare the pumping capability of a patient to that of
a healthy person, irrespective of the body size.
The body surface area, which depends on the mass and the height of the person, is
calculated from the empirical formula (Cameron et al., 1999)

A =0.202M 4250725 (19)

where A is the body surface area in m2, M the mass in kilogram, and H the height in meters.
Table 1 shows experimental data from Higginbotham et al. (1986).

PSS Q I
(mmHg) (liter/min) | (liter.min—1.m—2)
Rest 136 0.33 3.0
Peak Exercise 220 2.55 9.7

Table 1. Experimental data from Higginbotham et al. (1986). P is the systemic systolic
pressure, Q the rate of oxygen consumption, and I the cardiac index.

Higginbotham and collaborators have not calculated the mean body surface area but they
have just reported that the body surface area varied from 1.65 m? to 2.10 m?, so that we shall
take A = (1.65+ 2.10) m2/2 = 1.88 m2 as the mean value for the considered population. With
the data shown in Table 1 and Equations (17) - (18) we have calculated the cardiac output Q
and the efficiency index r = nc. The results are shown in Table 2.

The results show that the efficiency index r is not constant but varies with the rate of oxygen
consumption Q. In order to determine the form of the function r(Q), let us consider the rate-
pressure product that is defined as the heart rate times the systemic systolic pressure (fPs).
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Q Q 102r
(liter/min) | (liter/min)
Rest 0.33 5.6 1.7
Peak Exercise 2.55 18.2 1.1

Table 2. Rate of oxygen consumption Q, cardiac output Q and efficiency index r = nc.

This quantity is clinically useful in case of ischemic heart disease. It has been experimentally
observed that the rate-pressure product correlates linearly with the rate of oxygen
consumption (Kitamura et al., 1972).

Equations (3) and (15) yield

rEQ
fP, = 20
5 1.14S (20)

Experiments show that the stroke volume S increases in the transition from rest to exercise
and then remains practically constant (Uehara et al., 2008; Rowell, 1986). On the other hand r
is a function of ©, so that differentiating Equation (20) we obtain

d(fPy) __1E_ EQ dr
dQ 1148 1.14S dQ

(21)

where we have neglected the variation of the stroke volume. The rate-pressure product
correlates linearly with Q if its derivative is constant. Thus, we write

i FQ dr g (22)
1.14S 1.14S dQ
where K is a constant. Equation (22) can be written as
r+Q£:1.14S£:b (23)
dQ E

where b is practically constant insofar as S is practically constant. Integrating Equation (23)
we obtain

a
=—+b 24
! Q @

where a is an integration constant. The constants a and b can be determined from
experimental data.
From Equations (21) and (23) we obtain

d(fPy) b E
do 1.14S”’

(25)

which is practically constant during exercise, so that Equation (20) describes the nearly
linear correlation between fPss and Q that has been experimentally observed (Kitamura et
al., 1972).

Equation (24) and the data shown in Table 2 yield
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a = 0.0023.1ter (26)
min
and
b=0.010. 27)

By Equation (23), r is practically constant and equal to b for values of Q such that
a
Q>>—. 28
: 8)

Thus, from Equations (26)-(27) it can be seen that for © >> 0.23 liter/min. the efficiency index
of the heart is practically constant. Since the value of Q for the subject in exercise is Q > 1.00
liter/min., we conclude that the efficiency index is practically constant during exercise.

The relation between cardiac output and the rate of oxygen consumption is practically
linear, as shown by many experiments (Beck et al., 2006). Thus, assuming the linear relation

Q=A+BQ (29)

we obtain, from the data in Table 1 and Table 2

A =3 piter (30)
min
and
B=57. (31)

The value of the slope B = 5.7 corresponds to the value expected for healthy individuals
(Skarvan, 2000). Lower values indicate an inadequate augmentation of cardiac output in
relation to oxygen demand.

For comparison, we shall estimate the efficiency index of the heart considering experimental
data published by other investigators. In order to calculate the efficiency index r from
Equation (17), it is necessary to measure the cardiac output Q, the rate of oxygen
consumption Q, and the systemic systolic pressure Pg. Poliner and collaborators (Poliner et
al., 1980) have studied the left ventricle performance at rest and during multilevel exercise
in seven normal subjects (six man and one woman) with a mean age of 26 years and a mean
body surface area of 1.83 m2. Exercises were performed in a bicycle ergometer. They have
measured the cardiac output Q and the systemic systolic pressure Ps, but they have not
measured the rate of oxygen consumption €, so that in order to calculate the efficiency
index r = nc from Equation (16), it is necessary to provide the lacking data from other
sources. Table 3 shows data from Poliner and collaborators (Poliner et al., 1980).

Beck and collaborators (Beck et al., 2006) have experimentally studied the relation between
cardiac output and oxygen consumption during upright cycle exercise in healthy humans.
They have submitted 72 healthy subjects, aged 20 to 40 years, to a cycle-ergometer exercise
test. They have measured the cardiac output and the rate of oxygen consumption, but they
have not measured the systemic systolic pressure. The mean height of the subjects was 173
cm and the mean weight was 72.1 kg. Introducing these values into Equation (19) we obtain
the value A =1.85 m? for the mean body surface area. Since the mean body surface area for
the population studied by Beck and collaborators differs in less than 1% from the
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corresponding value for the population studied by Poliner and collaborators, we shall use
the data of both publications to complement each other. Thus, for the same value of the
cardiac output we shall use the systemic systolic pressure Ps; measured by Poliner and
collaborators and the rate of oxygen consumption Q measured by Beck and collaborators.
For each value of the cardiac output given by Poliner and collaborators (Poliner et al., 1980)
we have obtained the rate of oxygen consumption € from Figure 3 of the paper published
by Beck and collaborators (Beck et al., 2006). Table 4 shows the experimental data we have
obtained from Beck and collaborators.

Rest Stage 1 Stage Il  |Peak exercise
Q
(liter/min.) 438 104 15.1 18.0
Hleart rate f 89+5 12444 165 + 4 18242
(beats/min.)
P 125+5 161+7 190+ 8 204 +8
(mmHg)

Table 3. Cardiac output Q, heart rate f, and systemic systolic pressure P from Poliner et al.
(1980).

Rest Stage I Stage Il |Peak exercise
(liter/Qmin ) 4.8 10.4 15.1 18.0
(literjzmin ) 0.19 1.18 2.00 2,51

Table 4. Cardiac output Q and oxygen consumption Q from Beck et al. (2006)

By using Equation (17) and the values of Q and Ps given in Table 3, and Q given in Table 4,
we have calculated the efficiency index r. The results are shown in Table 4. It can be seen
that the efficiency index decreases with the level of exercise.

Rest Stage I Stage Il  |Peak exercise
Q
(liter/min.) 0.19 1.18 2.00 251
Efficiency index r 0.023 0.010 0.010 0.011

Table 5. Efficiency index r as a function of the rate of oxygen consumption Q

Assuming that the efficiency index r is a function of the rate of oxygen consumption of the
form expressed by Equation (24), we have determined by the least -squares method the
values of a and b that correspond to the best fitting to the experimental data given in Table
5. We have found

a = 0,027 (32)
min

and

b=0.009 (33)
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with a correlation factor equal to R = 0.9898.

Figure 3 shows r as a function of Q, given by Equation (24), with a and b given, respectively,
by Equation (32) and Equation (33).

0.024
0.022 ~
0.020 ~

0.018

0.016

Efficiency index r

0.014
0.012

0.010 °

. . I . I .
0.0 0.5 1.0 1.5 2.0 25
Q (liter/min)

Fig. 3. Efficiency index r as a function of the rate of oxygen consumption. The experimental
points correspond to the values of r given in Table 5.

The results (32) - (33) show that the values of a and b, obtained from data published by
Poliner and collaborators (Poliner et al., 1980) and Beck and collaborators (Beck et al., 2006),
are not very different from that ones obtained from Higginbotham s data (Higginbotham et
al, 1986). Therefore, we conclude that, according to experimental data, the efficiency index of
the heart r is larger for the subject at rest than in exercise, and is practically constant for
higher levels of exercise.

Measuring the fraction, denoted by ¢, of oxygen consumed by the heart relatively to the total
oxygen consumed by the body, the efficiency of the heart can be calculated as ) = r/c. For a
subject consuming oxygen at the rate Q = 0.25 liter/minute, the heart consumes oxygen at
the rate Qp = 0.035 liter/ minute (Rowell, 1993), so that ¢ = Qp/Q = 0.14. With these data and
Equations (16), (24), (32)-(33) we obtain n = 0.14, which agrees with the result nj = 0.13
reported in the literature (Blick & Stein, 1977).

3.5 Linearity of the relation between cardiac output and oxygen consumption

The relationship between cardiac output and oxygen consumption during exercise has
generally been assumed to be linear. Beck and collaborators have made experimental
studies to test that assumption (Beck et al., 2006). They have used a statistical approach for
analyzing the experimental data. We shall use Equation (15) to discuss the question of the
linearity of the relation between cardiac output and oxygen consumption.

Assuming the linear relation expressed by Equation (29) and by using the least- squares
method we have determined the values of A and B that best fit the experimental data shown
in Table 3. We have found
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A =3 giter (34)
min
and
B=5.7 (35)

with a correlation factor equal to R = 0.9999. We note that the values of A and B are the
same as those ones, given by Equations (30)-(31), obtained by using Higginbotham’s data
(Higgibotham et al., 1986). Figure 4 shows cardiac output Q as a function of the rate of
oxygen consumption €.

20 —
18—-
f6-
14-
12-

104

Q (liter/min)

T T T T T T T T T T
0.0 0.5 1.0 1.5 2.0 25

Q (liter/min)

Fig. 4. Cardiac output Q as a function of the rate of oxygen consumption Q.

Let us now consider the behavior of the systemic systolic pressure Ps. Equations (3),(20),
(24) and (29) yield

__E@+bQ) 6)
® 1.14A+BQ)’
from which we obtain
dP _ E(bA-aB) 7)
dQ  1.14(A +BQ)?
and
2 —
d’Py _ 2BE(bA-aB) 8)

dQ?  1.14(A+BQ)*

Equations (37) and (38) show that if (bA — aB) >0 then d Py /dQ >0, and d2 Pss /dQ2 <0,
so that in this case the systemic systolic pressure Pss would be an increasing function of the
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rate of oxygen consumption Q with a downwards concavity. On the other hand if (bA — aB)
< 0, then Pss would be a function that decreases with Q, which contradicts experimental
data. Therefore, we must have (bA — aB) > 0 or, equivalently, A/B > a/b, which is satisfied
by the values of a, b, A, and B, given, respectively, by the results (26),(27), (30), and (31).

For a typical diet, the caloric equivalent per liter of consumed oxygen is E = 5.0 kcal/ (liter of
0O2) (Milnor, 1990; Cameron et al., 1999). Introducing this value into Equations (36)-(37) we
obtain

(P} =1.38x105 2D (39)
(A+BQ)
and
P ) 35105 LAZ3B). (40)

(A+BQ)?

where {Ps} is the numerical value of the systemic systolic pressure Ps; in mmHg. Equations
(39)-(40) are convenient for numerical calculations. Figure 5 shows Pg as a function of the
rate of oxygen consumption Q.

220
200+
180

160 L4

P, (mmHg)

140

120 4
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0 1 2 3
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Fig. 5. Systemic systolic pressure Pgs as a function of the rate of oxygen consumption Q. The
experimental points correspond to the values given in Table 3.

For large values of Q such that BQ >> A, we have also bQ >> a, because A/B > a/b. In this
case Equation (39) can be reduced to

(P ;}:1.38x10511 41
SS B

Introducing the values of b and B given, respectively, by (27) and (31) we get Pss = 242
mmHg.
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Assuming the linear relation Q = A + BQ between cardiac output Q and the rate of oxygen
consumption Q, and considering the behavior of the efficiency index of the heart r,
expressed by Equation (24), we have shown that during exercise the systemic systolic
pressure Pg is an increasing function of €, which has a derivative that decreases with the
level of exercise, so that the systemic systolic pressure approaches a limiting value with
increasing the exercise level.

3.6 Ischemic heart disease and essential hypertension

Blood supply to the myocardium (cardiac muscle) via coronary arteries is normally abundant.
Inadequate blood supply to the heart (myocardial ischemia or coronary ischemia) leads to the
activation of anaerobic processes for generating energy (Chandler et al., 2002; Stanley et al.,
1997). Easily measured predictors of myocardial blood flow are necessary to evaluate
objectively functional improvement in patients with ischemic heart disease. The rate-
pressure product can be a useful parameter for this purpose, since by Equation (20) it is an
index of myocardial oxygen consumption. It has been observed that in case of angina pectoris
(chest pain caused by myocardial ischemia) the pain occurs during exercise, in a given
patient, at a characteristic value of the rate-pressure product (Kitamura et al., 1972; Gobel et
al., 1978).

In the presence of ischemic heart disease, Equation (8), which gives the power consumed by
the heart, must be generalized to include anaerobic processes for generating energy. Thus,
we write

P=EcQ+y, (42)

where X is the rate of energy provided by anaerobic processes. Equation (15) for the cardiac
output is modified as

_ N(CEQ+Y)
Q= 1.14P, “3)

and Equation (20) for the rate-pressure product is modified as

_ MNCEQ+y)
1.14S

fP

Ss

(44)

Let us call L the value of the rate-pressure product at which occurs chest pain, during
exercise, in a given patient with angina pectoris. Thus, we write

(fP)L =L (45)

so that for fPs < L, the rate-pressure product is given by Equation (20) and for fPss > L, it is
given by Equation (44).

The rate-pressure product is related to the mechanical power Wf generated by the heart, as
can be seen from Equation (12), which we write as

W =1.14P Sf (46)

since Pps is about seven times smaller than Ps. Then if Wf > 1.14LS chest pain occurs,
indicating the activation of anaerobic processes for generating energy.
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Let us write the efficiency index of the heart as r; = ngc; for a patient with ischemic heart
disease. Since the fraction ¢ of oxygen consumed by a normal heart is larger than the
corresponding value ¢; for the diseased heart, we have r; < r. Therefore the efficiency index
of the heart can be a clinically useful parameter to distinguish a diseased heart from a
normal one. It would be interesting to make experiments for verifying this possibility.

Let us now consider essential hypertension, a disease in which the systemic resistance, defined
by Equation (5) is higher than the normal one, due to constriction of arterioles (small arteries
that can constrict and dilate). In this case, an arterial pressure higher than the normal is
required to maintain the cardiac output at a normal value. This means that the systemic
systolic pressure Py is higher than the normal pressure. Then, Equation (15) shows that the
rate of oxygen consumption Q must be higher than the normal rate to maintain the cardiac
output at a normal value, so that the line that represents cardiac output as a function of the
rate of oxygen consumption would be shifted towards the right relatively to the normal line
shown in Figure 4..

4. Conclusion

By applying a thermodynamic approach we have derived a relation between cardiac output
and the rate of oxygen consumption. Using the derived relation and experimental data
published in the literature we have estimated the efficiency index of the heart. We have also
derived an equation for the rate-pressure product as a function of the rate of oxygen
consumption. The derived equation explains the practically linear correlation observed
between the rate-pressure product and the rate of oxygen consumption by the heart. This
work suggests a possible clinical application of the efficiency index of the heart as a
parameter to distinguish a diseased heart from a normal one. This possibility must be
investigated experimentally in order to verify if it is clinically useful. The theory presented
in this work provides a theoretical basis for designing experiments to investigate the
cardiopulmonary response to exercise.
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1. Introduction

The objects in Nature cannot be simply described in terms of the Euclidean geometry. It is
difficult to find natural objects that can be represented as perfect spheres, planes and stright
lines. Unfortunatelly, when researchers are intent on describing Nature in detail, they
usually fall in mathematical descriptions that are extremately complex, many times with no
solution. The fractal geometry is a fascinating conceptual framework (Mandelbrot, 1982) as
it possibilitates to characterize Nature irregularities with a single number, a really tempting
idea per se. Moreover, this idea push us to a change in our minds when describing Nature, as
we are used to the limited vision given by the Euclidean geometry. The word “irregular”
itself remind us the idea that these objects do not fit into the Euclidean description of
Nature. Fractals act as compression algorithms, as they contain minimal information and a
reduced complexity (Abel & Trevors, 2006). Most of the objects in Nature are irregular, and
the most fascinating thing is that irregular objects are the norm in the fractal geometry.
Unfortunately, the application of the “fractal” label has been too extended, mainly because
the mathematical law that rules this concept (a potential law) is versatile enough to allow
that virtually all experimental data set fits the equation (Bryant et al., 1989).

The surface of a protein constitutes the spatial domain through which the proteins interact
with the surroundings. A great number of processes depend on surface phenomena, which
at the same time depend on a wide range of structures and geometrical patterns. The protein
surface is determined by the packing achieved in the folding process. Hence, the study of
the geometrical characteristics yields valuable information not only on the folding process
itself, but also related to the proteins in their interactions with the surroundings. The folded
structure of a protein determines two different but closely related characteristics: stability
and functionality. The stability of a protein relates with the surrounding media, while its
functionality relates with its capacity to interact with that media through the interfacial
surface.

There is a consensus in considering the aqueous media surrounding the protein as the
interacting media. In this regard, the protein surface is determined as the surface contacting
the water molecules. However, this definition left behind other types of interactions that
may take place, like protein-protein, protein-ligand, protein-DNA, or even, out of the
natural context, protein-metallic surface. The immediate conclusion that one can take out is
that the exact nature of the protein surface is highly dependent on the size of the interacting
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media, which may vary from something very tiny (water molecule) to something relatively
big (metallic surface). In other words, the surface of a protein depends on the scale
considered.

Proteins have occupied a privileged status in the application of the fractal concepts: from the
first work in 1980 (Stapleton et al.,, 1980) until mid 2010, almost 800 papers appeared.
However, the eventual fractal nature of the proteins is an issue still not resolved: neither is
proved that the fractal dimension is a property of the protein, nor exist a unique fractal
dimension value that characterizes all the proteins. Thirty years after the first study, one can
arrive to the conclusion that the point has not been firmly concluded. In this chapter, we will
briefly review the main point of views in which protein structures have been treated by a
“fractal approach”, and we present a new view in which we will show that a specific
protein, cytochrom ¢, is not a fractal object, but forms part of a materials distribution
network of fractal nature.

2. The protein surface

2.1 Definitions

The surface of a protein constitutes the first level of communication with its sorroundings. It
is already recognized that the global and local roughness of the protein surface affects this
communication in terms of diffusion, molecule recognition, and physical properties.

Among the different definitions of protein surface, the following are the most commons

(Fig. 1).
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Fig. 1. Protein surfaces defined after rolling a rigid sphere along the protein. The full line
represents the contour of the SES, and the dashed line represents the contour of the SAS

¢ van der Waals surface (SVDW). It is the surface resulting from considering each atom
of the protein as a sphere with a van der Waals radii. The external surface results from
the multiple superpositions between each spheres.

e Solvent accessible surface (SAS). This defintion was introduced by Lee and Richards
(Lee & Richards, 1971) as the surface generated by the center of a rigid sphere of fixed
radii (usually that of water, 1.4 A) after let it roll all over the van der Waals surface.

e Solvent excluded surface (SES). Originally named as “molecular surface” (Richards,
1977), is the surface defined by two geometric domains: the contact surface resulting
from the accessible van der Waals surface contacted by a rolling sphere of fixed radii
(probe sphere), and the reentrant surface defined as the internal face of the rolling
sphere when contancting simultaneously two or more atoms.
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e Hydration surface (HS). It is defined as the second layer of water molecules
sorrounding the protein (Gerstein & Lynden-Bell, 1993). This definition put the protein
surface between the bulk solvent and the water molecules that strongly interact with
the porotein. It is based on the fact that out of this surface, water molecules posses the
same energy than those of the bulk, and are not oriented according to the dipole
moment of the protein.

The protein surface definitions schematically depicted in Fig. 1, show the singular points

resulting from the intersections of atoms in the SVDW. This singular points are also

projected in the SAS, but resulted smoothed in the SES. The analytical and geometrical
solution of these singularities are one of the main aspects in the development of algorithms
for the calculation of the protein surfaces, because the singular points are not differenciables,
and hence do not have analytical solution. An additional point of concern is the assessment
of those atoms that do not participate of the exposed surface of the proteins, and that could
be left out in the consideration in order to speed up the calculations. Hence, most of the
algorithms which are continuously proposed differ in the way the singular points and the

non-surface atoms are treated (Wodak & Janin, 1980, Goetze & Brickmann, 1992,

Gabdoulline & Wade, 1996, Totrov & Abagyan, 1996, Flower, 1997, Can et al., 2006); their

descriptions are beyond the scope of this chapter.

Among all algorithms proposed, MSDOT created by Connolly (Connolly, 1983) is

considered the reference algorithm aginst which all the new ones are compared. The

algorithm of Connolly calculates analytically the SAS. Of historical value is the algorithm
developed by Lee and Richards (Lee & Richards, 1971), which was the first one that solved
the singular points by designing a smooth surface coincident with the VDWS.

For the interest of the present work, it was necessary to have an algorithm capable of

changing the size of the probe sphere. We have successfully employed the suit of programs

ARVOMOL (Fernandez Pacios, 1994) and SurfRace (Tsodikov et al., 2002), which were

upgraded by their authors to suit the specific requierements of our work.

2.2 The protein surface and the thermodynamic stability of the folded state
The stability of the native state of a protein is governed by the sign and mangnitud of the
Gibbs energy, AunG, of the unfolding process:

AunfG = Auan_I - TAunfS (1)

where Aungd and AunsS represent the change in the enthalpy and entropy of the process,
respectively, and T is the temperature. Eq. (1) is applicable to every process involving some
kind of phase transition, and protein denaturing is one of this processes. The change in the
Gibbs energy depends on the temperature. For a given temperature T different to a
reference temperature Tg, the change in the Gibbs energy is:

AuniG (T) = AuntH(Tr) + AuntCp (T-Tr) - T[AunS(TR) + AuniCp In(T/ Tx)] @)

where AuCp is the net change in the heat capacity in the unfolding process. The
thermodynamic stability of a protein can be obtained in calorimetric experiments. The
interpretation of these changes in the thermodynamic properties requires the knowledge of
the events taking place during the process. Of course, this does not imply that these values
depends on the pathway taken during the process, as being state functions, the change in
the thermodynamic properties G, H, S and Cp depends exclusively on their values in the
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initial and final equilibrium states. Bearing this in mind, it must be recognized that proteins
are folded in an aqueous environment, and most of the interactions that are broken in the
unfolding process were between the chemical groups of the aminoacids and the water
molecules of the solvent. Hence, the changes in the thermodynamic properties taking place
during the unfolding process are due to a balance between the interactions of the folded
protein within their own aminoacids and with the solvent, and the interactions between the
unfolded protein and the solvent. This can be summarized as the addition of several
contributions to the total change in the Gibbs energy:

AdenG = AgenG + AionG + AtrG + AotherG (3)

where AgenG includes all the generic contributions associated with the formation of the
secondary and tertiary structures (van der Waals, H-bonds, hydration, conformational
entropy), AionG takes into account all the electrostatic effects in the formation of the native
structure, A:G includes the change in the translational degree of freedom produced in the
native structure in the unfolding process, and AomeG includes all the specific interactions
(prosthetic groups, metals, ligands) within the protein.

The major contribution to the enthalpy change comes from the formations of intramolecular
interactions, like van der Waals and H-bond, together with the desolvation of the chemical
groups involved in these interactions. The enthalpy change due to these interactions is
included in a generic term, AgenH, which can be expressed as a function of the atomic
contributions of the changes in the salvation degree produced during the unfolding process:

AgenH =Zi CI,'(p) ASASI (4)

where the sum includes all the atoms of the protein, ASAS; is the change in the solvent
accessible surface for each atom and aj(p) is a coefficient that depends on each atomic type
and the mean packing density in the protein.

The change in the heat capacity of the proteins in the unfolding process depends on the
change of hydration of the exposed groups in the native and unfolded structures. These
changes are closely related to the solvent accessibility:

AuniCp =5 ai(T) ASAS; )

where o;(T) is a coefficient that depends on each atomic type, and it is a function of the
temperature. The factor ASAS; depends on the atom considered: non-polar atoms contribute
negatively to AunCp upon loosing the interaction with the solvent, while polar atoms
contribute positively (oxygen is an exception).

Finally, the calculation of the entropy change for the unfolding process includes two main
contributions: one arising from the salvation changes (AsxiS) and the other due to the
conformational changes (AconsS). While AconsS is practically independent of the temperature,
AsolS dependence of the temperature is a function of the type of aminoacidic residue (polar
or non-polar) in accordance to:

AsolS (T) =Asolsnor1—polar + AsolSpolar (6)

Asols (T) = ASOICP,non—polar ln(T/ Tnon—polar) + AsolCP,non-poIar II.I(T/ Tknon—polar) (7)

where T corresponds to the temperatures at which the absolute entropies of hydration of
polar and non-polar residues are zero. The dependence between AsqS and AsiCp (Eq. 7)
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establishes the dependence between the entropy changes for the unfolding process and the
solvent accessible surface (viz. Eq. 5).

2.3 Calculation of the protein surface

There are several techniques to determine the surface of a protein. The method of the rolling
ball yields surface area values which depend on the radius of the sphere probe. The
dimension is calculated from the double logarithmic transformation:

D =2 - (dlog S(r) / dlog 1) (8)

Another way to calculate the fractal dimension of the protein surface is based on the co-
dimension rule. After rolling the probe sphere over the protein, the contour obtained after
performing parallel cuts with planes are measured with a variable rule of size ¢. The size of
the contour is proportional to €P¢, where D. is the fractal dimension of the contour.
According to the co-dimension rule, the surface fractal dimension is (Pfeifer et al., 1985):

Ds=D.+1 ©)

3. The fractal approach to the description of the protein structure

Proteins are heterpolymers with variable composition obtained by combination of a basic
pool of 20 aminoacids. The aminoacid sequence constitutes the primary structure of the
protein, and the information contained in such structure is enough to determine the three-
dimensional folding of the protein. The structure of the folded protein reveals a variety of
interactions that brings into contact aminoacids located far apart each other in the primary
structure. Such interactions include covalent (disulfide bridges), electrostatics and weak
forces. These long-range interactions lead to the formation of the compact structure of the
proteins, which shape fall in the non-Euclidean geometry. Fractal geometry appears as the
alternative concept that allows for the description of the protein structure.

3.1 Proteins as mass fractals

Let us consider concentric spheres of increasing radius around the centre of mass of a
protein, and its mass M determined as a function of the radius r. The mass fractal dimension
(D) is defined by the scaling relationship:

M(7) o o (10)

If the mass fractal dimension is determined outside the centre of mass of the protein, i.e.
near the surface, the values are greatly affected (Enright & Leitner, 2005). The mass fractal
dimension of proteins gives values for the fractal dimension for proteins of 2.47 (Moret et al.,
2005, Moret et al., 2006, Moret et al., 2009)

3.2 Proteins as line polymers

When the protein is considered from the point of view its primary structure, the fractal
dimension of the protein backbone can be determined. The length of the backbone is
measured by a stepwise connection of straight lines between alpha carbon atoms, being the
intervals of increasing length €. The number of steps N is then considered as a function of
the variable length ¢, and the fractal dimension is defined by the scaling relationship:
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N(e) oc eD (11)

The value reported for the fractal dimension calculated according to Eq. 11 is 1.65 (Isogai &
Itoh, 1984, Isvoran et al., 2001, Isvoran et al., 2008).

3.3 Proteins as roughened surfaces

A rigid sphere that rolls all over a protein is able to detect its surface irregularities.
However, the degree of detail achieved in the description of the surface depends on the size
r of the sphere. Let it N(r) be the number of probe spheres needed to cover the whole
surface. The dimension for this surface emerges from the following relationship:

N(#) o ro (12)

The measured surface for the object is a function of the sphere probe radii, s = s(r), and it is
defined by the number of sphere probes multiplied by the sectional area (Torrens et al.,
2001):

s(r) o« N() o(r) o< 12r-Poc 12D (13)

If the scale exponent is unique, the dimension D has a fractal nature. The surface dimension
calculated in this way is between 2.06 - 2.17 (Craciun et al., 2009, Aqvist & Tapia, 1987, Pettit
& Bowie, 1999).

3.4 But...Are protein fractal objects?

As Mandelbrot himself recognized (Mandelbrot, 1984), the fact of being him who coined the
term “fractal”, he cannot control its use. In fact, he does not use the term “fractal”, and
instead he prefers to use the term “fractal dimensionality” to refer to any anomalous
dimensionality. We feel that it is important to be strict in maintaining the mathematical
definition of fractal in order to discuss the eventual feasibility of a fractal description of the
proteins.

Let us first consider the scale length. In order to assess the fractality of an object, the
scaling behaviour should hold in several orders of magnitude. Avnir (Avnir et al., 1998)
has been highly critic in this respect, questioning the wide use of the label “fractal”. Most
of the published works determined the fractal nature of different objects in a scale range
spanning between 0.5 and 2 orders; the accomplishment of a potential equation by the
data is a necessary but not a sufficient condition for applying the concept of “fractal” to
that object. From a strict mathematical point of view, the arguments of Avnir are correct.
However, the same author acknowledges that the practical limitation for considering an
object as fractal lies on the cut off limits that exist in real objects, a fact considered by
other authors in a well-known discussion on this topic held in the Science magazine
(Mandelbrot et al., 1998). In the case of proteins, the lower cut off is ideally given by the
size of an atom (1 A), and the upper cut off by the size of the protein itself (few tens of A),
implying just two orders of magnitude in the scale. Facing this fact, Ferndndez-Pacios
(1995) proposed the use of the term “effective dimension” to refer to the dimensionality of
the proteins.

Some methodological aspects in the evaluation of the surface dimension of the proteins are
now considered. The co-dimension rule gives unequivocally information of the protein
surface, as strictly the surface contour is considered. Unfortunately, there is not enough
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evidence to assess the quality of this method. For the case of lysozyme, the D, obtained was
2.17. When the surface assessed through Eq. (4) is employed to calculate the fractal
dimension, some discrepancies are notorious. Usually, values around 2.2 are obtained. In a
single case, the calculated surface dimension of the lysozyme was 2.44 (Lewis & Rees, 1985).
In this case, the radii range employed was 1 - 3.5 A, may be so little that one can wonder if
the probe sphere was able to get into the protein and evaluate its interior. In fact, when the
mass fractal dimension is calculated in two different ways, one putting the increasing sphere
in the centre of the protein, and the other putting the sphere towards the border of the
protein, the value of the calculated surface dimension were 2.4 (Enright & Leitner, 2005,
Moret et al., 2005) and 2.2 (Xiao, 1994, Enright & Leitner, 2005).

From the above discussion, arises an intuitive definition of internal surface and external
surface. The interactions that take place across the internal surface are related to the
intramolecular interactions between atoms and residues, while those established through
the external surface would be related with the protein surroundings, like the solvent,
ligands, etc. Hence, it is the external surface the one that is considered the thermodynamic
surface.

4. An alternative view for the fractality of proteins

4.1 The West-Brown-Enquist theory of biological scaling laws

The biological scaling laws are known since a long time, and they were since their origin, of
axiomatic nature. West, Brown and Enquist (1997) proposed a quantitative model that
explain the origin of the ¥4 power laws, and for the first time these scaling laws were
demonstrated, based both on hydrodynamic (West et al, 1997) and geometrical
considerations (West et al., 1999).

For the description of geometric forms, the authors are based on two conceptually different
frameworks: the Euclidean and the fractal. In the framework of Euclidean geometry, the
objects are described through an external surface S that keep inside a volume V, while in the
fractal framework the objects have an exchange surface s and a total volume v, that
correspond to biological active matter (Table 1). In this regard, the objects that belong to the
last framework are called biological objects.

Variable Euclidean framework | Fractal framework

Length Loc S1/20c V1/3oc M1/3 | ] oc s1/3 oc p1/4 oc M1/4
Surface Soc[20c V2/3 oc M2/3 s oc [3 oc 3/4 M3/4
Volume Vo l3dc M vocldoc M

Table 1. Scaling laws for length, surface and volume scaling laws for objects in the
framework of Euclidean and fractal geometries. Adapted from (West et al., 1999)

For all cases, the proportional equations are resumed as Y = Y, M?, where Y is a scaling
property, Y, is a normalization constant, and b is the scaling exponent. The scaling
exponents for biological objects are defined as:



250 Application of Thermodynamics to Biological and Materials Science

distance: b=1+g¢g 0<g<1
surface: b=2+¢g 0<eg<1
volume: b=1+¢, 0<g <1 (ev==g11¢)

where ¢, & and &, are the fractional scaling exponents for distance, surface and volume,
respectively. These exponents correspond to the fraction above the Euclidean dimension
giving the fractional exponent. According to these definitions, the following
proportionalities hold between the geometrical variables:

| oc g1/ (2+es) S oc p(2+es)/ (B+es+el) | oc p1/(B+es+el)

The exchange surface of the biological objects is maximized in such a way that occupy as
much as possible of the volume. This means that the exponent b = (2+g,)/(3+¢s+¢1) must be
maximum, condition achieved when & = 1 and & = 0. That is, the surface of a biological
object may achieve a surface dimension of 3, and a volume dimension of 4. The theory
explains that biological objects are shaped to optimize distribution of materials in a
hierarchical structure.

One of the most interesting aspects of the West-Brown-Enquist (WBE) theory, more than 10
years after its proposal, is that is accomplished by an impressive 27 orders of magnitude for
the mass of biological objects spanning from respiratory complexes to large mammals (West
et al., 2002).

4.2 Proteins as biological objects

According to the studies of West, Brown and Enquist, the enzyme citochrome c oxidase is
the smallest biological object proved to accomplish with the theory, and in this regard, it
would be the smallest unity in the hierarchical network that share all biological objects. This
network is of fractal nature, and this point is important in relation to proteins: proteins are not
fractal objects but biological objects, in the sense of the WBE theory, as part of a distribution network
of fractal nature.

Which are the results already obtained that support this proposal? Most of the research
agrees that the structure of proteins seen from the mass fractal dimension coincides with a
percolation system of dimension 2.5, and a surface dimension near 2.2. Other
macromolecules, like dendrimers, show a mass dimension of 2.5 and a surface dimension of
2 (Pricl et al., 2003). It seems that large molecules show two different dimensions, depending
on weather the surface of the object is considered or not. Hence, one could hypothesize that
one of the internal dimension would be related to the structure of the protein, while the
external dimension would relate to the protein surface, in the thermodynamic sense.

Some isolated results are in partial agreement with this view, when considering only the
surface. For example, (Lewis & Rees, 1985) and (Fernandez Pacios, 1995) showed that the
surface of a protein displayed a high dimensional value (around 3) for a limited range of
probe sphere radii (between 1.5 - 2.5 A), and for larger radii, the show the usual value
around 2.2. This high dimensional value could be related with the high dimension proposed
by the WBE theory.
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4.3 Test hypothesis: cytochrome c as a biological object

Allthough there is evidence that the surface of a protein is not fractal in the strict
mathematical sense, proteins may display a fractal behaviour according to the WBE theory.
This hypothesis is based on the results from (Lewis & Rees, 1985) and (Fernandez Pacios,
1995), who showed that the protein surface evaluated by probe spheres of radii of ca. 2 A
display a dimensionality close to 3, the maximum value for a surface in a non-Euclidean
framework.

Although these authors did not conclude about this specific value, it should be noted that
the diameter of such probe sphere (4 A) is of the order of the optimal values for interatomic
distance inside the proteins. Hence, one could hypothesize that a probe sphere of such
diameter would fill all the protein inside, thus “reading” a value corresponding to the
maximum achievable occupancy.

The WBE theory postulates that the biological scaling laws base on the optimization of the
materials distribution within the organism. This optimization is achieved when the
exchange surfaces of the biological structure are maximum, and at the same time, the
internal distances of the structure are minimum. The WBE theory predicts that biological
objects, independently of their size, form a real distribution network of fractal nature. Is the
independence from the object size that gives the fractal basis of the theory.

The accomplishment of the WBE theory by the different biological objects requires the
measure of the relationship between the exchange surface and the real volume of the object.
Usually, all the published works dealing with this problem employed the measure of the
metabolic activity (proportional to the surface) as a function of the mass of the object,
assuming a constant density (homogeneity) of the object. The smallest biological object
accomplishing the WBE theory is the cytochrome ¢ oxidase, being the enzymatic activity in
this case the property evaluated. The fact that this enzyme is the smallest biological object
measured, it was proposed as the “vital unit” of Nature.

Cytochrome c is the protein in charge of electron transport between the cytochrome c
reductase and oxidase. According to the WBE theory, if what it is optimized is the materials
transport in a hierarchical network, one should remember that are the electrons the ultimate
material transported. Based on these considerations, cytochrome ¢ would play the role of
vital unit held by cytochrome ¢ oxidase.

In order to probe that proteins accomplish the WBE theory, it is necessary to calculate both
the surface and the volume of the protein, in order to obtain the values for & and . It
should be mentioned that this is the first time an object is analyzed for the accomplishment
of the WBE theory by direct measure of the surface and the volume, and not employing
other measures proportional to these properties.

5. Results and discussion

In order to apply the proposed methodology, it is necessary that the surface calculation
programs allow for the evaluation of the surface and volumes in the widest possible sphere
radii range. SurfRace and GEPOL were employed for the calculation of the SES of
cytochrome ¢, and the results were compared to those of MS-DOT. The ratio of the surface
obtained between GEPOL and MS-DOT was 1.01 (72 = 0.98), between SurfRace and MS-DOT
was 1.09 (72 = 0.97), and between GEPOL and SurfRace was 1.06 (12 = 0.99), indicating that
all three programs could be equally used.
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Fig. 2. Variation of the SAS and SES surfaces with the radius of the rolling sphere probe

The comparison of SAS and SES values (Fig. 2) show that for r < 1.8 A, there is a
monotonous decrease in the surfaces. However, at this sphere radius value, both surface
show different behaviours: while SAS increases with r, SES decreases. This is because SES
has less contact points with the protein as r increases, giving rise to a decrease in the surface,
while SAS, due to its own definition, increases with the value of r. Below a radii of 1.8 A, the
decrease observed in SAS is due to the balance between the lesser number of contact points
and the increase due to its own definition.

The divergence observed between SAS and SES for r > 1.8 A suggest that below this value,
the sphere probe is able to enter the protein and also evaluates the internal cavities of the
protein. Let us consider a sphere of radius r which is able to enter the protein interior. If the
internal distances (d) of the free spaces inside the protein are higher that the diameter (2r) of
the sphere, it could be able to freely move within these spaces. As the sphere radius is
increased, if the condition 2r < d is met, the contact points with the internal surface are
lesser, and SES will progressively decrease. If the internal distances are homogeneous, a
transition point at 2r = d will be verified, above which the sphere probe will not be able to
enter the protein. Hence, those spheres that accomplish the condition 2r > d will be able to
evaluate only the external surface of the protein, giving rise to a decrease in SES. In this way,
the surface that can be considered as the thermodynamic surface is quantitatively defined.
The surface dimension calculated for cytochrome c show two clear values: one of ca. 3.0 for
sphere probe radii of ca. 1.8 A, and another in the range 2.05 - 2.20 for sphere probe radii
above 2.5 A (Fig. 3).
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For the calculation of ¢, the graphs of ¢ vs. r show the same behaviour to that of the surface
dimension (Fig. 4). It is worth to note that the calculated values for ¢ are negative, that is,
have no physical meaning. However, only for = 1.8 A, it is obtained the only value with
physical meaning;: & = 0.

Hence, for cytochrome c it is demonstrated that & = 1 and ¢ = 0. Notice that for establishing
the accomplishment of the WBE theory for an object, it is necessary to measure the
relationship between geometrical parameters, particularly surface and volume. In general,
for biological objects (cells, animals), some proportional properties to these geometrical
parameters are used, as the metabolic rate or enzyme activity (proportional to the surface)
and the mass (proportional to the volume) (West et al., 1997). In our case, for the first time, it
was possible to directly measure the surface and the volume of the object.

The results of the calculations indicate that for cytochrome ¢, a bimodal dimension was
obtained. The existence of these two values is in agreement with the fact that proteins are
not fractal objects in the strict sense of the definition, and accordingly, the dimension
calculated is not a fractal dimension. Accordingly, it is more correct to name this dimension
as effective dimension (Ferndndez Pacios, 1995). Besides, the value of the effective dimension
of ca. 2.2 obtained for r > 1.8 A has been extensively reported in the literature for proteins.
Hence, it can be concluded that the thermodynamic surface of the proteins have an effective
dimension of ca. 2.2.

The particular condition in which the sphere probe diameter equals the internal distances of
the protein (2r = d), the sphere probe will completely fill all the free spaces inside the
protein, it the internal distances are homogeneous. Under this condition, the maximum
dimensionality is obtained, as correspond to a surface that fill all the volume of the object.
The value of 2r = 3.6 A is a typical value of the internal distances between the aminoacidic
residues in the protein, and at these separation the interacting energies (van der Waals,
Hydrogen bonds) are optimum. These optimal distances have been related to the structure
of a crumpled surface, which may be a good model for protein structure (Cassia-Moura &
Gomes, 2006).

6. Conclusions and future research

We have explored another view of the fractal nature of proteins, particularly focusing on the
possible role of cytochrome c as a step in the materials distribution network that scales along
27 orders of magnitude, according to the theory of West, Brown and Enquist. For the first
time, the prove of the accomplishment of this theory is based on the direct measurement of
the surface and the volume of the object. Our conclusions cannot be extended to all proteins,
as it was only limited to cytochrome c. However, our initial insights into the behaviour of
other proteins showed that many proteins have a higher dimensionality at a radius value of
1.8 A, confirming our initial suggestion that this value represent common internal distances
related to long-range interactions within aminoacid residues.

Another point of interest relies on the fact that the protein surface can be considered as a
thermodynamic frontier. Our approach was directed to the use of proteins in the design of
biosensors. In this regard, we assumed that the maximum interaction between two surfaces
is achieved upon equality of their surface dimensions. For such purpose, we have designed
a modified surface based on the adsorption of 2-thiobarbituric acid onto a gold surface, for
which we obtained a surface dimension of 2.17, that is, of the same order to the protein
surface (Méndez et al., 2008). Upon contacting both surfaces, we have obtained a high
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protein coverage and a high electron transfer, indicating that indeed the surface of the
protein behaves as a true thermodynamic frontier. Hence, we expect that these findings can
bring new insights into biosensor design (Charcosset, 1998, Collier et al., 2001, Butala et al.,
2003, Butala et al., 2004, Costanzo et al., 2004, Doke & Sadana, 2005, Doke et al., 2006, Doke
& Sadana, 2006, Chodankar et al., 2007).

Finally, it is interesting to consider the reliability of the default value of 1.4 A for the
calculation of the protein surfaces. We have shown that this value may not be the best for
this purpose, as the protein surface display large variations around this value. We think
that, if the value of 1.8 A is universal, this may be the best value to obtain information on the
protein structure, and a value above 2.5 A would be adequate to obtain information on the
surface of the protein.
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1. Introduction

Brilliant, recyclable and always surprising are the inventions of nature. Hence, it is no wonder
that industry attempts to imitate natural environments. However, there is not a single engine
that can keep up with the low-consumption of a hummingbird, and there are no paints
available that are as permanently clean as a lotus leaf. The lotus effect relies on a strong
water repellency. Rain drops have an almost spherical shape on the lotus leaf with minuscule
contact area of low adhesion. Hence, the drops easy roll-up collecting dust and pathogens,
cleaning in that way the leaf surface. One of the most important reasons for the existence of
water-repellent natural surfaces is that it provides protection against pathogens supplied by
free water such as bacteria or fungal spores. Therefore, water removal minimizes the chances
of infection. In addition, dust particle removal from natural surfaces minimizes organism
overheating or salt injury. However, surfaces of self-cleaning plants and insects are not the
only example from nature for water repellency. Due to humidity, all surfaces are less or more
covered by a nanoscopic thick water layer. In general, water environments are a frequent
habitate on our blue planet. Hence, water repellency is long-established in nature. Feather of
e.g. terrestrial birds have evolved primarily to repeal water (Rijke & Jesser, 2010).

Although nature still offers the best self-cleaning-properties by its remarkable ability for
self-healing, there is a huge effort to constructing artificial biomimetic superhydrophobicity.
Extreme water-repellency as well as extreme water-wetting properties are of considerable
technological interest with a high-potential for energy economization. For example, extreme
water-repellency is the basis for self-cleaning and anti-fouling which are the objects of a
fast-growing research field with a multitude of applications in goods used every day. On
the other hand, liquid-wetting and the dewetting-resistance are useful for tissue-engineering
and implants where the biological cells need an aqueous environment. Accordingly, currently
there is an intensified endeavor in research and development of materials with strong wetting
and dewetting resistance. A huge number of studies have been carried out to produce
artificial biomimetic roughness-induced superhydrophobic surfaces. A valuable recent review
published by InTech (Qu & He & Zhang, 2010) is worth mentioning here.

We show that a simply constructed Gibbs-energy expression for the system composed of
a liquid-droplet on material surfaces can adequately determine the water-repellency or
water-absorbency in dependence of the surface structure and chemistry. The calculations do
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not need exceptional computational facilities and, in fact, do not even require computational
knowledge. Since biomimetics has evolved into an interdisciplinary field of research, this
chapter addresses scientists involved in engineering, chemistry, physics, biology, botany and
related subjects, engaged in both academia or industry.

Up-to date wettability calculations are restricted to theoretically-modeled surface
morphology, where the morphology is considered to be an identically repetition of
one and the same asperity feature, e.g. pillars, (homogeneously dispersed) on the
surface (Barbieri & Wagner & Hoffmann, 2007; Patankar, 2004; 2003; Nosonovsky & Bhushan,
2005; 2006; Ishino & Okumura, 2006). Real surfaces do not possess only one kind of asperity
geometry, but a diversity of roughness features often randomly dispersed on the material
surface. We apply our equations on real surfaces. For that reason we select the surface
of Colocasia esculenta plant leaves which are evolution-optimized for self-cleaning property
through natural selection. We determine experimentally the surface morphology of the
Colocasia esculenta leaf surface with atomic force microscopy of a special setup designed for
experiments in LifeScience (Huger, 2009). Using Gibbs-energy calculations we determine
metastable and equilibrium states during the wetting of Colocasia esculenta leaf surface.
However, the experiments are terestial. To make the calculations even more realistic, the
gravitational force will be included in the Gibbs energy function. Liquid drops sitting or
hanging from textured surfaces will be considered as well as the type of liquids. Illustrative
graphical presentations as well as analytical minimization of the Gibbs-energy function as a
function of the surface roughness, surface chemistry and acting forces will be provided.

This chapter focusses on the description of the Gibbs energy formula for wetting analysis
with application on the evolution-optimized self-cleaning Colocasia esculenta leaf surface. To
that purposes the chapter is organized as follows: Section (2) gives a brief description to the
interaction of the liquid drop molecules to vapor (e.g. air) and material surfaces. In section (3)
the Gibbs energy of a liquid drop on a material surface is constructed. Special emphasis will be
given to the constituents of the Gibbs energy function that can be determined experimentally
and how unavowed components can be expressed by experimentally procurable values, or
avoided in order to solve the equations. Approaches will be discussed. After that, the
Gibbs energy function will be built up step by step by considering flat (section (4)), rough
(section (5)) and composite (section (6)) surfaces. Special attention will be given to the
effect of gravitational fields. It will be shown how the surface morphology and surface
chemistry enters the equations. Gibbs energy maps and Gibbs energy minimizations will
illustratively explain the Wenzel (wetting) regime and the Cassie-Baxter (partial-wetting)
equation. Section (6) will show how the constructed Gibbs energy function can be applied
on a real system composed by the self-cleaning Colocasia esculenta leaf. lllustrative images will
explain how the roughness parameters are extracted from the experimental data to enter the
Gibbs energy function. The gravitational contribution will be included for drops resting on or
hanging from the plant leaves. Our conclusion and outlook will be summarized in section (7).
Limitations of the current model will be expressed.

2. Hydrophilic and hydrophobic interraction. Contact-angle.

Interaction of substances to water molecules (i.e. hydrophilicity and hydrophobicity) plays
a crucial role in biological cell building and functionality, hydrophobic and hydrophilic
interaction being the succesful strategy of life-fountain. Furthermore, the bond strength to
water molecules plays also a role for evolution-optimized macroscopic properties of life-form
such as the mentioned self-cleaning plant leafs and feather evolution.
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Fig. 1. Left sketch: Contact angle of a liquid drop on a substrate. Right panel: The liquid
droplet is a spherical dome.

Water repellency can be conveniently expressed by the contact angle 6, defined as the angle
between the tangent to the curved water surface at the point of contact with the solid surface
and the plane of the surface on which the drop is resting, measured through the water
(Fig. 1) (Marmur, 2010).

Hydrophilic materials “like” the contact with water due to a gain in energy at the
material-water interface. In contrast, a water repellent surface (hydrophobic surface) “hates”
the contact with water due to an increase in energy at the water-material interface, or a
lower decrease in energy for drops in contact to hydrophobic chemistry in comparison to
drops in contact with hydrophilic materials. Consequently, a water-repellent surface seeks to
minimize the contact with water as far as possible, whereby a hydrophilic surface seeks to
maximize its contact area with water. Hydrophilic surfaces are very common in industrial
application and environment. For example, all metals and almost all oxides are intrinsically
hydrophilic from nature. In contrast, hydrophobic surfaces are much more rare to be found.
A hydrophobic surface is a surface with very low surface free energy. Low-energy surfaces
can be obtained by saturated fluor (Hunter, 2010) and sulphur (Huger, 2008) bonds, both of
them being poissoners.

The contact angle of water droplet which forms on a hydrophobic (hydrophilic) surface (see
Fig. 1) is a result of energy minimization of the system built up by the surface material, liquid
(e.g. water) droplet and gas environment (e.g. air) and is successfully related by the Youngs
equation:

Osv — 01

cosby =
Y

1)
where 0 is the intrinsic contact angle, called also the Young contact angle, ¢ is the surface
tension and the subscripts s, | and v denote the solid, liquid (e.g. water) and vapor (e.g.
air) phase. Hydrophilic (hydrophobic) surfaces force the liquid droplet to have contact
angles with more (less) than 90 degrees. Up to date there is no chemistry which allows a
smooth surface to be built up at a water contact-angle larger than 120 degrees (Hunter, 2010).
However, the contact angle measured on so-called superhydrophobic surfaces is larger than
150 degrees. The surface morphology and not the chemistry have to be the reason for such
high contact-angles.

Super-repellent surfaces are that class of superhydrophobic surfaces on which water-droplets
are not sticky. Hence, on such surfaces the droplets can easily roll-off already at a small
inclination of no more than a few degrees. Such surfaces possess then self-cleaning properties,
i. e. the possibility to roll-off of a water droplet under even a tiny disturbance taking the
dust adhered to it cleaning in that way the surface. The cleaning procedure happens because
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usually the dust adheres more strongly on the water drop than on the surface due to the
surface liquid tension.

In this chapter we build up the Gibbs free energy of the system under discussion and we will
show through the work how valuable results can be obtained by energy minimization on the
ground of peculiar surface morphology.

3. Gibbs free energy. Model

3.1 Approach

Thermodynamics is a subject of immense practical value. One reason why thermodynamics is
so valuable for physicists, chemists and engineers is that it is a theory which can be developed
in its entirity, without gaps in the argument, on the basis of only moderate knowledge of
mathematics (Denbigh, 1968). In this spirit, the Gibbs free energy of the system built up by a
liquid droplet on a solid surface is given by the sum of the interfacial energies (Huger, 2009):

G = Ap0py + Ag105) + Aso0so (2)

where A denotes the areas of the liquid-vapor (A;,), solid-liquid (Ag) and solid-vapor
interfaces (Asy).

Equation (2) represents a balance between each interfacial energy. Interfaces where the liquid
molecules possess low bonding (i.e. hydrophobic interaction) increases the total interfacial
energy. Hydrophilic interaction reduces the energy. So, the liquid drop would try to minimize
its interface to air (vapor) (A;,) and to maximize the solid-liquid interface (Ay;). The increase of
the solid-liquid interface would reduce the energy, but would also change the drop shape. The
drop-shape change can increase the interface to air (vapor) (A;,) and, consequently, increase
the energy. The system can reach such a wetting state, where the energy reduction by a
growth of the solid-liquid interface is lower than the energy increase by the accompanied
drop-shape change. There, the drop-shape lies in metastable or global energy minima.
So, total energy minima appears for specific drop shapes and wetting behaviour. This is
the aim of thermodynamics, which focuses on the description of equilibrium properties.
Energy calculations are performed to analytically or numerically predictable local or global
equilibrium properties (Cool & Garcia, 2010; Huger & Sob, 2010). In that spirit, we intend to
find out how drop shapes and wetting behaviours influences the total interfacial energy.
Now, the interface areas can be determined. o0, can be measured, but oy and oy, are
unknown (Chaudhury & Whitesides, 1992). However, from equation 1 one can get the
difference:

Osy — 04 = 07, COs B 3)

So, in order to be able to calculate the Gibbs energy of the system under study it is necessary
to express the Gibbs energy function to be dependent only on the difference between oy and
0sp. Fortunately, this can be done easily.

Agy is the difference between the total area A;y; of the material surface and the area of the
wetted material surface Ag;:

Asv = Atot - Asl (4)

From equations (2) and (4) one obtains:

G — Atot0sy = A1 + Asl(asl - USU) (5)
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Fig. 2. Left panel: Schematic representation of a Cross-section through a liquid-droplet
penetrating surface asperities. Right image: Atomic force microscopy from Colocasia
esculenta leaf.

and using the equation (3) follows:

E =G — Att0sv = App01p — Ag10,c086 (6)

Now, the term A5y is constant during the behavior of the liquid droplet on the material
surface, whereas the other terms of equation (6) depends on the droplet state on the surface.
Fortunately, all terms on the right part of the equation (6) can be determined. It makes no
difference if the Gibbs energy G or the difference E = G — A:0sy is used for calculations,
since metastable and equilibrium drop shape are obtained by energy minimization:

_ aj _ a(G B AtOtUSU) _ a£ o a(Allev - Asl(flv COSGO) (7)
00 20 I L

So, in the following we will calculate the energy difference E expressed in eq. (6). Before doing
so, we will take gravity into account.

0

3.2 Gravity contribution

The experiments on drops done so far are terrestrial. For very small drops the gravity field
can be neglected due to the larger contributions from surface tension, but, as it will be further
shown, for larger drops the gravity contribution becomes relevant. The gravity contribution
to the total Gibbs energy will be investigated for drops resting on surfaces or hanging from
surfaces. In the following we will take into account drops whose size is much larger than the
size of the surface roughness feature. The water front penetrating the surface roughness is
taken as a horizontal plane, as depicted in the left sketch of Fig. 2. The right panel of Fig. 2
presents an atomic force microscopy (AFM) image of the Colocasia esculenta leaf surface.

The surface contains surface protrusions called papillae. The distance between the highest
papillae extends up to 40 pum. So, the radius of the droplet base (see Fig. 1) should be equal at
least to Rsin@ = 80um. In our laboratory we measured a contact angle of 6 = 170° for the leaf
surface presented in Fig. 2. Hence, the radius of the liquid droplet should be some 460 um.
Consequently, the volume of the droplet considered through this work should be at least some
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0.4 ul. However, in our laboratory we routinely used liquid droplets of 3 to 5 u! for contact
angle measurments, the drop bases of which contacts a lot of leaf papillae.

For large droplets, the center of mass will strongly depend on the drop contact angle. A lower
contact angle (f) means that the center of mass will be lower and the systems lowers in that
way its total energy. So, the 6-dependent part of the gravity is given by:

E¢(6) = mgC.(6) = pVgC:(6) (8)

where m is the mass of the drop, V the drop volume, p the liquid density, g the gravity
acceleration and C, the vertical position of the drop mass-center.

In the case the drop is homogeneously filled by the liquid, the drop mass-center is given by
the formula for the centroid of solids:

1 1 e Qy(z)
czfv/vzdva [ )

The drop is a spherical dome where zmax = h (see Fig. 1). zmin = 0 can be selected. V(z) is
the volume of the drop from zmin = 0 up to the vertical value z. For zmax = h the volume is
given by:

R3
V (zmax) = mRoh* — %7‘(}1‘3 = %(1 —c0s0)2(2 + cos ) (10)

For an arbitrary value z (0 < z < h) the volume is given by:

V(z) = V(zmax) — V9" (z) = (nRoh* — %nhg’) — [Ro(h — 2)* — %n(h —2)%] (11)

With i = Rg(1 — cos8) (see Fig. 1) follows:

nR3

V(z) = 2 (1 - cos8)*(2+ cost) - g(h —2)2(3Rg—h+2z) =
R3 R3
= u(1 —c0s0)2(2 + cosh) — u(1 —cosf — i)2(2 + cosf + i) (12)
3 3 Ro Ro
With p =z/Rg eq. (12) can be written as:
R3 R3
V(p) = %(1 —c0s60)%(2+ cosh) — %(1 —cosf — p)?(2+cosb + p)
R3
= % (3psin®6 — 3p? cosh — p?) (13)
and consequently:
v,

AV =—dp =

o 3 (3sin®6 — 6pcosf — 3p?)dp = 7R3 (sin® 6 — 2pcosf — p?)dp (14)
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From z = p - Ry follows pmax = h/Rg =1 — cos® and pmin = 0. So, eq. (9) becomes:

1 1 ppmar Qv(p)
C, == / AV =— Ry 2L\ gy, —
z v VZ |4 pmin P ap P=
1

1—cosb
= . / p-Rg - 7R3 (sin®6 — 2pcosf — p?)dp
730(1 - cosf)2(2 + cosh) 0

3R0[(1_C082ﬂ — % cosf(1 —cosf)® — 1(1 - cos0)?]
(1 — cos8)2(2 + cos)
3R0 22 (5sin?0 + 5cos? 0 — 3 + sin? @ — 2cos0) _Ro (1 —cos8)(3+ cosb)

= —_— ].
(2 + cos@) 4 2+ cosf (15)
From eq. (8) and eq. (15) follows the gravity contribution to the total Gibbs energy to be:
_ PpVgRy (1 —cosb)(3+ cosb)
Eg(0) = 4 2+ cosb (16)
With:
v R (1 - c0s8)2(2 + cosf) < Ry = 3V ’ (17)
3 €08 €08 07 \ (1 = cos)2(2 + cosh)
follows finally:
E,(6) = g( )3_(1—cos(9)(3+c059)_
s\ 4 \n(1 cosG 2+c056’) 2+ cosf N
B % (V% (1fc056) (3+cos9) (18)
4rs (24 cos 0)

Now, p, V, g are constant. Hence, the gravity contribution (eq. (18)) is dependent only on the
drop contact angle (6).
Finally, the Gibbs energy including the gravity contribution is given by:

E =G — Ajp10sy = Apy01p — Ag07,c086) + Eg(G) —
(33)p(V3)g (1= c0s)3 (3 + cosf)

:Al g; —A 107 C0590+
o 43 (2+cos€)%

(19)

The following sections apply the Gibbs formula without (eq. (6)) and include the gravity
(eg. (19)) on flat and rough surfaces.
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4. Flat surfaces

4.1 Without gravity contribution

In the case of a flat surfaces, the liquid-vapor interface is considered to be a spherical cap,
the curvature surface of a spherical dome (see Fig.1). The surface area of a spherical dome’s
ceiling is:

Ay =2mRoh = 71R3(2 — 2cos ) (20)

where Ry is the radius of curvature and 0 is an arbitrary contact angle imposed to the drop
and not necessarily its equilibrium contact angle (should be used in the minimization of Gibbs

energy).
The area of the solid-liquid interface is equal to the area of the spherical dome base:

Ay = 11(Rgsinh)? (21)
Introducing relation (20) and (21) into the equation (6) of the Gibbs energy follows:

—A
w =2 —2cosf — (cosbp)sin® 0 (22)
TTR§07,
Now, a change in 6 changes also Ry. In order to work with a constant value, Ry will be
expressed by the volume V of the drop which is constant during the drop shape change. From
the volume of the drop (spherical dome) eq. (10) follows:

i G — Atot0sp . =2 —2cosb — (COS 90) Sil’lze (23)
m(3)5[(1 - cos8)2(2 + cosB)] 30y,
and finally:
i;ﬁ’ = [(1— cos8)2(2 + cosB)] 3 - (2 — 2cosf — cosfysin®0) (24)
7'[0'10(7)5

In the left side of equation (24) all values up to G are constant during the behavior of a droplet
on the surface. Consequently we can put:

G — Apt0so = E (25)

and hence calculate the energy E:

1%

E(6,6) = (mrlv(?)%)[(l — 050)%(2 + cosB)] 3 - (2 — 2cosf — cosfysin?6) (26)

With

CD(HO) = q>smooth(60) = cost (27)
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and
F(8) = [(1 — cos0)2(2 + cos8)] 3 (28)
follows:
3v
E(O,GO):(nUlU(?)g) "F-[2—2cos0 — ®sin®f] (29)
If we use:
E —A
3y 2 © ;)/msgv =E* (30)
o (%r)3 ()3

one can calculate the normed energy E* which is no more dependent on the droplet volume
and liquid surface tension:

E*(6,60) = [(1 — cos)?(2 + COSQ)]_% (2 — 2cosb — cosfysin®6) = F[2 — 2cosf — dsin® 6] (31)

For calculations we wrote a computer-code in MATLAB. The left-image of Fig. 3 depicts the
energy surface in dependence of the material surface chemistry (intrinsic contact angle) and
the contact angle imposed artificially by the calculation code.

The right-panels of Fig. 3 presents the path of minimal energy (upper panel) obtained from
the energy map. The contact angles corresponding to the path of minimal energy is given

1
08 *********
—~ K
206 -
= 0. ¥
w ****
0.4},
=) 030 60 80 100
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Y o 0
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Fig. 3. Left-image: Energy map of a liquid droplet on flat surfaces with changing surface
chemistry (intrinsic contact angle). Right upper panel: Path of minimal energy obtained from
the left energy map. Right lower panel: The contact angles corresponding to the path of
minimal energy. Drop volume 5uL.
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in the lower panel. It can be observed that equilibrium contact angles equals the intrinsic
contact angles. This can be obtained also by the differentation of eq. (26) after 6 and finding
the minima by setting the diferential equal with zero:

_ OE(6,6p) _ OE*(0,60) _ O[F(8) - (2 —2cosh — d(6p)sin?0)]
0= =% 2

— — ®sin?
(8_1—") - (2 —2cosh — Psin?6) + F - (8(2 2c0s0 — dsin 9)) =11 —cos9)2(2+cos9)]_g

a0 a0
-(sinf) - [~2sin 0 + 2cosfsinf 4 2 — 3cosh + cos’ § — D (cos*§ — sin* 6 + 2cosf — 3cos?6)] (32)

There are three factors in the last expression of eq.(32). The first factor possesses a negative
exponent which requires that:

(1 —cos8)?(2 4 cos) #0 =0 #2nm (33)

The second factor is (sinf). Considering the restriction (33), sinf vanishes for:

6=02n+1)m (34)
For 6 = (2n + 1) 7t the drop is entirely surrounded by the fluid and corresponds to an extrema,

but which is a maxima instead of a minima. So, the vanishing of the last multiplier of the
Gibbs-energy derivative (32) should furnish the energy minima:

— 25in?6 + 2cosfsinf + 2 — 3cosf + cos® § — P (cos* 6 — sin*h +2cosh — 3cos?0) =0  (35)

Equation (35) leads to:

_ —2sin%6 + 2cosfsinf + 2 — 3cosf + cos® 6

b
cost 6 — sin*0 + 2cosf — 3cos2 6
— 1— 2
o= (—cos6)(1 — cos§) = d=cosfl <= cosf=o (36)
—(1 — cos)?
For smooth surfaces follows:
cos 07 = cos0y = D = Dy pp0mn (37)

Equation (36) is an important expression which will find discussion also in the following
sections. The next section investigates the influence of gravity on the equilibrium state.
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4.2 Gravity contribution included

If we insert eq. (18) in eq. (29) one obtains the energy of the system with the gravity
contribution included:

: (38)

V%)g (1- cose)%(?: + cosf)
3 (2+C0$9)%

E(8,60) = (nalv(¥)%)1:[2—2€059 — @Sinze] + (3%)9(

The contact-angles corresponding to the minimization of the Gibbs energy minima are
obtained by:

o PE(6,60)
o 00
) . (33)p(V3)g  (1=cosb)3 (3+cosé)
B 6{(mflv(¥)§)-F(Q)-(Z—Zcos@—cbsmz())} 8{ ! (2+cosh)}
0= 30 + 30 (39)

According to egs. (32,35,36) the first term in eq. (39) can be written as:
9 [(mrlv(%)%) ~F(0)-(2—2cosf — d>sin29)}
00
) - [(1—cos)?(2 + cos(?)]_g - (sinf) - (1 — cosh)? - (—cosf — @) (40)

= (nor (> )

wIN

The second term of eq. (39):

P (3%)p(V%)g ) (lfcose)% (34cosh)

47r% (2+c059)%
a0 a
1 4 E
(BRI 11 o2+ cost)] 3 - (sin6) - (1 cos6)? - L )
4rh (2+cosh)~3

Inserting eqs. (40) and (41) into eq. (39) one obtains the contact angles which corresponds to
the Gibbs energy minima by solving the equation:

V20%¢3(1 — cos)? = 37207 (2 + cosf) (cos§ + @)° (42)

Hence, the contact angles (§°7%/") corresponding to the Gibbs energy minima are a function of
the drop-volume (V), liquid-density (p), liquid-fluid surface tension (c7,) and (P).

Without gravitational contribution, an analytical solution can be easily achieved because
eq. (37) is simple. Including the gravity field, the equation becomes of fourth order (eq. (42)).
A analytical solution is possible, but more difficult. A numerical solution of eq. (42) is more
convenient.

In our laboratory the volume of the water drop usualy used to measure contact angles was
5 uL. As mentioned in the previous section, the minimal volume of the droplet considered
in this work should be 0.4 L. Maximum droplets can be considered possessing a radius
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Fig. 4. Effect of gravitational field on a liquid droplet resting on a flat surface. Left images:
energy maps in dependence of the surface chemistry (intrinsic contact angle) and the drop
contact angle imposed by the calculation code. Gravity contribution is included for drop
volumes of 5 uL (upper panel) and 523 uL (lower panel). Right panels: Path of minimal
energy and corresponding contact angles of the energy surfaces depicted in the left-images.

of 5 mm, having in that way a volume of 523 uL. With ¢ = 9.81m/s?, p = 1000kg/m?> and
01, = 0.072N /m one obtains the energy maps illustrated in the left images of Fig. 4 for water
drop volumes of 5 uL (upper panel) and 523 uL (lower panel).

The corresponding paths of minimal energy and the equilibrium contact angles are presented
in the right panels of Figure 4. The gravity contribution increase the energy of each state. Large
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drops changes the topography of the energy map. Small drops do not change the equilibrium
state whereas large drops can reduce significantly the equilibrium contact angle.

In the case a drop is hanging from (instead of resting on) a surface, the gravity contribution
has to be subtracted from (instead of adding to) the Gibbs energy:

I

E(6,80) = (7107,(— )3 )F[2 — 2cosf — ®sin’ 0] —

(43)

ol

(3%)p(V%)g (1= cosG)% (3 + cosb)
475 (2—|—c056)4§1

With ¢ =9.81m/s?, p = 1000kg/m? and 07, = 0.072N /m one obtains the energy maps depicted
in the left images of Fig. 5 for water drops hanging from a surface for droplet volumes of 5 L
(upper panel) and 523 uL (lower panel).

The right panels of Fig. 5 presents the path of minimal energy and the corresponding
equilibrium contact angles. The gravity contribution reduces the energy of each state. The
topography of the energy map is strongly influenced for large drops. Small drops do
not change the equilibrium state whereas large drops enhance significantly the equilibrium
contact angle. Equilibrium contact angles approaching 180 degrees reflect drops which lost
contact to surface. As the lowest panel of Fig. 5 shows, the equilibrium contact angle for
large drops jumps to 180 degrees also for water-attractive surface chemistries (hydrophilic
materials). In general, for drops hanging from the surface, the gravity contribution acts alike
a non-adhesive (repulsive) field, whereas for drops resting on surfaces the gravity acts alike
an adhesive field.

Figure 6 shows the path of minimal energy and Fig. 7 the corresponding equilibrium contact
angles as a function of the drop volume and the surface chemistry for drops resting (left
panels) and hanging (right panels) from smooth surfaces.

The next section investigates the case of rough surfaces.

5. Full-wetted rough surfaces. Wenzel regime.

This chapter analyses the case where rough surfaces beneath the drop-base are fully wetted.
Textured surfaces with roughness-features smaller than the size of the drop-base will be
considered.

5.1 Without gravity contribution
The area of the solid-liquid interface is given by:

Ag=r- Adropfbase =r: N(RO Sil’l@)z (44)

where 7 is the roughness ratio defined as the fraction between the real and projected surface.
The roughness parameter r is always larger than unity. It equals 1 for flat surfaces.

The vapor-liquid interface remains the same as given in eq. (20). Introducing eq. (44) into the
formula of the Gibbs-energy eq. (6) one obtains with the help of egs. (10), (29) and (28):

3V.2
3

E(8,6y,7) = (nalv(?) )F[2 —2cos6 — r(cosfy) sin® 6] (45)

The normed energy E* is then given by:
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E*(6,00,r) = F(0) - [2 — 2cosf — r - (cosfy) sin® 6] (46)

By comparing eq. (29) with eq. (45) one obtains:



Thermodynamics of a Biomimetics - Thermodynamics to
Study Wetting of Self-Cleaning Surfaces Self-Assembly 273

S
SIS
S

S
RIS
S ISR
95% %‘:"\‘\‘8‘8“:“:‘“— S

g SSesisasianysiaties

S S
NS

CEILARESS

5%,

102000 0 00 CSCRSRSXE
eotrentoste oot %%,
120 G

sttt

%
S
b X0

300

40

400
drop volume (ul
P (k) 500 20 intrinsic contact angle 8, drop volume (ul) 500 20 intrinsic contact angle 8y

Fig. 6. Energy minima map of a liquid droplet resting on (left panel) or hanging from (right
panel) a flat surface as a function of the drop volume and the surface chemistry (expressed
by intrinsic contact angle), with gravity contribution included.

OSSR
SRS
S
SIS

aa
onN
oo

L8552
SRS
SRS
SIS S RS

o

-
o o
o

S
&
S5 %
X RS RRIRAI
X5 s
K55 5555 $500500%05%
% S
S SRRIRIEIIITEETLS
s S

&
S R %
(LRSS % Serstesests
ST =
LSS e
2% s
025 2%s o3 %,
208 %

o
o

120

equilibrium contact angle 6 (°)
@
o
equilibrium contact angle 6 (°)

60

“ap 400 49
drop volume (ul) 500 o intrinsic contact angle 6, drop volume (ul) 500 20 intrinsic contact angle 6,

Fig. 7. Equilibrium contact angles of a liquid droplet resting on (left panel) or hanging from
(right panel) a flat surface as a function of the drop volume and the surface chemistry
(expressed by intrinsic contact angle), with gravity contribution included. 6 =2 180° means
that the drop lost his contact to surface. This is the case for large drops hanging from the
surface.

@(90) = quough(GO) =r-costl (47)

From the solution (eq. (37)) of energy minimization (eq. (32)) one obtains the equillibrium
contact angle of the drop on the rough surface given by:

costl =7 costly = P = Dy (48)
Equation (48) is the well-known Wenzel equation which provides the contact angle of a drop

on a rough surface if on the drop-base the surface is fully wetted. For the case of the Colocasia
esculenta leaf presented in Fig. 2 the roughness parameter r is 2.60. The left image of Fig. 8
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illustrates the energy surface E of a drop on the Colocasia esculenta leaf surface as a function
of the material surface chemistry (intrinsic contact angle) and the contact angle imposed

artificially by the calculation code.
If we insert eq. (18) by adding or subtracting into eq. (45) one obtains the energy of the

system for drops resting on a rough surface or hanging from a rough surface with the gravity

The paths of minimal energy and equilibrium contact-angles are presented in the right-panels.
contribution included:

esculenta leaf, in dependence of surface chemistry (intrinsic contact angle) and drop contact
It can be observed that equilibrium contact angles are given by the Wenzel equation (48).

angle. Right panels: Path of minimal energy obtained from the left energy map.

Fig. 8. Left-image: Energy map of a liquid droplet on the rough surfaces of the Colocasia
Corresponding equilibrium contact-angles.

5.2 Gravity contribution included

(49)

)3

(34 cosf)
Figure 9 presents the path of minimal energy and Fig. 10 the corresponding equilibrium

)3

(24 cosf

¢ (1 —cosf

)

eV
47r%

)F[2 — 2cos6 — ®sin®6] +

)3

3V
(7“710( o

E(6,6p)

for drops

hanging from the surface the gravity contribution act alike a non-adhesive (repulsive) field,

whereas for drops resting on surfaces it acts alike an adhesive field.

4

contact angles as a function of the drop volume and the surface chemistry. Again

The next section shows the energy and the equilibrium contact angles for all drop states

appeared during the drop-sink into the surface roughness.

: Cassie-Baxter

6. Partial-wetting

Partially wetted states have the wetting-fraction in between 0 und 1 (0 < f < 1). For f =1
the state is defined as wetted (or Wenzel state) where on the drop-base the material surface
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is fully wetted. States for which f = 0 will be defined as non-bonded states. Drops hanging
with f =0 are falling.

The main objective of this subsection is to investigate the existence of Gibbs energy minima for
states where underneath the drop-base the material surface is only partial wetted, i.e. if energy
minima appears during the drop’s sink into the surface roughness. This appears if there is
an energy barrier between the wetting (Wenzel) state and the partial wetting (Cassie-Baxter)
state. Obviously, such a energy barrier cannot be produced by a flat surface.

In the following we make the assumption that the water-front on the drop-base which sinks
into the surface roughness is allways parallel to the macroscopic surface, as sketched in Fig. 2.
The area of the solid-liquid interface is then given by:

Asl(x) = r(x> f(x) ! Adrop—buse = r(x) ' f(x) : H(ROSing)Z (50)
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where x = z/zmax is the sink depth ratio between the intermediate (z) and maximal (zmax)
sink depth. The sink depth ratio x is in between 0 and 1. It is equal to 0 for the case the drop
do not sink into the surface roughness and is equal to 1 if on the drop base all the surface is
wetted. f(x) is the fraction of the flat drop-base area which is wetted at the sink depth ratio x.
Obviously also the roughness ratio is a function of the sink depth ratio » = r(x).

Usually, surfaces possess one roughness-ratio (r) and one wetting-fraction (f) at a given
sink-depth ratio (x). Hence, in place of expressing r and f by the sink-depth, one can directly
express the roughness-ratio as a function of the wetting-fraction (r(f)). Figure 11 illustrates
the wetted area of the papillae of Colocasia esculenta leaf for four sink-depths (i.e. four wetting
fractions). The drop base is considered to be larger than the extent of the AFM images. The
flat white regions in between the roughness corresponds to the non-wetted (1 — f) part of the
drop-base, i.e. the liquid-vapor interface on the drop-base. Figure 12 presents the dependence
of the roughness ratio (r) on the wetting fraction (f) for the papillae of Colocasia esculenta leaf.
With the help of this surface morphology characteristics we will compute the Gibbs energy in
dependence of the surface chemistry. The results are presented in the following subsections.

6.1 Without gravity contribution
The area of the liquid-vapor interface is given by adding to eq. (20) also the non-wetted part
of the drop-base area (1 — f)7r(Rgsinf)?:

Ay = TR3(2 — 2c0s8) + (1 — f(x)) - (Rgsinh)? (51)

By introducing the egs. (50) and (51) into the formula of the Gibbs-energy eq. (6) one obtains
with the help of egs. (10), (25) and (28):

G*(6,00,x) = F(0) - [2—2cosf — (r- f - cosfy — 1 + f)sin 6] (52)

where the wetted fraction f and the roughness ratio r are functions of the sink depth ratio x.
From the solution (eq. (37)) of energy minimization (eq. (32)) one obtains the equilibrium
contact angle of the drop on the rough surface given by:

cos@1l = . f.cosfp+1—f= (53)

This equation is the well-known Cassie-Baxter equation which provides the contact angle of
the drop in different partial wetting states. For x = 0 one have f = 0 from which follows that
6 = 180°. For full wetting on the drop-base (f = 1) the Cassie-Baxter equation (53) transforms
into the Wenzel equation (48) which describes the wetting regime.

The Cassie-Baxter equation (eq. (53)) does not predict if there exists a stable or metastable
partial wetted state. Their existence is given by zero-points in the Gibbs energy derivatives
after the sink-depth ratio:

9G*(6,60,x) 0P Id(rfcosby+1—f) of  or of
783( — 0= g = ox = (7’@ +f£)COSQO— a (54)
As can be observed from eq. (54), the sink-depths which corresponds to Gibbs energy extrema,

depends on the surface chemistry (expressed by 6,) and the surface roughness gradient (i.e.
ar

0=
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Fig. 11. The wetted area of Colocasia esculenta leaf surface roughness as a function of the
wetting fraction f (i.e. as a function of the sink-depth). The pictures where obtained by
processing with SPIP an atomic force microscopy image recorded from the Colocasia esculenta
leaf. The wetted area of Colocasia esculenta for partial wetting £=0.25; 0.50; 0.75 and
full-wetting f=1 are illustrated in the upper-left image (f=0.25), upper-right image (f=0.50),
low-left image (f=0.75) and low-right image (f=1), respectively.
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Fig. 12. Roughness ratio vs wetting fractio determined from the AFM image of Colocasia
esculenta leaf.
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In order to get the contact angles and sink-depths corresponding to Gibbs-energy minima,
one can analytically solve the egs. (54) and (53), or, alternatively, compute the Gibbs-energy
for all possible contact angles (), all sink-depths (x) for a given surface morphology (f,r) and
chemistry (6,): G* = G*(6,6y,1, f,x).

The second strategy is more convenient, especially, as previosly mentioned, when the gravity
contribution is considered. Furtheremore, an analytical expression for f and r is not always
easy to be determined, especially for random rough surfaces. Random rough surfaces are
much more relevant from a practical perspective, because they are cheaper to fabricate. They
can be made from a large class of materials, metallic and non-metallic. So, there is also a
practical standpoint for the preference to compute the Gibbs energy for all possible contact
angles, if random rough surfaces are considered.

Figure 13 presents the normed energy for a drop resting on papillaes of Colocasia esculenta. 0
is the contact angle imposed artificially by the calculation code. For each wetting fraction f
one can obtain the Gibbs energy minima and the corresponding (equilibrium) contact angle
presented in Fig. 14 for intrinsic contact angles of 6y = 72° (left panel), 6y = 109° (middle panel)
and 6y = 112° (right panel).

For hydrophilic surface chemistry, Gibbs energy minima appears only in the wetted state (f =
1) (see Figs. 13,14). There is no energy barrier which could stop the wetting on the drop-base.
So, for hydrophilic surface chemistry, always the wetting regime is obtained. This is different
for hydrophobic surface chemistry. For hydrophobic surface chemistry, the Colocasia esculenta
roughness induces a local Gibbs energy minima for partially-wetted states (f < 1) (Figs. 13,14).
This can be observed also in Fig. 15 where the maps of the Gibbs energy minima and their
corresponding maps of contact angles are presented in dependence of surface chemistry (6p)
and wetting fraction. Firstly, for hydrophobic contact angles up to (§p = 110°) the Gibbs energy
minima for partial-wetting is metastable. The global minimum being the wetting-regime
(f =1). For intrinsic contact angles higher than 110°, the partial-wetting generates the global
minimum.

The stars surrounded by circles in Fig. 16 reveal that the partially-wetted states are global
minima.

6.2 Gravity contribution included
If we insert eq. (18) in eq. (52) one obtains the energy of the system with the gravity
contribution included for drops resting on (+) or hanging from (-) rough composite surfaces:

1 4 1
J3)F[2 - 2c08 — dsing] + SOV (1= cosb): (34 cosh) o)
473 (2 + cosh)3

1%

E(0,80) = (rcro(—-

In order to investigate the gravity contribution on the wetting behavior, we compare the case
of no-gravity inclusion with the case when the gravity contribution is included. This will be
done for a drop volume 523 pL resting on or hanging from the Colocasia esculenta leaf.

With ¢ = 9.81m/s?, p = 1000kg/m> and 0}, = 0.072N/m one obtains the energy maps
illustrated in Fig. 17 for resting drops (middle row) and for hanging drops (lower raw).
Figure 18 presents the path of energy minima in dependence of the wetting-fractio (f) for
drops resting or hanging in the case of no-gravity contribution and the case of gravity
contribution included. The corresponding contact angles are presented in Fig. 19.

Gravity enhance (reduce) the Gibbs energy for drops resting on (hanging from) surfaces. On
that way, the gravity field reduces (enlarges) the contact angle of energy minima states, for
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contact angles corresponding to the path of minimal energy.

drops resting on (hanging from) surfaces. Contact angles of § = 180° for hanging drops means
drop-fall.

The dependence on the surface chemistry is presented in Fig. 20. Figure 21 presents the surface
chemistry dependence of the Gibbs energy minima, their corresponding contact angles and
the wetting fraction where the Gibbs energy minima appears.

The extension to liquids of different liquid surface tensions is straightforward. In that case
07, has to be changed. Of course, a different liquid yields the surface chemistry to establish a
different intrinsic contact angle 6.
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7. Conclusion and Outlook

We described an easy to handle Gibbs energy function to study the influence of surface
chemistry and surface roughness on liquid wetting behaviour. An example how forces affect
the wetting behavior was supplied by considering the gravitational field. The equations
were applied on the surface morphology measured by atomic force microscopy from the
evolution-optimized self-cleaning Colocasia esculenta plant leaf.

The input parameters for the equations are:

— surface chemistry, expressed by the Young contact angle (6,), i.e. the drop contact angle
which the chemistry induces on a smooth surface;

- surface roughness, expressed by the roughness ratio r and the wetting fraction f. Both
values are dependent on the sink-depth of the drop into the surface roughness.

The equations delivers:

1. energy of each drop status including metastable and global energy minima.

2. contact angle of metastable and global energy minima.

3. wetting fraction for non-wetted area of metastable and equilibrium drop shape status.

From that results, the following useful properties can be determined:
a.) wetting area of metastable and global energy minima:

drop o r- f . (3V/7T2)2/3 SIHZG

Ag=1-f - Appee = (2 — 3cosf + cos30)2/3

(56)

where V is the drop volume.

b.) Energy barriers for wetting/dewetting and for transitions between energy minima. The
energy barriers can be compared with drop fall experiments.

c) Contact angle hysteresis, a key factor for drop roll-up (self-cleaning) ability, given
by (Bhushan & Her, 2010):

cos B,y — cosby

A0 =04, —Orec=f -1 (57)

sin eequil

where 6,4, and 6,¢; are the advancing and receding angle for a rough surface, and 6,9 and
6,0 are the advancing and receding angle which the surface chemistry build-up on a smooth
surface. 0,4, is the drop contact-angle on the rough surface, which corresponds to the status
under study, e.g. metastable or equilibrium states.

d.) Adhesion tension 7° = 7y}, - cos 8, a factor affecting biocompatibility (Parhi & Golas & Vogler,
2010; Vogler, 2001; 1998; 1992).

The generalization to hierarchical structures and various acting forces are straightforward.
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Thermodynamics of Self-Assembly

L. Magnus Bergstrom
Royal Institute of Technology
Sweden

1. Introduction

Self-assembly of molecules to form much larger colloidal or nanosized aggregates has
received a great deal of attention the last decades or so and the number of technical
applications and products based on the principle of self-assembly is still rapidly increasing.
Moreover, fundamental processes in life sciences such as the properties and stability of lipid
membranes and their interactions with proteins, DNA etc are based on the phenomenon of
self-assembly.

In this chapter we outline the fundamental principles of the thermodynamics of self-
assembling molecules into self-associated colloidal aggregates and interfaces. Since the
process of self-assembling molecules implies an increase of order in a system, this process
must be unfavourable from an entropic point of view. Consequently, in the absence of any
additional interactions or driving forces, molecules that interact favourable with solvent
molecules do mix completely as one single phase of free molecules dispersed in a solvent.
On the other hand, the presence of a driving force that is strong enough to overcome the
unfavourable entropy may lead to a spontaneous self-assembly of molecules. In the present
work, we mainly focus on the technically and biologically important case of self-assemblies
formed by amphiphilic molecules, i.e. molecules composed of one hydrophilic and one
hydrophobic part. The driving force for the self-association of amphiphilic molecules in an
aqueous solvent is the hydrophobic effect, i.e. the principle preventing oil and water to mix
in a liquid phase. As a result, under certain conditions amphiphilic molecules may
spontaneously form a single disperse phase of thermodynamically stable self-associated
interfaces, in addition to the options available for ordinary (non-amphiphilic) molecules, i.e.
either to completely mix as free solute molecules with the solvent or to separate into two or
more liquid phases.

Below it is demonstrated that, by means of combining thermodynamics of self-assembly
with the bending elasticity approach of calculating the free energy of a single self-associated
interface, it is possible to rationalize the geometrical size and shape of self-assembled
interfaces in terms of the chemical architecture of the constituting amphiphilic molecules
(size of hydrophilic and hydrophobic part, respectively, charge number, flexibility etc) as
well as solution properties (salinity, temperature etc).

2. Amphiphilic molecules

Amphiphilic molecules consist of a hydrophilic head group and a hydrophobic tail and may
roughly be subdived into different types: (i) Surfactants usually have a moderately sized tail
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and do form rather small globular or long wormlike or threadlike self-assembled interfaces,
called micelles, in an aqueous solvent. (ii) Lipids have a much larger hydrophobic part as
compared to the head group and form comparatively large bilayer structures. As a common
notation in the present work, we refer to micelles and bilayers as self-assembled interfaces.
The head groups may be either charged (ionic surfactants) or uncharged (nonionic
surfactants). Many lipids are zwitter-ionic, i.e. they have a head group that consists of both
positive and negative charges whereas the whole molecule lacks a net charge. The driving
force needed for amphiphilic molecules to spontaneously self-assemble into micelles and
bilayers is usually denoted the hydrophobic effect, i.e. the principle that hydrocarbon (oil)
and water do not mix. As a result, in order to reduce the hydrocarbon-water contact in an
aqueous solution the hydrophobic tails self-assemble to form liquid-like cores with the head
groups located at the aggregate interface pointing towards the aqueous bulk solvent phase.
Any quantitative molecular theory that accurately describes the hydrophobic effect is
unfortunately not available, but it is generally believed that water molecules in the
proximity of hydrophobic surfaces form entropically unfavourable ordered structures
(clathrates). (Evans & Wennerstrom, 1994) Nevertheless, rather accurate semi-empirical
expressions have been generated for the hydrophobic free energy of bringing hydrocarbon
chains from an aqueous solution to the corresponding hydrocarbon liquid bulk phase using
solubility data for hydrocarbons in water. (Tanford, 1980)

The hydropobic effect, together with some partly counteracting contributions to micelle
formation, may be incorporated into a single free energy parameter Az that may be
interpreted as the free energy per aggregated molecule of forming a micelle out of free
surfactant molecules [see Section 4 below]. The most important contributions to Agiui, in
addition to the hydrophobic effect, are chain conformational entropy (Ben-Shaul et al., 1985;
Gruen, 1985), electrostatics and excluded volume repulsive interactions among the
surfactant head groups. The hydrophobic effect and chain conformational entropy are
related to the surfactant tails whereas electrostatics and excluded volume repulsion are
related to the surfactant head groups.

The electrostatic free energy contribution is essential for surfactant aggregates consisting of
at least one ionic surfactant. It appears to be mainly a result of the unfavourable entropic
effect of concentrating counter-ions in a diffuse layer outside charged aggregate interfaces.
An accurate explicit expression of the electrostatic free energy have been derived, as an
expansion to second order in curvature of the charged surface, from the Poisson-Boltzmann
theory. (Mitchell & Ninham, 1989)

An additional repulsive free energy contribution arises as solvent molecules penetrate and
mix with the hydrophilic head groups. The resulting excluded volume repulsion among the
surfactant head groups increases in magnitude with head group volume. For nonionic
surfactants this is the main free energy contribution related to the head groups,
counteracting free energy contributions related to the tails and making the molecule
amphiphilic in nature. (Bergstrom, 2009).

3. Entropy of self-assembly

The ideal entropy of mixing N free amphiphilic molecules with N, solvent molecules is
given by the expression

Spe =—k(N, Ing, +Nling,,,) 1)
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where ¢, and ¢ are the volume fractions of solvent and solute, respectively, and k is
Boltzmann's constant. Eq. (1) is a general expression in the sense that it allows for the
mixing of solute and solvent with different molecular volumes. (Guggenheim, 1952; Flory,
1974) For the special case of equal molecular volumes, volume fractions may be replaced
with mole fractions in Eq. (1).

Now, consider the process of self-assembling N free amphiphilic molecules to form a single
aggregate or self-assembled interface. Since the self-assembling process is associated with an
ordering of molecules, there is a change in entropy as a result of this process. The entropy of
mixing one single aggregate with solvent molecules is given by

S, = —k(N, Ing, +1Ing,) ?)

Hence, the entropy change per aggregate formed in the process of self-assembly may be
obtained by subtracting Eq. (1) from Eq. (2), i.e.

AS, =S, —Sp =—k(Ingy ~Ningy, ) 3)

Usually Ingy and Ingp.. are about the same order of magnitude [see further below], and Eq.
(3) may be approximately simplified so as to give

AS,, ~ kNIng,, @

for the case N >> 1.

We note that AS,, < 0 and, as expected, the increase in order due to the process of self-
association implies a reduction in overall entropy. This means that ordinary molecules that
interacts more or less favourable with solvent molecules will not spontaneously self-
assemble, but prefer to remain as free molecules in a close to ideal mixture. Moreover, it
becomes clear from Eq. (4) that the entropic driving force of dissociating molecules increases
with decreasing solute concentration g... As will be further discussed below, this entropic
contribution is utmost important as to determine the equilibrium size of self-assembled
interfaces.

4. Multiple equilibrium

From a thermodynamic point of view, a spontaneous self-assembly process may be written
as a set of reactions, one for each value of N, i.e.

N molecules - An )

The total free energy of the processes can then be written as a sum of the “interaction” free
energy of forming a micelle (= NAzyi) and the unfavourable free energy of self-assembling
amphiphilic molecules (AG,,, =-TAS, >0, where T is the absolute temperature), giving

the following multiple set of equilibrium conditions
AC;tot = NAlumic + AGﬂgg =0 (6)

It follows from Eq. (6) that Ag,, <0 must be a necessary condition for the process to

overcome the unfavourable entropy of self-association (ASug, < 0). As previously mentioned,
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it is mainly the hydrophobic effect that accounts for negative values of Az, the remaining
contributions discussed above having slightly counteracting positive contributions to Agsuic.
(Eriksson et al., 1985)

From Eq. (3) it now follows that

AG,, =kT(Ing, ~Nlngy,,) @)

and by combining Egs. (6) and (7) we may write the set of equilibrium conditions in the
following way

A6 =N ~HTIng kT, = 0

It will become clear throughout this chapter that Eq. (8) is the central thermodynamic
relationship when the spontaneous and reversible process of self-assembling amphiphilic
molecules is due to be rationalized.

5. Critical micelle concentration

In order to achieve a full equilibrium in accordance with Eq. (8), the surfactant molecules
exchange more or less rapidly between the self-assemblies and as free molecules in the
surrounding bulk solution. The latter may be considered as a large reservoir where
environmental variables defining the solution state, e. g. temperature, pressure, chemical
potentials of the free surfactant molecules etc, are kept constant during the reversible
process of self-assembly. (Eriksson et al., 1985; Israelachvili, 1991) One important
consequence of this thermodynamic equilibrium situation, and the multiple equilibrium
approach inherent in Eq. (8), is that the entropic dissociation driving force in Eq. (4) is too
large at low surfactant concentrations for self-assembled interfaces with comparatively large
N to be present. As a result, self-assembled interfaces will only form above a certain
concentration of surfactant, and above this concentration limit both free surfactants and self-
assembled interfaces must coexist simultaneously in a dispersed surfactant solution.

The volume fraction of self-assembled interfaces (¢v) and free surfactant (d..), respectively,
are plotted against the overall surfactant volume fraction (= ¢ + ¢n) in Fig. 1. It is clearly
seen that the aggregate concentration is virtually zero below a certain value of the total
surfactant concentration, whereas above this value the aggregate concentration increases
proportionally to the surfactant concentration (g + ¢v), with @ approximately constant.
This threshold value is called the critical micelle concentration (CMC).

The appearance of the curves in Fig. 1 may be rationalized as follows: at low surfactant
concentration (i.e. below CMC), @ is small and —kTIng;, >-Au, (note that both

quantities on either side of the inequality sign are positive quantities). As a result, the term
including Aguyic in Eq. (8) becomes negligible and, as a consequence, ¢, =¢flfeg <@g - As a

result, the concentration of higher order aggregates (dimers, trimers etc.) rapidly becomes
negligible as N increases beyond unity. As the surfactant concentration increases, the
quantity of —kTIngp.. will eventually be of the same order of magnitude as —Ai.. However,
we may neglect the term including ¢y, since —NkT'Ing;,, > —kTIng, in so far N>>1. As a

result, Eq. (8) may be simplified so as to give
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A/Umic ~kTn ¢ﬁae (9)
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Fig. 1. The volume fraction of micelles (¢, solid line) and free surfactant (¢, dashed line)
plotted against the overall surfactant volume fraction (¢ + ¢n). The free energy was set
equal to Ay = —-5kT giving a CMC = 0.0055 (in volume fraction units)

Since @, is approximately constant above CMC, we obtain the following well-known and
important relation between CMC (which is straightforward to measure) and the micelle
“interaction” free energy

Au,,. = kTInCMC (10)

Eq. (10) is frequently claimed to follow from the so called “pseudo phase separation-model”.
However, from our present treatment it is perfectly clear that Eq. (10) follows
straightforwardly from conventional solution thermodynamics as an approximation that
becomes increasingly valid in the limit of large aggregation numbers (N >> 1). The smallest
micelles observed to be formed by conventional surfactants have aggregation numbers
about N = 50, which appears to be a sufficiently large number for Eq. (10) to be, for all
practical purposes, accurate.

5.1 Dependence of CMC on molecular architecture and solution properties

CMC depends strongly on the molecular architecture of amphiphilic molecules. In
particular, CMC decreases considerably with increasing size of the hydrophobic tail. For
surfactants with tails consisting of aliphatic hydrocarbon alkyl chains C,Hz,+1, the logarithm
of CMC has been found to follow a linear relationship (sometimes referred to as the Shinoda
equation), i.e.

InCMC=A-Bn 11)

where A and B are two constants. For ionic surfactants, the slope has been experimentally
found to equal B ~ 0.7, whereas B ~ 1.1 for nonionic surfactants and B ~ 1.5 for alkanes
(corresponding to solubility rather than CMC, since alkanes are not amphiphilic). (Shinoda
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et al., 1963; Israelachvili, 1991; Jonsson et al., 1998) The latter value corresponds to what is
expected from the empirical contribution to Az due to the hydrophobic effect for aliphatic

hydrocarbon chains (Ag =-2.0-1.5n). (Tanford, 1980) The reduction of B for ionic and

nonionic surfactants may be rationalized as a result of the contributions due to electrostatics
and excluded head group volume repulsion to Ay In particular, the electrostatic free
energy increases significantly as the electrolyte concentration of free surfactant is reduced
with the lowering of CMC. As a consequence, the lowering of Azic with n becomes strongly
counteracted and B significantly reduced. Upon adding additional salt to an ionic surfactant
mixture, B increases so as to approach the value observed for nonionic surfactants.

The reduction of electrostatic free energy with increasing electrolyte concentration also
causes a strong CMC dependence of ionic surfactants on the concentration of added salt. It
appears that, at moderate and high salt concentrations (cszr), CMC approximately follows
the linear relation (Shinoda et al., 1963)

InCMC = constant — B'Inc

salt

(12)

where the constant B = 0.5-1.0, depending mainly on the size of the surfactant aggregates.

The approximate mathematical form of Eq. (12), as well at the value of B', may be accurately
reproduced by calculations of the electrostatic free energy from the Poisson-Boltzmann
theory.

The CMC of nonionic surfactants display a slight dependence on head group volume (CMC
increases with increasing size of the head group) as a result of excluded volume interactions.
More significant, however, appears to be the temperature dependence of CMC of nonionic
surfactants consisting of an ethylene oxide based head group. The ethylene oxide group
become significantly more hydrophobic upon raising the temperature and, as a result, Azyyic
and CMC become significantly lowered upon increasing T. (Jonsson et al., 1998)

5.2 CMC in surfactant mixtures

Two or more surfactants may readily mix with each other and form mixed self-assembled
interfaces. The CMC in a mixture of two surfactants (denoted Surfactant 1 and Surfactant 2,
respectively) is given by the following relation

CMC = a,CMC, + a,CMC, = 7,xCMC, + 7, (1-x)CMC, (13)

where x is the mole fraction of Surfactant 1 in the self-assembled interfaces, and CMC; and
CMG,; are the CMCs of pure Surfactant 1 and 2, respectively. a1 = x4 and a2 = (1 - x)» denote
the activities of Surfactant 1 and 2, respectively, where 1 and j are the corresponding
activity coefficients. In a surfactant mixture close to CMC it is crucial to distinguish between
the mole fraction in the self-assembled interfaces (x) and the mole fraction based on the total
surfactant concentration (y), including surfactant present as free monomers. It is
straightforward to demonstrate that, in the limit of zero aggregate concentration, CMC as a
function of y may be written as (Clint, 1975; Bergstrom & Eriksson, 2000)

LS A (14)
CMC ~ 7,CMC, ~ 7,CMC,
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The activity coefficients may be calculated from the dependence of Auuic on aggregate
composition employing the following expressions (Bergstrom & Eriksson, 2000)

7 (x) = epr,am, (1) st (=) (1 x) = x)j / kT} (15)

Afy
72 (x)= exp{[ﬂm (%)= gt (x=0) —xﬁ(x = x)j / kT} (16)
where the excess free energy per aggregated molecule is defined as

Ho =Mty —KT[xInx +(1-x)In(1-x) ] (17)

Note that x in Egs. (15) and (16) refers to the equilibrium mole fraction which is obtained by
means of minimizing the molecular free energy with respect to the aggregate mole fraction
x'. It follows from Egs. (15) and (16) that a linear expression of r.(x) gives y; =y, = 1 and,
as a result, a linear (ideal) behaviour of CMC as a function of x.
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0.0 0.2 0.4 0.6 0.8 1.0

Total surfactant mole fraction in solution

Fig. 2. The critical micelle concentration (CMC) plotted against the mole fraction of cationic
surfactant in solution (y). The symbols represent experimentally measured values for the
system sodium dodecyl sulphate (anionic surfactant)/tetracaine (cationic surfactant) in
[NaCl] = 0.154 M, whereas the solid line represents calculations using the Poisson-
Boltzmann theory. (Bergstrom & Bramer, 2008)

An ideal behaviour has usually been observed in mixtures of two rather similar surfactants,
e.g. mixtures of two nonionic surfactants. On the other hand, synergistic effects, i.e. negative
deviations of CMC from ideal behaviour, is frequently observed in different surfactant
mixtures including ionic surfactants, for instance mixtures of an ionic and a nonionic
surfactant, two oppositely charged surfactants or two surfactants with identical charge
number but different tail lengths. Calculations of 1 and j» using the Poisson Boltzmann
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theory usually gives accurate agreement with experiments for these cases [cf. Fig. 2].
(Bergstrom, 2001a; Bergstrom et al., 2003; Bergstrom & Bramer, 2008)

The magnitude of synergistic or antagonistic (= positive deviation from ideal behaviour)
effects may be appropriately quantified with the model-independent thermodynamic
synergy parameter defined as

By =4In(a, +a,) =4In(xy, +(1-x)7,) (18)

Lo < 0 corresponds to a negative deviation (synergism), whereas S, > 0 implies a positive
deviation (antagonism) from ideal behaviour (fy» = 0). fy» may be calculated from
experimentally obtained CMC values using the relations a1 = xy1 =y CMC/CMC; and a2 = (1
-x)p2=(1-y) CMC/CMC;for the activities. (Bergstrom et al., 2003)

Synergism

-10 L 1 L 1 L 1 L 1 L
0.0 0.2 0.4 0.6 0.8 1.0

Mole fraction of aggregated surfactant

Fig. 3. The synergy parameter S, plotted against the mole fraction of self-assembled
cationic surfactant (x). The symbols represent experimentally measured values for the
system sodium dodecyl sulphate (anionic surfactant)/tetracaine (cationic surfactant) in
[NaCl] = 0.154 M whereas the solid line is calculated from the Poisson-Boltzmann theory.
The minimum is located at x = 0.488 where ﬂq’;,lf =-9.1. The dashed line represents the best
available fit to the data obtained with the regular mixture theory giving B, = fnt=-8.7.

syn
(Bergstrom & Bramer, 2008)

It is common to employ the theory of regular mixtures in the evaluation of CMC data for
mixed surfactant systems, and quantify synergistic effects with the model-dependent
interaction parameter S (Holland, 1992) The theory of regular mixtures is based on the
difference in 1-1, 2-2 and 1-2 pair-wise molecular interactions, and the corresponding excess
free energy per aggregated molecule equals

=B (1-7) (19)
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. 25
Inserting Eq. (19) in Egs. (15) and (16) gives y, = and 7, =e""  Hence,
By :41n(xe(1’x)2ﬂ""’ +(1—x)e"'2/’"'f), according to the regular mixture theory, always goes

through a minimum at fy.(x = 0.5) = S (or maximum if G, > 0) [cf. Fig. 3]. As a matter of

fact, the factor 4 in Eq. (18) is introduced with the purpose of achieving B! = f3, in the

syn

particular case of the regular mixture theory. However, experimentally obtained i, vs. x
usually display a minimum not located at x = 0.5, most evident in the cases of
ionic/nonionic surfactant mixtures and ionic/ionic surfactant mixtures with equal charge
numbers. (Bergstrom et al., 2003) An exception is mixtures of two oppositely charged
surfactants with equal magnitude of charge number, for which both Poisson-Boltzmann
theory and regular mixture theory predicts £, to have a minimum close to (or exactly for
latter case) x=0.5 [cf. Fig. 3].

According to the regular mixture interpretation of deviations from ideal behaviour,
favourable 1-2 interactions (as compared to 1-1 and 2-2 interactions) would cause synergism
whereas unfavourable 1-2 interactions would yield antagonism. This interpretation is in
sharp contrast to the thermodynamic interpretation based on Poisson-Boltzmann mean field
calculations. According to the latter, synergism arises with necessity as long as two
surfactants mix readily in the self-assembled interfaces and there is a pronounced
asymmetry between the two surfactants. For the particular case of monovalent and
oppositely charged surfactants, the asymmetry (difference in charge number =1 — (-1) = 2)
results in a release of a pair of counter-ions for every pair of surfactants that is aggregated.
As a result, the chemical potential is considerably reduced and so is CMC. On the other
hand, antagonism appears as a result of the surfactants not mixing properly with each other.
For instance, in the extreme case where two surfactants do not mix at all and form separate
one-component self-assembled interfaces, a1 = a> = 1 which implies that fs,, = 4In2 ~ 2.77 > 0.

6. Size distribution of self-assembled interfaces

It appears to be convenient to introduce the free energy function (Eriksson et al., 1985)
EN = N(Alumic —kTIn ¢free) (20)

which allows us to rewrite the set of equilibrium conditions in Eq. (8) in the following way
AG,, =Ey +kTIng, =0 (21)

En may be interpreted as the free energy of forming a self-assembled interface out of N free
surfactant molecules in the bulk solution. As previously discussed, the last term in Eq. (20),
including @, is virtually constant above CMC. Solving ¢y in Eq. (21) gives the following
size distribution function of self-assembled interfaces

Py = e /M (22)

Now it is straightforward to obtain a relation between the total volume fraction of self-
assembled interfaces or micelles (¢nic) and Ex by means of summing up ¢y over all N, i.e.
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¢mic = i¢l\] ]3 eiEN /deN (23)
N=1 1

where an integral approximation have been employed in the second equality. (Israelachvili
et al., 1976; Eriksson et al., 1985) From Eq. (23) it is, in principle, possible to obtain the full
size distribution for an arbitrarily shaped self-assembled interface, once the mathematical
form of Ey as a function of aggregate size and shape is known.

7. Bending elasticity and curvature energy

In recent years it has become widely accepted that bending properties play a decisive role as
to rationalize the behaviour of self-assembled interfaces. According to the mathematical
discipline of differential geometry, the curvature at a single point on a self-assembled
interface (most conveniently defined at the hydrocarbon/water interface) may be defined by
considering two perpendicular curves on the interface with radii of curvature, R; and Ry,
respectively. As a result, each point at the aggregate interface may be distinguished by two
principal curvatures, c1 = 1/R; and ¢z = 1/Ro. It is postulated that the free energy per unit
area y depends uniquely on ¢; and c; for a given system of surfactant and solvent at some
environmental condition. Moreover, by switching variables from ¢; and ¢ to the mean
curvature H ="(c; + c2) and Gaussian curvature K = cico, respectively, we may introduce the
function {H, K). (Porte, 1992; Hyde et al., 1997)

A quantitative description of the bending properties of self-assembled interfaces is obtained
as yis expanded to second order with respect to H and K, i.e.

y(H,K)=y,+2k (H-H,) +k.K (24)

commonly referred as to the Helfrich expression. (Helfrich, 1973) The total free energy of a
self-assembled interface, corresponding to the Ex-function defined in Eq. (20), is given as an
integral of y over the entire interfacial area A of the self-assembled interface, i.e.

Ey = [ 7(H,K)dA=y,A+2k [(H-H,) dA+k. [KdA (25)

The first term on the right-hand side of Eq. (25) (= A) represents the free energy of
stretching the self-assembled interface. The second and third terms take into account effects
due to the dependence of free energy on the local curvature of the self-assembled interface,
usually referred as to the bending free energy.

The Helfrich expression introduces three important parameters related to different aspects
of bending a surfactant monolayer interface, i.e. the bending rigidity (k.), the spontaneous
curvature (Hp) and the saddle splay constant (k.). As a common notation, we will refer to all
of them below as bending elasticity constants. For thermodynamically stable objects, such as
surfactant micelles and bilayers, the three bending elasticity constants may be interpreted as
thermodynamic parameters, and they may be calculated from any suitable molecular model
by means of minimizing the free energy per molecule of a surfactant interfacial layer at any
given H and K. (Bergstrom, 2006a; Bergstrom, 2006b; Bergstrom, 2008a).
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7.1 Bending rigidity

The bending rigidity k. quantifies the resistance against deviations from a uniform mean
curvature H = Hy. Positive values of k. secures y(H, K) to display a minimum with respect to
H, whereas negative k. -values corresponds to y having a maximum. As a consequence, the
sign of k. determines the stability of an amphiphilic self-assembled interface, i.e. stable
interfaces may only exist for positive values of k.. Moreover, high k. -values are expected to
favour self-assembled interfaces with small deviations from a homogenous curvature or
geometry, i.e. rigid and monodisperse objects with a uniform shape [see further below].
(Porte, 1992; Bergstrom, 2007; Bergstrom, 2008a)

From a molecular point of view, k. appears to be a measure of the amphiphilic nature of a
surfactant molecule, and it displays a clear maximum when plotted against the ratio
between the hydrophilic and hydrophobic (= lipophilic) parts, respectively, of an
amphiphilic molecule. This maximum corresponds to the optimal hydrophilic-lipophilic
balance (HLB) of a surfactant molecule [cf. Fig. 4]. (Bergstrom, 2009) For instance, attaching a
point charge to the end of a Cy; aliphatic hydrocarbon chain significantly rises k. to positive
values as the molecule become amphiphilic in nature. (Bergstrém, 2006a) On the other hand,
if either the hydrophilic or the hydrophobic part of the molecule becomes too large or small
compared to the other, k. may become negative which means that the amphiphilic nature of
the molecule is too weak for stable surfactant self-assembled interfaces to form.

Hydrophilic-Lipophilic Balance
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Fig. 4. Bending rigidity (k) plotted against the head group-to-solvent volume ratio and the
hydrophilic-lipophilic balance (HLB) for a self-assembled interface formed by a single-chain
nonionic surfactant with the head group treated as a hard sphere (solid line) and a soft
sphere (dashed line), respectively. (Bergstrom, 2009)

The flexibility of surfactant tails appears to be crucial for the self-assembly process of
nonionic surfactants. In accordance, it may be demonstrated that k. must always equal zero,
thus preventing self-assembly, for nonionic surfactants made up of a hydrophobic and a
hydrophilic part that are both rigid. (Bergstrom, 2009) Ionic surfactants with a rigid
hydrophobic part may have k. > 0, but are predicted to behave substantially different than
conventional ionic surfactants. With comparatively small k. and high k.Ho, they appear to be
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much smaller and more polydisperse than micelles formed by an ionic surfactant with
flexible tail. (Bergstrom, 2006a)

Moreover, in expressions derived for k. as a function of composition in a surfactant mixture,
an explicit contribution appears that is due to the mixing of surfactants in the self-assemblies
per se. (Kozlov & Helfrich, 1992; Porte & Ligoure, 1995; Safran, 1999; Bergstrom, 2006b) This
contribution always brings down k., and the magnitude of this reduction increases with
increasing asymmetry between two surfactants with respect to head group charge number,
volume of surfactant tail etc. The origin of this mixing dependence of k. is as follows: the
surfactant composition, as obtained by minimizing the molecular free energy at given H and
K, becomes a smooth function of aggregate curvature. As a consequence, different
geometrical parts of a self-assembled interface may have different surfactant compositions
so as to enrich the surfactant (in an aqueous solvent) with the highest HLB in the most
curved parts of the interface. As a result, the free energy penalty of distorting the aggregate
curvature from its optimal value (= Ho) becomes significantly reduced as k. decreases in
magnitude upon mixing. Corresponding explicit dependences on mixing are absent for the
other two bending elasticity constants, i.e. k.Ho and EC.

Fig. 5. Schematic illustration of a spherical oil-in-water and water-in-oil microemulsion
droplet, respectively, with radius R. (Bergstrom, 2008a)

7.2 Spontaneous curvature

The spontaneous curvature Hy represents the sign and magnitude of the preferential
curvature of a single surfactant layer. Hy is usually defined to be positive for a film that
appears convexly curved from a position in the hydrophilic phase, like ordinary surfactant
micelles in water or oil-in-water microemulsion droplets [cf. Fig. 5]. As a matter of fact, it
appears that the product k.Hp is more readily to interpret from a physical and molecular
point of view than H itself. k.Hy depends on the architecture of an amphiphilic molecule in
such a way that it increases with increasing hydrophilic-lipophilic balance [cf. Fig 6].
(Bergstrom, 2006a; Bergstrom, 2009) As a result, k.Ho rapidly decreases with increasing
surfactant tail length whereas ionic surfactants usually have larger k.Ho than nonionic
surfactants. Consequently, as an additional oil phase of solvent is present, surfactants with a
high HLB tends to form oil-in-water microemulsion droplets whereas surfactants with low
HLB values tend to form water-in-oil droplets [cf. Fig. 5].
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Fig. 6. Bending rigidity times the spontaneous curvature (k.Ho) plotted against the head
group-to-solvent volume ratio and the hydrophilic-lipophilic balance (HLB) for a self-
assembled interface formed by a single-chain nonionic surfactant with the head group
treated as a hard sphere (solid line) and a soft sphere (dashed line), respectively. (Bergstrom,
2009)

7.3 Saddle-splay constant

All interfacial shapes that may be generated from one another by twisting and stretching,
without breaking the interface, belong to the same topology. (Hyde et al., 1997) Different
topologies are characterized with the quantity genus (g), which represents the number of
handles or holes present in the self-associated interface. For instance, ordinary surfactant
micelles may be spherical, cylindrical or tablet-shaped (see further below) but belong to the
same topology since the self-assembled interfacial layer is geometrically closed (g = 0).
According to the so called Gauss-Bonnet theorem,

[KaA=4z(1-g) (26)

As a result, the last term in Eq. (25), for a geometrically closed interface (g = 0), equals 4k,
the quantity of which does not depend on the size of the self-assembled interface. Since k.
contributes with a size-independent term to Ey, the value of EC indirectly determines the
size of a dispersed set of geometrically closed self-assembled interfaces. Positive values of k.
means that the total free energy in the system increases as one single self-assembled
interface is split up to form two or many smaller interfaces. As a result, increasing values of
k. favours large aggregation numbers. Calculations based on detailed molecular models
indicate that k. usually assumes negative values, favouring the formation of small self-
assembled interfaces. (Bergstrom, 2006a; Bergstrom, 2009).

It has been demonstrated that the remaining parameter in Eqs. (24) and (25), the interfacial
tension j, is directly determined for a given concentration of micelles @y.. (Israelachvili et
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al., 1976; Bergstrom, 2006c) As a consequence, it follows that the overall average size in a
dispersion of self-assembled interfaces is determined by, in addition to the three bending
elasticity constants, the total surfactant concentration (ot = @nic + @ee). This dependence is a
result of the entropy of self-assembly which, according to Eqgs. (3) and (4), effectively works
as a driving force tending to reduce the size of self-assembled interfaces. This effective
driving force increases in magnitude with decreasing surfactant concentration and, as a
consequence, surfactant micelles are occasionally find to increase in size with increasing
surfactant concentration [see further below].

8. Spherical micelles and microemulsion droplets

The simplest geometry of a self-associated surfactant monolayer interface is the
geometrically closed spherical shape. This is the only geometrical shape for which the
curvature is equal on every single point on the self-assembled interface. The free energy as a
function of the radial distance to the hydrophobic-hydrophilic interface (R), in accordance
with Eq. (25), is simply obtained by inserting c; = c2 = 1/R in the Helfrich expression in Eq.
(24) and multiplying y with the surface area A = 47R2. (Safran, 1991; Bergstrom, 2008a).

Free energy/ kT

0 10 20 30 40
Radius / A

Fig. 7. The free energy E of spherical micelles as a function of radius R for the case of
bending elasticity constants set to Hy=0.03 A™', k.= 2kT and k, =-kT

As a result,
E(R)=47(2k, +k .~4k H,R +7,R?) 27)

where 7, = y(H=K=0)=y,+ 2k H; is the interfacial tension of a strictly planar surfactant
layer. Hence, E may be considered as the sum of two contributions: (i) the stretching work of
forming a planar interface [ = 47[R27p ] and (i7) the work of bending the interface at constant
interfacial area [ = 47[(2kc +k - 4kCHOR) ]

Eq. (27) is plotted in Fig. 7 for a set of typical values of the bending elasticity constants. It
follows from Eq. (27) that the free energy of a spherical micelle is proportional to the
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aggregation number N in the limit N — o, consistent with the thermodynamics of large
macroscopic systems. In our treatment, however, it has become clear that non-extensive
contributions to E(R) appear as a result of curvature effects and, as a consequence, a sharp
minimum of E(R) is observed in Fig. 7, the location of which is mainly determined by the
spontaneous curvature. The appearance of significant non-extensive contributions to the free
energy is the basis of the discipline called thermodynamics of small systems. (Hill, 1963-64)

8.1 Size distribution of spherical micelles and microemulsion droplets

The size distribution of spherical micelles may be obtained by inserting Eq. (27) in Eq. (23)
and switching variables in accordance with dN = 42R?dR /v, where v is the molecular volume
of the surfactant. As a result,

0

T¢ dR = |
0

0

47R? 4n(2k +k, 4k HoR+7,R )/kT

dR (28)
v

The volume fraction density #R) according to Eq. (28) is plotted in Fig 8. The size
distribution function appears to be close to Gaussian with a sharp peak located at the
minimum of E(R).
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Fig. 8. Size distribution of spherical micelles for the case of bending elasticity constants set to
Ho=003 A", k.=2kTand k_,k =T

The size distribution shown in Fig. 8 is obtained by giving the spontaneous curvature a
rather large value (Hy = 0.03 A™"), implying an average micelle radius (R) ~ 20 A. This is
about the largest accessible value for micelles made up of surfactants with a Cy, aliphatic
chain to retain a strictly spherical shape. Upon further decreasing Ho, the micelles tend to
grow in size so as to achieve a reduced interfacial curvature. However, at some point the
micelle radius starts to exceed the length of a fully stretched surfactant molecule and, in
order to avoid the formation of a hole in the centre of the hydrophobic micelle core,
surfactant micelles must assume some kind of non-spherical shape. Non-spherical micelles
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will be treated below in Section 9. Alternatively, in systems including, in addition to
surfactant and water, a hydrophobic component (oil), the micelle core may be filled up with
oil molecules to retain its spherical shape [cf. Fig 5].
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Fig. 9. The volume equivalent average droplet radius (R) for an ellipsoidal microemulsion
droplet (solid line) and for a strictly spherical droplet (dashed line) plotted against the
effective bending constant kgff =2k +k, for given values of Hy=0.01 A'and k.= kT.
(Bergstrom, 2008a)

An explicit expression for the average size of a spherical micelle or microemulsion droplet
may be derived from a given size distribution function as

(R)= LTR(;ﬁ(R)dR (29)

mic 0

As a result, we obtain (Bergstrom, 2008a)

4 ko +ks) 1
(R)=H, (1+—2kE ]f(z) (30)

where f{z) is a function that approaches zero as z — 0 and equals unity as z — o and

167(k.Hy)" 4n

2k +k +k 31
Z ynkT kT( c c S) ( )

The exact appearance of f(z) depends on in what way shape fluctuations of the droplets are
taken into account. ks is a parameter, in units of energy, that takes into account the
unfavourable entropy of self-assembling surfactant molecules in micelles (or surfactant and
oil molecules in microemulsion droplets). ks assumes negative values and equals zero as N

— 1 (equivalent to k,; =2k, +Ec — 0, cf. Fig. 9). f(z) = 1 whereas ks becomes constant in the

limit of large values of the effective bending constant (k- =2k, + E ).
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The average radius of swollen micelles and microemulsion droplets as a function of the
effective bending constant kg, in accordance with Eq. (30), is plotted in Fig. 9. It appears that
the droplet radius always vanishes in the limit ks — 0. This is a general feature that
emphasizes k. as a direct measure of the strength of the driving force of self-assembling
amphiphilic molecules, the criterion of which is ks> 0. As k. turns into negative values, the
hydrophobic driving force is no longer strong enough so as to counteract the entropy of self-
assembly, and the surfactant is expected to be present as free molecules.

It is evident that all bending elasticity constants, as well as ks, contribute to the final size of
spherical micelles or microemulsion droplets. The droplet size is directly influenced by Hy,

EC and ks. (R) increases as the curvature of the droplets tends to decrease with decreasing

Ho, whereas the droplet size increases with increasing k. as a result of the Gauss-Bonnet
theorem discussed above. (Safran, 1991) Self-association entropy effects, taken into account
by ks < 0, tend to decrease the size of the micelles and droplets as it becomes increasingly
more unfavourable to self-assemble surfactant and solute molecules with increasing
aggregation number N. (Bergstrom, 2008a).

The bending rigidity influences (R) in a more indirect way. At high k. -values, the influences
of k. and ks are reduced since the free energy penalty to change the interfacial curvature
from a uniform value equal to Hyis large, and (R)~1/ H, . On the other hand, lowering k. is

expected to increase the magnitude of deviations from a spontaneous curvature. Since both
k. and ks are usually negative, the droplet size is usually found in the regime (R)<1/H, .

The polydispersiy, in terms of the relative standard deviation, is defined as

(32)

and it may be evaluated for spherical micelles and microemulsion droplets employing the
size distribution function in Eq. (28) [cf. Fig. 10]. It is seen that as k. — 0, or/(R) approaches
a constant value that depends on how shape fluctuations are taken into account. As ke — oo,
the polydispersity approaches the expression (Safran, 1991; Bergstrom, 2008a)

A Y SR < N— (33)
R \[87(2k, +k, +k)

Hence, the polydispersity appears to be a function of mainly ke or/(R) is primarily
influenced by the bending rigidity since low values of k. allows for large variations in
droplet curvature. However, or/(R) is also indirectly influenced by k. through a constraint
of fixed surfactant and oil concentration. The number of droplets must always increase with
increasing polydispersity for a given droplet volume fraction and, as a consequence, the
droplet polydispersity becomes raised as k. is decreased. (Safran, 1991) Egs. (30) and (33)
have been derived by Safran for the case where self-association entropy effects have been
neglected, i.e. with f(z) =1 and k; = 0 [¢f. Fig. 10]. (Safran, 1991).

Finally, allowing for ellipsoidal shape fluctuations of micelles or droplets it may be
demonstrated that deviations from a spherical shape increase with decreasing values of k.,
whereas the droplet shape is not influenced by k.Ho and k.. [cf. Fig 11]. (Bergstrom, 2008a).
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Fig. 10. The polydispersity or/(R) of ellipsoidal microemulsion droplets (solid line) and
strictly spherical droplets (dashed line) plotted against the effective monolayer bending

constant k,; =2k, + E . The dotted line represents or/(R) as calculated from Eq. (30) with f{z)
=1and k; = 0. (Bergstrom, 2008a)
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Fig. 11. The average shape factor (y) = (A)/47R2 for ellipsoidal microemulsion droplets
plotted against the bending rigidity k. (solid line, bottom axis) for given values of Ho=0.01

A and k. =0. The dashed line shows y as a function of the axial ratio & (top axis).

(Bergstrom, 2008a)

9. Non-spherical micelles

In a solution with only surfactant and water present (and no oil), the strictly spherical shape of
micelles corresponds to a minimum in size. As already mentioned, as micelles grow beyond a
certain aggregation number they are forced to turn into some kind of non-spherical shape. As
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a result, they may grow in length to become shaped as long rods, worms or threads.
Alternatively, they may grow both with respect to length and width to form disklike micelles
or some kind of bilayer structure [see Section 10 below]. The thickness, however, must be more
or less constant, approximately equalling twice the length of a surfactant molecule. The most
general form of a growing surfactant micelle is the so called tablet-shaped or triaxial micelle.
The tablet is characterized as having three dimensions (thickness, width and length) that may
be different from one another. An example is the triaxial ellipsoid, the model of which has
proven to be able to accurately fit small-angle scattering data of surfactant micelles. (Bergstrom
& Pedersen, 1999a; Bergstrom & Pedersen, 1999b).

9.1 Tablet-shaped micelles

In order to investigate the influence of the various bending elasticity constants on the width
and length of a tablet-shaped micelle, a theoretical model has recently been developed.
(Bergstrom, 2007) In this model a tablet-shaped micelle is considered as composed of three
geometrical parts: (i) a central planar bilayer surrounded by (i) two straight semi-cylindrical
rims and (iii) two semi-toroidal rims [cf. Fig. 12]. The planar bilayer is composed of a
rectangular part with length L and width 2R with two semi-circular parts with radius R at
each short side. The thickness of the bilayer part equals 2& and the radii of the cylindrical
and toroidal rims equal &

Fig. 12. Schematic illustration of a tablet-shaped micelle. (Bergstrom, 2007)

The free energy of a tablet-shaped micelle as a function of the dimensionless half width (r =
R/¢) and the dimensionless length of the central bilayer part (I = L/ &) have been derived
from Eq. (25) giving

B0 <o (1) +1)+ 2r(ar +20)8 o

where the reduced planar interfacial tension is defined as 4 Eézyp /kT'  and
a=2m(3k. +2k.~8¢k.H,) /KT +47h, f=nk (1-4EH,)/ kT +272 and 5=2zk, /KT are
three dimensionless parameters taking into account the bending free energy. The y~function
(0 < w< 1) equals unity in the limit r - 0 and zero as r — . (Bergstrom, 2007; Bergstrom,
2008b).
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Fig. 13. The average length (A) (solid line) and width (Q) (dashed line) of tablet-shaped
micelles plotted against the bending rigidity. The spontaneous curvature was set to Ho =

1/2&with £=12 A. fwas set equal to zero corresponding to the maximum attainable size of
the micelles. (Bergstrom, 2007)
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Fig. 14. The length-to-width ratio (A)/(Q) of tablet-shaped micelles plotted against the
bending rigidity. The spontaneous curvature was set to Hy =1/ & (solid line), Hy=1/2¢
(dashed line) and Hp=1/3¢& (dotted line) with £=12 A. fwas set equal to zero
corresponding to the maximum attainable size of the micelles. (Bergstrom, 2007)

The corresponding size distribution of tablet-shaped micelles has been evaluated by

inserting Eq. (34) in Eq. (23). As a result, by means of integrating over | the following
relation is obtained

£ T8 + 6y + 17

B+4ir

ﬂ'
mrc -T2

€—§y/(r)—7rﬂr—27r/1r2 dr (36)
(%

o'—.

From the length and width distribution function it is straightforward to calculate the
average width (Q) = 2((R) + ¢) and length (A) = (L) + (), in a dispersed phase of tablet-
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shaped micelles, as functions of the different bending elasticity constants. It appears that
k.Ho mainly influence the width of the micelles ((©) increases slightly with decreasing k.Ho)
whereas the length of the micelles increase significantly upon lowering the bending rigidity.
As a consequence, more disklike (I = 0 in Eq. (34) and Fig. 12) or oblate shaped micelles are
expected at high k. -values, whereas elongated worms or threads are expected at k. -values
below about kT [cf. Figs. 13 and 14]. For instance, spherocylindrical micelles (two
hemispheres attached to the ends of a cylinder, r = 0 in Eq. (34) and Fig. 12) are expected to
be present at large values of k.Ho and low k.. This behaviour may be rationalized as a result
of the property of k. to influence to what extent self-assembled interfaces are composed of
geometrical parts with different curvatures. For instance, the large difference in curvature
between the cylinder and hemispherical parts of a spherocylindrical micelle is favoured by
low k. -values. The saddle-splay constant contributes with a constant factor to the micelle
size distribution and influence the size of tablet-shaped micelles (including spherocylinders
and disks), but not the shape.

In the extreme case of long spherocylindrical micelles, the work of inserting an extra
molecule in the cylinder part of a micelle is much lower than the work (per molecule) of
forming an additional micelle with an extra pair of hemispheres. As a result, all surfactant
molecules that are added will be incorporated in the existing micelles and, as a consequence,
the micelles grow in length with increasing surfactant concentration in accordance with (L)
o @i, whereas the number of micelles is not changed. (Bergstrom, 2001b) Likewise, the
(volume-weighted) relative standard deviation reaches a maximum value of op/(L) =1 for
spherocylindrical micelles. This behaviour is in sharp contrast to what is predicted for
spherical or disklike micelles that form as the bending rigidity is large in magnitude. In the
latter case, the curvature of a single micelle is changed upon inserting an extra molecule
and, as a result, the work of forming an extra micelle is lower than the work of inserting the
same amount of molecules in the existing micelles. Hence, adding surfactant to a system of
spherical or disklike micelles increases the number of micelles, but does not change the
micelle size, and the micelles turn out be nearly monodisperse. As a consequence, both
growth rate and polydispersity of oblong tablet-shaped micelles are predicted to increase
with decreasing k. -values so as to finally reach the maximum values of long
spherocylindrical micelles.

Moreover, Eq. (36) sets the limits for the existence of a solution of thermodynamically stable
tablet-shaped micelles. (Bergstrom, 2007) According to Eq. (36), there is a maximum value
that @ may attain as the parameter S approaches zero. If the concentration of self-
assembled surfactant exceeds this maximum value it is required that £ =r =0 so as to fulfil
the condition of constant total surfactant concentration. There is no resistance for micelles to
grow in the length direction as f# and r reaches zero and, as a consequence, infinitely long
cylinders (r = 0), rather than discrete tablet-shaped micelles, are expected to form above this
critical concentration of surfactant. The surfactant concentration where the transition from
discrete tablets to infinite cylinders is expected to occur decreases with increasing values of

the effective bending constant k,; =2k, + EC .

9.2 Toruslike micelles
Alternatively, toruslike micelles (cylinder that is geometrically closed in a ring shape), rather
than infinite cylinders, may form at large ks -values, in the regime where tablets may not
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form. The free energy of toruslike micelles may be derived in a similar way as for tablets

giving (Bergstrom, 2008b)
E(’)zzm{m”kf[ 4 -1]} (37)

kT kT \ \r2 -1

where r = R/ £is the dimensionless torus radius and f = 7k, (1-4&H,)/ kT + 272 is defined
in the same way as for tablet-shaped micelles in Eq. (34). Toruslike micelles belong to a
different topology than tablets, with a single hole and a genus g = 1. As a result, the integral
over the Gaussian curvature in Eq. (26) equals zero and, as a consequence, k. is absent in Eq.
(37). From the Gauss-Bonnet theorem, this implies that tori are favoured at the expense of
tablets by large values of the saddle-splay constant.

The size distribution function for toruslike micelles equals

23 ® 2
B = 27 exp{—Zﬂﬂr _27k r[;— 1}:] dr (38)
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Fig. 15. Diagram showing regimes where toruslike, tablet-shaped and spherical micelles are
predicted to predominate at {Hy=1/2 (solid lines), {Ho=1/3 (dashed lines) and {Hy=1/4
(dotted lines). Surfactants do not self-assemble in an aqueous solvent below the dash-dotted

line, corresponding to k,; =2k, + k =o. (Bergstrom, 2008b)

By setting @uic = dor according to Egs. (36) and (38), we obtain the micelle predominance
diagram in Fig. 15. It is seen that toruslike micelles are expected to be found at large values
of k. and k,, whereas a transition to tablets (including spherocylinders and disks) is expected
as kg =2k +k, is lowered. As keyis further decreased, the tablets become smaller in size,
eventually ending up as spheres. As kysfalls below zero the surfactant may no longer form
micelles and is expected to be present as free surfactant [cf. Fig. 9].

A second type of abrupt transition is predicted from Eq. (36). (Bergstrom, 2007) In the
vicinity of Ho=1/4¢ tablet-shaped micelles grow considerably in both width and length to
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form large but discrete bilayer fragments. The width-to-length ratio is determined by the
magnitude of the bending rigidity and large circular disks may be present in so far k. is large
in magnitude and Ho 2 1/4¢&. As Hy is further decreased, ¢ic rapidly approaches zero and as
Hy falls below 1/4¢ thermodynamically stable micelles can no longer exist. Rather than
micelles, various types of bilayer structures appear to predominate as Ho < 1/4¢£. A micelle-
to-bilayer transition at Ho = 1/4¢ is also predicted from Eq. (38) for toruslike micelles.
(Bergstrom, 2008b)

The behaviour of surfactant micelles as a function of the various bending elasticity constants
is summarized in Table 1.

Micellar systems (Ho >1/4¢) | Small k. | Large k.
Small k. Rods Disordered Cylinders or Tori
Large k. Disks Ordered Cylinders or Tori

Table 1. The structural behaviour of self-assembled micellar systems with bending rigidity
and saddle-splay constant

10. Bilayers

10.1 Vesicles

As Hy < 1/4& amphiphilic molecules are predicted to self-assemble into various kinds of
bilayer structures. In comparatively small and discrete form, bilayers tend to close
themselves geometrically in order to eliminate their unfavourable edges and form vesicles
(spherical bilayer shells). Vesicles may be considered as made up of an outer, positively
curved (H > 0), and an inner, negatively curved (H < 0), monolayer [cf. Fig. 16].

Fig. 16. Schematic representation of a unilamellar vesicle with radial distance R to the
surface that divides the inner and the outer monolayers, the thicknesses of which are
denoted ¢ and &, respectively. (Bergstrom, 2001c)

The free energy of a vesicle may be derived in a similar way as for micelles giving (Helfrich,
1973; Bergstrom & Eriksson, 1996)

E(R) =47k +27,R) (39)
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where the bilayer bending constant
k, =4k (1-2&H,) + 2k, (40)

incorporates contributions due to the bending of a planar bilayer at constant interfacial area
[= Sﬂprz ]. Considering the entire bilayer as a closed interface gives a topology with genus
g =0. However, if we want to compare with tablet-shaped (g = 0) and toruslike micelles (g =
1), we must consider each single monolayer as an interface, and the vesicle as consisting of
two closed interfaces. As a result, the genus of a unilamellar vesicle equals g = -1 and,
consequently, the integral in Eq. (26) equals 87, and a term equal to 8k, appears in Eq. (39).
The size distribution of vesicles may be written as (Bergstrém, 2001c)

4n(kh, +2pr2)

B, = CONSEX jR“e dR (41)
0

Notably, the bending free energy (=47k;) is constant with respect to vesicle size, implying
that high values of k;; favours large vesicles. This is consistent with Eq. (41), according to
which the aggregation number (N) oc e~*"*»i. Hence, rather small unilamellar vesicles are
expected to form at comparatively low values of k; whereas, at higher ky;, the bilayers may
grow in to some more or less macroscopically large structure.

By considering Eq. (40) we may analyze the size of vesicles in terms of the three bending
elasticity constants. The vesicle size is expected to slightly increase with decreasing values of
k.Ho. This may be explained as a result of the fact that the different contributions to k.Ho
from the two oppositely curved monolayers, respectively, partly cancel one another.
However, the outer layer is always more voluminous than the inner layer and, as a result,
the net effect must be the vesicle size showing the same trend as a function of k.Hy as the
outer layer. The bending rigidity has a large influence on vesicle size, in contrast to the case
of spherical micelles and microemeulsion droplets. The reason for this has to do with the
geometrical heterogeneous nature of vesicles. Increasing values of k. favours a more
uniformly curved geometry as the curvature of the outer and inner layers both approaches
zero with increasing vesicle size. On the other hand, at low k. -values the free energy penalty
of accomplishing a large difference in curvature between the two layers is significantly
reduced, allowing for comparatively small vesicles. As a matter of fact, rather small and
thermodynamically stable vesicles have mainly been observed to be formed in surfactant
mixtures, particularly in mixtures of two oppositely charged surfactants. (Tondre & Caillet,
2001) As previously mentioned, k. is expected to be significantly reduced as two or more
surfactants are mixed, and the magnitude of decrease is particularly pronounced in mixtures
of oppositely charged surfactants. (Bergstrom, 2006b) Analogous to micelles, the aggregate
size is expected to increase with increasing values of the saddle-splay constant, in
accordance with the Gauss-Bonnet theorem.

10.2 Lamellar structures

The bending elasticity constants as the entire bilayer is regarded as an interface may be
expressed in terms of the corresponding constants for a single monolayer, i.e. H* = 0, k2 =
2k and k! =2k, - 8&k.H,. (Porte et al.,, 1989; Szleifer et al., 1990; Ljunggren & Eriksson,
1992) Since HY' is always zero for a thermodynamically equilibrated bilayer, more or less
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macroscopic bilayer structures, with a mean curvature of the bilayer close to zero, are
expected to be present as k;; assumes large values.

The most common type of lamellar structure is ordered sheets of planar lamellar bilayers
(Lo-phase). Since the two principal curvatures of planar geometry both equal zero (c;1 = ¢z =
0), it follows that H = K = 0 for the L,-phase. However, another set of morphologies of
bilayers with H = %2(c1 + ¢2) = 0 may be obtained by setting ¢1 = —>. These kinds of bilayer
interfaces, distinguished as having H = 0 and K = ¢1 2 < 0, are examples of minimal surfaces.
(Hyde et al., 1997) Macroscopic minimal surface bilayers are characterized as having a
topology with ¢ — «. As a result, minimal bilayer interfaces (§ — o, K < 0) are favoured at
the expense of macroscopic planar layers (g = 0, K = 0) by large values of k! =2k, —8&k.H, .
(Porte et al., 1989) Notably, low (possibly negative) values of the monolayer spontaneous
curvature Hy may cause k" > 0, although k. < 0. Minimal bilayer interfaces may be both
ordered (bicontinuous cubic lamellar structure, gyroids etc) and disordered (Ls-phase or
“plumbers nightmare”). (Hyde et al., 1997) It may be noted that analogous monolayer
structures (L,-phase, Ls-phase, bicontinuous cubic structure etc) may be formed in
oil/water/surfactant microemulsion systems as the monolayer spontaneous curvature Hy
0. (Jonsson et al., 1998).

The dependence of bilayer structure on the different bending elasticity constants are
summarized in Table 2.

Bilayer systems (Ho <1/4¢) | Small k, Large k.
Small k. Small Vesicles | Disordered bilayers
Large k. Large Vesicles | Ordered bilayers

Table 2. The structural behaviour of self-assembled bilayers as a function of bending rigidity
and saddle-splay constant
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1. Introduction

Biological membranes play a key role in structural-functional organization of any cells.
Membranes constitute 65% of the cell dry weight, of them 40% belong to lipids and 60% to
simple and conjugate proteins. Membranes separate cell into functional units (divisions); as a
result, cell operates as a complicated factory in miniature. Besides, membranes integrate the
operation of cell as a whole. Cell is an open system. It steadily exchanges weight, energy and
information with the environment. This process also involves the biological (cell) membranes.
All biological membranes are liquid-crystalline structures. They consist of phospholipids
bilayer, with simple and conjugate proteins immersed in it. These are various membrane-
bound enzymes, transmembrane carriers (of glucose, Na* and K* ions, and others), and
hormone receptors that serve as signal mechanisms of the cell.

Structure-forming bonds in liquid crystals are represented by covalent and hydrogen bonds,
hydrophobic and electrostatic interactions. These are the low-energy binding: covalent
bonds — 50-100 kcal/mol, hydrogen bonds — about 6 kcal/mol.

Between fatty acid tails of phospholipids there is a large amount of water dipoles. Such
structure of the membrane provides high mobility of its structural components relative to
each other. Membranes are reinforced by cholesterol molecules, which strengthen the
hydrophobic interactions.

Such membrane responds to external action as a cooperative system.

2. Changes in structure and function of erythrocyte membranes in vivo

These studies were performed with thirteen participants of a Russia-Canadian transarctic
ski transition "Dickson (Russia) - North Pole - Canada" within the polar day period
(Observation..., 1992). In this section, we present the results of analysis of the structural-
functional characteristics of erythrocyte membranes within a long (three-month) stay of
humans in arctic deserts.

2.1 Methodology
Erythrocyte 'shadows' were obtained at Dickson, the North Pole, and in Ottawa. The
objectives of this investigation were to study the viscosity, specific electrical conductivity,
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and the activation energy associated with ionic transport, to analyze the structure of the cell
membrane by infrared spectroscopy, and to determine Ky and Vmax for the Na*, K + -
ATPase. Observations were made over the temperature range 34-42 °C.

Viscosity and electrical conductivity were plotted against temperature, and the points of
phase transition (Tc) were determined for each sample. A shift in phase transition reflects
structural and functional changes in the membrane, with implications for Na*, K*-ATPase.
The activity of this membrane-bound enzyme depends strongly upon the degree of order in
the membrane (that is, upon the content of polyenoic fatty acids and cholesterol, the type of
phospholipids, the presence of their lysoforms and structural transitions).

The viscosity was measured in an ultrathermostat, by traditional capillary viscosimetry. The
speed of flow of a suspension of erythrocyte shadows through a capillary tube of known
diameter (0.34 mm) and length (100 mm) was determined under a standard driving pressure
(20 mm HyO). Viscosity was measured at intervals of 1 °C over the 34-42 °C range,
calculations being based on the equation:

P.=P,t /to @

where P, and Py are the viscosities of the phosphate buffer and the suspension of
erythrocyte shadows respectively, and tx and t, are the times for a fixed volume of the fluid
(0.1 ml) to pass through the tube. Over the chosen temperature range, the viscosity of the
buffer was 1 cP. The viscosity of the erythrocyte shadows was estimated to within 1 %
relative to this standard.

The electrical conductivity of a colloidal solution depends on the disperse and the dispersive
phases of the system (the number and motility of the colloidal particles, the size of their
charge, and the number and charge of the ions in solution.

The charge on the particles is given by:

Q=z-e-k(1+x-2) )

where z is the size of the particle, e is the dielectric strength, k is the electrokinetic potential,
and x is the thickness of the double electrical layer around a colloidal particle. The specific
conductivity C is then given by:

C= Q Vo Uo (3)
where v is the number of particles in 1 cm?, as determined from the ratio:
v =0.01/{4nZ3/3} “4)

The term 0.01 assumes that 1% of colloidal particles are in the solution. U, is the cataphoretic
mobility, determined from the expression:

U,=e -k/67P ()
where P is the viscosity of the solution. By substitution,
C=0.01-e2-k2- (1 +x2)/8n2- Z2P (6)

From this final equation, it emerges that the electrical conductivity of a colloidal system is
strongly influenced by the particle's electrokinetic potential, the dielectric strength, the
particle size, the thickness of the double layer and the viscosity of the solution. The
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equations presented are strictly limited to particles around 50 A in size, but the concepts can
be extended to larger particles, provided that the concentration and surface potential of the
colloid, and the concentrations of the potential-forming ions in solution are all low.
Biological membranes display some of the properties of liquid crystals. The temperature
dependence of conductivity of the erythrocyte shadows should thus be given by the
expression:

C = CyeFa/KT @)

where C, is a constant depending on the nature of the particle, K is Boltzmann's constant, Ea is
the activation energy, and T is the absolute temperature. The temperature dependence should
also be related to the number and motility of the carriers of current, according to the equation:

C=n-e-m, 8)

where n is the number of free charges, m, is the motility of the charge, and e is the charge on
an electron.

The experimental technique measured the resistance of suspensions of erythrocyte shadows
when these were placed in a cuvette with electrodes of known surface, separated by a
known distance. A 6-V, 2-kHz voltage was applied. Conductivity was then obtained as the
inverse of specific resistance. The concentration of the shadows was 0.46 mg/ml, measured
as a protein concentration, while the dispersing sodium/potassium/phosphate buffer had a
pH of 7.4 and an osmolality of 310 osm.

Structural changes in the erythrocyte membrane were also evaluated by infrared
spectroscopy. A suspension of the erythrocyte shadows (0.2 ml) was placed in a cuvette with
a calcium fluoride base, and was vacuum dried for 1.0-1.5 h at 3-4 °C. The film of dried
erythrocytes was then treated twice with phosphate buffer and was incubated at the desired
temperature for 30 min before vacuum drying at 21-23 °C for a further 15 min. Spectra were
determined on an(UR)-20 infrared spectrophotometer. Measurements were made of the half
widths of absorption at 1660 cm-! (corresponding to the C=O bonds in proteins), 1,000-1,100
cm? (the P - O - C bond in phospholipids), 1,500-1,700 cm? (C=O and NH bonds in
proteins), and 2,700-3,000 cm? (the C—H bonds in proteins and phospholipids), together
with the maximum intensity of absorption at 1,745 cm (C=O bond in phospholipids) and
the background intensity at 1,480 cm-™.

Since the erythrocyte membrane contains many proteins, it was not possible to translate the
spectral absorption into standard units of liters per mole per centimeter. Rather, the integral
of the absorption peak was expressed as square centimeters per gram of erythrocyte
shadow. An essentially equal total mass of erythrocytes was used for preparing test films at
the three sites (Dickson, 0.50 + 0.05, North Pole 0.49 £ 0.09, and Ottawa 0.41 + 0.06mg).

The spectrophotometer was calibrated using a polystyrol film. The relative error of the
absorption measurements was estimated at 1%.

2.2 Changes in viscosity during the ski trek

The initial viscosity of the erythrocyte “shadow” suspensions at a temperature of 34 °C was
1.85 cP. The viscosity decreased rather uniformly as temperature increased, both in Dickson
and in Ottawa (fig. 1), but the curve had an anomalous region between 36 and 38 °C.

In Canada, the phase transition was displaced upwards, by 0.5 °C, and changes in viscosity of
the erythrocyte shadows were more marked than in Dickson or at the North Pole (table 1). The
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data thus suggest that an increase in rigidity of the erythrocyte membranes developed during
the course of the trek, which reversed after completion of the mission. These changes can
probably be attributed to increases in lysoforms phospholipids, and lipid hydroperoxides. Not
only would such changes disturb hydrophobic interactions, making the membranes more
porous, but they would presumably increase interactions between proteins and lipids, making
the membrane more stable. Later, these changes may have been offset by an increase in the
number of newly formed erythrocytes, giving the increased delta viscosity seen in Ottawa.
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Fig. 1. Temperature dependence of viscosity of erythrocyte “shadows” on Dickson (1) and in
Ottawa (2)

Origin of the blood sample
Parameters
Dickson North Pole Ottawa
Point of Phase transition, °C 36.7+1.2 36.7+1.4 37.2+1.1
Viscosity Changes, kPa 0.305+0.063 0.220+0.091* 0.439+0.136*

Table 1. Changes in viscosity of erythrocyte 'shadows' over the temperature range 34-42 °C
(mean + SD)
* - Differences (p < 0,05) from Dickson

2.3 Changes in electrical conductivity during the ski trek

At low temperatures, conductivity showed an almost exponential relationship to
temperature, but at high temperatures the relationship (fig. 2). became more linear. The
transition from one pattern of temperature dependence to the other was smoother than that
observed in homogenous liquid crystals (table 2).

The transition points showed no significant differences between the blood samples collected
on Dickson, at the North Pole and in Ottawa. However, differences in activation energy
before and after the phase transition point indicate the structural change in the cell
membrane at 37-38 °C. Moreover, the ratios of activation energies at low and high



Thermodynamics and Mesomechanics of Nanostructural Transitions

in Biological Membranes as Liquid Cristals 319

temperatures changed over the trek, being highest at the North Pole. The increase in
activation energy at the North Pole, and subsequently in Ottawa, suggests that the small
ions (H*, K*, Na* etc) had less ability to compensate for their particulate charge in a
suspension of membranes with a lesser structural integrity (table 3).

Origin of the blood sample

Parameters
Dickson North Pole Canada
Point of Phase transition, °C 37.5+1.2 37.7+1.0 36.7+1.0
Changes in intrinsic electrical
1 1 0.131+0.035 0.101+0.029* 0.105+0.022*
conductivity, @ xm

Table 2. Changes in the phase transition point and intrinsic electric conductivity of
erythrocyte shadows over the temperature range 34-42 °C (mean * SD)
* - Differences (p < 0,05) from Dickson
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Fig. 2. Temperature dependence of electrical conductivity of erythrocyte “shadows” on
Dickson (1) and in Ottawa (2)

Origin of the sample Activation energy, cal/mg
Ea Ea, Eai/Ea;
Dickson 6.492 + 2.487 5.106 + 2.955 1.643 + 0.475
North Pole 7.325+2.707 3.148 £1.085 2.306 +1.051
Canada 11.771 £ 2.494 5.592 +2.045 2108 +1.012

Table 3. Activation energy (Ea) of erythrocyte 'shadows' at low temperature (Ea;) and high
temperature (Eay) parts of the dependence curve (mean + SD)
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2.4 Changes in Infrared absorbance during the ski trek

Absorption in the regions of C=0 bond (1.660 cm?) and the NH bond (1.550 cm) decreased
significantly as the temperature of the measurements was reduced, these changes being more
marked in the initial blood samples from Dickson than in the final specimens taken in Ottawa.
The Dickson specimens also showed a significant decrease in absorption at 1.645-1.650 cm-,
and at 1.635, 1.685 and 1.696 cm! (fig. 3). The difference between the two locations again points
to the development of structural changes in the proteins of the erythrocyte membrane.

As the measuring temperature was decreased, there was also a change in absorption at 1.070
cml, reflecting changes in the P-O-C grouping of the phospholipids, the difference
amounting to 9.8% at Dickson, 6.9% at the North Pole, and 7.9% in Canada (table 4). The P-
O-C region showed two maxima, at 1.070 and 1.090 cm, this being more marked in
Dickson than in Ottawa. Thus, changes in phospholipids also seem to have developed over
the course of the trek.

Origin of the sample Absorption intensity, % Al between 40 and 37 °C
1.660 cm-! 1.070 cm-? 1.660 cm1/1.070 cm-!
Dickson 8.87 +3.48 9.85+3.67 1.82+0.37
North Pole 7.52+4.00 6.92+2.31 2.61+0.21
Canada 5.87+3.12 791+4.75 2.54+£0.36

Table 4. Temperature dependence of integrated intensity of the infrared spectra of
erythrocyte “shadows” (mean + SD)
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Fig. 3. Infrared absorbance of erythrocyte shadows at Dickson, before trek: a. A = 1400-1800
cm, b. A =900-1300 cm-!
— 40°C; ____37°C
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