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Preface

Welcome to a new era in technology and connectivity where the Internet of Things 
(IoT) transforms our interactions with the world. Internet of Things – New Insights 
explores this dynamic and complex field, covering its technological evolution,  
diverse applications, key features, and synergy with other emerging technologies 
like Cyber-Physical Systems (CPS).

The journey of IoT is a fascinating exploration of innovation, tracing its evolution 
from early ubiquitous computing concepts to today’s interconnected ecosystem. This 
book highlights the milestones and emphasizes the importance of integrating IoT, 
investigating the interaction between physical and digital processes, enhancing capa-
bilities, and propelling advancements in automation, control, and decision-making.

As we embrace the boundless possibilities of IoT, it is also necessary to confront the 
challenges accompanying its rapid developments, deployments, and contributions 
to domains. Security concerns, interoperability issues, and ethical considerations are 
among the hurdles that demand thoughtful examination. The chapters in this book 
engage with these challenges, offering insightful perspectives and potential solutions. 
This helps to set the stage for a secure and resilient IoT landscape, paving the way for 
the transformative future discussed in the book.

This book is designed for a diverse audience, including researchers, professionals, 
curious enthusiasts, and students eager to understand the complexities of IoT. 
Whether you are an industry expert seeking in-depth insights or a student looking 
to grasp the fundamentals, the book provides a comprehensive overview, making 
IoT accessible and relevant. The targeted audience will benefit from real-world 
examples, challenges, and solutions, ensuring a valuable and enriching reading 
experience.

The journey does not end here. The future of IoT holds exciting possibilities, from 
integrating Artificial Intelligence and edge computing to the emergence of 6G 
connectivity.

This comprehensive exploration of IoT is enriched by a collection of ten diverse 
chapters selected through a rigorous peer-review process. Each contribution offers a 
unique perspective on the latest developments in IoT, ensuring a well-rounded and 
insightful journey through this dynamic field. The carefully selected chapters, 
authored by experts and researchers in the field, provide an in-depth examination 
of various facets of IoT, from its applications in smart technologies to challenges, 
solutions, and prospects. This collaborative effort establishes Internet of Things – New 
Insights as a valuable resource, showcasing the richness and depth of contemporary 
research in the IoT landscape.



IV

Chapter 1, “A Systematic Review on IoT-Based Smart Technologies for Seat Occupancy 
and Reservation Needs in Smart Libraries at Institution of Higher Learning”, examines 
IoT’s transformative impact on academic libraries. Through a systematic review, it 
navigates the challenges and solutions surrounding Smart Library Seat Occupancy 
and Reservation Systems, offering clarity on the evolving landscape.

Chapter 2, “Methods for Detection and Prevention of Vulnerabilities in the IoT 
(Internet of Things) Systems”, explores cybersecurity methods for detecting and pre-
venting vulnerabilities in IoT systems. It outlines signature-based and anomaly-based 
models, providing insights into safeguarding the interconnected world of IoT.

Chapter 3, “Applications of AI and IoT for Advancing Date Palm Cultivation in Saudi 
Arabia”, highlights the synergy of AI and IoT in advancing agriculture, specifically 
date palm cultivation in Saudi Arabia. The chapter delves into applications in preci-
sion irrigation, smart systems, cold storage management, and quality optimization, 
offering a glimpse into the future of smart agriculture.

Chapter 4, “Application of Internet of Things (IoT) in Biomedicine: Challenges and 
Future Directions”, bridges the gap between IoT and health care by addressing the 
slow adoption of IoT in health care, exploring the Internet of Medical Things (IoMT) 
and its applications in biomedicine.

Chapter 5, “A Survey on IoT Fog Resource Monetization and Deployment Models”, 
explores the economic aspects of IoT, focusing on fog resource monetization. Delving 
into hybrid architectures and multi-hop IoT strategies offers insights into optimizing 
IoT deployments, particularly in remote environments.

Chapter 6, “Design and Implementation Smart Petrol Station Using Internet of 
Things”, highlights the automation of petrol stations. This chapter pioneers the design 
of a Smart Petrol Station, leveraging RFID technology, Wi-Fi modules, and advanced 
encryption protocols. It exemplifies the integration of IoT for operational efficiency 
and security.

Chapter 7, “Hybrid Architectures to Improve Coverage in Remote Areas and Incorporate 
Long-Range LPWAN Multi-Hop IoT Strategies”, explores hybrid architectures for 
improving IoT coverage in remote areas. By combining various technologies and 
emphasizing Low Power Wide Area Networks (LPWANs), this chapter charts a 
course for enhanced IoT connectivity in challenging environments.

Chapter 8, “IoT and Energy”, examines how IoT revolutionizes the energy sector. 
The chapter explores real-time data collection, AI integration, and edge computing, 
offering a roadmap for a sustainable and technologically advanced future in energy 
management.

Chapter 9, “Effective Screening and Face Mask Detection for COVID Spread Mitigation 
Using Deep Learning and Edge Devices”, addresses the urgent challenges posed by the 
COVID-19 pandemic. The chapter illustrates innovative solutions for effective screen-
ing and face mask detection through deep learning and edge computing, contributing 
to global efforts to mitigate the virus’s spread.

V

Finally, Chapter 10, “Smart Healthcare at Home in the Era of IoMT”, presents the 
integration of IoT with the IoMT in smart homes utilizing Digital Twins, machine 
learning algorithms, and human action recognition to enhance health delivery. 
The chapter introduces Smart Healthcare at Home (SHAH), offering a personalized 
and convenient healthcare experience. This chapter provides valuable insights into 
the technical components, design rationales, and challenges of implementing SHAH 
systems.

New Insights into IoT: As we conclude this exploration, we must recognize IoT’s 
new insights into the technological landscape. The potential of IoT lies not only in 
connecting devices but also in the vast opportunities for data collection, analysis, 
and intelligence. The convergence of IoT with other cutting-edge technologies opens 
new horizons for innovation, offering a glimpse into a future where interconnected 
devices seamlessly communicate, collect meaningful data, and contribute to the 
growth of intelligent ecosystems. This book is your guide to understanding the 
present and envisioning the limitless possibilities that lie ahead in the ever-evolving 
landscape of the Internet of Things. Embark on this journey and discover the trans-
formative power of IoT.

Maki K. Habib
The American University in Cairo,

New Cairo, Egypt
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Chapter 1

A Systematic Review on IoT-Based 
Smart Technologies for Seat 
Occupancy and Reservation Needs 
in Smart Libraries at Institution of 
Higher Learning
Magauwane Reneilwe Maepa and Michael Nthabiseng Moeti

Abstract

The introduction of industry 4.0 technologies, including artificial intelligence 
(AI), the Internet of Things (IoT), and other cutting-edge technological develop-
ments, has completely transformed traditional library practises in higher education. 
Despite the topic’s unquestionable importance, the main objective of this chapter is to 
address the effects of IoT technology and it is inconsistent and dispersed. However, 
there are various challenges, such as accurate reservation methods, real-time seat 
occupancy tracking, and reservation time estimation. To discover, compare, and char-
acterize current investigations in the Smart Library Seat Occupancy and Reservation 
system (SLSORS), this proposed book chapter examined articles published between 
2016 and 2022. In the SLSORS, we will also give a thorough taxonomy and perform 
a technical analysis of the articles. This provides the much-needed clarity regarding 
the problems associated with SLSORS and their available literature-based solutions. 
The fundamental taxonomy is framed by the reservation security, seat reservation, 
seat selection, and seat availability criteria. Thus, the benefits and drawbacks of 
the selected approaches are also offered, along with a full comparison of evaluation 
methodology, evaluation tools, and evaluation metrics. Furthermore, this chapter 
incorporates all processes and method for SLSORS and drew attention to the ongoing 
challenges that this chapter is seeking to address.

Keywords: Internet of Things (IoT), radio frequency identification (RFID), force 
sensitive resistor (FSR), smart library, seat occupancy and reservation, wireless sensor 
network (WSN)

1. Introduction

The Internet of Things (IoT) has grown more popular and accepted in the library 
industry to improve operations, thanks to the increasing use of smart devices and 
fast networks. As a result, the use of Internet of Things (IoT) in libraries has raised 
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discussion in the academic community. Devices may now connect directly with one 
another and with the cloud thanks to IoT, which improves the delivery of services in 
businesses. The requirement for real-time information and high-quality data is gradu-
ally growing, particularly for seat occupancy status and reservation in the libraries, as 
more students are admitted each year. Smart technologies are also being used in every 
aspect of library services and workflows. To improve the service experience for users, 
libraries have shown persistence in implementing new technologies.

IoT is the collective term for any connected devices that use the Internet to col-
lect data that can then be used to automatically monitor and operate objects without 
the need for human interaction. Most studies found that numerous new technology 
inventions trending nowadays are more advantageous because they can really sim-
plify our lives. Of which one of the foremost drivers of the future smart spaces is the 
Internet of Things (IoT) [1–3]. Boboc and Cebuc [4] define IoT as the sum of devices 
interconnected over the Internet, with data collection ability to monitor and control 
things remotely without human intervention. Therefore, the application of IoT will 
enhance the value of education process in the education environment because it will 
allow students to learn quickly [5].

Similarly, Abuarqoub et al. [1] also describe IoT as a system that connects daily 
things embedded with electronics, software and sensors to the internet enabling them 
to gather and exchange data. According to Bayani et al. [2], IoT is utilizing smart fea-
tures of Radio Frequency Identification (RFID) and Wireless Sensor Network (WSN) 
technologies to change everyday life. Hence, its objective is to enhance our everyday 
devices and appliances to be less sophisticated, automated, flexible and highly acces-
sible at any time, from anywhere, by any user across the world [1].

According to Brian et al. [6], the principle of developing a connected library 
system where the user can use their mobile phone to connect to the library system 
is advantageous and beneficial since almost everyone nowadays has a smartphone 
device. Upala and Wong [7] and Daniel et al. [3] concurs that IoT can connects 
numerous devices to expand operational efficiency, real-time visibility, and user 
learning experiences because of its outstanding potential in the education sector. 
They revealed that new research opportunities and feasible solution are possible 
through the development of smart library system utilizing IoT.

It is therefore undeniable that the application of IoT promises a brighter future 
for libraries [8], but scholarly research is needed to determine how well libraries will 
embrace this trend considering its prospects and challenges. Numerous research has 
been done on the implementation of smart-library seat occupancy and reservation 
to provide students with the luxury of checking seat occupancy status and reserving 
seats online without librarian interaction Maepa and Moeti [9] utilizing various IoT 
technologies. And also challenges, drivers, and obstacles were also discussed from a 
variety of angles Daniel et al. [3] have all conducted several previous literature review-
based studies to evaluate the development, trends, gaps, and future research direction 
in the IoT sector. Although numerous studies have examined IoT-based research from 
various angles and for various amounts of time [1–3, 7, 9]. Even though the use of IoT 
in libraries is growing and that there is an increase in research into the topic [10], a 
study that looks at libraries in developing nations reveals a knowledge gap.

To ascertain the validity of the aforementioned assertions, it may be helpful to 
conduct a systematic literature review (SLR) study to see if there have been any 
empirical studies that examined IoT and the technologies that it enabled for seat 
reservation needs in smart libraries. Therefore, the objective of this book chapter 
is to conduct an SLR in order to (i) ascertain whether empirical studies have been 
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conducted that address the effects of IoT technology and its inconsistent and dis-
persed nature for seat occupancy and reservation needs in smart libraries, and (ii) 
discover, compare, and characterize current investigations in the SLSRS and (iii) 
determine from which databases such studies, if any, are extracted. Even though 
there are existing reviews that looked at the emerging smart library systems using IoT 
technologies, this research is different as is only focusing thoroughly on the element 
of seat occupancy and reservations to improve library usage as a step to enhance 
academic excellence and time management. This book chapter seeks to respond to the 
following research queries (RQs) by reviewing the available research.

• What are the benefits of IoT-Based smart library seat occupancy and reservation 
systems?

• What are the existing technologies and methodologies that enable IoT-Based seat 
occupancy and reservation in smart libraries?

• What are the main unresolved problems, potential developments, and difficul-
ties in IoT-based smart library seat occupancy and reservation systems?

This Chapter used primary research publications to conduct an in-depth investiga-
tion into the present drawbacks and advantages of smart library seat occupancy and 
reservation systems and to better comprehend the various models put forth by vari-
ous writers. Illustrated are the various holes and restrictions in the current IoT-based 
seat occupancy and reservation systems. Consequently, the chapter excludes other 
library management systems providing support for teaching and learning activities 
such as obtaining and reserving library books.

2. Literature review

This section begins with a study of the Internet of Things and its characteristics 
before highlighting the shortcomings of the present smart library systems using IoT 
technology. This will assist identify the gap that exists in the systems already in use. 
Before illustrating the quality of seat occupancy and reservation, a description of SA 
university library operations, smart systems, and IoT-based smart library systems 
is given. By highlighting the gap in the literature, outlining the shortcomings of the 
current seat occupancy and reservation systems, and concluding with a summary of 
the chapter, related works are accessed to provide a thorough understanding of the 
IoT-based smart library seat occupation and reservation systems currently in use.

2.1 The nature of the Internet of Things

The Internet of Things (IoT) is the trending technology that simplifies lives nowa-
days and it also enables the real, digital and virtual convergence to develop smart 
surroundings that make energy, transport, cities and many other areas more intel-
ligent [4]. Internet of Things describes a system that connects daily things embedded 
with electronics, software and sensors to the Internet enabling them to gather and 
exchange data [1]. According to the Jayawardena et al. [11], four communication 
models, namely device-to-device, device-to-cloud, device-to-gateway and back-end 
data sharing, affect the IoT. These four communication models describe how IoT 
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objects connect with one another to exchange data. Organizations can effectively 
leverage the adaptability of IoT connections to suit their various purposes by utilizing 
the various communication methods. The Internet of Things (IoT) is the connecting 
of common objects or things for interaction and data sharing for planning, process-
ing, or decision-making, as can be inferred from the aforementioned.

According to Boboc and Cebuc [4], all tangible and intangible things in our daily 
life are predicted to be connected to the Internet purposely to advance the way people 
live, work or interact. Nevertheless, Goyal et al. [12] stated that IoT affords all tan-
gible and intangible things with unique identifiers (UIDs) and the ability to transfer 
data over a network without needing human-to-human or human-to computer 
interaction. Hence, its objective is to enhance our everyday devices and appliances 
to be less sophisticated, automated, flexible and highly accessible at any time, from 
anywhere, to any user across the world [1]. For this reason, IoT has bridged across 
various application fields, and it combines many technologies [13].

Boboc and Cebuc [4] defined Internet of Things as an innovative technology that 
incorporates billions of smart objects into our daily life to enhance social, technical, 
and economic benefits. According to Mohamed et al. [5], the application of Internet 
of Things will enhance the value of education process in the education environment 
because it will allow students to learn quickly.

2.2 IoT technologies

IoT links heterogeneous items together, using embedded systems, such as wire-
less connectivity, computers and wireless smart sensors. According to Jha et al. [14], 
there are several technologies utilized by IoT such as Internet protocols, communica-
tion technologies, CPS, WSN, RFID, and condition awareness [15]. They further 
categorized devices like storage devices, servers for computing data, security devices 
for protection, control devices, devices for sensing, capturing, and generating data 
and some portable devices as the hardware part of IoT. Similarly, Alam et al. [16] 
highlighted the fact that a few of the technologies related to IoT-enabling include 
actuator, radio-frequency identification (RFID), wireless sensor network, Near-Field 
Communication (NFC), M2M communication, and IPv6 over Low-Power Wireless 
Personal Area Networks (6LoWPAN).

Furthermore, Goyal et al. [12] stated that IoT devices which are utilized for moni-
toring and tracking comprise of small silicon chips with finest processing capabilities. 
Communication technologies like GPRS, GSM, Mesh Network, LTE, ZigBee and 
Wi-Fi are utilized. Contrasting to this, technologies such as NFC, RFID, GNSS & BLE 
are employed in tracking. However, for detecting vibration, pressure, temperature 
and humidity, it uses sensors powered by small battery, short burst power bank and 
solar energy [12].

According to Bansal and Kumar [17], IoT works with emerging technologies like 
big data, artificial intelligence, Wi-Fi, networking technology and sensing instru-
ments because it is an analytical system. This supports the idea that IoT works best 
when combined with a variety of technological solutions. However, Albishi et al. [18] 
noted that the majority of IoT frameworks call on technologies including networking 
setups, cloud computing setups, internet, and other software applications. Hence, 
they recognized situation awareness and cognition, autonomy, cloud computing, 
semantic technologies and semantic technologies as linked future internet technolo-
gies for the Internet of Things.
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Berek [19] stated that the RFID technology has been used in libraries for years 
and since its appearance, there has been remarkable solutions applied in the libraries 
field according to their special requirements. Libraries are gaining new opportunities 
owing to the continuous technological growth. In accordance with Li [20], RFID is a 
wireless, non-contact technology that transmits data from a tag connected to a device 
to track and identify it. Hence, Misra et al. [21] noted that the use of RFID in IoT 
will support wireless connectivity of small devices and help maintain track of smart 
objects within the IoT framework in real time. Thus, Radio frequency waves are used 
for data exchange in the IoT and RFID technology combination to improve device 
connectivity. Nevertheless, businesses utilizing the IoT framework can connect vari-
ous kinds of products devoid of transducers like wireless sensors and actuators. As a 
result, organizations like libraries can set up self-service features, maintain security 
and keep an eye on operations thanks to RFID.

2.3 Characteristics of IoT

IoT describes a system that connects daily things embedded with electronics, 
software and sensors to the internet enabling them to gather and exchange data [1]. 
According to Mohamed et al. [5], IoT is one of the internet phenomena that has 
successfully disrupted our daily life. Hence, it has grown more popular and accepted 
in the institutions of higher learning to improve operations, thanks to the increasing 
use of smart devices and fast networks [3]. Thus, IoT has made it possible for devices 
to link directly to one another and to the cloud, which improves service delivery and 
management strategic planning in businesses [12]. Hence, Sundaravadivazhagan et al. 
[22] and Bayani et al. [2] characterized IoT as follows:

• Connectivity: Internet connectivity is attached with in the devices and sensors.

• Communication: Everything is unified with comprehensive evidence and com-
munication structure.

• Things related services: IoT is capable of traditional and non-traditional 
computer things related services.

• Security: IoT may be transmitting sensitive data, it is very significant to give 
data privacy and security.

• Energy Efficient: The IoT devices should have power backup.

• Sensing: It is an important supporting device in IoT.

• Heterogeneity: The IoT devices based on hardware and network platforms.

• Dynamic Environment: The IoT devices support a dynamic environment.

• Enormous scale: The IoT technologies support to control a greater number of 
devices which interact.

These characteristics are depicted as follows (Figure 1).
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2.4 IoT applications

The Internet of Things (IoT) applications are categorized into a wide range of 
application domains, including wearables, smart homes, smart cars, smart infra-
structure, smart healthcare, agriculture, manufacturers, supply chains, logistics, 
social and business applications [23]. As more devices connect to the Internet and 
become IoT enabled, the number of IoT applications is growing [24]. Today’s com-
monplace applications make use of smart devices. They can ‘speak’ with one another 
and exchange vital information and data [10]. Hence, the adoption of traditional 
distributed system programming methods is hindered by the unique characteristics 
and needs that each application area possesses [23].

2.5 Smart systems

In the academic community, the term “intelligent” or “smart” systems refers 
to a wide notion with the aim of maximizing productivity through the applica-
tion of cutting-edge information, communication and computing technology [1]. 
The advancements in general IoT research provided the ability to utilize intelligent 
systems in industrial applications. The idea of “smart” in this context, has more in 
common with Industry 4.0 than with conventional logic. It includes complex logical 
operations and algorithms; it is not merely limited to simple logical operators. While 
describing systems as “smart,” there have been some misconceptions in this area of 
research. Often, researchers will classify a wireless or automated system as “smart”. A 
machine that relies on input signals, range comparisons, triggers and output, cannot 
be referred to as intelligent and is merely an automated system. The use of smart tech-
niques in emerging systems is assisting in reducing times, the demand for manpower, 
and the level of skill required to maintain the systems and improve the quality of the 

Figure 1. 
IoT characteristics (adapted from: [2, 22]).
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output. Using cutting-edge learning methods, such as machine learning, IoT and AI 
can strengthen and broaden this idea [25].

There are several practical uses for IoT technology, including Industry 4.0, smart 
agriculture, smart cities, smart transportation, smart homes, eHealth, and wearables 
[25–27]. According to Boboc and Cebuc [4], all tangible and intangible things in our 
daily life are predicted to be connected to the Internet purposely to advance the way 
people live, work, or interact. Hence, Industry 4.0’s objective is to enhance our every-
day devices and appliances to be less sophisticated, automated, flexible and highly 
accessible at any time, from anywhere, to any user across the world [1].

2.6 Development of the IoT-based smart library

Naturally, the term “smart library” implies that libraries have developed to the 
point where they are now a crucial element of smart cities or smart university cam-
puses [19]. Smart technologies are also being used in every aspect of library services 
and workflows. To improve the service experience for users, libraries have shown 
persistence in implementing new technologies. As a result, the use of the Internet of 
Things (IoT) in libraries has raised discussion in the academic community. Devices 
may now connect directly with one another and with the cloud thanks to IoT, which 
improves the delivery of services in businesses. It is undeniable that the application 
of IoT promises a brighter future for libraries [8], but research is needed to determine 
how well libraries will embrace this trend, considering its prospects and challenges. 
Even though the use of IoT in libraries is growing and that there is an increase in 
research into the topic [10], a study that looks at libraries in developing nations 
reveals a knowledge gap.

2.6.1 Components of an IoT-based smart library

The traits and elements of a smart library can be divided into three categories, 
namely smart people, smart services and smart technology [28]. These elements 
working together, is a prerequisite for a smart library. At the same time, the smart 
library cannot be realized if any one of the following conditions are not met:

• Smart technology - The library accepts the technological advancements 
requested by its patrons because they are already prevalent in all facets of 
modern life.

• Smart services - To meet user needs, services should be planned and imple-
mented. At this level, operations can be user-friendly and service oriented.

• Smart People - At this level the library patrons in addition to the personnel are 
also considered.

Users must demand the possibilities provided by new technologies, but librar-
ians must also be able to explain the new method of working to library patrons and 
educate them about it, in addition to simply understanding it themselves. These 
elements interact, but they also reinforce and strengthen one another in all directions. 
The component parts work together to create a complicated whole.

The availability of technology is one of the elements that defines smart libraries 
[10]. The way services are organized will be affected by how technology is adapted 
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and used in other fields. The online systems of the library are made possible by a 
variety of technologies, including wireless systems, RFID, LED and the Internet of 
Things (IoT) technology [13]. Although it may be argued that these technologies 
alone do not form a smart library, it is impossible to develop the services that today’s 
library customers have come to expect without them [10].

2.6.1.1 Challenges of IoT in libraries

The current condition of IoT in libraries in developing nations varies from one 
library type to another and from one country to another, even though technological 
maturity is a factor in adopting improvements [3]. According to Patel et al. [28], opti-
mal resource management is still a difficulty, given that IoT infrastructure is unevenly 
spread globally and is focused on high-income nations, even though the integration 
of intelligent technology offers limitless potential in precise university libraries. 
This suggests that the existing level of universities involvement in IoT deployment is 
insufficient to ensure the innovation is adopted as best as possible [10]. Hence, Bayani 
et al. [2], mentioned that universities should build up systems that encourage the use 
of new technologies to assist technical advancements. Their assistance in assuring 
a steady electrical supply, lowering ICT tariffs, and guaranteeing greater network 
bandwidth with improved connectivity in pub spaces would therefore be expected to 
influence libraries in poor countries to adopt IoT [28].

According to Liang [10], high security and privacy standards are necessary for IoT, 
which is why they have turned into elements influencing its acceptance. The author 
pointed out that while using the IoT, libraries need to warn users about the potential 
vulnerability of their network, hardware and software. Additionally, there is a risk 
that some of these devices or connecting tools could have user interface vulnerabili-
ties when multiple devices are interconnected or made to perform interactively [23]. 
This creates significant privacy and security concerns for IoT applications in libraries. 
Libraries must therefore implement measures to protect their infrastructure from any 
risks and hazards posed by IoT applications [10, 23].

The adoption of a certain technology used in IoT may be impacted by physical 
risk, which is a person’s concern that it could be harmful, dangerous, or unhealthy, 
according to Mani and Chouk [24]. Therefore, when library staff and customers 
perceive using IoT as being of high risk, it will have a negative impact on its uptake.

2.6.1.2 Overview of the library seat occupancy and reservation systems

According to Daniel et al. [3], the IoT model has been espoused in all study fields 
with emphasis on the connection of everything to the Internet. The Internet of Things 
is shifting generations from predictable systems to SMART systems and is mostly 
employed in urban areas [29]. Nevertheless, it has some implementation difficulties, 
such as the cost of IoT devices, its development and outline, technical standards 
and flexibility [7]. However, as declared by Daniel et al. [3], the adaptation of these 
technologies in the library system eases challenges faced by management concerning 
to self-servicing, monitoring and tracking of resources in the library.

This overview of the library seat occupancy and reservation systems further 
analyses the applications and functionalities of the existing IoT-based seat occupation 
and reservation systems and identifies the possible methods, tools and techniques for 
implementing an IoT-based smart library system.
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Most studies found that the use of numerous new technological inventions devised 
nowadays, are more advantageous because they can really simplify our lives [30–32]. 
One of these numerous new technological inventions and foremost drivers of the 
future smart spaces, is the Internet of Things (IoT) [1–3]. Boboc and Cebuc [4] define 
IoT as the sum of devices interconnected over the Internet, with data collection ability 
to monitor and control things remotely without human intervention. Therefore, the 
application of IoT will enhance the value of the educational process in the education 
environment because it will allow students to learn quickly [5].

Similarly, Abuarqoub et al. [1] describes IoT as a system that connects daily things 
embedded with electronics, software and sensors to the Internet, enabling them to 
gather and exchange data. According to Bayani et al. [2], IoT is utilizing smart fea-
tures of Radio Frequency Identification (RFID) and Wireless Sensor Network (WSN) 
technologies to change everyday life. Hence, its objective is to enhance our everyday 
devices and appliances to be less sophisticated, automated, flexible and highly acces-
sible at any time, from anywhere, by any user across the world [1].

According to Brian et al. [6], the principle of developing a connected library 
system where users can use their mobile phones to connect to the library system, 
is advantageous and beneficial, since almost everyone nowadays has a smartphone 
device. Upala et al. [7] and Daniel et al. [3] concur that IoT can connect numerous 
devices to expand operational efficiency, real-time visibility and user learning experi-
ences, because of its outstanding potential in the educational sector. They reveal that 
new research opportunities and feasible solutions are possible through the develop-
ment of a smart library system utilizing IoT.

2.6.1.3 Using the RFID technology system in libraries

There are many places that are currently equipped with sensors for temperature 
detection, traffic automation, and vehicle and UAV autopilot [2]. Thus, IoT and 
its supporting technologies, such as M2M communications, V2V communications, 
RFID and NFC may power a variety of applications. Nevertheless, Bayani et al. [2], 
stated that IoT has a promising future with the increasing connectivity of devices and 
objects.

RFID is a barcode replacement that employs tiny microchips in tags to store and 
send extensive data in the database about the item being tagged [33]. Nevertheless, 
Hirekhan [34] described it as the usage of microchips and library cards, enabling 
clients to check out items by going through a self-service station equipped with an 
antenna that transmits low frequency radio waves. Hence, it is pointed out that it can 
be used to identify, track, sort, or detect library holdings at the circulation desk and 
during daily stock maintenance [34]. The notion of RFID can be compared to that of 
an electronic barcode. An RFID system primarily consists of the following four parts:

• RFID transponders or tags that have been electronically programmed with 
special data.

• Tag-querying sensors.

• An antenna.

• Server on which the integrated library software’s interface program is loaded.
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This technology made up of smart RFID labels, related hardware and software, 
gives libraries a better way to manage their collections while also giving their custom-
ers better service [35]. RFID-tag reading does not require manual interactions. The 
functions and advantages provided to the library with the utmost care using RFID 
technology include the reducing of manual involvement, reduced manual errors, and 
enabling quick book issuing, reissuing and searching [36]. Below are the advantages 
of RFID system:

Rapid Charging/Discharging: The usage of RFID shortens the time necessary to 
complete circulation processes. The information from RFID tags can be read much 
more quickly than from barcodes, and multiple objects in a stack can be scanned at 
once. This accounts for the biggest time saving. Despite being originally unreliable, 
the anti-collision algorithm that enables the charging or discharging of a whole stack 
currently seems to be performing smoothly since then.

Patron Self-Charging/Discharging Simplified: For patrons’ self-charging, there has 
been a noticeable improvement because they are not needed to meticulously position 
materials within a specific template and they are able to charge multiple products at 
once. When customers self-dispense, staff no longer have to do the work. The installa-
tion of backdrop readers significantly relieves the staff ’s work.

High Reliability: You may rely on the readers. To detect the items leaving a library, 
certain RFID systems incorporate an interface between the exits sensor and the 
circulation system. If a customer hurries out of the library without being too closely 
observed, the library would at least be aware of what had been taken. The library will 
be able to identify who takes an item out without paying for it if the user card also 
includes an RFID tag. This is accomplished by creating a bit that serves as the “theft” 
bit and turning it off, both while charging and discharging.

Long Tag Life: Finally, RFID tags have a longer lifespan than barcodes since noth-
ing touches them. Most RFID providers state that a tag can withstand at least 100,000 
transactions before perhaps needing to be changed [37].

2.7 Gaps in the literature

Research on finding a solution to the issue of seat occupancy has increased 
recently. Upala et al. [7] constructed an IoT setting in an academic library, embedded 
with a security parameter of “face recognition” for user identification within library 
management. This was done in order to support library space management; such as 
study room occupancy service by using IoT applications. Their proposed solution was 
considered a quality intelligence system as it afforded participants such as students, 
staff and authorized users with a secured real-time view of library assets, to justify 
study room or conference room usage. However, their focus was on seat occupancy 
which does not include seat reservation. They define libraries as vital fragments 
of the educational system, used to advance our knowledge. Hence, several societal 
backgrounds have advanced because of the growth of IoT development of which the 
traditional library system is one [2].

Similar to Hoang et al. [31], Yahaya et al. [32] constructed a seat occupancy detec-
tor system, with both systems in the same context; using capacitance sensors as an 
innovative method to differentiate the seats occupancy by either subjects or objects. 
Both their systems were developed using a Raspberry Pi as main controller, integrated 
to a Wi-Fi module, along with a capacitance sensor chip. Their projects were intended 
to ease the congestion, especially during or before the test week and exam time, as 
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these periods are a recurring problem for most libraries. Although, their results were 
unreliable as they failed to distinguish whether a seat has been occupied by a person 
or an object, they nevertheless showed the seat occupancy status. Hence, they pointed 
out that there is a need to advance their analytical algorithms to accurately distinguish 
the occupancy detection states.

Torres and Paul [31] employed a library seat occupancy counter to gather daily 
counts over time that would specify patterns in student preferences for study spaces 
and to also use that information to advance several library services. The researchers 
employed Microsoft Paint (MS Paint), Excel and Qualtrics (a survey and research-
ing tool) [31]. However, their study does not report on how students engaged with 
space, and it also required student workers to manually enter the number of students 
occupied seats and their preference to get daily counts. Their methodology is not reli-
able as it could lead to students entering erroneous data which could produce invalid 
counts. Hence, they suggested that there is a need to develop a real-time seating 
visualization that would be available via an app, which could enable library users to 
check and reserve available seat based on their preference [31].

The issue of managing library seats was also addressed by Daniel et al. [3]. They 
described the planning and implementation of a solution that combined hardware 
and a web application to allow students and librarians to verify the identification of 
library seat occupants and the status of library seat occupancy from any location at 
any time over the Internet, using their devices or the display system at the library 
door. In the library, the prototype system of Daniel et al. [3] significantly reduced the 
amount of time students spent looking for a seat and making or receiving phone calls 
to other students. Nevertheless, their Web Application did not have any integrated 
privacy or visibility features.

Nevertheless, library users could not reserve a seat; their system only permitted 
the luxury of seat occupancy and monitoring. Daniel et al. [3] developed a prototype 
of a smart library seat occupant and occupancy information system, made of pressure 
(force-sensing resistor) and RFID sensors for library seats, which send real-time seat 
utilization status to the web application. The researchers recommended including a 
feature that would permit seat occupants to take a little break (reserve) while in the 
library in the future’s smart library systems [3]. This is the gap that the researcher is 
hoping to fill with the current research.

Several studies were conducted in other countries regarding this most relevant 
concept of ‘smart library’ [31–32]. Researchers such as Brian et al. [6] and Bayani 
et al. [2] focused on helping students to find available books and reserving them 
online. However, most other studies focused on seat occupancy and seat monitor-
ing [3, 31–32]. Nevertheless, to this date, as far as could be established, no one has 
attempted to investigate the smart library seat occupancy and reservation in SA.

According to Daniel et al. [3], “there is a need to integrate the University map into 
the web application to enable students within the university premises to reserve seats 
with their Unique Identification (UID), based on the estimated time of arrival at the 
library”. This means that there is a gap in the literature and research on seat reserva-
tion based on estimated arrival time and reliable seat occupancy status, which needs 
to be filled.

Based on the main problem discussed in the problem statement, there is a need 
of inventing better, efficient, and convenient ways of saving time and energy to 
enhance academic services and excellence. Since technology is growing continuously, 
we should embrace it and advance with it too. As a result, several contemporary 
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technologies have been developed to integrate library seats with smart devices that 
enable library users to locate the study sections with open seats, thus resolving the 
issue of seat availability or reservation. Most commonly, these technologies make use 
of Internet of Things (IoT) and wireless sensor networks. The below Table 1 shows a 
summary of different research methods, their results, research gaps and similarities 
on smart library seat occupancy and reservation systems as explained above under the 
heading named gaps in the literature. Table 1 content described as follows:

Reference source - displays the names of the author(s) involved in the research 
study

Research problem – shows the research problem that the author(s) were trying to 
solve.

Research methods – a list of all the research methods the authors used to address 
the specific research problem.

Research result – demonstrates the solution the authors came up with for the issue 
they identified.

Reference 
Source

Research Problem Research 
Method(ology)

Research Result Research gap(s) and 
similarity/difference

Upala and 
Wong [7]

To construct an IoT 
setting in academic 
library embedded with 
security parameter of 
“face recognition” for 
user identification within 
library management; 
to support library space 
management such as 
study room occupancy 
service using IoT 
applications.

LBPH face 
recognition 
algorithm
ThingSpeak channel
Up-squared board
ultrasonic sensor
ThingSpeak cloud.
SQLiteStudio 
database
Python

The resulting 
logs have all the 
specific
details about 
individual sensor 
data entry. The
effectiveness of 
the occupancy 
sensor detection.
No privacy and 
security on user 
information.

Their system only 
permit the luxury of 
seat occupancy and 
monitoring.
Qualitative and 
quantitative data can 
be collected to learn 
what students like 
to do in the library 
space and provide 
deep understanding 
for library space 
management.

Daniel et al., 
[3]

the design and execution 
of a resolution merging 
hardware and web 
application that 
permitted students and 
librarians to authenticate 
the identity of library 
seat inhabitants and 
occupancy status of the 
library seats anywhere 
anytime over the Internet 
using their devices or 
display system at the 
library entrance.

Prototype using 
FSR (force-sensing 
resistor) sensor and 
Radio Frequency 
Identification 
(RFID) reader
Wi-Fi module (node 
MCU) – IoT gateway
Database
PHP API

Their system only 
permit the luxury 
of seat occupancy 
and monitoring.
Usability: 93%
Performance 
99%
No privacy

Their system only 
permit the luxury of 
seat occupancy and 
monitoring.
Library users could 
not reserve a seat

Hoang et al. 
[31], Yahaya 
et al. [32]

To construct a Seat 
Occupancy Detector 
system both in the 
same context; using 
capacitance sensors as 
an innovative method 
to differentiate the seats 
occupancy by either 
subject or object.

Raspberry Pi as 
main controller, 
integrated to Wi-Fi 
module, along with 
a capacitance sensor 
chip

showed the seat 
occupancy status.

their system only 
permit the luxury of 
seat occupancy and 
monitoring
To distinguish on 
whether the seat has 
been occupied by a 
person or an object
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Research gap(s) and similarity/difference – displays the remaining gaps sur-
rounding the topic, what still needs to be done, how their research differs from and is 
comparable to the current research.

3. Review planning and research methodology

3.1 The systematic literature review (SLR)

A systematic literature review (SLR) was conducted to find out what other research-
ers found about the smart library seat occupancy and reservation systems. A SLR 
concentrates on an analysis of several investigations within a particular field of research 
[38]. It is also a method for locating, analyzing, and synthesizing all data pertinent to a 
specific research question, topic, or phenomenon of interest [39]. Additionally, SLR is 
an approach that streamlines the steps involved in compiling, categorizing, and rating 
literature in a review area [40, 41]. Based on the goal of this investigation, which is to 
identify relevant results in current research and make recommendations for future 
research, a systematic review was deemed appropriate in this study [42]. Systematic 
reviews are becoming more and more prevalent across all disciplines and in sectors that 
combine IT and Academia [43]. Professionals and academics utilize systematic reviews 
to keep current in their disciplines, as a foundation for creating technology guidelines 
that can be applied to other sectors such as libraries [44]. It is therefore utilized as a tool 
for finding, assessing and interpreting research pertinent to a certain research issue 
or an area of interest. By highlighting gaps and outlining potential research subjects, a 
systematic review can considerably advance our understanding of a certain field of study 
[45]. Researchers that use this strategy must follow the principles and recommendations 
of systematic reviews [39]. The systematic review will be highly efficient if it is started 
utilizing a strategy to find, pick, and evaluate the pertinent literature [46]. According to 
Boell and Cecez-Kecmanovic [47], the systematic procedure should be rigorous, clear, 
objective, and repeatable.

The structured methodology Watson [48] suggested, which explicitly lays out the 
procedures and techniques for literature searching, provides the foundation for this 
systematic review. The process of a systematic review protocol consists of the follow-
ing phases: planning, execution, and reporting. During the planning stage, rules and 

Reference 
Source

Research Problem Research 
Method(ology)

Research Result Research gap(s) and 
similarity/difference

Torres and 
Paul [30]

employed a library seat 
occupancy counter to 
gather daily counts over 
time that would specify 
patterns in student 
preferences for study 
spaces and to also use 
that information to 
advance several library 
services.

Microsoft Paint (MS 
Paint), Excel, and 
Qualtrics (Survey 
and researching 
tool)

student workers 
manually enters 
the number 
of students 
occupied seats 
and their 
preference to get 
daily counts

their system only 
permit the luxury of 
seat occupancy and 
monitoring
To develop a smart 
library system which 
will enable library 
users to check and 
reserve available 
seat based on their 
preference

Table 1. 
Summary of different research methods, their results, research gaps and similarities.
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criteria are implemented, such as determining the necessity of a systematic review, 
creating a categorization framework, formulating research questions, and formulat-
ing research methodologies. The execution process covers the methods of identifying 
a trustworthy data source for the research questions; conducting a search strategy; 
conducting the study process; choosing pertinent primary studies (using inclusion 
and exclusion criteria); evaluating the quality of the studies; and extracting the 
data. This research’s reporting phase comprised categorization of the chosen articles 
and discussion of the findings. Figure 2 describes the procedures, regulations, and 
standards followed for this systematic review.

In research a systematic review finds, groups, synthesizes a comparative approach 
of enquiry, and promotes information transfer [38]. To achieve this, the researcher 
reviewed existing research papers, articles, book chapters and journals related to this 
topic. The questions for the research determining the emphasis and the paper’s objec-
tives are listed. Then, an SLR approach is used, which entails planning, carrying out, 
and recording the issue at hand. This section provides a summary of the planning and 
conducting phases that were used to carry out this. Finally, the study clearly explains 
the procedure for reviewing the data and protocol.

3.2 Planning phase

3.2.1 Determining the necessity of a systematic review

Identifying the needs for the systematic review is the first step in the planning 
phase. The demand for researchers to thoroughly and objectively summarize the 
information already available about a phenomenon gives rise to the need for a sys-
tematic review. Even though there is ongoing study on the roles, advantages, and 
difficulties of IoT-based smart libraries. To our knowledge, no systematic review has, 
however, summarized these research results and offered a thorough overview of the 
research and practice on this subject.

Figure 2. 
Systematic review phases.
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3.2.2 Creating a categorization framework

The creation of the research review procedure, which serves as a foundation for 
understanding the current theoretical and practical perspectives on the subject, is 
the second step of the planning stage. The review protocol for this study details the 
procedures followed to conduct a particular systematic review. To prevent researcher 
bias, a predetermined protocol is required. Without a procedure, for instance, the 
choice of certain studies or the analysis may be influenced by researcher expectations. 
IoT is used in many different professions. Henceforth, it was required to review only 
the research data that were currently available and relevant to the issue covered by the 
study.

The following procedure was followed:
The study-related basic search phrases were compiled into a list. These key phrases 

were derived from the research topic of the study. IoT-Based seat occupancy and 
reservation, seat reservation, seat occupancy, and seat monitoring in the context of 
smart libraries were the keywords.

This process incorporated the identification and comparison of different smart 
library seat occupancy, monitoring, and reservation systems and their weaknesses. It 
helped the researcher to discover about the current operations on seat occupancy and 
reservation systems in SA libraries and the gaps that still need to be filled. To discover, 
compare, and characterize current investigations in the SLSRS, this study examined 
14 articles published between 2016 and 2022.

3.2.3 Formulating research questions

A systematic review’s third planning phase, which is also regarded as being one 
of the most important, is defining the research questions [41]. When it is able to 
respond to the research questions, a systematic review succeeds in its objectives 
[42]. The following research questions were put out for this systematic review 
study:

• What are the benefits of IoT-Based smart library seat occupancy and reservation 
systems?

• What are the existing technologies and methodologies that enable IoT-Based seat 
occupancy and reservation in smart libraries?

• What are the main unresolved problems, potential developments, and difficul-
ties in IoT-based smart library seat occupancy and reservation systems?

3.2.4 Formulating research methodologies

The fourth phase of planning is the definition of article selection techniques. The 
goal of article selection strategies is to locate the primary studies that directly address 
the research issue. Although they may be improved during the search process, tech-
niques for article selection should be determined upon during the protocol definition 
to lessen the probability of bias [40]. An integrated search approach was used in this 
step to cover both a thorough automated search of several internet databases and a 
manual examination of the chosen articles.
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The online databases considered for this systematic review are ACM, Emerald, 
IEEE, Science Direct, Springer, Taylor and Francis. Additionally, appropriate filtering 
procedures were applied for each selected database to limit the research findings and 
reduce duplication [49]. The broad manual review technique was used for the manual 
review, which comprised examining each research article’s title and abstract first [50] 
before reading the complete text of the papers that were chosen to be excluded.

The backward snowball method was utilized to find items that were missed by the 
earlier techniques in addition to the extensive automated search and manual assessment. 
To find new publications, this method used a reference rundown [51]. The first step in 
the backward snowballing technique was to check the reference list and eliminate any 
papers that did not meet the important research requirements, including language, peer-
review status, publication year, and type of publication. The remaining papers were then 
included in the study after the duplicate articles had been eliminated.

To be included in this research, research studies, research articles and papers were 
included or excluded in terms of the criteria listed as follows in Figure 3. The chosen 
studies had to meet all inclusion criteria, with none of the exclusion criteria having 
been met. These criteria make ensuring that the literature taken into account in the 
systematic review is pertinent to the study, which helps to provide conclusions that 
are more precise, impartial, and meaningful. These criteria lower the possibility 
of bias and errors if they are established and applied correctly. Applying eligibility 
criteria consistently prevents irrelevant studies from being included in reviews, which 
can result in conflicting findings.

3.3 Execution phase

The planning phase’s tactics were applied during the execution phase to choose 
pertinent articles for the study. The process of a systematic review execution protocol 
consists of the following steps: identifying a trustworthy data source for the research 
questions; conducting a search strategy; conducting the study process; choosing 

Figure 3. 
Inclusion and exclusion criteria.
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pertinent primary studies (using inclusion and exclusion criteria); evaluating the 
quality of the studies; and extracting the data, respectively entailing the following. 
The rigor of adhering to a pre-established procedure and specific search technique, 
according to Boell and Cecez-Kecmanovic [47], makes systematic review an effec-
tive method. Although Watson admits that effectiveness is crucial in research, he 
also contends that efficiency is vital. He claims that effectiveness is attained through 
“synthesizing the literature and revealing the depth of knowledge on an area’s critical 
key concepts and the relationships between these concepts” ([48], p. 185). The main 
procedures used in the study are described below:

The next sections outline how each step of SLR was carried out to fulfill the set 
objectives of this study. Figure 4 Provides a summary of the application of the SLR 
steps.

Step 1: identifying data sources
Using Google Scholar as the primary search engine and relying on well-known 

academic publishers like ACM, Emerald, IEEE, Science Direct, Springer, Taylor and 
Francis (listed in Figure 5), the researcher investigated the benefits, limitations, 
potential developments and challenges using the search string of “IoT-Based seat 
occupancy and reservation, seat reservation, and seat monitoring in the context of 
smart libraries.”

Step 2: Search strategy
Utilizing specific search phrases from well-known literature in the field of study 

is the first step in the continual process of identifying search terms [41]. When all 
of the well-known articles have been located using the aforementioned guidelines, 
the process is complete. The study’s chosen databases include sophisticated search 
capabilities that let users combine pertinent search terms. The study-related basic 

Figure 4. 
Summary of the application of the SLR steps.
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search phrases were compiled into a list. The following search terms were discovered 
in this research study: “IoT-Based seat occupancy” OR “IoT-Based seat reservation’ 
OR “seat reservation “OR “smart library seat occupancy “OR “seat monitoring” OR 
“Seat occupancy” AND “benefits” OR “advantages” AND “methodologies” AND 
“functionality” (Table 2).

Step 3: Study process
This process incorporated the identification and comparison of different smart 

library seat occupancy, monitoring and reservation systems and their weaknesses. It 
helped the researcher to discover the nature of the current operations on seat occu-
pancy and reservation systems in SA libraries and the gaps that still need to be filled. 
To discover, compare and characterize current investigations in the IoT-SLSRS, this 
study examined articles published between 2016 and 2022. To improve the research 
outcomes, filtering technologies were used when searching the web databases [44]. 

Figure 5. 
Databases included.

Search strings Online 
databases 
searched

Results Total after Quality 
Assessment

“IoT-Based seat occupancy” OR “IoT-Based seat 
reservation’ OR “seat reservation “OR “smart library seat 
occupancy “OR “seat monitoring” OR “Seat occupancy”

Taylor & Francis 50 0

IEEE 305 6

Springer 463 0

Science Direct 117 0

ACM 41 5

emerald 7 3

Final results 983 14

Table 2. 
Review search results with search strings.
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Several filters were used in this study, including those for the research area (CS, CSI 
informatics, and IT), year of publication (2016 to 2022), document type (journal 
articles, conference papers), and language (English).

Step 4: Choosing pertinent primary studies (using inclusion and exclusion criteria)
To ensure that only pertinent papers and other printed sources were used in this 

study, sources were selected by means of the following broad guidelines, whilst inclu-
sion and exclusion criteria were also identified:

• Only online databases’ retrievals of English-language research papers in the form 
of journals, workshops, conference proceedings and book chapters were consid-
ered. The reason being that English is a standard communication language across 
the world.

• Journal articles were restricted to those that were published between 2016 and 
2022. This was done to guarantee that the investigation would utilize current, 
accessible data.

• Papers that either lacked a clear connection to IoT-Base smart library seat occu-
pancy and reservation, had no connection to the research question, or whose full 
texts were unavailable, were excluded.

• Duplicate reports of the same study were removed. In cases of multiple versions 
of an article, only the entire version was added, leaving the others out.

• Articles had to fall into the subject areas of Informatics, Information Technology 
(IT) as well as Computer Science (CS). This criterion was used to guarantee that 
the results would be based only on publications from relevant subject areas that 
acknowledge IoT and its applications in the smart library context. Only those 
that afford library users with the advantage to view seat occupancy status and 
reserve seats at their places of comfort.

• The citation information, along with the abstract and keywords, were chosen as 
part of the dataset extraction process.

Step 5: Evaluating the quality of the studies
The quality score was utilized in this study to examine whether there was a 

relationship between the primary study’s findings and the study’s quality. The study 
also looked at whether certain particular quality parameters, such as sample size and 
validation method, were linked to the main finding of the study. To reduce bias and 
increase the validity of the systematic review, it is crucial to evaluate the quality of 
the primary relevant studies after choosing them. As a result, quality standards were 
applied to the 14 remaining items. To make sure that study concepts and meth-
odologies were honored, the chosen studies were evaluated in terms of scientific 
diligence, reliability, accuracy, and appropriateness. The conclusions were examined 
to determine whether they were focused, unique, relevant, and helpful for upcom-
ing scholars, professionals, and businesses. To provide important and worthwhile 
contributions to the scholarly community, these requirements were crucial. The 
chosen studies were grouped based on their primary study objectives, approaches, 
contributions, and outcomes. This category aids in locating, extracting, classifying, 
and synthesizing data in response to research questions. The current review chapter 
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was conducted from March 3rd, 2023, to July 30th, 2023, in accordance with the 
planning phase’s specified research procedure. In the initial search using the speci-
fied keywords, 983 articles were found. The final 14 research articles satisfied the 
quality evaluation criteria after completing all the filtering methods described in 
this stage.

The ultimate number of papers chosen for the current review study is shown 
in Table 3. Particularly, 983 distinct articles were found based on the initial search 
procedure (keywords). Filters were used to restrict the number of articles to 576. The 
next step was a manual review by the researchers to find any papers not pertinent 
to the study. The researchers concentrated on papers that were closely connected to 
the subject of this research, both conceptual and empirical, during this approach. 
510 articles were thus dropped, while 66 were kept as a result. The researchers then 
read the entire paper, focusing on particular criteria such the aims, the research 
questions, the description of the data that was gathered, the methodology employed, 
the approach used to analyze the data, and the presentation of the findings. After 
reading the complete articles, another 54 were eliminated because they were deemed 
unimportant, leaving only 12. Then, using the backward snowball method, 8 more 
articles were added, bringing the total to 20 articles. Finally, 6 papers were eliminated 
following a review based on the quality evaluation criteria, bringing the total number 
of publications for analysis down to 14.

3.4 Reporting phase

3.4.1 Categorization of the chosen articles

3.4.1.1 Article distribution by year of publication

The earliest reports on the use of IoT in the libraries date back to 2016 
(see Figure 6). The year 2019 saw the publication of the most articles (6), while the 
year 2016, 2017, and 2020 have the least publications (only 1 each year). The fact that 

Automated search 
method

Manual Search Method Backward 
snowball

Final Results

Database Keyword 
Results

Apply 
filter

Title and 
Abstract 

screening

Article 
Reading

Backward 
snowball 

Technique

Quality 
Assessment

IEEE 305 41 34 6 7 6

Springer 463 444 12 0 0 0

ACM 41 38 12 5 8 5

Emerald 7 3 2 1 5 3

Science 
Direct

117 34 4 0 0 0

Taylor and 
Francis

50 16 2 0 0 0

Total 983 576 66 12 20 14

Table 3. 
Review search results.
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most of the articles were released between 2021 and 2022 indicates that this research 
field has recently attracted attention.

3.4.1.2 Database distribution of articles

The distribution of the chosen articles by database source is shown in Figure 7. 
There were 6 publications found in the IEEE database, 5 in the ACM Digital database, 
0 in the Taylor and Francis database, 3 in the Emerald database, and 0 in the Science 
Direct database.

Figure 6. 
Number of articles published per year.

Figure 7. 
Distribution of articles per database.
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4. Research discussion

4.1 Element 1: benefits

The advantages that libraries can obtain from employing seat occupancy and reser-
vation systems are tied to this element. Time and energy saving, real-time occupancy 
status, real time seat reservation, increased flexibility, simple and easy to use are some 
of the advantages it offers to library users [3, 9–53]. Additionally, it provides library 
staff with advantages such as strategic decision making, develop efficient and effec-
tive environment, extracting reports and reducing manual effort (see Table 4) [3, 9].

4.2 Element 2: functionalities

Functionalities, in the context of this study, refer to the features that libraries 
receive through the adoption and use of IoT-based seat occupancy and reservation 

Element Category Type Sources

Benefits Library 
user

• Saves time and energy
• Real-time occupancy status
• Real time seat reservation
• Increased flexibility
• Helps in decision making
• Highly portable
• Easy to deploy
• Effective
• Simple
• Easy to use
• Temporary leave and return 

after reservation
• Improve seat utilization

Maepa and Moeti [9]; Daniel et al. [3]; Zhou 
[53]; Wang and Wei [52]; Xu et al. [54]; Liu 
et al. [55]; Lipat et al. [56]; Yang and Wang 
[57]; Jing et al. [58];Upala and Wong [7];
García-Granja et al. [59];
Hoang et al. [31], Yahaya et al. [32]

Library 
staff

• Strategic decision making
• Develop efficient and effec-

tive environment
• Extract reports
• Reduce manual effort

Maepa and Moeti [9]; Daniel et al. [3]; Zhou 
[53]; Wang and Wei [52]; Xu et al. [54]; Liu 
et al. [55]; Upala and Wong [7]; Hoang Huy 
et al. [31], Yahaya et al. [32]

Functionalities Library 
user

• Check seat availability
• Reserve seat

Maepa and Moeti [9]; Daniel et al. [3]; Zhou 
[53]; Wang and Wei [52]; Xu et al. [54]; Liu 
et al. [55]; Lipat et al. [56];Yang and Wang 
[57]; Jing et al. [58];Upala and Wong [7];
García-Granja et al. [59];
Hoang et al. [31], Yahaya et al. [32]

Library 
staff

• Manage library seats
• View reports
• Manage account

Maepa and Moeti [9]; Daniel et al. [3]; Zhou 
[53]; Wang and Wei [52]; Xu et al. [54]; Liu 
et al. [55]; Lipat et al. [56];Yang and Wang 
[57]; Jing et al. [58];Upala and Wong [7];
García-Granja et al. [59];
Hoang et al. [31], Yahaya et al. [32]

Table 4. 
Library seat occupancy and reservation systems benefits and functionalities.
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systems. The systems allow library users to check the status of the library anywhere 
and at any time, utilizing their mobile phones or any device with Internet access 
reducing manual efforts. They ensure that reserved seats in the library study area 
are secured and that users can reserve seat according to their preference. Everyone is 
allowed to view the library status and check the availability of seats, but only regis-
tered students are allowed to reserve their library seats [3, 9, 53]. These systems act 
as a medium between the library users and the library staff (librarian). The library 
staff would have the ability register new library users, view seat occupancy status and 
produce detailed reports (see Table 4).

4.3 Element 3: methodologies

The IoT-based seat occupation and reservation systems are discussed in detail 
in this Chapter, illustrating various IoT-based seat occupation and reservation sys-
tems using different IoT technologies. These IoT methodologies include LBPH face 
recognition algorithm, Thing Speak channel, Up-squared board, ultrasonic sensor, 
Thing Speak cloud, SQLite Studio database, Python, RFID, FSR, Raspberry-Pi, Wi-Fi 
Module, Node MCU, PHP API and capacitance sensor chip. To establish the seat 
occupancy and rank the options, some approaches used a single procedure, such as 
the capacitance sensor technology. A combination of methods, including RFID and 
FSR, were used by other authors to identify the seat occupancy. To find out how many 
seats were occupied, researchers used a face recognition system, an ultrasonic sensor, 
and other tools. The gap in the literature is discussed and the shortcomings of these 
IoT-based reservation and seat occupation systems are highlighted. The adoption of 
mixed methods enhances performance. Other studies employed RFID and FSR. While 
FSR detects seat occupancy and transmits the information to the network layer, RFID 
is responsible for identifying authorized users who made a specific seat reservation 
(Table 5).

5. Delimitation

The focus of the study was based on an smart library seat occupancy and reser-
vation system, which affords students and staff with the advantage to check library 
seat availability status and reserve seats online. Consequently, the study excludes 
other library management systems providing support for teaching and learning 
activities such as obtaining and reserving library books. To ensure that only per-
tinent papers and other printed sources were used in this study online databases’ 
retrievals of English-language research papers in the form of journals and confer-
ence proceedings were considered. Journal articles were restricted to those that were 
published between 2016 and 2022 and papers that either lacked a clear connection 
to IoT-Base smart library seat occupancy and reservation, had no connection to the 
research question, or whose full texts were unavailable, were excluded. Duplicate 
reports of the same study were removed. In cases of multiple versions of an article, 
only the entire version was added, leaving the others out. Articles had to fall into 
the subject areas of Informatics, Information Technology (IT) as well as Computer 
Science (CS). Only those that afford library users with the advantage to view seat 
occupancy status and reserve seats at their places of comfort. The citation infor-
mation, along with the abstract and keywords, were chosen as part of the dataset 
extraction process.
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6. Conclusions

In this chapter, a systematic literature review was conducted to find out what other 
researchers found about the Seat occupancy and reservation systems. This process 
incorporated the identification and comparison of different smart library seat occu-
pancy and reservation systems and their weaknesses. It also helped the researcher to 
discover about the current operations on seat occupancy and reservation systems in 
libraries and the gaps that still need to be filled. In addition, previous research that 
describes characteristics of smart library, highlighting the advantages and disadvan-
tages was explored to further understand real context and the methods that can be 
used to solve the current seat occupancy and reservation challenge was identified. 

Source Methodology Suggestions/Future research

Maepa and Moeti [9] DSR
IoT
RFID and FSR
Rasbery pi

enforce security on reserved seats by 
adopting security access door strategy 
using RFID and sensor magnetic 
technologies to attach seats and tables

Daniel et al. [3] FSR (force-sensing resistor) sensor and 
Radio Frequency Identification (RFID) 
reader
Wi-Fi module (node MCU) – IoT 
gateway
Database
PHP API

Afford users to reserve seat based on 
estimated arrival time

Zhou [53]; Wang and 
Wei [52];
Xu et al. [54]; Liu 
et al. [55]

We chat use more new intelligent management 
system technology, improve the overall 
service and management ability, 
create a new spatial planning and 
layout experience, improve the level 
of Intelligent Library services, more 
should be the direction of this subject 
to continue to study

Lipat et al. [56] Faster R-CNN, RetinaNet, and SSD

Yang and Wang [57] cameras TensorFlow.js
crawler program, 3D scene

Jing et al. [58] Arduino single chip microcomputer

Upala and Wong, [7] LBPH face recognition algorithm
ThingSpeak channel
Up-squared board
ultrasonic sensor
ThingSpeak cloud.
SQLiteStudio database
Python

Qualitative and quantitative data can 
be collected to learn what students like 
to do in the library space and provide 
deep understanding for library space 
management.

García-Granja et al. 
[59]

building information modeling (BIM)

Hoang et al. [31]; 
Yahaya et al. [32]

Raspberry Pi as main controller, 
integrated to Wi-Fi module, along with 
a capacitance sensor chip

To distinguish on whether the seat has 
been occupied by a person or an object

Table 5. 
Smart library seat occupancy and reservation systems methodologies and future research.
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Chapter 2

Methods for Detection and 
Prevention of Vulnerabilities in the 
IoT (Internet of Things) Systems
Vesna Antoska Knights and Zoran Gacovski

Abstract

In this chapter, the problem of detection and prevention systems for Internet 
of Things attacks is discussed. We start with the term Internet of Things (IoT) that 
defines the use of intelligently connected devices and systems for data collection via 
embedded sensors and actuators in physical devices. IoT is omnipresent today and 
is expected to expand globally in the years ahead. This type of progress will provide 
services that improve the quality of human life and the productivity of enterprises, 
while creating the possibility for the so-called “Connected Life.” The goal is to achieve 
protection against intruders who break into IoT systems to obtain certain sensitive 
data, gain control, or commit any kind of abuse. Reliability, integrity, and availability 
represent three different aspects in the field of security that should be achieved in 
systems such as the Internet of Things. In this work, we present three major areas that 
can help to mitigate the security risks in IoT systems. Also—two methods for intru-
sion detection are elaborated—signature-based and anomaly-based models. In the last 
section of this chapter, we present a real-world example that has already been imple-
mented in reality (Intrusion detection system based on Snort at eggs/poultry farm).

Keywords: Internet of Things, vulnerabilities detection, prevention, threats,  
signature-based IDS, system security

1. Introduction

Internet of Things is a widespread, intelligent network composed of smart devices 
that enables the implementation of advanced services in housing, manufacturing, 
transport, health, and other sectors, as well as enabling a new ecosystem for applica-
tion development. Examples of widespread IoT systems include the following:

• Fixed devices (home appliances, surveillance, smart meters, smart grid,  
street lamps).

• Mobile devices (in-car monitoring, transport/logistics, mobile robots, etc.).

• Personal devices (remote health monitoring, assisted living wristband,  
pharma sensors).



Internet of Things – New Insights

32

IoT devices share the sensor data they collect by connecting to an IoT gateway or 
other edge device—from where the data is sent to the cloud to be stored and analyzed. 
The data can also be analyzed locally on edge devices—in real time.

Today, with more connected “things” than the population of the Earth, the issue 
of IoT security is a major challenge [1]. More billions of IoT devices increases the 
threat and opens up the possibility of numerous attacks on the devices themselves. 
To address these security challenges, it is essential to explore frameworks like the 
‘Security Framework for Internet of Things proposed by El-Gendy and Azer [2]. 
Hacked devices cause disruption of connectivity and can also serve as a starting point 
for attacks on other devices and systems. The issue of confidentiality, availability, and 
integrity of data is greater than ever; therefore, it is necessary to ensure the function-
ality of CIA (Confidentiality, Integrity, Availability) through encryption and other 
protection methods.

Many authors have researched the appearing attacks and risks of the IoT devices:

• An attack on medical devices and equipment that the attacker has “locked” 
with a malicious program and demands a ransom (ransomware) [3]. One of the 
insecure medical devices that is in direct contact with patients and provides them 
with “life” is the cardiac electrostimulation (or “pacemaker”), with the associ-
ated programming device, due to the lack of passwords or any authentication.

• An attacker takes full control of the vehicle while driving [4]. Although the auto-
motive industry invests a lot in product safety, research and testing have revealed 
vulnerabilities in numerous sensors that are present in newer cars—such as brake 
activation, vehicle steering, and other controls—for example,. in Tesla model S.

• The oil industry, as one of the critical infrastructures on which many other 
industries depend, uses numerous IoT sensors, devices, and applications in its 
business processes for the purpose of monitoring and control [5]. Unsafe IoT 
sensors and devices are present in the operation of the pipeline that connects the 
oil and gas fields and the refineries. Critical infrastructure is also at risk and is a 
frequent target of attacks.

Many IoT vulnerabilities could be mitigated with recognized security best prac-
tices, but too many products today do not include even basic security measures. There 
are many factors that contribute to this lack of security. It is unclear who is respon-
sible for security decisions in a situation where one company designs the device, 
another supplies the component software, a third manages the network in which the 
device is embedded, and a fourth uses the device. This challenge is compounded by 
the lack of comprehensive, widely adopted international regulations—norms and 
standards for IoT security. Addressing the growing concerns about IoT security, it 
is vital to consider existing security protocols as highlighted in Maamar et al.’s com-
prehensive survey of Internet of Things security protocols [6]. Moreover, exploring 
recent surveys, such as the work by Alaba et al. [7], can provide valuable insights into 
the overall landscape of Internet of Things security.

Given the numerous incidents in the past few years that exploited IoT devices and 
ecosystems, countries have begun to recognize and be aware of the problem. In order 
for the IoT to function in a secure environment in the future, they started to formally 
standardize and legally regulate the Internet of Things and adhere to the best security 
practices.
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However, advancements in robotics, such as the integration of anthropometric 
robots, offer potential solutions to enhance IoT security. For example, the use of 
mobile anthropometric robots with their ability to interact with the IoT infrastruc-
ture can improve security measures by enabling monitoring, threat detection, and 
response capabilities in IoT environments [8].

In addition to security protocols and surveys, it is essential to recognize the role 
of intrusion detection systems (IDS) in safeguarding IoT environments. Gupta 
et al. conducted a survey focused on intrusion detection systems in wireless sen-
sor networks [9], shedding light on their significance in enhancing security in IoT 
ecosystems.

In our research, we have implemented and tested an intrusion detection system 
(IDS) at an egg/poultry farm Vezeshari. Our IDS was based on Snort—open-source 
signature-based intrusion detection system. We have set up the system rules to detect 
four types of IoT attacks: dynamic login attempts, XML injection attacks, SQL injec-
tion attacks, and Firmware (command) injection attacks. All of these attacks utilized 
code injections that target the wireless layer of the IoT system. The wireless frames 
from different Wi-Fi components of the IoT system are prone to these attacks, so we 
tested injection attacks at these points. To test our IDS, we invited ethical hackers 
from multiple countries that conducted orchestrated attack attempts. In most of the 
cases (over 80%), our IDS was able to detect and alert on the attack attempts—and 
the results are presented in Section 5. Our IDS is signature-based and to overcome 
its limitations, we plan to follow Tacker’s et al. approach [10] that implements an 
anomaly-based IDS based on machine learning, and it will be our future research.

This chapter is organized as follows: in Section 2, we elaborate on the vulnerability 
risks of IoT systems; in Section 3, we present risk prevention and management for the 
IoT systems; in Section 4, we explain the usage of intrusion detection and prevention 
systems (IDS/IPS). In Section 5, a real-world use case (Vezeshari’s IDS) is presented 
with methodology and key results, and then in Section 6, we give final conclusions.

2. Vulnerability risks for IoT systems

Anything that can disrupt the operation, integrity, and availability of an IoT 
device, or network of IoT devices is a threat. There are different types of threats. 
There are natural threats, such as floods, earthquakes, or storms. There are unin-
tentional threats that result from accidents or mistakes. Finally, there are deliberate 
threats that result from ulterior motives. Each of these types of threats can be fatal to 
the IoT infrastructure.

The IoT risks are divided into four categories (Figure 1).

• Base risk—the possibility of device breach (data loss, physical harm, integrity risk).

• Harm to other stakeholders—including those not previously anticipated.

• Risk for future misuse cases.

• Future aggregation risks—network effect on other connected devices.

Therefore, the general security requirements for IoT systems (Figure 2) must 
include the following:
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Figure 2. 
IoT security challenges and requirements.

Figure 1. 
IoT risks.
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• Availability—the assurance that the services and resources (IoT devices) will be 
available and usable when requested by the user.

• Authentication—only authorized users have access to devices and services based 
on the following controls: authorization (granting and revoking of access rights), 
delegation (transfer of part of the rights of one entity to another), and authenti-
cation of users (identity check).

• Confidentiality—protects the existence of the connection, the flow of traffic, 
and the content of the information from disclosure to unauthorized users [11].

• Restoration—assurance that information and IoT devices will survive an attack 
and that availability can continue after the attack.

IoT vulnerability is an integral weakness of the design, configuration, or imple-
mentation of the IoT system that weakens protection. Most vulnerabilities can be 
found in one of these sources:

• Bad design: Hardware and software systems that contain design holes that can 
be misused. Basically, IoT systems are created with security holes. An example 
of this is the malware mail attack that leads to gaining access to IoT devices. 
These vulnerabilities (holes) can occur in any environment—Windows, Linux, 
Android, which may be resolved with a service pack, etc.

• Poor implementation: IoT systems that are incorrectly configured are susceptible 
to attack. This type of vulnerability usually results from inexperience, insuf-
ficient training, or irresponsible work. An example of this type of vulnerability 
would be a system that has no privileges for restricted access to critical devices 
and thus allows access to the devices.

• Poor management: Inadequate procedures and insufficient checks. Security 
measures cannot operate in a vacuum; they must be documented and monitored. 
Even the simplest things like daily system backup must be verified. There is a 
need to allocate responsibility for IoT devices and share responsibility for others. 
For this issue, the IoT provider should ensure that procedures are followed and 
that no person has total control over the system.

Although there are only three types of vulnerabilities, they can manifest in many 
ways. The first security rule is the physical protection of devices and networks. 
Central hosts and servers should be stored in separate rooms that can only be accessed 
by authorized personnel (owners). Routers, communications equipment, and por-
table media (disks, smartcards) should also be stored in secure locations with limited 
access. As part of this process, individuals and companies must consider the physical 
and natural environment in which IoT operates. The possibility of earthquakes, fires, 
floods, and other unforeseen accidents should be considered and properly planned. 
Accordingly, owners must ensure the security of all media (disks, tapes, smartcards) 
that contain vital information and make regular data backups.
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Communication is the transmission of information through a medium. As such, 
it is inevitably vulnerable to interception, monitoring, burglary, etc. Owners should 
also take care of other forms of communication interception (Wi-Fi, antennas, etc.). 
Network and packet eavesdroppers are common tools that can read network flow.

It is important to note that every network and IoT system has vulnerabilities. 
Human mistakes, carelessness, laziness, greed, and rage pose the greatest threat to 
infrastructure with possible high damage. Moreover, human vulnerability and the 
risks associated with them are the most difficult to defend.

3. Risk prevention and management for the IoT systems

The IoT risk sources can be classified into four categories, as displayed in the 
following table (Table 1).

IoT risks can be treated (mitigated) via:

• Avoidance—means avoiding the risk by eliminating the risky process or 
resources by modifying the process.

• Mitigation—means mitigating risk by implementing measures to reduce risk, for 
example by improving existing security measures and controls.

Domain Risk source

Sensor layer • Physical characteristics—small dimensions require even smaller components with limited 
(security) capabilities.

• Device price—cheaper device price means cheap components without security features 
embedded.

• Power consumption—the long interval of usage requires energy-efficient components 
that do not possess security capabilities.

• Wireless communication—this enables interception of the signal, and if the data is not 
encrypted, it is subject to intrusion, theft, and misuse.

• Heterogeneity—a lot of different standards makes it difficult to provide good security.

Access layer • Wireless technology—wireless data transmission opens up the possibility of unauthorized 
interception and analysis of traffic.

• Traffic convergence between multiple devices/users in one node—connection of a large 
number of devices in one point (switch/hub) can be misused in a large number of attacks 
(traffic eavesdropping, MitM, DoS, etc.)

Network 
layer

• Traffic routing—OSPF, BGP, and other traffic routing algorithms have flaws that can be 
exploited to compromise security.

• Public routers—they can be subject to attacks like DDoS.

Application 
layer

• A large number of penetrations—one cloud server manages the data of a large number 
of private and business users, which raises the issue of data segmentation, privacy, 
confidentiality, and the like.

• Immature technology—the rapid development of services based on cloud computing raises 
the level of risk due to the insufficient research on security flaws and protection methods.

• Enrolling many users in one physical server—identified security flaws in virtualization, 
the exploitation of which can cause harm to a large number of users at the same time.

Table 1. 
IoT risk sources.
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• Transfer—means the transfer of the consequences of the harmful effect of the 
risk to other natural or legal persons. For example, by purchasing an insurance 
policy against a harmful event or by agreeing on the compensation that the 
service provider would be obliged to pay for certain harmful events in the case of 
outsourcing the process.

• Acceptance—implies acceptance of the potential consequences of the harmful 
effect of the risk. The organization is aware of the risk, but the conclusion is that 
the costs of procurement and annual maintenance of the security system are 
greater than the potential lost income and losses caused by a damaged reputation, 
and it has decided to accept the risk without implementing additional measures.

The best practices for IoT security are defined by the IEEE—the world’s largest 
professional organization for technology advancement. In February 2017,—IEEE 
issued the document “Internet of Things (IoT) Security Best Practices” [12]. The 
document is divided into three areas, with recommendations for each area:

• Device protection with prescribed measures and recommendations:

○ Make the hardware resistant to unauthorized use.

○ Provide regular firmware updates and upgrades.

○ Conduct dynamic testing.

○ Prescribe procedures for data protection on device disposal.

• Network protection with the following recommendations:

○ Use strong authentication.

○ Use strong encryption and security protocols [13].

○ Minimize device throughput.

○ Segment the network.

• Protection of the entire IoT system with the following recommendations:

○ Protect sensitive data.

○ Promote and conduct ethical hacking.

○ Standardization of devices and certification of personnel and organizations.

The conclusion is that the mentioned recommendations and measures should be 
used by manufacturers who produce IoT devices, by programmers and engineers who 
come up with the design of devices and systems, by researchers and testers to evaluate 
IoT systems, and by legislators when creating security and other acts that cover the 
IoT area.
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4. Intrusion, detection, and prevention systems

The main goal of the intrusion detection and prevention system is to prevent situations 
that are not categorized as normal, but as suspicious (caused by the misuse of informa-
tion), and to detect attacks and achieve security when such modes occur [14–16]. It also 
includes documentation of existing threats and serves as a controller of the IoT system 
security design. Intrusion Detection System (IDS) provides attack information, advanced 
diagnosis, systems recovery, and various investigations that allow ongoing events to be 
performed, including stopping the attack, terminating the network connection or user ses-
sion, blocking the availability of the attack target, and changing the appropriate security.

The IDS [16], upon detection of an intrusion into the IoT system, raises an audio 
or video alarm, or sends a warning in the form of an e-mail message or text message 
to a smartphone. An improvement of this technology is the System (IPS), which 
can detect an intrusion and, furthermore, prevent that intrusion from Intrusion 
Prevention being successful through an appropriate active response.

The components of the IDS include (Figure 3) the following:

• Sensor (agent)—the agent is the module that collects event data and analyzes 
system activities. In the case of using an IDS, the agent is called a “sensor”.

• Management server—it is responsible for analyzing information received from 
ongoing activities and deciding whether there is an attack in progress. This 
server also uses information from other elements, e.g. signatures and profiles, to 
complete the analysis.

• Management interface (console)—serves as an interface between the IDS and the 
administrator. The console is used to monitor system events received by the IDS. 
Some consoles are also used to configure agents and perform software upgrades.

Figure 3. 
Components of the IDS system.
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• Database—the database server is used to store the information received from the 
agents and the management server. The management server also uses the data-
base server to complete the analysis.

There are two major methods for intrusion detection—a signature-based model 
and an anomaly-based detection model.

Signature-based detection model—this method works by comparing current 
events with certain known signatures. Below are some examples of signatures:

• An attempt to log into the system as an administrator (root), which violates the 
system’s security policy.

• Email messages with the subject “Free Screensavers” and containing an attach-
ment in the message “screensaver.exe”, which refers to spam messages.

• The operational system log for entering the system with code 645, which refers to 
the server is disabled and should be audited.

This type of IDS/IPS is very effective due to its low complexity in the implementation 
and detection process. It simply compares the current activity with the stored signatures to 
find any pattern in order to detect the attack. In addition, this model produces very specific 
attack reports compared to the anomaly-based model that is described below. A disadvan-
tage of the signature-based detection and prevention model is its inability to detect new 
unknown attacks because the system has no signatures to enter the system for new attacks.

Anomaly-based detection model—this model detects attacks based on profiles. 
Profiles contain the pattern or normal behavior mode in which the system is used. 
Profiles are derived based on specific users, networks, or applications. They are 
created by monitoring system usage over a period of time, known as the evaluation 
period (Figure 4). This model compares current activities with profiles in order to 
detect abnormal activity, which in most cases indicates a seizure.

Since system and network usage are not static and always contain some variation 
over time, the profile must also adjust accordingly over time. Therefore, after creating 
profiles during the evaluation period, the detection and prevention system changes 
the profiles over time. Below are examples of profiles:

• User profile contains 5% email activity. When the detection and prevention sys-
tem using the anomaly-based model detects that the email activity in the system 
is more than 5%, it will consider it as an attack.

• Over the course of a few weeks, the average user opens, reads, and writes to the 
file system 2% of the time. When the detection and prevention system detects a 
sudden increase in file system activity, it will consider it an attack.

The advantage of the anomaly-based model is that it can detect even unknown 
attacks by comparing current abnormal events with events considered normal. 
Furthermore, this model can also be more efficient than a signature-based model, 
since there are a large number of signatures to compare when using the same model. 
On the other hand, the incidents detected by the anomaly-based model are not very 
specific and therefore require additional effort on the part of the administrator 
to determine the root point of the attack. In addition, this model is subject to the 
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Figure 4. 
Attacks registered by an IDS/IPS.

so-called “slow attack”. In this type of attack, the attacker first learns the threshold 
between normal and abnormal activity in the system. The attacker will then slowly 
attack the system to ensure that the activities during the attack do not reach a thresh-
old that will result in the detection of the attack by the anomaly-based model.

5. Real-world use case: methodology and results

Vezeshari is a poultry and eggs farm from Zhelino, North Macedonia. They have 
chosen Xively (software by LogMeIn) for their needs and working processes, as well 
as their Xively IoT platform. By these, they can monitor the internal air temperature, 
air humidity, CO2 amount, and water nutrient level, and also –get a history of security 
alerts (Figure 5). Security, scalability, and expertise are important deciding factors, 
and by choosing an IoT solution, Vezeshari can now handle the entire network of con-
nections. They also have overview and support for different scenarios, while getting 
the best guidance and advice from professionals (Xively).

By getting secure, reliable, and fast access, Vezeshari maintenance team can now 
excel in other areas of the farm and overall business:

• Access to real-time data allows Vezeshari to quickly diagnose problems and 
take immediate action to resolve them. When working with livestock, real-time 
information on climate conditions is essential, as the environment needs to be 
optimal at all times.

• Vezeshari customers can gain insight into the current state of their farm to ensure 
the process is running smoothly. This reduces the total time the farmer needs to 
work on the farm.

• The developed Vezeshari analyzer provides better insight into how people use 
their products and how they would like the products to be used. This helps 
Vezeshari refine and optimize its products to meet all user needs.

• Through the mobile Connect App, farmers can set parameters for optimal 
growing conditions and receive notifications and alerts related to parameters in 
the farm. Trusted software provides a better customer experience and enables 
instant problem resolution.
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• Vezeshari employees have insight into day-to-day farm activities that gives them 
the ability to proactively meet customer needs, while also growing their business 
by selling consumables that are needed quickly based on farm usage.

Today, the entire Vezeshari working process is supported by state-of-the-art 
systems for detection and prevention of attacks that are updated and optimized 
daily. Thus, they achieve protection that is reliable even against the biggest threats 
and attacks in the system. Attack detection and prevention systems are composed 
of various antivirus and antispyware software, as well as the latest versions of 
firewalls for protection. Other methods using an increased level of security and data 
encryption, such as protection of the smartphone and tablet applications themselves 
through various types of generated passwords, are used in order to enable the detec-
tion and prevention systems to successfully recognize and prevent attacks in the 
systems.

To test the resilience of Vezeshari’s network, we have implemented signature-
based IDS (intrusion detection system). We used Snort—open-source signature-
based IDS—and we have set up its rules to detect the following types of attacks:

• Dynamic login attempts.

• XML injection attacks.

Figure 5. 
Chicken farm application—allows monitoring of internal air temperature, air humidity, CO2 amount, water 
nutrient level, as well as a history of alerts (presented graphically).
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• SQL injection attacks.

• Firmware (command) injection attacks.

To test our IDS, we invited ethical hackers from several countries (Hungary, Israel, 
France, USA, Netherlands) via forums and mailing lists (total of 56 participants). The 
attackers utilized code injections that targeted the wireless layer of the IoT system. 
The wireless frames from different Wi-Fi components of the IoT system are prone to 
these attacks—so we tested injection attacks at these points. To test our IDS, the ethi-
cal hackers conducted orchestrated attack attempts from multiple locations.

We’ve installed and configured Snort software in accordance with [17]. We opened 
the extracted folder snortrules then navigated to the etc folder and copied the snort.
conf file then pasted it in C:Snortetc folder. Next we moved the folders so_rules, 
preproc_rules to the C:Snort directory path.

We entered and enabled the rules set before launching Snort, that is, we enabled 
ICMP rules so that Snort can detect any ping probes to the system while running. For 
example, a rule to detect a suspicious TCP intrusion (access rule) is in the form:

alert tcp any any -> any any (msg:“Suspicious User-Agent detected”; flow:to_
server,established; content:“User-Agent|3a| “; nocase; content:“curl|2f|”;nocase; 
sid:1000002; rev:1;)

The Snort software was operating in real time and results of the intrusion detec-
tion testing are presented in the following table (Table 2).

As we can see from the table, our IDS was able to successfully detect and alert on 
the attack attempts in most of the cases (over 80%). The most successful our system 
was for the firmware command injection attacks (95.3%), and the least successful in 
case of XML injection attacks. The rate of success varies for different attacks, because 
of the different capability to hide the harmful code within the legitimate IP packets. 
(The Snort rules can easily detect a harmful code within the firmware commands, 
rather than within XML code.)

The results indicate that our IDS for detection and prevention of attacks should be 
updated and optimized weekly, in order to achieve reliable and robust protection even 
against the most current threats and attacks, especially for this new IoT technology.

Of course our approach (usage of signature-based detection and Snort) has 
potential limitations, such as the following:

• Potential false positives (false negatives) reported by the IDS. If we applied the 
default Snort configuration, it would report a lot of false alarms.

• Interfaces that have overlapping IP addresses as matching criteria in Access rules 
might not be detected by Snort rules as intended.

Attack type Signature Total attempts Detection/alert rate

Dynamic login attempts 20,790,001 348 311 (89%)

XML injection attacks 20,810,001 1250 1009 (80.7%)

SQL injection attacks 1,220,002 282 240 (85.1%)

Firmware (command) injection 1,310,001 455 434 (95.3%)

Table 2. 
Detection rate of four different types of attacks.
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• Services based on the payload of connections, such as network applications, URL 
categories, or URL list applications, can hardly be implemented as traffic Access 
rules for Snort inspection.

• Snort inspection is not supported for Virtual engines (WAN access).

To overcome these limitations we plan to extend our IDS by implementing an 
anomaly-based detection as the one elaborated in [10] by Tacker et al., and we are 
discussing this possibility in the last section of this paper (future work).

6. Conclusion and future work

The Internet of Things, which is also called the fourth industrial revolution, 
truly deserves that name. The tendency of IoT is to connect all disconnected devices. 
Today, life without the Internet of Things is unimaginable. Numerous devices from 
households, (air conditioners, lighting, video surveillance) to numerous devices in 
practically all industries (agriculture, healthcare, finance, energy, the automotive 
industry etc.), in order to improve the quality of life and increase economic growth, 
are interconnected, integrated and share data in real-time with the help of networks 
of all networks, the Internet.

But there is also a real danger that these devices will be exposed to cyber-attacks 
and that the confidentiality, integrity, and availability of data will come into question. 
IoT devices generate a large amount of data; therefore the question of the security of 
these devices and the entire IoT ecosystem arises, as well as the question of privacy.

Of course, as for everything else, it is necessary to carry out a risk assessment, 
from the identification of the resource, the vulnerability of the resource itself, possible 
threats that can exploit the vulnerability, and in the case of an attack, to determine the 
consequences that the attack could cause. The practice has shown the vulnerability of 
IoT devices due to several reasons, from the very physical characteristics of the devices, 
which are small in size, mostly untested for safety before use, low price, and low 
energy consumption. It is this sensor layer that is most at risk, in contrast to the access, 
network and application layers, where the risk is mostly assessed as low to medium.

Also, IoT technologies are not followed by legislation either, only in the last two to 
three years have societies recognized the problem and become aware of the risks and 
started the process of establishing a legislative and standardization framework that 
will regulate the IoT area.

The only way to stop attacks is to know the techniques used to attack. Therefore, 
organizations’ security systems will need to adopt the most robust model or mecha-
nism that provides the strongest protection against threats to ensure that the system 
remains secure. The attack detection and prevention system (IDS/IPS) ensures that 
attacks are detected and prevented using multiple approaches. Active attack detection 
and prevention systems aim to limit the damage that attackers can cause by building a 
local network that is resistant to the appropriate attack or threat.

In the last section of the paper, we presented a real-world use case (a poultry farm) 
that has acquired an IoT solution (Xively) and is now able to monitor the internal 
air temperature, air humidity, CO2 amount, water nutrient level, and get a history 
of security alerts that now can be controlled. At Vezeshari, we have implemented an 
open-source IDS in Snort to detect four types of IoT attacks: dynamic login attempts, 
XML injection attacks, SQL injection attacks, and Firmware (command) injection 
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attacks. All of these attacks utilize code injections that target the wireless layer of the 
IoT system. The wireless frames from different Wi-Fi components of the IoT system 
are prone to these attacks so we tested injection attacks at these points.

To test our IDS we invited ethical hackers from multiple countries that conducted 
orchestrated attack attempts. In most of the cases (over 80%) our IDS was able to 
detect and alert on the attack attempts, and the results are presented in Section 5. The 
rate of success varies for different attacks, because of the different capabilities to hide 
the harmful code within the legitimate IP packets. Therefore, our system for detection 
and prevention of attacks should be updated and optimized weekly, to achieve reli-
able and robust protection even against the biggest threats and attacks in the system, 
especially in a new branch of technology such as the Internet of Things.

In future work, we plan to extend our IDS by implementing anomaly-based 
detection, i.e. by utilizing machine learning techniques. Anomaly-based IDS-s require 
larger processing resources, but they are superior in the detection of new, previously 
unknown threats. They are also adaptive and dynamic, as they can learn from the 
network behavior and update the baseline accordingly. There are eight methods for 
detecting traffic anomalies in real-time data, namely: projection-based methods, 
regression-based methods, support vector machines, decision tree–based methods, 
density-based methods, clustering, distance-based, and time series–based methods.

We plan to apply support vector machines [18] and decision trees [19]. Both of 
these machine learning methods are based on training the detector (IDS system), 
which will learn and be able to detect the real anomalies (intrusions). In the testing 
phase, a new data set will be used to develop the system’s capacity to generalize to 
previously unseen intrusions. Support Vector Machine (SVM) method is a classifica-
tion approach where support vectors form the boundaries of a class. In detecting 
anomalies, a single-class SVM will be used to define a normal class, and points that 
are outside the class boundaries can be defined as anomalies. Tree-based methods 
create a tree structure from data, where the tree will be updated with new data, but 
if new data causes significant changes in the tree structure, the model needs to be 
re-trained.

The field of IoT security is a contemporary and dynamic field of research. The 
broader significance of our research is that we implemented a cost-effective IDS 
in a real poultry farm. Our findings presented in this paper illustrate an IDS that is 
affordable and easy to implement in many small and medium businesses. We proved 
that the IoT system should not be put in function without providing its security. 
Our system is able to detect multiple threats, including DoS (denial of service) and 
malware (virus attacks). Our ultimate goal will be to develop an autonomous IDS 
and apply state-of-the-art techniques of machine learning and deep learning that can 
learn from the big IoT data. In addition, such future IoT IDS would have features such 
as self-configuration, self-optimization, self-protection, and self-healing.
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Abstract

Date palm cultivation is an essential part of Saudi Arabia’s economy. However, 
it faces several challenges: water scarcity, improper farm management, pests and 
diseases, inadequate farming practices, processing and marketing, and labor short-
ages. Artificial intelligence (AI) and the Internet of Things (IoT) can help enrich crop 
management, enable predictive analytics, increase efficiency, and promote sustain-
ability in date palm cultivation. Recently, interest in this sector has begun by applying 
the latest precision engineering technologies integrated with AI and IoT techniques to 
address these challenges. This chapter aims to provide an overview of the applications 
of AI and IoT-based technologies, such as sensors, ML algorithms, and data analytics, 
and their potential benefits and challenges in supporting date palm cultivation in 
Saudi Arabia. Specifically, the applications of AI and IoT in smart precision irrigation, 
smart systems, cold storage management, pest infestation prediction, and date fruit 
quality optimization. In addition, the potential economic and environmental benefits 
of using AI and IoT in date palm cultivation in Saudi Arabia and the challenges that 
need to be addressed to realize these benefits fully. The chapter provides insight into 
the latest developments and future directions for AI and IoT in date palm cultivation, 
providing valuable information for researchers and policymakers.

Keywords: artificial intelligence, artificial neural networks, machine learning, 
prediction, estimation, precision agriculture, intelligent systems

1. Introduction

The agriculture sector worldwide has experienced significant changes recently, 
which have altered daily farm work activities. Due to the decrease in profit of certain 
farming businesses, the intensification of agricultural operations has followed, 
which has resulted in a diversification of farm activities. However, due to increasing 
industrial regulation, the agriculture sector’s mechanization and automation have 
significantly influenced the qualitative transformation of farmers’ daily work activi-
ties and those of the entire farming community globally. The farming industry has 
transformed because of new machinery, technological advancements, genetically 
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modified seeds, new fertilizers, and organic and sustainable farming. Innovative 
technologies are becoming increasingly crucial in the agriculture industry as a tool 
for sustainable development. Agriculture automation is a valuable strategy that has 
enhanced product quality while reducing production costs and manual labor and 
improving environmental sustainability. Automation in farming equipment, irriga-
tion and fertigation systems, climate control, pest and disease management, and soil 
fertility contribute significantly to agricultural productivity [1–6].

Artificial intelligence (AI) can help farmers improve crop yields, reduce biomass 
waste, and make better decisions. To build precise maps of crops and soil, AI is used 
to analyze data recorded from sensors, drones, and satellites. The data is used to opti-
mize fertilizer, irrigation application, and pest control. AI-driven irrigation systems, 
for instance, regulate watering schedules based on weather patterns and soil moisture 
levels, lowering water usage and boosting agricultural yields. AI technology is also 
used for crop monitoring purposes. It examines satellite or drone-shot images of crops 
to spot problem regions. For instance, it can spot disease or nutritional deficiency 
symptoms before they appear to the naked eye. Farmers are then able to take mea-
sures before the issue gets worse. AI also analyzes historical data on weather patterns, 
soil conditions, and crop yields to predict future outcomes. This information can be 
used to optimize planting schedules, predict crop yields, and identify areas at risk of 
crop failure. Drones and robots with AI capabilities can perform many on-farm tasks, 
from planting seeds to harvesting crops. As a result, less manual labor is required, and 
crop productivity increases. The health and well-being of livestock can be monitored 
using AI technology. It can, for instance, examine sensor data from animals to find 
symptoms of certain diseases [7–15].

Internet of Things (IoT) is a network of devices that sense real-time condi-
tions and then trigger actions to respond, but many IoT applications require more 
complex rules to link triggers and responses. IoT applications in agriculture use 
sensors and other connected devices to collect real-time data and automate farm-
ing operations, leading to better efficiency, decreased costs, and improved yields. 
The agriculture sector is undergoing a revolution because AI and IoT technologies 
provide farmers access to real-time data and insights that help them make precise 
decisions. Integrating AI and IoT in agriculture improves farm productivity, reduces 
waste, and optimizes crop yield. In order to collect real-time data on crop health, 
soil moisture, and meteorological conditions, IoT technology is being employed in 
agriculture. This data can be collected by sensors placed around a farm and trans-
mitted to a central database for AI algorithm analysis. This enables farmers to decide 
on irrigation, fertilizer, and other farming practices. AI and IoT in agriculture help 
lessen the environmental effects of farming in addition to increasing crop yields and 
minimizing waste. Farmers can reduce the use of pesticides and fertilizers, consume 
less water, and produce less greenhouse gas emissions by optimizing their farming 
operations [5, 16–22].

The AI and IoT paradigms have seen widespread adoption by numerous businesses 
in recent years. Modern precision agriculture practices are largely mechanized and are 
integrated with effective and well-developed AI and IoT technologies. Although the 
concept of the IoT and AI is not new, it has recently gained massive popularity, mainly 
because of the upgradation in hardware technology over the past decade. AI and IoT 
technologies rapidly transform the agriculture sector through increased produc-
tion, cost savings, and sustainability. Moreover, contemporary precision agriculture 
research has recently amalgamated with machine learning (ML) techniques to devise 
innovative solutions for agricultural challenges. Robots, drones, remote sensors, 
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computer and satellite imagery, constantly evolving ML models, and analytical equip-
ment are used in the AI and IoT to monitor crop and livestock, storage rooms, macro-, 
and microclimate, survey, and field mapping in real time, as well as to provide data to 
farmers for logical farm management strategies that will not only simple, time, and 
resources saving but also improve crop production. These technologies are, therefore, 
increasingly being employed in the agriculture sector to support more environment-
friendly on-farm operations and improve ecological sustainability, all while maintain-
ing the financial stability of farming enterprises [15, 23–27].

Date palm (Phoenix dactylifera L.) cultivation is an essential economic activity in 
many arid regions, including Saudi Arabia. Despite its economic importance, date 
palm cultivation faces several challenges, including water scarcity, pests and diseases, 
climate change, and the lack of postharvest processing technologies [28]. To address 
these challenges, there is a need for innovative and advanced solutions that can 
improve crop management and increase water use efficiency in date palm cultivation 
[29]. Recent AI and IoT advances can transform agriculture by providing real-time 
data on fruit quality, tissue culture systems, crop health, soil moisture content, and 
meteorological conditions [30]. In addition, using AI and IoT technologies in date 
palm cultivation can bring several environmental benefits, including optimized water 
use, reduced pesticide use, and improved soil health. Date palm cultivation is also 
water-intensive and can strain local water resources. AI and IoT technologies can 
bring several environmental benefits to date palm cultivation. One potential benefit 
of using AI and IoT in date palm cultivation is water use optimization.

By installing sensors in the soil and on the trees, farmers can monitor soil moisture 
levels and adjust irrigation accordingly. AI algorithms can analyze the data collected 
by these sensors and recommend when and how much water to apply. This can help 
reduce water waste and increase water use efficiency, particularly in areas with 
limited water resources. Another potential benefit is the reduction of pesticides and 
fungicides. IoT devices, such as drones equipped with cameras and sensors. Can 
detect pest and disease infestations early, allowing farmers to act before the infesta-
tion becomes widespread. AI algorithms can also analyze data from these devices to 
recommend the most effective and least harmful pesticides and fungicides. This can 
reduce the amount of these toxic chemicals used in date palm cultivation, positively 
affecting local ecosystems. Using AI and IoT in date palm cultivation can also improve 
soil health. By monitoring soil bionomics, moisture content, nutrient levels, and other 
factors, farmers can adjust their fertilization practices to ensure that they provide 
their trees with the nutrients they need while minimizing excess fertilizer application. 
This can help reduce soil degradation and improve overall health [31–34]. However, 
there is a lack of review research and book chapters on the application of AI and IoT 
in date palm cultivation, particularly in Saudi Arabia. Previous books and research on 
the application of AI and IoT in agriculture have focused primarily on different crops, 
with limited attention given to date palm cultivation.

Furthermore, most previous research has been conducted in temperate regions, 
where farmers face challenges that differ from those in arid regions, such as Saudi 
Arabia. Therefore, this chapter aims to address these gaps in knowledge by investi-
gating the applications of AI and IoT-based technologies, such as sensors, machine 
learning algorithms, and data analytics, and their potential benefits and challenges 
for promoting sustainability and advancing date palm cultivation in Saudi Arabia. In 
addition, the chapter discusses the challenges that must be addressed to realize the 
full benefits of using AI and IoT in date palm cultivation. By providing insight into 
the modern developments and future trends for AI and IoT in date palm cultivation, 
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the chapter provides valuable information for researchers and policymakers inter-
ested in using these technologies in arid regions.

The rest of the chapter is structured as follows: First, we introduce the importance 
and challenges of date palm cultivation in Section 2, Section 3 describes AI and IoT 
technologies, Section 4 provides an overview of applications of AI and IoT in agri-
culture, Section 5 details benefits and application of AI and IoT in date palm cultiva-
tion, Section 6 indicates the challenges of implementing ai and AI and IoT in date 
palm cultivation, Section 7 suggests future opportunities for AI and IoT in date palm 
cultivation, and Section 8 concludes the work.

2. Importance and challenges of date palm cultivation

Date palm is commonly grown in arid- and semiarid regions of the world on 1.31 
million hectares and produces 9.82 million tons of fruit yearly. In Saudi Arabia, date 
palm is a major fruit crop in dry regions of North Africa, the Middle East, and parts 
of Asia, which provides food, nutrition, and building materials to the inhabitants and 
other byproducts. More than 120 million date palm trees are worldwide, and more 
than 84 million trees are grown in the Arab world (Egypt, Iraq, Saudi Arabia, Algeria, 
Morocco, Tunisia, and the United Arab Emirates). Arab countries have 70% of the 
world’s date palm trees, contributing 67% of global production. More than 23 million 
date palm trees are grown in Saudi Arabia on 152,734 hectares of land, which yield 
1.57 million tons of dates annually [35–38].

The cultivation of date palms in Saudi Arabia is significant for several reasons, 
including its economic importance. The date palm industry is labor-intensive and 
helps both males and females by generating revenue and jobs. Due to increased 
employment prospects in rural areas, widespread migration to cities is lessened. 
Women have a significant role, especially during the palm propagation stages (using 
in vitro or conventional methods) and postharvest stages, including packaging and 
marketing. Date production and trading help local economies and serve as a source of 
revenue for farmers and exporters. Over the past few decades, Saudi Arabia’s agricul-
tural sector, particularly the date palm sector, has experienced tremendous growth 
and support [39–43].

Many countries in the Middle East and North Africa, such as Saudi Arabia, Iran, 
Iraq, Egypt, and Tunisia, rely substantially on the export of dates. In 2021, Saudi 
Arabia was the leading global exporter of fresh or dried dates, with an export value 
of about 322.84 million USD [44]. However, the production and profitability of Saudi 
Arabia’s date palm producers are constrained by several challenges. These challenges 
include water scarcity due to the depletion of groundwater, soil degradation by 
salinization, soil erosion, and desertification due to the loss of vegetation cover by 
overgrazing and overharvesting of wood for fuel, insect pest infestations, disease, an 
insufficient number of processing and packaging facilities and technologies, environ-
mental pollution, and a decline in consumer demand for date fruit [29, 38, 45–47].

In Saudi Arabia, water scarcity is one of the biggest challenges that date palm 
producers face. The country’s freshwater reservoirs are scarce, and most water sources 
are saline. As a result of the country’s limited water resources, the agricultural sector 
consumes ca. 90% of the water. Due to the substantial water requirements of date 
palms, farmers have experienced decreased yields and elevated production costs. 
Extended droughts are common in the country, limiting the amount of water used for 
agriculture. In addition, because of urbanization and population growth, there is an 
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increase in water consumption, creating competition for the limited supply of water 
resources. Farmers of date palms who rely on irrigation to sustain their crops are 
under strain because of this situation.

Additionally, date palm farmers lack effective irrigation systems, such as drip and 
subsurface irrigation systems. Many farmers employ ineffective traditional flood 
irrigation systems that cause significant water losses through evaporation and runoff. 
The farmers of date palms who use this method also contribute to soil salinization, 
worsening the irrigation water shortage. To address this problem, date palm farmers 
use desalinated seawater for irrigation, which is costly and unavailable to all farmers. 
The Saudi government has significantly invested in irrigation systems and technolo-
gies to encourage effective water use in agriculture to address this issue [48–50].

Desertification and soil erosion are further threats to the sustainability of date 
palm production. The process of topsoil being removed by wind or water and leaving 
unusable land that cannot support plant growth is called soil erosion. On the other 
hand, desertification refers to degrading formerly productive land into desert-like 
conditions because of natural or human-caused factors such as excessive grazing, 
deforestation, and unsustainable farming methods. In Saudi Arabia, several causes, 
such as climate change, excessive groundwater use, and unsustainable farming 
methods, have contributed to the deterioration of soil health and desertification. The 
country is especially prone to these issues because of its arid climate and constrained 
water supplies [51–57].

Another challenge date palm farmers face in Saudi Arabia is the prevalence of 
pests and diseases. Date palms are susceptible to various pests, including red palm 
weevils, long horn borer, dust mites, fruit flies, scale insects, and fungal diseases. 
The red palm weevil is an invasive species that infects young and mature palm trees, 
damaging their vascular system. The weevil larvae bore into the tree trunk, feeding 
on the soft tissues and creating tunnels that damage the tree structure. The leaves of 
infested trees display wilting and yellowing symptoms, resulting in death [58–66].

Postharvest losses are estimated to be around 10% in Saudi Arabia, where date 
palm farming is an important industry. Limited postharvest facilities in the country 
are one of the key reasons for these losses. Postharvest facilities are essential for 
the proper storage, processing, and packaging of dates. They help prevent spoilage, 
minimize losses, and maintain the fruit’s quality. However, due to various issues such 
as high costs, lack of knowledge, and inadequate infrastructure, many date palm 
farmers in Saudi Arabia do not have access to these facilities [67–71].

Another issue Saudi Arabian date palm growers deal with is a skilled manpower 
shortage. Many date palm farmers rely on skilled migrant labor during harvest and 
perform different cultural practices such as pollination, pruning, fertilization, irriga-
tion, chemical application, etc. However, changes in immigration policies and geopo-
litical strains have made it difficult for farmers to access skilled labor when needed. 
This has resulted in labor shortages during critical periods, which can lead to reduced 
yields and financial losses for farmers. As a result, skilled labor shortages during criti-
cal periods reduced production and financial losses for farmers [72, 73].

3. AI and IoT technologies

AI refers to a group of technologies that allow computers to do a wide range of 
complex tasks, such as seeing, comprehending and translating spoken and writ-
ten language, analyzing data, making suggestions, and more. It revolutionized 
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agriculture by making farming more efficient, sustainable, and profitable. In 
addition, many businesses are embracing IoT, which offers simple means to collect 
and evaluate technical data to identify and improve the performance of numerous 
daily operations. The technological revolution reveals new challenges and issues 
with our current IoT technologies. New technologies, such as AI, 5G, and block-
chain, promise to solve these challenges. We can create intelligent machines with the 
help of IoT and AI integration. These innovative automation technologies not only 
make monotonous tasks more accessible but they also make smart decisions without 
human assistance. The IoT and AI are two of the most significant technologies in the 
computing industry, completely transforming how we communicate with machines 
and our environment. It is speculated that ca. 64 billion AI and IoT devices will 
be available by 2025. AI and IoT technologies work effectively together and are at 
the top of the latest innovations influencing the information technology sector. 
The industrial and agribusiness sectors have benefited from the duet’s redesign of 
traditional solutions [74, 75].

Machine learning (ML) is a subset of AI that involves training algorithms to make 
predictions or decisions based on training data. ML is a rapidly growing field with 
numerous applications and opportunities for scientific innovation. It is a branch 
of AI that involves the development of algorithms and statistical models that allow 
computer systems to automatically improve their performance on a specific task as 
they gain experience. ML aims to develop intelligent systems capable of learning from 
data and making predictions or judgments without being specifically programmed to 
do so. In IoT, ML is a technique that can be applied to analyze sensor data and forecast 
future events. Deep learning has become a potent ML method in recent years. Deep 
learning includes putting multiple-layer neural networks through training to learn 
how to represent data hierarchically. As a result, developments have been made in 
fields such as speech recognition, natural language processing, and image recogni-
tion. Numerous industries, including agriculture, healthcare, finance, marketing, 
and transportation, use ML in various ways. ML in agriculture has the potential to 
be applied in a variety of ways with exceptional results from weed, pests and disease 
detection, crop yield, and quality prediction, to data collection, providing insights, 
and livestock production forecasting. It can be used in the healthcare industry to find 
novel medicines and disease diagnoses. It can be applied to finance to assess risk and 
detect fraud. It can be used in marketing for personalized advertisements and cus-
tomer segmentation. It can be applied to autonomous driving and traffic forecasting 
in the transportation sector [29, 76–81].

Natural language processing (NLP) is a field of AI that applies to the interaction 
between computers and humans using natural language. NLP is vital to contempo-
rary AI systems because it enables machines to understand, interpret, and generate 
human language. The development of smart homes, smart cities, and other intelligent 
systems now has more opportunities since integrating NLP in IoT devices. Users can 
communicate more effectively and easily with IoT devices by adding voice recognition 
and natural language understanding capabilities. One of the most significant applica-
tions of NLP in IoT is voice assistants such as Amazon’s Alexa, Google Assistant, and 
Apple’s Siri to turn on/off lights, play music, set alarms, or order groceries online. 
Weather data analysis is an example of how NLP is used in agriculture. Farmers can 
decide on crop planting and harvesting dates, irrigation requirements, and control-
ling pests and diseases by evaluating weather patterns and forecasts. Farmers may 
track crop growth and development rates, as well as soil moisture levels with the aid 
of NLP algorithms. In order to help the farmers choose the best crops to cultivate and 
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the best times to sell, NLP models can also be used to assess market trends and fore-
cast demand. Farmers may find new customers and bargain for higher prices with the 
aid of NLP algorithms. Improved consumer-farmer communication is another area, 
where NLP can be employed. Farmers can learn more about consumer preferences by 
examining customer feedback analysis. Using NLP algorithms, farmers can commu-
nicate more effectively with each other, sharing their best agriculture practices and 
working together on research initiatives [82–86].

Computer vision is a field of AI that enables computers and machine systems to 
extract useful information from visual data (digital images and videos) and then take 
actions or make recommendations. This technology is widely used in IoT to enable 
devices to see and interpret the physical entity through object, facial, and gesture 
recognition, thus making them more intelligent and responsive. With the help of deep 
learning algorithms, computer vision systems can identify objects in real time and 
classify them into different categories. This capability has been used in various IoT 
applications, such as autonomous vehicles, security cameras, and smart home devices. 
Similarly, computer vision systems can extract valuable environmental informa-
tion by analyzing images captured by cameras or sensors. For example, they can 
detect anomalies or changes in a scene, monitor traffic flow, or track the movement 
of people or objects. IoT has also used this technology for gesture recognition and 
human-computer interaction. Computer vision systems can enable users to interact 
with devices more naturally and intuitively by analyzing hand movements and ges-
tures. This capability has been used in various applications, such as gaming consoles, 
virtual reality systems, and smart home devices. Many agricultural activities are 
being automated and optimized using computer vision technology. Crop monitoring, 
yield prediction, and insect and disease detection are a few applications of computer 
vision technology in agriculture [87–91].

Robotics technology is a branch of engineering that entails creating and program-
ming robots and is crucial to advancing AI and the IoT. It is used in IoT to create 
intelligent machines that can exchange data and connect. Robotics is using machines 
to carry out jobs that are either harmful or too difficult for humans. How we interact 
with machines has changed dramatically because of the inclusion of robotics technol-
ogy in AI and IoT, improving their efficiency, dependability, and autonomy. These 
robots’ 24/7, nonstop operation, which is also utilized for data entry and processing 
tasks, minimize errors, and boost efficiency. Automation of robotic processes has 
been widely used in several sectors, including agriculture, manufacturing, healthcare, 
logistics, and finance. The development of autonomous robots is another way that 
robotics technology is used in AI. Robots operating independently of humans may use 
sensors, cameras, and other cutting-edge technologies to navigate their environment. 
Robotic technology is being employed more frequently in agriculture to improve 
the productivity and efficiency of farming operations. Many benefits are reported 
from using robots in agriculture, such as improved crop yields, lower labor costs, and 
increased accuracy [15, 92–95].

Edge computing represents a decentralized computing model that moves compu-
tation and data storage nearer to the requirement point, enhancing response speed 
and minimizing bandwidth consumption. In IoT, edge computing can process sensor 
data in real time at the network’s edge. ML models used in AI are substantially trained 
using massive volumes of data. This training can be carried out locally via edge 
computing, reducing the need to send large amounts of data to centralized servers. 
By storing sensitive data on local devices rather than transferring it over the internet, 
edge computing can decrease network congestion, enhance privacy and security, and 
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increase reliability. Edge computing can also be utilized to run AI models in real time, 
enabling rapid response and decision-making. Edge computing, for instance, can be 
utilized to analyze sensor data from a localized area in real time and identify possible 
problems before they escalate [96–101].

Cloud computing technology plays a crucial role in developing and deploying AI 
and IoT applications. It provides an infrastructure that allows organizations to store, 
manage, and process large amounts of data generated by IoT devices and AI applica-
tions. Within the cloud computing framework, the vendor hosts and provides infra-
structure, data, and software as a service to the user. Scalability is one of the most 
significant benefits of cloud computing for AI and IoT. Because cloud-based services 
are easily scaled up or down according to demand, businesses and organizations can 
manage the massive amounts of data and processing power needed for AI and IoT 
applications.

Additionally, cloud computing offers an affordable solution for users who need to 
store and process large amounts of data. By utilizing cloud-based ML platforms, cloud 
computing also enables the development of AI and IoT applications. These platforms 
give programmers access to robust machine-learning algorithms, resources, and 
libraries that they can utilize to develop sophisticated applications.

Additionally, developers can scale up or down their ML models in response to 
demand using cloud-based ML platforms. Additionally, cloud computing offers a safe 
environment for processing and storing private data produced by IoT and AI applica-
tions. To safeguard customer data from cyber threats, cloud service providers have 
implemented several security measures such as firewalls, access controls, and encryp-
tion [102–106].

Blockchain technology is a decentralized and distributed ledger system that 
securely and transparently records transactions across multiple computers. It enables 
secure transactions between parties without the need for intermediaries. It can be 
used for secure device authentication, data sharing, and supply chain management. 
This technology can enhance AI and IoT systems’ security, privacy, and interoper-
ability. Increased security is one of the main benefits of adopting blockchain in AI 
and IoT. It secures data and transactions using cryptographic algorithms, making 
it difficult for hackers to tamper with or steal data. Blockchain can also be used to 
develop secure digital identities for users and devices, which can help restrict unau-
thorized access. Improved privacy is a benefit of using blockchain in AI and IoT. Users 
can choose who can access their data and maintain control over it. This technology is 
essential when sensitive data needs to be protected, such as in healthcare and financial 
applications.

Additionally, blockchain can improve the interoperability of various IoT and AI 
systems. It enables different methods to communicate with each other more easily by 
establishing a shared decentralized ledger of transactions. This can make it simpler 
for developers to create new applications and lessen the difficulty of integrating vari-
ous systems [107–111].

4. Applications of AI and IoT in agriculture

By 2025, it is anticipated that global spending on intelligent, interconnected 
agricultural technology and systems, including AI and IoT, will triple in size, reach-
ing $15.3 billion. Understanding how factors such as sunlight, weather, animal, bird, 
and insect movements, crop use of specific fertilizers and pesticides, and planting 
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and irrigation cycles affect crop production is a perfect subject for machine learning. 
Excellent data has never been vital for determining a crop cycle’s profitability. For this 
reason, farmers and the agricultural sector are stepping up their data-centric strate-
gies and broadening the scope and scale of the application of AI and IoT technology to 
improve crop yields and quality [112–116].

Crop yields are being increasingly optimized using AI and IoT. Farmers can 
understand more about the health of their crops and make intelligent decisions about 
water and fertilizer requirements and disease and pest control by utilizing data from 
sensors and other connected devices. Precision farming is a significant area, where AI 
and IoT are used in agriculture. This entails creating precise field maps and real-time 
crop growth monitoring using data from sensors, drones, and other sources. Farmers 
can identify areas that need water, fertilizer, or disease/pest control by examining this 
data and areas that are vulnerable to disease or pest infestation. Due to their increased 
ability to deploy resources effectively and efficiently, crop yields increase and costs 
decrease [117–120].

Predictive analytics is yet another approach AI and IoT use in agriculture. Farmers 
can use machine learning algorithms to accurately predict future yields by analyz-
ing historical data on weather patterns, soil conditions, and crop performance. This 
enables them to plan for planting and harvesting crops and make smart decisions 
about pricing and marketing. Before a vegetation cycle even begins, it is now possible 
to know the potential yield rates of a field using AI and IoT technology. The potential 
crop yield can be estimated using machine learning techniques to analyze 3D map-
ping, sensors’ soil analysis data, and drone-based soil color data. Farmers can auto-
mate the irrigation schedule of their crops based on real-time data on soil moisture 
content via remotely connected devices, such as smart sprinklers and soil sensors. 
Satellite-based thermal-infrared imaging remote sensing AI and IoT technology also 
monitor irrigation rates and crop water requirements. Automating tasks, such as 
fertilization is another possible application of AI and IoT in crop farming. Farmers 
can apply fertilizer more precisely based on real-time data on soil nutrient levels via 
GPS-connected fertilizer spreaders. The technology is used to apply fertilizer variably 
on most needy soil areas.

Similarly, the normalized difference vegetation index images recorded through 
drones or satellites can be used to apply variable nitrogen application at different crop 
growth stages. Variable seed rates of different crops can be estimated by scanning the 
electric conductivity of the field. The seed spreader is then connected to the GPS-kit 
with the field electric conductivity map, guiding the spreader to apply seed variably. 
Large-scale agricultural firms turn to robotics when they cannot find enough skilled 
workers. Self-propelled robotics machinery that can be programmed to apply seed 
and fertilizer evenly along each row of crops lowers operational costs and increases 
crop yield. Farmers can detect symptoms of disease or stress before they are notice-
able to the naked eye, for instance, by employing computer vision algorithms to 
examine photographs of plants. This enables them to take corrective action before the 
problem worsens, resulting in healthier plants and better-quality produce. Farmers 
employing AI and IoT technologies can predict and detect disease/pest infestations 
before they occur by combining drone infrared camera data with sensors on fields 
that can monitor plants’ relative health.

Moreover, the AI and IoT systems can identify disease/pest-affected areas by 
combining intelligent sensor data with visual data streams from drones. Farmers 
can gain more knowledge about the health of their crops and decide how to allocate 
resources and control pests/diseases by analyzing data from sensors and other 



Internet of Things – New Insights

58

connected devices. Crop quality can also be improved as well with the use of AI and 
IoT [121–131].

All agricultural supply chains have adopted track and traceability, and this trend is 
expected to continue. A well-managed track-and-trace system increases visibility and 
control throughout supply chains, which reduces inventory shrinkage. Modern AI and 
IoT-based track-and-trace systems can distinguish between batch, lot, and container-
level material assignments in inbound shipments. Most cutting-edge track-and-trace 
systems rely on sophisticated sensors to record data for each shipment. Agricultural 
supply chains and shipments are increasingly using AI and IoT sensors. AI and IoT 
systems show different marketing scenarios to farmers to get the maximum return 
on their produce. When deciding on pricing strategies for a particular crop, price 
forecasting for crops based on yield rates that help forecast total volumes produced 
is crucial. Understanding yield rates and quality standards enables agricultural 
businesses to negotiate effectively for the best harvest price. The pricing strategy is 
determined by analyzing the total demand for a crop to determine whether the price 
elasticity curve is inelastic, unitary, or highly elastic [7, 118, 132–135].

One of the fastest-growing applications of AI and IoT in agriculture is monitoring 
livestock health, including daily activity and food intake. Various aspects of livestock 
management and monitoring, such as behavior, detection, counting, identification, 
grazing tracking, health issues, estimating the herd distribution, etc., can be achieved 
using AI and IoT technologies. The best way to care for livestock over the long 
term is to understand how each livestock responds to diet and boarding conditions. 
Producing more milk requires AI and IoT to comprehend what keeps cows happy and 
contented daily. AI and IoT technologies reduce the chances that domestic and wild 
animals may accidentally destroy crops or commit a break-in or burglary at a remote 
farm. Farmers can secure the perimeters of their fields and buildings through image 
analysis powered by AI and machine learning algorithms [136–141].

5. Benefits and application of AI and IoT in date palm cultivation

Advances in technology have led to the integration of AI and IoT into the date 
palm farming sector, aiming to improve yield, reduce costs, and increase efficiency. 
One recent development in AI and IoT in date palm cultivation is using sensors to 
monitor soil moisture. These sensors are connected to a central system that uses AI 
algorithms to analyze the soil moisture data and determine the time and amount 
of irrigation water requirement. This approach has been shown to reduce water 
consumption by up to 30–60% and improve date palm yields. Another application 
of AI and IoT in date palm cultivation is using drones for crop monitoring. Drones 
equipped with cameras and other sensors collect data regarding plant health, growth 
rates, and other factors affecting palm growth and yield. This information can then 
be analyzed using ML algorithms to identify patterns and predict future crop perfor-
mance. In addition to these applications, AI and IoT are also used to optimize fertil-
izer usage, predict weather patterns, and automate the harvesting time of different 
date palm varieties. For example, autonomous robots with AI algorithms can harvest 
dates more efficiently than human laborers, reducing costs and increasing productiv-
ity [20, 29, 63, 65].

In many parts of the world, date palm cultivation is a significant economic activ-
ity. Using AI and IoT technology in date palm farming can have several economic 
benefits. Enhanced crop management efficiency is one potential benefit. AI-powered 
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sensors can monitor soil moisture, aerial temperature, humidity, and other environ-
mental variables that impact the development and production of date palms. Date 
palm growers can optimize irrigation schedules, fertilizer applications, and disease 
and pest management strategies by analyzing AI and IoT data, leading to higher crop 
yields and lower input costs. Improved quality control is another potential benefit. 
AI algorithms can examine images of date palm trees to identify signs of water stress, 
diseases, or nutrient deficiencies. This can help farmers identify problems early and 
resolve them before they worsen. IoT devices can also track the shipment of date palm 
offshoots from the field to the market, ensuring that they are treated carefully and 
adhere to quality standards. Increased market access is a third potential advantage. 
Farmers can produce higher-quality dates that fetch higher prices in domestic and 
foreign markets by applying AI and IoT technology to enhance crop management and 
quality control.

Furthermore, IoT devices can deliver real-time information about market demand, 
allowing farmers to modify their production strategies accordingly. AI techniques 
made identifying different date palm varieties possible through leaf and fruit image 
scanning. In general, date palm farming could benefit from AI and IoT technology by 
increasing productivity, enhancing quality assurance, and giving farmers more mar-
ket access. The economic benefits of these technologies are expected to significantly 
increase as they develop and become more accessible [19, 20, 30, 32, 38, 43, 142–144].

The following are some of the applications of AI and IoT that have been employed 
for advancing date palm cultivation technology:

5.1 Date palm irrigation management

Fresh water is an urgent priority in semiarid- and arid regions. With the steady 
increase in population, water is urgently needed to irrigate palm trees and increase 
the production of dates, food products rich in nutrients necessary for human health. 
The reclaimed and desalinated water can be used for irrigation, but these technolo-
gies’ high energy and cost hinder this irrigation utilization [19, 145]. There is a need 
for intelligent irrigation and standalone photovoltaic systems, and new smart irriga-
tion techniques to ensure sustainable energy and water for agriculture [20, 21, 146]. 
Mohammed et al. [29] implemented AI to predict optimum water and energy require-
ments for solar-powered sensor-based microirrigation systems. This study is a good 
example of how AI can improve agricultural practices. The study also found that the 
optimum water use efficiency was achieved when the maximum setpoints of irriga-
tion control were adjusted at the field capacity and by adjusting the minimum set-
points at 40 of the available water for the subsurface irrigation system. The optimum 
yield was achieved by adjusting the minimum setpoints for subsurface irrigation, 
subsurface drip irrigation, and bubbler irrigation, respectively. Several ML algorithms 
were used in the study, including support vector regression (SVR), long short-term 
memory (LSTM) neural network, linear regression (LR), and extreme gradient 
boosting (XGBoost) were developed and validated for predicting the optimum 
irrigation water and solar energy requirements based on the limited meteorological 
data (average temperature, RH, wind speed, and solar irradiance) and date palm age 
for each microirrigation system used. The study evaluated the performance of the ML 
models using three performance metrics of root mean square error (RMSE), coef-
ficient of determination (R2), and mean absolute error (MAE). The dataset was pre-
pared at various levels for 4 years to train and test the prediction models, and the fifth 
year was used to validate the performance of the most suitable model. The evaluation 
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of the ML models indicated that the LSTM and XGBoost models were more accurate 
than the SVR and LR models in predicting the optimum irrigation water and energy 
requirements. The validation results showed that the LSTM model could predict 
the water and energy requirements for all irrigation systems with R2 values ranging 
from 0.90 to 0.92 based on date palm age and limited meteorological variables. The 
authors stated that the benefits of implementing AI in sustainable farming include 
predicting optimum water and energy requirements for sensor-based microirrigation 
systems powered by solar PV, contributing to sustainable farming practices. They also 
highlighted the potential significance of AI in effectively overseeing irrigation water 
scheduling. AI could achieve this by handling gathered data and comprehending 
the evolving weather patterns, soil, and plant conditions throughout the cultivation 
phases. The LSTM model they created could serve as a potent instrument for super-
vising water allocation in date palm cultivation [29].

Consequently, AI’s influence extends to water conservation in irrigation, foster-
ing plant development, and augmenting crop yield. In addition, the study’s results 
have significant implications for sustainable agriculture in arid regions. By using AI 
to predict the optimum irrigation requirements, farmers can save water and energy 
while still achieving optimal yields. This is essential for ensuring the long-term 
sustainability of agricultural production in arid regions [29].

A previous study highlighted the benefits of using the Internet of Things (IoT) in 
agriculture, especially irrigation management. Mohammed et al. [38] developed an 
automated system for scheduling irrigation using a cloud-based IoT platform, which 
positively impacted the yield of date palm and water use efficiency using FTTT (If 
This Then That) interface and Ubidots platform. Figure 1 shows the main compo-
nents of the cloud-based IoT platform used to monitor the meteorological variables 
in real time and control the irrigation water scheduling of the irrigation systems. The 
figure illustrates the flow of data from the sensors to the cloud platform and the con-
trol of the irrigation system through the Arduino UNO board and IFTTT interface. 
The meteorological variables were collected by the sensors and transmitted to the 
Arduino microcontroller in real time through the Wi-Fi module. The microcontroller 

Figure 1. 
A simple diagram for the components of the cloud-based IoT system employed for real-time monitoring of the 
meteorological parameters of the study area and managing water scheduling for date palms.
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then sent the data to the Ubidots platform, where the user could access the real-time 
data through the graphical user interface using the private channel. The electronic 
relays of contactors, electronic valves, and irrigation pumps were controlled using the 
IFTTT interface to schedule the irrigation water of the irrigation system.

Implementing IoT procedures and creating sophisticated sensors for smart 
agriculture exert a significant influence on both crop yield enhancement and the 
preservation of irrigation water. Furthermore, integrating cloud computing and IoT 
advancements has bolstered the interaction and remote oversight between users and 
their agricultural operations. This enhancement permits multilayered cloud IoT and 
computing frameworks to orchestrate, supervise, and administer crop cultivation 
within a comprehensive automated structure. This has the potential to tackle the chal-
lenges posed by limited water availability and insufficient labor in the agricultural 
sector. The operation was overseen through a cloud-based IoT platform, allowing 
users to remotely observe the farm and retrieve pertinent meteorological information. 
This data empowered users to make informed decisions, considering the irrigation 
microcontroller’s existing parameters. The IFTTT interface seamlessly integrated 
with the irrigation hardware, introducing functionalities that managed irrigation 
valves and pumps or dispatched SMS notifications to users based on their predefined 
actions. The IoT system optimized water use in date palm cultivation and improved 
yield and water use efficiency. In addition, the Ubidots platform was used in this 
study to monitor the meteorological variables data. The platform allows users to 
connect, visualize, and analyze data from various sources, including sensors, devices, 
and applications. The Ubidots platform provides a graphical user interface (GUI) that 
allows users to create custom dashboards, charts, and widgets to visualize data in real 
time. The platform also provides tools for data analysis, including statistical analysis, 
machine learning, and predictive analytics. This study used the Ubidots platform to 
collect and store real-time meteorology measurements on the farm to analyze and 
visualize the irrigation parameters [38].

Mohammed et al. [20] employed cloud-based IoT solutions to control a modern sub-
surface irrigation system in date palm farms in the arid region of Saudi Arabia, which 
improved irrigation management. They designed and constructed a fully automated 
controlled subsurface irrigation system (CSIS) and validated its performance to moni-
tor the irrigation process remotely. An efficient control system for subsurface irrigation 
utilizing marvelous cloud computing and IoT capabilities was used to manage date 
palm water. The user can be automatically notified by either a short or email message. 
The optimum water per tree can be applied by controlling the subsurface irrigation 
system in a date palm field. The methodology used in this study involves designing and 
implementing a cloud-based CSIS for date palm trees. CSIS is an IoT-based system that 
employs cloud computing and various sensors to monitor and control the subsurface 
irrigation system for date palm trees. A sensor-based subsurface irrigation scheduling 
(S-BIS) was considered. Based on the data received from the sensors, the amount of 
water can be scheduled. The measured data from sensors is uploaded to the ThingSpeak 
cloud platform for analyzing and sending the decision to the subsurface irrigation 
system. Figure 2 shows the designed system that used the direct measurement of 
volumetric water content to make irrigation decisions, meanwhile monitoring different 
factors such as ambient air temperature, relative humidity, solar intensity, wind speed, 
and water flow rate per minute. The results indicated that the automatically irrigating 
date palm trees controlled by S-BIS were more efficient than the time-based irrigation 
scheduling (T-BIS). The amount of irrigation water was reduced by 64.1% and 61.2% 
based on S-BIS and T-BIS, respectively, compared to traditional surface irrigation 
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(TSI). The yearly sum of irrigation water employed for CSIS utilizing the S-BIS tech-
nique, CSIS using the T-BIS approach, and TSI stood at 21.04, 22.76, and 58.71 m3/tree, 
respectively. When integrated with the S-BIS methodology, the devised CSIS approach 
yields favorable outcomes regarding irrigation water administration and a subsequent 
improvement in date palm fruit yield within arid regions [20].

The IoT-based control system efficiently schedules the irrigation water to administer 
to the date palm at different intervals, relying on data from various sensors. The system 
collects measurements from these sensors, transmits the data to the ThingSpeak cloud 
platform for analysis, processes the information in the cloud, reaches conclusions, and 
then implements these conclusions into the subsurface irrigation system. The benefits of 
using IoT technology in this study include more efficient water management, improved 
crop yield, and reduced water waste. Additionally, the system can be remotely moni-
tored and controlled, reducing the need for manual labor and increasing the accuracy of 
date palm irrigation management [20].

5.2 Tissue culture systems management

The smart ex vitro acclimatization systems (SEVAS) for tissue culture plantlets 
aim to minimize the initial shock of newly regenerated in vitro plantlets. This benefit 
decreases their mortality and improves their growth characteristics. In addition, 
the potential advantages of using SEVAS for tissue culture plantlets in agriculture 
include reduced production costs, reduced manual labor, enhanced product qual-
ity, and improved environmental sustainability. Utilizing automation is a pragmatic 
approach, particularly considering the extensive and time-consuming nature of in 
vitro propagation. This is especially true when dealing with limited outputs during the 
acclimation phase due to the mortality of plantlets. The benefits of automating the 
acclimatization process also encompass lower contamination risks and reduced labor 
expenses. Contemporary precision agriculture methods, such as glasshouse technol-
ogy, are predominantly characterized by automation. In contrast, the combination 

Figure 2. 
A schematic diagram for the IoT-based control system for a smart subsurface irrigation for enhancing irrigation 
management of date palm.
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of information technology and IoT solutions has advanced significantly, ensuring 
effectiveness and efficiency [43, 147, 148].

Mohammed et al. [43] designed an IoT-based automated system for the SEVAS to 
acclimate tissue culture plantlets. The designed system uses IoT technology to moni-
tor and control the environmental conditions of the glasshouse, including tempera-
ture, humidity, and light intensity. The system also includes a feedback mechanism 
that adjusts the environmental conditions based on the real-time data collected by the 
sensors. The advantages of employing IoT technology in this research encompass the 
immediate tracking of crops and microclimate, surveying and mapping fields, and 
providing data to farmers for implementing well-founded strategies in farm manage-
ment. These strategies aim to enhance efficiency, conserve time and resources, and 
elevate crop yield. Furthermore, IoT technology is progressively gaining traction 
within agriculture, facilitating the adoption of environmentally friendly on-farm 
methods and fostering improved ecological sustainability.

Figure 3 provides an overview of the IoT-based control and monitoring system 
for the SEVAS in the study. The figure shows the primary components of the system, 
comprising sensors, a microcontroller, an internet connection, the IoT platform 
hosted on the cloud, control apparatus, and web-based applications. These com-
ponents are interconnected and harmonized to facilitate control and monitoring 
functionalities. The figure also depicts the trajectory of data from the sensors to the 
cloud-based IoT platform and the control devices responsible for overseeing the 
microclimate variables within the E-VAS system. The cloud-based IoT platform stores 
and analyzes the data and sends control signals to the control devices, which include 
relays for controlling the heating unit, cooling units, ultrasonic humidifier, and 
water pump and irrigation valves. The control devices adjust the SEVAS microclimate 
factors based on the sensors’ data and the control signals from the cloud-based IoT 
platform [43].

5.3 Cold storage management

Cold storage is essential in food, vegetables, and fruit preservation. Refrigeration 
in remote areas away from the electricity grid needs an off-grid power system. 

Figure 3. 
A simple diagram for the components of the IoT-based controlling and monitoring system of the SEVAS for tissue 
culture plantlets.
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Photovoltaic (PV) solar energy is an important power source for operating off-grid 
refrigeration. Due to a reduction in PV system cost, solar-powered refrigerators 
have become more economical [30, 71, 149, 150]. Refrigerators are considered one 
of the types of equipment that consumes a significant amount of electricity. Hence, 
reducing energy consumption and efficient systems are most important to reduce 
greenhouse gas emissions and the costs of PV systems [30, 151]. Eltawil et al. [152] 
developed and evaluated a machine learning-based intelligent control system (ICS) 
using artificial neural networks (ANN) for the performance optimization of solar-
powered display refrigerators (SPDRs). The SPDR functioned initially at a consistent 
frequency of 60 Hz, and subsequently, it was operated at various frequencies ranging 
from 40 to 60 Hz. An integrated ANN-based ICS facilitated this frequency adjustment 
with a variable speed drive. An independent PV system provides the energy necessary 
for its operation. The performance of the newly developed SPDR was assessed and 
contrasted against its performance under a conventional control system (TCS). These 
evaluations were conducted at refrigeration temperatures of 1, 3, and 5°C, which align 
with ambient temperatures. The researchers employed an ANN-based regression 
model to enhance the SPDRs. The ANNHUB software’s ANN technique created an 
optimal predictive model. This model was used to forecast the requisite power and 
ideal frequency for the SPDR, leveraging training data.

The Levenberg–Marquardt algorithm was employed in the training phase, allocat-
ing 75% of the data for training and 25% for testing. This algorithm optimized the 
weights in a composite estimation of outputs, thereby refining the prediction model. 
Figure 4 shows the ANN architecture used in this study had a three-layered network 
consisting of one input layer, a hidden layer, and an output layer. The input layer has 
six nodes of six independent variables: target temperature (T1), ambient temperature 
(T2), cabinet temperature (T3), solar radiation intensity, and temperature differences 
of T2-T1 and T2-T1. The optimum hidden layer was one and contained eight nodes. 
The output layer had a single dependent variable, frequency, which was also standard-
ized. The outputs were the optimum frequency to control the compressor speed and 
the required power. The approach used provided a more efficient and reliable means 
of control. The study suggests that using ML to optimize the performance of solar-
powered refrigerators can lead to several potential benefits. For example, it can help 

Figure 4. 
The ANN architecture of the intelligent control system to optimize the performance of solar-powered refrigerators.
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improve the reliability and efficiency of the control mechanism, save the required 
solar PV energy, and provide a basis for designing and optimizing PV-powered 
refrigeration systems. Furthermore, the research demonstrated that this approach can 
be extended to other refrigeration systems, offering a more effective and dependable 
regulation method [152].

IoT technology for managing cold storage facilities provides real-time system 
environment monitoring, allowing timely responses to any issues. This technology 
can give reliable data on the quality of food products during their storage duration, 
which can help with intelligent food quality management. Furthermore, the applica-
tion of IoT technology in cold storage revolves around monitoring factors influencing 
the quality of stored products, with the goal of safeguarding them against potential 
contamination arising from external conditions. Among these crucial factors, cold 
storage rooms and warehouses focus on tracking parameters such as relative humidity 
(RH), temperature, alcohol gases, and light [71, 153].

Mohammed et al. [30] designed a smart IoT-based control system to manage cold 
storage facilities remotely. This study is a good example of how IoT can improve food 
safety and quality control. The study found that the IoT-based control system could 
precisely control the modified cold storage room, provide reliable data about the 
interior microclimate atmosphere, and send the necessary alerts in an emergency. 
This indicates that the IoT-based control system can improve the safety and quality 
of food products stored in cold storage rooms. The study also found that the IoT-
based control system had no significant effect on the quality of date fruits stored in 
the modified cold storage room compared with the traditional cold storage room. 
This indicates that the IoT-based control system can maintain the quality of food 
products stored in cold storage rooms without affecting their taste or nutritional 
value. The study’s results have significant implications for the food industry. By 
using IoT to monitor and control cold storage rooms, the food industry can reduce 
the risk of food spoilage and improve the quality of their products [30, 71]. Figure 5 
shows the main components of the designed IoT-BC. The figure illustrates the vari-
ous elements of the system, including the IoT microcontroller, sensors, and cloud 
platform. The IoT microcontroller collects data from the sensors, which monitor 
various parameters such as temperature, humidity, and light. The collected data is 
then transmitted to the cloud platform, where it is analyzed in real time. The cloud 
platform is also responsible for sending notifications to the user in case of any issues 
that may arise [30].

5.4 Postharvest management

Climate change positively impacts date palm fruit growth and development by 
delaying fruit ripening, reducing color development and quality, inadequate pol-
lination, fruit sunburn, poor fruit quality and fruit set, and lowering fruit yield 
[154, 155]. Date palm fruits can be ripened artificially using controlled temperature 
and relative humidity, such as the fruit drying process. Mohammed and Alqahtani 
[144] designed an automated sensor-based artificial ripening system (S-BARS) inte-
grated with ultrasound pretreatment for unripe Khalas Biser fruits of date palm. They 
developed a straightforward technique for data acquisition and system control. Data 
on temperature and relative humidity were monitored using six DHT22 sensors. An 
Arduino Mega board collects the data sent by these sensors. Figure 4 shows real-time 
data acquisition for temperature and relative humidity inside the treatment chamber 
of the designed S-BARS integrated with Arduino and Excel.
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The control system in the study is an automated sensor-based artificial ripening 
system (S-BARS) that combines ultrasound pretreatment with automated sensors to 
enhance the ripening process of date fruits. The S-BARS are controlled by an open-
source microcontroller board (Arduino Mega) and three relays (RL1, RL2, and RL3) 
that control the heating unit, ultrasonic humidifier, and main power of the S-BARS. 
The system also includes six DHT22 sensors that collect data on temperature and 
relative humidity (RH) and send the data to the Arduino Mega board’s open-source 
microprocessor (ATmega328P). The acquired data is displayed in real time on a liquid 
crystal display (LCD) and stored in Microsoft Excel using the PLX-DAQ Excel Macro. 
The control system allows for precise monitoring and control of the ripening process, 
which can improve the quality and yield of date fruits [144].

Mohammed et al. developed ANNs-based models for predicting date fruit qual-
ity attributes based on their electrical properties during cold storage. This study is 
a good example of how machine learning can be used to improve food safety and 
quality control. The study found that ANNs were more accurate than multilinear 
regression (MLR) models in predicting the physicochemical properties of date fruits 
during cold storage. Therefore, ANNs can be used to develop nondestructive meth-
ods for predicting the quality of date fruits. Ensuring a consistent provision of pre-
mium fruits to meet market requirements is paramount. The research also identified 
that the most effective prediction model utilizing ANNs comprised an input layer 
with 14 neurons, a single hidden layer with 15 neurons, and an output layer with four 
neurons. The study’s findings have significant implications for the food industry. By 
using ANNs to predict the quality of date fruits, the food industry can reduce the 
amount of food waste, improve the quality of their products, and meet the demands 

Figure 5. 
A schematic diagram of IoT-based control system for cold storage room.
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of consumers. The study is a valuable contribution to food safety and quality control. 
The study’s results have significant implications for the food industry, and food 
manufacturers and policymakers should consider them [78]. Figure 6 shows a block 
diagram of the applied ANNs prediction model. The ANNs predict date quality 
parameters of the pH, total soluble solids (TSS), water activity (aw), and moisture 
content (MC) of date fruits during cold storage, which is based on 14 electrical 
parameters of the capacitance value at the series equivalent circuit model (Cs, nF), 
the dissipation factor (D), the equivalent series resistance (Rs, kΩ), the equivalent 
parallel resistance (Rp, kΩ), the capacitance value at the parallel equivalent circuit 
model (Cp, nF), the inductance value in the series equivalent circuit model(Ls, H), 
the inductance value in the parallel equivalent circuit model (Lp, H), the resistance 
(R, kΩ), the direct current resistance (DCR, kΩ), the reactance (X, kΩ), the absolute 
value of the impedance (Z, kΩ), the phase angle (θ°, degree), the phase radian (θ, 
rad), and the quality factor (Q ).

Srinivasagan et al. [156] used a TinyML-based multispectral sensor for the shelf 
life estimation of fresh date fruits packed under modified atmospheres. This sensor 
uses ML algorithms to estimate the shelf life of fresh dates based on various fruit 
properties such as moisture content, total soluble solids, tannin content, and sugar 
content. Figure 7 shows a block diagram of the applied ANNs prediction model. The 
ANNs predict shelf life and fruit quality based on 18 spectroscopy reflectance, pack-
aging types, and storage temperatures. The ANN used in the study has three layers: 
an input layer with 20 nodes, two hidden layers, and an output layer with one node. 
The input layer collects the AS7265x Triad optical sensor data via the I2C port of the 
Arduino Nano33 BLE Sense microcontroller. The hidden layers perform data trans-
formation and feature extraction. The output layer is a single neuron that produces a 
continuous output value. The ANN layers are designed to predict the shelf life of fresh 
date fruits based on various fruit properties such as color, texture, and temperature. 
The authors conducted experiments to validate the sensor’s accuracy and found that it 
could accurately estimate the shelf life of fresh dates. This technology can potentially 
improve the efficiency of the date fruit industry by reducing waste and increasing 

Figure 6. 
A simple block diagram of the employed ANNs prediction model for prediction of fruit quality based on their 
electrical properties during cold storage.
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profits. The study also found that modified atmosphere packaging (MAP) can extend 
the shelf life of date fruits. The researchers observed variations in fresh fruit shelf life 
estimations across the three main stages of fruit maturity from the Khalal to the Tamr 
stage. The study suggests that using TinyML for shelf life estimation can improve the 
efficiency of the date fruit industry by reducing waste and increasing profits. Overall, 
the study provides a promising approach for estimating the shelf life of fresh date 
fruits using TinyML and low-cost sensors [156, 157].

5.5 Pest management

One of the most critical problems of date palm mite control is an objective 
decision-making method for monitoring and predicting date palm mite infestation 
on date fruits. Mohammed et al. developed, evaluated, and validated prediction 
models for date palm mite infestation on fruits based on meteorological parameters, 
i.e., relative humidity, temperature, solar radiation, and wind speed and the physi-
cochemical parameters of date fruits, i.e., firmness, weight, moisture content, total 
sugar, total soluble solids, and tannin content, using two ML models, i.e., linear 
regression and decision forest regression. The study is a good example of how ML 
can improve agricultural practices. The study found that the decision forest regres-
sion model was more accurate than the linear regression model in predicting the 
date palm mite based on the input parameters. This indicates that the decision forest 
regression model can be used to consider several factors that can affect the infesta-
tion of date fruits by the date palm mite. The study’s results have important implica-
tions for date palm cultivation. The study also found that the developed model could 
predict the date palm mite count on date palm fruits based on the combination of 
meteorological and physicochemical properties variables. Farmers can take pre-
ventive measures to protect their crops by using ML to predict the date palm mite 
infestation. This can help to reduce the impact of the date palm mite on the date 
palm industry and ensure the availability of high-quality dates [66]. Figure 8  
illustrates an experiment to predict date pam infestation on date palm fruits based 

Figure 7. 
A simple block diagram of the applied ANNs model for estimating shelf life and quality of date fruit using 
multispectral sensor during storage under modified atmospheres.
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on the study area’s meteorological parameters data, the date fruits’ physicochemical 
parameters data during the development stages, and the combined data of meteoro-
logical variables and physicochemical properties.

6. Challenges of implementing AI and IoT in date palm cultivation

The transformation brought about by integrating AI and IoT is undeniable, 
significantly revolutionizing the cultivation of date palms. Farmers can optimize 
operations, reduce costs, and improve yields using AI and IoT technologies. However, 
there are several challenges to implementing AI and IoT systems in date palm cultiva-
tion. The main challenges to using AI and IoT technologies in date palm cultivation 
are the lack of infrastructure and connectivity in rural areas, where most farms are 
located. There is a lack of the necessary infrastructure to support these technologies in 
many regions, where date palms are grown. For instance, there might not be a stable 
power source or internet connection to power the devices needed for AI and IoT 
implementation. This makes it challenging for farmers to gain access to and efficiently 
utilize these techniques. IoT devices require a stable internet connection to function 
effectively, and in areas with poor connectivity, the data collected may be inaccurate 
or incomplete. This can lead to incorrect decision-making and ultimately impact date 
palm yields and profitability. The high cost of implementing AI and IoT technologies 
is another challenge.

Implementing IoT and AI systems demands a substantial hardware, software, and 
training investment. Many small-scale farmers may lack the funding necessary to 

Figure 8. 
A screenshot for the architecture of the developed models using Microsoft Azure Machine Learning.
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purchase these technologies. The initial investment required to purchase and install 
sensors, drones, and other IoT devices can be unaffordable for small-scale farmers. 
Additionally, the cost of maintaining and upgrading these technologies can increase 
over time. Furthermore, the expense of maintenance and repairs can deter farmers 
from adopting these technologies. Data security and privacy are other significant 
problems applying AI and IoT in date palm farming. Large amounts of data are 
collected for these technologies from numerous sources, including sensors, drones, 
and cameras. Sensitive information about the farm’s operations is contained in this 
data, making it vulnerable to misuse or cyberattacks. This is particularly important 
as farming data can be sensitive and valuable, providing insights into crop yields, soil 
health, weather patterns, and more.

Special skills are needed to install and manage AI and IoT systems on farms. Many 
farmers may not have the technical expertise to install and maintain these systems 
themselves, requiring them to hire outside experts or invest in training their staff. It is 
also a concern that AI and IoT technologies may replace human labor on farms, lead-
ing to job losses. While these technologies can increase efficiency and productivity, 
they may also lead to a decrease in demand for manual labor. Moreover, integrating 
AI and IoT technologies with conventional farming practices is another challenge. 
Many farmers may have little or no prior experience utilizing these technologies, 
which can cause resistance or reluctance to adopt them. Some farmers may prefer to 
rely on traditional methods they have used for generations. Finally, several challenges 
must be overcome before AI and IoT technologies in date palm farming may be widely 
adopted. Limitations in the infrastructure, high implementation costs, security and 
data privacy concerns, and reluctance to change are some of these challenges.

7. Future opportunities for AI and IoT in date palm cultivation

Advances in AI and IoT technologies offer new opportunities to improve the 
efficiency and sustainability of date palm farming. One potential application of AI 
in date palm cultivation is predictive analytics. By analyzing weather patterns, soil 
conditions, and other environmental factors, AI algorithms can help farmers predict 
when to propagate offshoots, irrigate, and harvest their crops for optimal yields. This 
can help reduce farm waste, increase crop productivity, and improve profitability. 
Another potential application of AI is precision agriculture. By using sensors and 
other IoT devices to collect data on soil moisture, temperature, and other environ-
mental factors, farmers can use AI algorithms to optimize water amounts, irrigation 
schedules, and optimum doses of fertilizer applications. This can help reduce water 
usage and minimize environmental impact while maximizing palm yields. AI and IoT 
can also be used to monitor the health of date palm trees. AI algorithms can detect 
early signs of disease or pest infestations by analyzing images of leaves and trunks. 
AI noses or electronic noses can diagnose insect pests and diseases, which is a fast 
and noninvasive approach. This can help farmers take corrective action before the 
problem spreads, reducing yield losses and minimizing the need for pesticides and 
fungicides. In addition to AI, IoT technologies such as drones and robots offer new 
opportunities for precision agriculture in date palm cultivation. Drones equipped 
with cameras and sensors can provide high-resolution images of date palms, allowing 
farmers to monitor their health and growth more closely.

Meanwhile, robots can be used for tasks such as pruning and harvesting, reducing 
labor costs and increasing efficiency. AI and IoT technologies can be used for fruit 



71

Applications of AI and IoT for Advancing Date Palm Cultivation in Saudi Arabia
DOI: http://dx.doi.org/10.5772/intechopen.113175

sorting purposes based on fruit size, weight, color, maturity indices, etc., saving 
time, labor, and resources. Uneven in situ fruit ripening is a common problem in 
date palms. AI and IoT technologies can also sort out ripe and unripe fruits. Then the 
unripe fruits can be ripened artificially using the same technologies to avoid wastage 
and to enhance farm income.

8. Conclusion

The application of AI and IoT in date palm cultivation in Saudi Arabia shows 
enormous potential for enhancing productivity, sustainability, and quality manage-
ment. There is a growing interest in applying AI and IoT in cultivating and managing 
date palm trees in Saudi Arabia. Several studies have explored AI and IoT technologies 
in various aspects of date palm cultivation, including pest management, postharvest 
quality management, yield improvement, and mapping of date palm trees. Using AI 
and IoT technologies in date palm cultivation offers benefits such as improved crop 
yield, efficient pest management, and enhanced postharvest quality control. These 
technologies enable real-time monitoring and data analysis, which can help farmers 
make informed decisions and optimize resource allocation. Integrating AI and IoT 
can contribute to the sustainability of date palm cultivation by reducing water con-
sumption and mitigating the impact of climate change. However, it is essential to note 
that while AI and IoT technologies hold promise, challenges still need to be addressed. 
These include the need for robust data collection and analysis, ensuring data security 
and privacy, and addressing the digital divide in rural areas. Further research and 
development are required to fully harness the potential of AI and IoT in date palm 
cultivation. Continued research and innovation in this field can contribute to advanc-
ing date palm cultivation practices and support the agricultural sector.
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Abstract

The Internet of Things (IoT) is currently rapidly being incorporated into many 
fields, but there are still some fields, such as healthcare, where IoT adoption is much 
slower. Medical IoT refers to a range of medical devices and people that rely on 
wireless communication to enable healthcare data exchange, remote monitoring, 
and patient rehabilitation for a better quality of life for the patient. Medical IoT can 
provide better medical care and rehabilitation services under the careful supervision 
of the physician, resulting in more cost-effective systems for hospitals as well as for 
the patient. Due to the regulatory, ethical, and technological challenges of biomedical 
hardware, the growth of medical IoT is still inhibited. The chapter provides an over-
view of the various technologies and protocols used for the Internet of Medical Things 
(IoT), with an overview of the current technologies, applications, and challenges.

Keywords: wearable technology, medical devices, remote patient monitoring, 
healthcare, protocols

1. Introduction

The Internet of Things (IoT) is a network of individually identifiable connected 
things (sometimes referred to as devices, objects, and items) that offer services for 
intelligent computing [1]. IoT objects are also referred to as “smart things,” which 
make it possible to carry out routine tasks in a logical manner. The Internet of Things 
also benefits human communication in good ways. The Internet of Things (IoT) 
includes a variety of technologies, such as pervasive computing, sensor technology, 
embedded systems, communication technologies, sensor networks, Internet pro-
tocols, etc., which ultimately support the economic development of contemporary 
civilizations [2]. IoT’s basic tenet is the provision of seamless, all-pervasive connectiv-
ity between objects and people.

Given the commonalities between similar technologies and the confluence of three 
distinct ideas, it is difficult to establish a specific definition of IoT. In a nutshell, IoT is 
a system in which things are linked in such a way that they may intelligently interact 
with one another and with people. However, in order to better grasp the Internet of 
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Things, a number of standard organizations and development groups have estab-
lished their own definitions [3].

1.1 Evolution of the IoT concept

The evolution of IoT with reference to technological progress in the conception of 
the Internet is presented in Figure 1. The concept of IoT, or the Internet of Things, 
refers to the interconnectivity of physical devices that are embedded with sensors, 
software, and network connectivity, allowing them to communicate with each other 
and with other systems over the Internet [4]. IoT has evolved over the years as a result 
of advancements in several areas of technology, including embedded systems, M2M 
communication, CPS, WSN, and the WoT.

These advancements have enabled the development of devices that can collect 
and transmit data, analyze and respond to that data in real time, and interact with 
other devices and systems. The development of the Internet itself has also played a 
critical role in the evolution of IoT. As the Internet has become faster, more reli-
able, and more widely available, it has made it possible to connect more devices 
and systems and to transmit larger amounts of data more quickly [5]. Overall, the 
evolution of IoT has been closely tied to technological progress in a range of areas, 
and it will likely continue to evolve as new technologies and capabilities become 
available.

These capabilities will be expanded through interactions with a wide range 
of electronic devices, according to the concept of the new IoT trend. In general, 
Internet-centric and Internet-centric items can be thought of as the IoT vision. 
The improvements of all technologies connected to the idea of “Smart Things” are 
included in the thing-centric vision. The Internet-centric vision, on the other hand, 
calls for the development of network technology to connect interactive smart objects 
with the storage, integration, and management of created data. These perspectives 
allow the IoT system to be understood as a dynamic dispersed network of intelligent 
objects that can generate, store, and consume the necessary information [6].

1.2 Application areas of the Internet of Things

Applications based on the Internet of Things (IoT) are expanding quickly, which 
is causing the world to change [7]. IoT’s expansion has been a wonderful development 
in recent years. IoT is the interconnection of physical and digital items that have been 
fitted with sensors, software, and other technologies [8]. It entails using the Internet 
to communicate and exchange data with other systems and devices all around the 
world. IoT also resembles a group of network-capable gadgets that do not include 
desktop and laptop computers or servers. IoT has impacted a wide range of industries, 
starting with the healthcare industry. It is now implantable, wearable, and portable, 
creating a pervasive and interactive world [9]. It transforms the inanimate objects in 

Figure 1. 
Technological progression in IoT.
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our immediate environment into intelligent objects, resulting in the creation of an 
information environment that raises the standard of living for people.

IoT devices, for instance, monitor and gather vital measurements (such as blood 
pressure, blood sugar level, pulse, etc.) in real time, enabling emergency alerts to raise 
the patient’s likelihood of survival [10]. Furthermore, autonomous and self-driving 
cars assist drivers in getting where they are going by preventing them from going 
off the road or getting into accidents. Additionally, these definitions are expanded 
to include automatic emergency alerts for the closest roads as well as medical aid in 
the event of an accident. The Internet of Things also includes a wide range of con-
temporary industries, including the manufacturing, assembly, packaging, logistics, 
smart city, and aviation sectors [11]. Figure 2 depicts a few of the most important 
IoT-based application sectors in the fields of health, business, communication, and 
entertainment.

Internet of Things (IoT) has numerous applications in the medical field, rang-
ing from patient monitoring and diagnosis to drug development and supply chain 
management. Some of the medical application areas of IoT are:

• Remote patient monitoring: IoT can be used to remotely monitor patients’ health 
conditions, vital signs, and medication adherence, allowing healthcare provid-
ers to deliver personalized care and intervene quickly if necessary. This can be 

Figure 2. 
Important application areas of the Internet of Things.
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especially useful for patients with chronic conditions or those who live in remote 
areas.

• Wearable medical devices: IoT-enabled wearable devices, such as smartwatches, 
fitness trackers, and health monitors, can track patients’ activity levels, sleep 
patterns, and other health metrics. This information can be used to provide 
personalized health recommendations and alerts and to help patients manage 
chronic conditions.

• Connected medical devices: IoT can connect medical devices such as blood glucose 
meters, blood pressure monitors, and ECG machines, allowing healthcare provid-
ers to remotely monitor patient data and provide real-time interventions when 
necessary.

• Telemedicine: IoT can be used to enable remote consultations between patients 
and healthcare providers, allowing patients to receive care from anywhere with 
an Internet connection. This can improve access to care and reduce healthcare 
costs.

• Drug development: IoT can be used to track drug efficacy and patient outcomes 
in clinical trials, allowing researchers to optimize drug development and acceler-
ate the drug approval process.

• Supply chain management: IoT can be used to track the temperature, humidity, 
and other environmental factors that affect the quality and safety of pharmaceu-
ticals and medical supplies during transportation and storage.

Overall, the medical application areas of IoT have the potential to improve patient 
outcomes, increase efficiency, and reduce costs in the healthcare industry [12–14].

2. IoT in biomedicine: Medical IoT

In the medical field, IoT can be useful in remote patient monitoring (monitoring 
blood pressure, checking heart rate, checking biometric parameters, or even checking 
hearing aids), it can be used in the management of diseases in chronic patients or in 
case of medical emergencies. The advantages of IoT systems used in medicine are that 
they can continuously and reliably monitor patients and facilitate the digital storage 
of patients’ personal health information. This type of technology helps in the forma-
tion of medical databases and their interconnection for a much better management of 
patient care. Studies show that at this moment, IoT technology will lead to the great-
est advances in medicine and will generate revolutionary treatments for patients [15].

IoMT or the Internet of Medical Objects represents the Internet of Things used in 
healthcare applications. This relatively new market is in continuous growth world-
wide with a valuation of over 150 billion dollars in the year 2022 and an increase of 
$357.45 billion from 2022 to 2028. There are several IoMT solutions on the market but 
also at the study level that include sensors, wearable systems, including remote access 
to medical services and monitoring systems of daily activities or hospital systems that 
increase the quality of patient care, thus fully covering the need for patient care [16].
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2.1 Technologies

At this moment in the market, when it comes to healthcare Internet of Things 
technology, there are several companies that are changing the way IoT is used in 
medicine. IoMT includes medical devices but with assault and monitoring of public 
health services, chronic patient care, and distance [17].

In the following lines, we will describe the main IoMT technologies and their 
principles.

2.1.1 Integrated platforms

Software and hardware integrations for multiple data extractions between medical 
devices are a real necessity at this point. In this direction, those at Elemental Machines 
have developed LabOps, a hardware and cloud-based software platform that helps 
laboratory operations for research and development, clinical laboratories, quality 
control, and diagnostics of the type [18].

Those from Philips have developed the Phillips Capsule Platform that allows the 
easy integration of devices used in patient monitoring, thus allowing much easier 
access to medical data [19].

Also, data about the environment in which we live can help medicine to detect 
and prevent diseases. Aclima is a platform created in partnership with Google, the 
Environmental Defense Fund, and researchers from the University of Texas at Austin, 
to measure air quality in big cities. A series of factors such as transport, energy 
consumption, and weather are taken into account. The collected data can thus be used 
in the prevention and management of cardiovascular and respiratory diseases [20].

2.1.2 Remote temperature store monitoring for vaccines

In less developed countries, IoMT tries to solve some apparently trivial problems, 
such as improving health conditions by creating conditions for storing and admin-
istering vaccines. This is how the ColdTrace System was developed, which provides 
remote temperature monitoring for refrigerators where vaccines are stored in rural 
clinics and health facilities. This way healthcare workers can safely administer life-
saving vaccines [21].

Not only in less developed countries did this need to use IoT for monitoring the 
temperature in storage refrigerators appear. Even large pharmaceutical companies like 
Pfizer have adopted IoT in many ways. It has partnered with IBM and implemented 
IoT to help produce and distribute COVID-19 vaccines. Thus, Pfizer used IoT sensors 
to track and monitor shipments of COVID-19 vaccines and ensure safe temperatures 
over long distances [22].

2.1.3 Remote patient monitoring

The most common application of IoT devices for healthcare is remote patient 
monitoring security using sensors that can automatically collect biometric status 
values. Thus, the need for patients to travel to health centers or to collect the neces-
sary parameters for correct monitoring was eliminated [23].

Remote patient monitoring using AI takes various forms; starting from simple 
systems that follow the sleep and breathing patterns of a baby (https://systemone.id) 



Internet of Things – New Insights

92

and reaching systems that are capable of providing over 10 million diagnostic results 
for tuberculosis, Ebola, HIV by transmitting medical diagnostic data in real time [24].

Biometric data such as oximetry or blood pressure values obtained from patients 
can be uploaded to platforms such as Honeywell’s Genesis Touch, which aims to keep 
patients connected with care providers through remote locations [25].

The IoT application in monitoring vital parameters is useful in collecting data 
about patients and assisting them in case of accidents. The software applications 
used are based on algorithms that can be used to analyze the data so that a treatment 
can be recommended or to generate alerts. The same principle is applied in their 
case of continuous and automatic monitoring of glucose levels in patients. They 
automatically record glucose values and can alert patients when glucose levels are 
problematic [26].

2.1.4 Depression and mood monitoring

There are numerous challenges related to monitoring a patient with depression 
or a bad emotional state because they are not always aware of the state they are in. 
In these situations, IoT devices can gather information about patients’ depression 
symptoms and general mood by collecting and analyzing data such as heart rate, 
blood pressure, or eyeball movement [26].

A new method of monitoring these states was launched by the Abilify MyCite 
from Otsuka. They made an aripiprazole tablet (an antipsychotic drug used to treat 
various mental and mood disorders) embedded with an ingestible event marker 
(IEM) sensor. So the sensor sends data to a mobile app that allows users to then review 
“data on medication intake and activity level, as well as self-reported mood and rest 
quality.” These data can be accessed through a secure web portal, by the attending 
physician, or by family members and friends [27].

2.1.5 Other examples of IoT/IoMT

IoT sensors manage to achieve continuous monitoring of Parkinson’s patients’ 
symptoms, giving patients the freedom to lead their lives in their own homes.

Apart from the portable devices presented, there are also devices in the IOMT 
that actually provide the patient’s treatment. Some examples include devices for 
Hand hygiene monitoring, connected inhalers that can alert patients when they leave 
inhalers at home, ingestible sensors that collect information from digestive and other 
systems in a much less invasive way, or smart contact lenses [28].

Robots used in surgery represent an important branch of IOMT because with their 
help surgeons can perform complex procedures, thus reducing the size of incisions 
and faster healing for patients [29].

As a summary of what was previously presented, at this moment, according to the 
specialized literature, we can classify IoT in Biomedicine Technologies as follows:

• IoT-enabled biosensors

• Wound healing monitoring systems

• IoT-based disease monitoring systems

• Internet of nano-things healthcare applications
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• Wearable IoT sensors for healthcare applications

• Degradable IoT sensors for healthcare applications

• IoT in medical implant manufacturing

• IoT in rehabilitation devices

• IoT-enabled medical robotics

• IoT in genomics

• IoT devices in pharmaceutical industries

2.2 Applications

The Internet of Things (IoT) has revolutionized the way we live our lives, yet 
studies show medical IoT modules are still not being used to their full potential. What 
is known for sure at this moment is that the Internet of Things can help transform the 
way health systems work and the way they provide patient care [29].

IoT in medicine is in a continuous development process and today manages to 
solve many medical care problems involving several levels.

Facilitating hospital management is made by room control systems, equipment 
monitoring and fault warning, management of equipment, medicines, and consum-
ables, personnel performance analysis, and regulation of the flow of patients.

Improving the quality of medical services by using IoT in monitoring the vital 
signs of patients’ health in operating and postoperative wards or online diagnostics 
through telemedicine solutions.

Improving the quality of the doctor-patient relationship by checking health 
indicators during the day with fitness bracelets, glucometers, and cuffs for measuring 
pulse, sending automatic reminders for activities, medications, or doctor visits, and 
notification of changes in vital signs with data [30] (Table 1).

Therefore, IoMT is a valuable technology for all players active in the health field, 
including public hospitals, private clinics, medical professionals of various profiles, 
insurance companies, and, of course, patients.

2.3 Challenges

Because we are talking about a new technology, it also faces many challenges in its 
application in the medical field. The main challenge is data security.

Remote patient monitoring devices cannot currently secure the collection of 
personal medical data. Data collected by medical devices qualifies as protected health 
information under HIPAA and similar regulations. As a result, IoT devices could be 
used as gateways for data theft if they are not secured. According to the latest studies, 
approximately 82% of healthcare providers report that they have experienced attacks 
against IoT devices.

Solutions would be the development of secure IoT hardware and software systems. 
Another challenge given the fact that no one at the moment can ensure that IoT 
devices in the health field are well managed, there is no protection system in place so 
that these devices are not used for other purposes than those that were created.
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No Application Description Problem-solving

1. Patient care IoT manages to ease the workflow for patient care with the 
help of innovative technologies that enable connectivity 
between medical devices saving money and time by 
reducing unnecessary travel of medical personnel [31, 32].

Improving the 
quality of medical 
services

2. Patient record The medical history part is time-consuming for the doctor, 
so IoT can transmit critical health data through sensors so 
that doctors can detect vital signs of deadly diseases in real 
time [33].

Improving the 
quality of medical 
services

3. Medical 
assistance in 
medication 
administration

IoT helps the patient follow the medication plan correctly by 
issuing alarms when it is time to take their medication [34].

Improving the 
quality of the 
doctor-patient 
relationship

4. Real-time 
patient 
monitoring

The use of sensors and the creation of intelligent medical 
systems that can be connected to a smartphone application 
is possible thanks to IoT technology. Thus, the data are 
easily collected and stored in the cloud in order to be able to 
monitor the patient’s condition in real time [32].

Improving the 
quality of medical 
services

5. Health Data 
Transmission

Medical data circulates and can be easily accessed using IoT 
devices. Thus, there are interconnected medical devices 
capable of transmitting a large amount of data in real-time 
applications, with IoT being responsible for constant data 
connectivity [35, 36].

Improving the 
quality of medical 
services

6. Preventing 
and reducing 
the rate of 
intra-hospital 
infection

Environmental monitoring systems, hygiene control as well 
as pharmacy inventory tracking with the help of IoT can 
significantly reduce the distribution of infection among 
patients as well as in the hospital environment [37].

Improving the 
quality of medical 
services

7. Making the 
work of 
doctors more 
efficient

IoT systems help the doctor in the relationship with the 
patient, relieving him of repetitive work and leaving him 
more time for the patient. Thus there are systems that 
record information about the patient with the help of voice 
commands and ease the doctor’s work [38].

Improving the 
quality of medical 
services

8. Telemedicine Remote care and real-time monitoring are possible today 
due to the integration of IoT in medicine and the creation 
of a new field—telemedicine. Thus, doctors and nurses in 
hospitals are relieved of a large number of patients who can 
be monitored and cared for at home [39].

Improving the 
quality of medical 
services
Improving the 
quality of the 
doctor-patient 
relationship

9. IoT Hospital 
Management 
Systems

IoT-based hospital information and management systems 
are designed to remotely manage medical staff, medical 
supplies, and patient activities in the hospital. Medical 
staff analyze the data, which is then interpreted by hospital 
information and management systems. These systems 
are centered on the patient to increase the quality of the 
medical act [40].

Facilitating 
hospital 
management

10. Rapid 
diagnosis

IoT systems used in monitoring can issue alerts when 
significant changes occur in patients’ vital parameters. In 
this way, patients in real need of assistance can be easily 
identified and care teams can be directed. Thus, there is a 
simplification of medical procedures useful for the patient, 
doctors, and medical care staff [41].

Improving the 
quality of medical 
services
Improving the 
quality of the 
doctor-patient 
relationship
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It is also not legal to decommission patient monitoring devices that have an older 
version of software or firmware that makes data theft possible.

The solution to these challenges would be to correctly discover and classify all IoT 
devices in a healthcare provider’s network. Thus, once networks of IoT devices are 
identified, classified, regulated, and secured in an established manner, managers can 
track device behavior to identify anomalies, perform risk assessments, and segment 
vulnerability against mission-critical devices [43, 44].

At this moment, an important challenge is represented by the final cost of medical 
devices. That is why studies are directed toward the design of IoT devices with sensors 
at affordable prices, easy to install, and maintain [45].

The general conclusions regarding the implementation of IoT in healthcare will 
be based on the existence of a clear and robust code of practice for data management, 
privacy, and cyber security. At this moment, IoT in medicine is limited to applica-
tions in the form of research projects in the field of health. The results of the current 
studies provide an excellent opportunity for healthcare systems to proactively predict 
health problems and diagnose, treat, and monitor patients both in and out of the 
hospital.

It is predicted that in the future, more traditional healthcare delivery practices 
will be supplemented or replaced by the IoT, as the adoption of technology-enabled 
healthcare services increases and enables healthcare systems to offer flexible models 
of care. In the context of IoT-enabled medical service delivery, more research is 
needed on the efficiency of blockchain storage compared to centralized cloud-based 
storage solutions (Figure 3).

Clinical guidelines on digital health prescriptions and the adoption of sound poli-
cies on the remuneration of primary and secondary care services delivered through 
IoT also need to be legislated.

All these aspects must be supported through research, in order to finally obtain a 
rate of acceptability and increased digital literacy of consumers and clinicians in the 
context of IoT use [46].

Another important aspect is that the technical preparation necessary for the imple-
mentation of IoT by those who offer medical services was not taken into account, even 
though the complete digitization of the medical sector is being attempted. Also, medi-
cal clinics must solve the cyber security problem and cover the lack of an adequate 
infrastructure for the implementation of IoT in health systems [32].

2.4 Future directions

The Internet of Things (IoT) is a fascinating technology and the possibilities of 
application in the medical field are limitless.

No Application Description Problem-solving

11. AI and Deep 
Learning

Deep Learning is an AI technique used in the medical field 
to analyze collected data and facilitate diagnosis. The use 
of deep learning techniques and the mining of personal 
medical data collected by remote healthcare devices and 
sensors has revolutionized medical treatment and disease 
prevention [42].

Improving the 
quality of medical 
services

Table 1. 
Different monitoring applications with the help of IoT.
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At this moment, future research directions focus on the development of ingestible 
sensors and nanotechnologies that can help collect medical data in real time.

Robotic surgery has already been used in specific healthcare applications that 
require stable and long operational procedures.

Another field in which IoT will find applicability is the field of health insurers who 
will use IoT devices to calculate risk premiums with a long-term effect on patients 
with chronic diseases.

Companies like Google have already filed patents for contact lenses and other 
healthcare IoT technologies.

Health systems can be improved with the help of IoT, which can bring many 
benefits: simplifying decisions, reducing costs, creating better and personalized treat-
ment plans, more efficient results, and, finally, a healthier life.

These benefits will also come with challenges such as building secure and 
easy-to-use IoT devices with the right software and a secure system in terms of data 
security [32].

3. IoT in biomedicine: Rehabilitation IoT

Health sciences are fields of study related to life and include several branches such 
as medicine, biomedicine, nursing, speech therapy, clinical criticism, pharmacy, 
physical health, dentistry, psychology, occupational therapy, nutrition, and physi-
cal therapy. All these fields consider the use of science, technology, engineering, 
or mathematics to provide medical care to human beings. Many people experience 
physical and/or motor limitations associated with a variety of reasons, whether due 
to problems at birth, work-related accidents, or restrictions caused by aging. Older 
people are more affected by motor impairments that make even simple daily tasks 
difficult, such as lifting an object without difficulty, eating alone, or even dressing. 
Such consequences can restrict personal activities and avoid the full participation of 
the elderly in the community, which has a negative effect on their daily work and life 
in general [47].

Figure 3. 
Introducing medical IoT challenges.
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Currently, the Internet of Things (IoT) has a significant impact in the field of 
medical rehabilitation as well. By connecting devices and sensors to the Internet, 
IoT facilitates the collection and analysis of real-time data, thereby enabling medical 
staff to monitor patients more effectively and provide personalized treatments. Some 
examples of the importance of IoT in medical rehabilitation are:

1. Patient monitoring: IoT devices can be used to constantly monitor patients’ vital 
parameters such as blood pressure, heart rate, and blood oxygen level. This data 
can be transmitted in real time to doctors and nurses, allowing them to track the 
patient’s progress and intervene if changes or problems arise [48].

2. Remote therapy: IoT technologies can enable the delivery of remote therapy 
through Internet-connected devices. For example, patients can use wearables or 
mobile apps to guide them through rehabilitation exercises and collect data on 
their performance. Therapists can access this data and provide real-time feed-
back to adjust treatment and monitor patient progress.

3. Assistive and assistive devices: IoT can facilitate the use of assistive and assistive 
devices, such as smart prosthetics or robotic rehabilitation devices. These devices 
are equipped with sensors and can be connected to the Internet to enable data 
collection and real-time adjustment of operating parameters. Thus, patients can 
benefit from more effective and personalized rehabilitation.

4. Inventory and equipment management systems: In a medical environment, IoT can 
be used to monitor equipment and drug stocks and automatically send alerts 
when restocking is required. This can help to streamline processes and ensure 
uninterrupted operation of medical services.

5. Data analysis and research: By collecting and analyzing data from IoT devices, 
researchers and doctors can gain valuable information about the evolution of 
patients over time, the effectiveness of different treatments, and the factors 
that influence the rehabilitation process. This information can contribute to the 
improvement of medical practices and the development of new technologies and 
approaches in the field of medical rehabilitation [49].

3.1 Technologies

The architecture of an IoT (Internet of Things) system for medical rehabilitation 
usually involves the integration of different components and technologies to monitor, 
collect, and analyze data related to the rehabilitation process. A high-level architec-
ture overview is described below:

3.1.1 Sensors and wearables

These are the physical devices that capture data about the patient’s movements, 
vital signs, and other relevant information. Examples include motion sensors, accel-
erometers, heart rate monitors, electromyography (EMG) sensors, and wearable 
devices such as smartwatches or fitness trackers. These sensors and devices are worn 
by the patient and communicate wirelessly with the IoT system [50, 51].
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3.1.2 Data acquisition and communication

Data collected by sensors and wearable devices is transmitted to a gateway 
device or directly to the cloud for processing and analysis. This communication can 
be done using different wireless protocols such as Wi-Fi, Bluetooth, or Zigbee. The 
gateway device acts as a bridge between the sensors and the cloud, relaying the data 
securely.

3.1.3 Cloud platform

The cloud platform serves as a central hub for data storage, processing, and 
analysis. It receives data from sensors and wearable devices and stores it in a secure 
and scalable way. The cloud platform also provides the computing resources required 
for real time or batch processing of the data, depending on the requirements. Popular 
cloud platforms such as Amazon Web Services (AWS) or Microsoft Azure are often 
used to host IoT infrastructure.

3.1.4 Data processing and analysis

Collected data is processed and analyzed to obtain meaningful information 
about the patient’s rehabilitation progress. This can involve various techniques, such 
as signal processing, machine learning, or statistical analysis. The data processed 
may include metrics such as range of motion, muscle activity, exercise adherence, 
or performance indicators. This information can be used to tailor rehabilitation 
programs, track progress, and provide feedback to the patient and healthcare 
professionals.

3.1.5 Application and user interface

Processed data are made available to various stakeholders, including patients, 
caregivers, and health professionals, through user-friendly applications and inter-
faces. These interfaces can be web portals, mobile apps, or specialized software used 
in rehabilitation clinics. They provide real-time feedback, visualizations, and progress 
reports to help monitor and manage your rehabilitation process.

3.1.6 Security and privacy

Given the sensitive nature of medical data, security and privacy measures are 
crucial in a medical rehabilitation IoT system. This includes encryption of data dur-
ing transmission and storage, access control mechanisms, user authentication, and 
compliance with relevant data protection regulations such as the United States’ Health 
Insurance Portability and Accountability Act (HIPAA). IoT architecture should 
ensure that patient data is handled securely and that the system is resilient to potential 
cyber security threats (Figure 4) [52].

It is important to note that the specific architecture may vary depending on the 
requirements of the rehabilitation program, the type of medical condition being 
treated, and the available technologies. The architecture presented above provides a 
general framework for understanding the key components involved in an IoT system 
for medical rehabilitation.
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3.2 Applications

The use of IoT (Internet of Things) in medical rehabilitation can improve the 
effectiveness, efficiency, and convenience of rehabilitation programs. IoT data can be 
used to tailor rehab programs to the specific needs of individual patients. Data col-
lected from wearables and sensors can be used to identify areas of strength and weak-
ness, and rehabilitation programs can be designed to target these areas. Personalized 
approach can help patients achieve better results and reduce the risk of injury.

An example of a BSNCare+ system is where IoT-based rehabilitation equipment 
is embedded for both the patient and the involved environment as an end-to-end 
device. The nurse can use the mobile gateway to collect data in real time and offer 
better-quality medical services to the patient. All detection data will be transmitted 
to the BSN-Care server and maintained for the purpose of further data analysis and 
analysis of patient needs [53] (Figure 5).

Body Sensor Networks (BSN) take the concept of wearables to the next level. BSNs 
consist of a network of wearable sensors that can communicate with each other and 

Figure 4. 
System overview of the home-based rehabilitation system.

Figure 5. 
Proposed IoT-based communication architecture for BSNCare+.
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with other devices. BSNs can provide real-time monitoring of multiple physiological 
parameters, making them useful for a wide range of applications, including medical 
rehabilitation [54] (Figure 6).

IoT devices can be used to create virtual rehabilitation environments simulating 
real-world activities. Virtual reality headsets, for example, can be used to create immer-
sive experiences that can help with the rehabilitation process. Virtual rehab can also 
allow patients to practice their rehab exercises in a safe and controlled environment.

Gamification is using game design principles to motivate and engage patients in 
their rehabilitation program. IoT devices can be used to create gamified experiences 
that make rehab more fun and engaging. For example, sensors can be used to track a 
patient’s movements during an exercise, and the data can be used to control a video 
game. This can make rehabilitation more enjoyable and increase patient adherence 
(Figure 7).

IoT devices can be used to provide remote guidance and support to patients during 
their rehab program. Video conferencing tools, for example, can be used to connect 
patients with rehabilitation professionals who can provide guidance and feedback on 
their exercise. This can be particularly useful for patients who live in remote areas or 
have limited access to health professionals [55].

Overall, the application of IoT in medical rehabilitation has the potential to trans-
form the way patients receive rehabilitation services. By providing real-time data, 
personalized programs, and remote coaching, IoT can improve patient outcomes, 
reduce costs, and increase patient satisfaction.

Figure 6. 
Portable medical and healthcare devices worn on body parts used in medical rehabilitation IoT systems.
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3.3 Challenges

While the use of IoT (Internet of Things) in medical rehabilitation brings many 
benefits, there are also some challenges that need to be addressed. The accuracy and 
reliability of data collected by IoT devices are crucial for effective decision-making 
in rehabilitation. However, there may be situations where IoT devices produce 
inaccurate or inconsistent data due to device limitations, calibration issues, or user 
error. Adequate calibration, regular maintenance, and validation processes should be 
implemented to ensure the accuracy and reliability of IoT-generated data.

Privacy is provided by standardized data security protocols (such as encryption, 
authentication, and key distribution) during the data collection phase. In cases 
where security protocols are not suitable for IoT devices or cannot meet the applica-
tion requirements, specific encryption, authentication, or key distribution algo-
rithms are proposed. In these situations, there may also be issues related to indirect 
privacy leaks, such as finding user behavior patterns and protecting user anonymity. 
In the data transmission and storage/sharing phases, the individual system design 
must be made according to specific policies or rules that provide privacy to system 
users [56].

IoT devices and associated applications should be user-friendly and intuitive to 
ensure compliance and patient engagement. Complex user interfaces or difficult-
to-use devices may deter patients from actively participating in their rehabilitation 
programs. Designing devices and interfaces with the end user in mind, conduct-
ing usability tests, and collecting user feedback can help improve the overall user 
experience.

IoT devices collect and transmit sensitive patient data, including personal health 
information. Ensuring the security and confidentiality of this data is crucial to 
protecting patient privacy. Healthcare providers must implement robust security 
measures such as encryption, secure data storage, access control, and regular system 
updates to protect patient data from unauthorized access or cyber threats [57]. The 
solution is to develop uniform data quality standards. In this way, it can be managed 
more efficiently across countries, organizations, and departments, thereby facilitat-
ing the storage, delivery, and sharing of data and reducing errors in judgment and 
decision-making due to data incompatibility, data redundancy, and data deficiencies. 
Since IoT systems are distributed in nature, the use of international standards can 
have a positive effect on improving the performance of business processes by aligning 
different organizations with the same foundation, addressing interoperability issues, 
and ultimately working in a seamless manner [58].

Figure 7. 
Brain-computer interfaces (BCIs) and IoT for stroke rehabilitation using gamification.
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IoT devices in medical rehabilitation collect extensive data about patients’ 
movements, health conditions, and activities. Healthcare providers must address 
ethical concerns about data ownership, consent, and use. Patients must be informed 
about the data collected, how it will be used, and have control over their data. 
Implementing clear data governance policies and complying with relevant privacy 
regulations are essential. Implementing IoT in medical rehabilitation may require 
significant investments in hardware, software, infrastructure, and ongoing main-
tenance. Healthcare providers need to assess the cost implications and ensure the 
availability of necessary infrastructure and resources to support IoT implementation 
effectively [59].

Addressing these challenges requires collaboration among healthcare providers, 
technology developers, regulatory bodies, and other stakeholders. By addressing 
security concerns, promoting interoperability, ensuring data accuracy, and prioritiz-
ing user experience, IoT can realize its potential to transform medical rehabilitation 
while providing safe and effective patient care.

3.4 Future directions

The future direction of IoT (Internet of Things) in rehabilitation is poised to bring 
significant advances and benefits to the field.

Here are some possible evolutions and trends:
Smart devices and sensor technology: IoT-enabled smart devices and sensor devices 

will continue to play a crucial role in rehabilitation. These devices can monitor and 
collect real-time data about patients’ movements, muscle activity, heart rate, and 
other vital signs. This data can be analyzed to provide customized feedback, track 
progress, and optimize rehabilitation programs.

Adaptive and personalized rehabilitation: The IoT can contribute to adaptive and 
personalized rehabilitation programs. By integrating sensors into rehabilitation 
equipment, IoT systems can automatically adjust resistance, range of motion, or 
intensity based on the patient’s capabilities and progress. This personalized approach 
can optimize the efficacy of therapy and improve patient outcomes.

Data analytics and machine learning: The large amount of data generated by IoT 
devices in rehabilitation presents opportunities for data analytics and machine learn-
ing. By analyzing large datasets, patterns and insights can be identified to improve 
rehabilitation protocols, predict patient outcomes, and optimize treatment plans. 
Machine learning algorithms can also help automate rehabilitation progress assess-
ment and provide personalized recommendations.

Gamification and virtual reality: IoT can use gamification and virtual reality (VR) 
technologies to make rehabilitation engaging and motivating. IoT-enabled devices can 
connect to VR platforms, allowing patients to interact with immersive environments 
that simulate real-life scenarios. Gamified experiences can increase patient participa-
tion, therapy adherence, and overall motivation, leading to improved rehabilitation 
outcomes.

Collaborative ecosystems: The future of IoT in rehabilitation will involve developing 
collaborative ecosystems. Different stakeholders, including healthcare providers, 
device manufacturers, software developers, and researchers, will work together to 
create integrated solutions. These ecosystems will promote interoperability between 
devices, secure data sharing, and standardized protocols, encouraging innovation and 
progress in rehabilitation practices.



103

Application of Internet of Things (IoT) in Biomedicine: Challenges and Future Directions
DOI: http://dx.doi.org/10.5772/intechopen.113178

Ethical and security considerations: As IoT becomes more widespread in rehabilita-
tion, it is critical to address ethical and security concerns. Patient confidentiality, data 
security, and informed consent must take precedence. Robust security measures, such 
as encryption and authentication protocols, should be implemented to protect sensi-
tive patient information from unauthorized access [60, 61].

Overall, the future of IoT in rehabilitation has a great potential to transform the 
way rehabilitation is carried out. Using IoT technologies, healthcare professionals can 
provide more personalized, efficient, and accessible rehabilitation services to improve 
patient outcomes and quality of life.

4. Conclusions

In the medical field, IoT enables remote patient monitoring, which improves the 
ability to diagnose and treat various conditions. Wearable devices equipped with 
sensors can collect real-time data on vital signs, medication adherence, and physical 
activity, providing healthcare providers with valuable information about patient 
health. This data can be analyzed to detect early warning signs, prevent complica-
tions, and facilitate timely interventions. IoT also enables telemedicine and virtual 
consultations, allowing healthcare professionals to connect remotely with patients, 
provide guidance, and monitor their progress.

In addition, IoT plays a crucial role in rehabilitation. Connected devices can help 
physical therapy by tracking movements, providing feedback, and guiding patients 
through exercises. This real-time monitoring helps to ensure correct form and 
adherence to prescribed regimens. IoT-based rehabilitation tools also enable remote 
rehabilitation, allowing patients to receive therapy from the comfort of their homes, 
thus increasing accessibility and convenience. Not only does this save time and cost, it 
also promotes patient engagement and adherence to treatment plans.

Despite these challenges, integrating IoT into medicine and rehabilitation holds 
immense promise for transforming healthcare delivery. It improves patients, improves 
outcomes, and revolutionizes how healthcare is practiced. As technology continues 
to advance and healthcare systems embrace IoT solutions, we can expect to see new 
advancements and innovations in this area, ultimately leading to a more connected 
and patient-centric healthcare ecosystem.
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A Survey on IoT Fog Resource 
Monetization and Deployment 
Models
Cajetan M. Akujuobi and Faith Nwokoma

Abstract

There has been an immense growth in the number of applications of devices using 
the Internet of Things (IoT). Fog nodes (FN) are used between IoT devices and cloud 
computing in fog computing (FC) architecture. Indeed, an IoT application can be 
fully serviced by local fog servers without propagating IoT data into the cloud core 
network. FC extends the cloud-computing paradigm to the network edge. This paper 
surveys fog resources monetization and the wide use of IoT devices in making FC a 
paramount technology necessary to achieve real-time computation of IoT devices. We 
looked into the monetization architectures applied by various literature. We found 
that the decentralization fog monetization architecture stands out since it solves some 
issues posed by centralized fog monetization architecture, such as QoS and additional 
fee costs by third parties payment gateway.

Keywords: Internet of Things (IoT), fog computing (FC), fog monetization 
architecture, blockchain, quality of service (QoS)

1. Introduction

The application of Internet-of-Things (IoT) technology to almost every sphere 
of life has resulted in immense growth in the number of IoT devices, the acceptance 
of IoT, IoT applications, and the volume of data uploaded to cloud systems. The 
international data corporation (IDC) forecasted that about 41 billion IoT-connected 
devices will be active in 2025, producing data surpassing 79 ZB [1]. Current cloud 
systems are not large enough to process and store this increase in IoT data traffic 
to meet real-time demands [2], which affects all IoT systems. Too many networks 
towards a distant cloud can cause high latency for sensitive IoT applications, such 
as healthcare [3], multimedia [4], and vehicular/drone applications [5, 6]. In addi-
tion, the centralization of the cloud may lead to a reduction of privacy in IoT data 
uploaded [7].

Fog nodes (FN) are used between IoT devices and cloud computing in fog 
computing (FC) architecture to reduce the distance data travels for processing in the 
cloud. Therefore, enabling cloud computing services from core network infrastruc-
tures to customer premises by using fog nodes, namely; switches, private servers, 
cloudlets, routers, etc. The closeness of fog nodes to edge devices results in a large 
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reduction in latency, energy-efficient, and optimal use of the network bandwidth 
for applications within agriculture, smart cities, etc. [8]. Also, fog nodes eliminate 
data duplication and empower applications using fog with local and near real-
time intelligence. Regarding processing and storage abilities, fog servers are much 
smaller than cloud [9]. Still, fog servers’ larger number and geo-distribution allow 
fog to alleviate cloud network congestion by servicing many IoT applications [8]. 
Indeed, an IoT application can be fully serviced by local fog servers without propa-
gating IoT data into the cloud core network. Fog computing enables computational 
workload offloading through fog nodes which can further reduce the transmission 
latency and ease traffic congestions on the Internet. It also introduces many new 
services and applications that cannot fit the traditional cloud computing architec-
ture well. For example, large-scale environmental monitoring systems can deploy 
computationally intensive applications at the sensors and utilize the fog computing 
architecture to achieve instantaneous response [9, 10].

This paper presents a survey on fog resources monetization, a payment system 
implemented for the services delivered by fog resources [11]. The wide use of IoT 
devices has made FC a paramount technology necessary to achieve real-time com-
putation of IoT devices. The basic unit of FC, which is the FN, is defined in this 
literature, also highlighting the characteristics of FC. The available deployment and 
revenue models are divided into four and discussed briefly. Fog resource monetiza-
tion was divided into centralized and decentralized architectures. The centralized 
architecture has a central authority, which determines the pricing model and quality 
of service (QoS), while the decentralized system has no central authority and no fixed 
pricing model.

2. Background

The term “Internet of Things,” composed in 1999 by Kevin Ashton [12], refers 
to a network of interconnected physical devices, technologies, objects, and services 
through the Internet for the exchange, processing, and storage of data [13, 14]. 
IoT devices use sensors to get information from the surrounding environment and 
regularly respond to this information through an actuator. The application of IoT 
has evolved over the years, and it is widely used to implement a variety of ground-
breaking smart devices and services. Unfortunately, it cannot often implement such 
services directly through the IoT device. The large variety of heterogeneous data, 
otherwise known as big data [15], must be computed and stored by IoT devices. IoT 
devices are mostly battery-powered and have deficient networking, processing, and 
storage resources. Therefore, it cannot efficiently carry out these operations (comput-
ing, storing, and networking) [12]. The cloud-computing concept was introduced to 
compensate for IoT devices’ deficiencies in computing, processing, and storing big 
data [2].

The exponentially growing request for computationally intensive applications and 
services makes cloud computing necessary. Cloud computing gives users access to 
various on-demand services by judiciously using the hardware and software in cloud 
data centers [12]. Large-scale data centers are huge and costly; therefore, they are 
always built-in low-cost remote areas. Although cloud computing solves the com-
putational and storage problem of IoT devices, it poses a challenge of high latency 
due to its distance from the IoT devices located at the edge of the network and poor 
quality of service (QoS) due to data traffic in the network between the cloud and 
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edge devices [10]. A new framework called fog computing was proposed to resolve 
the issues associated with cloud computing.

The concept of fog computing can be traced back to early 2009 when 
Satyanarayanan et al. [16] proposed using cloudlets to cope with the limits of cloud 
computing, especially the high and unpredictable latencies. These cloudlets provide 
the benefit of cloud computing close to the edge devices, and when there are no 
cloudlets, the edge devices communicate with the cloud directly. Cloudlets are used 
to support edge devices to carry out computational operations. This process of using 
cloudlets is called edge computing [17]. “Edge computing” and “fog computing” are 
often used interchangeably. However, there are similarities between them. It’s essen-
tial to identify that edge computing does not view the overall service as consisting of a 
hierarchy of nodes with the cloud also included; instead, the overall service is per-
formed by a close-by cloudlet [17]. Due to this, Open Fog Consortium differentiates 
fog and edge computing, highlighting that fog works with the cloud and is hierarchi-
cal. In contrast, the edge works independently of the cloud and is restricted to several 
layers. Hence, it is important to note that, though there are similarities between the 
two concepts, they were designed for different contexts; nevertheless, they are both 
growing towards an inevitable convergence [18–21].

FC extends the cloud-computing paradigm to the network edge. Formally, fog 
computing (FC) is defined as the virtualization of network architecture that “uses 
one or a collaborative multitude of end-user clients or near-user edge devices to 
carry out a substantial amount of storage (instead of stored primarily in cloud data 
centers), communication (instead of routed over backbone networks), control, 
configuration, measurement, and management” [22]. Fog computing is proposed to 
enable computing directly at the network’s edge, which can deliver new applications 
and services, especially for the future of the Internet of Things. Fog computing uses 
fog nodes at the edge to interact with IoT devices.

3. Definition of fog node

Fog computing overcomes the limitations of cloud computing to enable real-time 
analysis for smart devices at the edge of the network. The process of fog computing 
involves data transfer to fog nodes for processing, storage (temporary storage), and 
networking operations from edge devices. Fog nodes are the basic units of fog com-
puting. A network device that uses processing capabilities, dedicated servers, or com-
putational servers to coordinate underlying edge devices can be referred to as a fog 
node [21, 23], or, put, a fog node is a physical device that performs fog computing. In 
[21], some examples of fog nodes were given as; wireless access points, routers, video 
surveillance cameras, switches, and Cisco Unified Computing System (UCS) servers. 
One uniform feature among all these devices is that they all embed storage, comput-
ing, and networking abilities, all necessary for IoT applications. A fog architecture is 
usually an aggregation of several levels of nodes. A processing application might be 
suited to a particular level due to the specifics of the requirement of that application 
for such features as latency, mobility, security/encryption, and the need for quick 
scalability [24]. The position and number of levels of fog nodes in a hierarchical fog 
will depend on the architecture involved. In the architecture described in [25], fog 
nodes are created near base stations in 5G networks. In contrast, as described in the 
architecture in [26], end users contribute to providing fog devices within residential 
areas and are rewarded as incentives to share fog nodes.
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4. Fog computing characteristics

Fog Computing is a highly virtualized platform that overcomes the limitation of 
interaction between end devices and the cloud. Fog computing devices are mostly 
located at the edge of the network; they bring the paradigm of cloud computing, 
such as computing, networking, and storage services, to the edge of the network. 
It provides all the benefits of the cloud to the edge devices and compensates for the 
limitations of the edge and IoT devices. Fog computing enhances the performance 
of edge computing by reducing the time, bandwidth, and energy requirements 
that would have been expended in IoT-Cloud communication. In this section, the 
characteristics of fog computing from the works of [12, 21, 27–30] are highlighted 
below:

4.1 Edge location

One of the major characteristics of fog computing is that it contains fog nodes 
located at the edge of the network. The FNs are in the same environment and loca-
tion where the IoT devices generate their data [31]. From the perspective of the 
Communication Service Provider, FNs are the cloudlets attached to the base stations 
that are distributed with the service masts/tower [31]. These fog nodes enable the 
computational ability of the cloud to be performed at the edge of the network.

4.1.1 Location-awareness

Fog computing supports location awareness applications. The ability of an 
edge device to be aware of its location through an application is known as location 
awareness. Location awareness enables location-specific services and information 
to be available for users when a device enters or leaves a geographical region. This is 
particularly important for mobile edge IoT devices in applications like the automotive, 
drone, and health industries. Location-awareness features of the FC network provide 
important information in resource planning and distribution for equitable, even, and 
fair service distribution.

4.1.2 Low latency

The issue of high latency gives rise to the need for FC due to the distance between 
edge devices and cloud systems. FC alleviates this high latency by providing the net-
work’s edge fog nodes. FN supports end devices with cloud services at the network’s 
edge, including applications with low latency requirements (e.g., gaming, video 
streaming, and augmented reality). FNs make the cloud’s robust computational and 
storage capacities available to the edge devices in the shortest time possible since they 
are located almost in the same network and environment as the IoT and other edge 
devices needing their services [32].

4.1.3 Geographical distribution

The cloud is more centralized, while in contrast, FC uses services and applications 
that requires vastly distributed deployments. FC contains varieties of FN, which 
are widely distributed, and are placed in different places such as highways, tracks, 
network infrastructure, and even in residential buildings. Therefore, fog computing 
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consists of widely distributed fog nodes that enable data processing, storage, and 
computing with IoT devices.

4.2 Large-scale sensor networks

Fog computing has a very large-scale sensor network. These networks are 
 connected between the fog nodes, clouds, and endpoint devices. Due to fog comput-
ing having a large-scale network since it is widely distributed, it can be used to moni-
tor environments, smart city designs, smart agriculture implementations, and smart 
grid applications. These large-scale sensors send data continuously to the FN for 
processing, analysis, decision-making, and storage. These find applications in smart 
home devices, wearable devices, industrial sensors, connected appliances, smart 
healthcare devices, vehicles, environment monitoring devices, and smart agriculture 
devices.

4.3 Large number of fog nodes

Fog computing supports a very large number of IoT devices with cloud paradigms. 
Due to the large number of IoT devices that are widely distributed, FC has a large 
number of FNs to support these IoT devices. Fog nodes, sometimes called fog servers, 
include servers, routers, gateways, and IoT devices with routing, storage, and com-
puting capabilities.

4.4 Support for mobility

It is essential for many Fog applications to communicate directly with mobile 
devices and therefore support mobility techniques since a good percentage of the 
devices on the edge of the network are not stationary, for example, wearables, drones, 
and self-driven cars. FC must have robust mobile support capability for efficient edge 
computing. Mobile devices, like automobiles and drones, always change location 
quickly and depend on FN’s critical services for operational efficiency and decision-
making. This will depend on the capability of the fog network to offer these services 
without a drop in the quality of services rendered as these devices move from one 
location to another [33].

4.5 Real-time interactions

An important feature of FC design is the need for real-time support for edge 
devices. FC is designed to greatly reduce the latency in communication between IoT 
and the cloud [34]. Fog applications involve real-time interactions rather than batch 
processing. Fog computing enables real-time interactions between end devices and 
fog nodes by ensuring it operates at the lowest possible latency. The real-time feature 
of the fog supports gaming, healthcare, automotive, aviation, streaming, and security 
systems.

4.6 Heterogeneity

IoT comprises different devices, including Fog nodes deployed in various 
 environments from different vendors and technologies. Fog Computing, as a plat-
form of high virtualization, yields computation, storage, and networking services, 
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bridging the gap between edge devices and the cloud. While standardization has not 
been achieved across various FC computing paradigms like deployment methods, 
orchestration strategies, and equipment designs, there is beginning to be conver-
gence between enterprises of similar interests [31]. Fog computing must continue to 
grow in accommodating heterogeneous vendors for equipment and application. It is 
also necessary to have communication protocols that will assist in interoperability.

4.6.1 Scalability/flexibility

Resources and devices should be added dynamically to accommodate constant 
changes in the network system. Fog networks should be distributed and have the 
flexibility of ease of integration with new devices and other networks. It should 
be scalable to meet the ever-growing deployment of IoT devices and to handle the 
enormous data generated from these IoT devices for processing, analysis, and storage. 
FC has the scalability features of the cloud for quick provisioning and an increase in 
available computing resources to handle spikes in service requests.

4.7 Interoperability and federation

For the seamless delivery of some peculiar services, like streaming, the cooperation 
of several fog providers will be required. For this reason, there is a requirement for fog 
components to interoperate, and services will need to have the capacity to be federated 
across different domains. Like cloud services, FC is delivered across different layers 
of technologies and paradigms. You have the ISPs, cloud services providers, payment 
industries, network equipment vendors, varying communication protocols, and secu-
rity standards, to mention a few. However, to a large extent, there is a federation in most 
cloud paradigms enhanced by standardizations across these layers, which has enhanced 
interoperability, and there is still continuous to be more. For FC to meet the emerging 
IoT service needs, more must be done in federation across vendors and communication 
stack to ease the different technologies’ interoperability.

4.7.1 Filtering

Edge devices produce huge amounts of data in real time, and the fog nodes filter 
all this data. Some filtered data are sent to the cloud for further processing or storage. 
The edge device that directly receives the data from the IoT devices must be able to 
determine noise in the data and perform some level of processing and analysis that 
will support the IoT’s immediate need before offloading it to the cloud. This enables 
real-time analysis of data by the fog. It also saves the bandwidth wasted in offloading 
useless data to the cloud. The filtering capability of the FC allows faster data analysis 
and decision-making at the edge.

5. Deployment models and revenue scenarios of fog computing

Understanding the different revenues and incentive structures employed through 
different deployment models is a challenge necessary to enable a vast adoption of 
fog computing systems. The different revenues and incentive models proffer a better 
understanding as to why:
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i. Infrastructure providers would offer their resources to act as FN

ii. Users would want to make use of these FC resources.

Edge architecture, such as Wi-Fi deployments within cities, can be considered 
similar to FC deployment, which different organizations control. Characteristics of 
FC, like geographical distribution, security requirements, and FN heterogeneity, 
are related to the revenue models. They play a major role in how FNs can generate a 
potential revenue stream for FN providers [12]. Maintaining a suitable infrastruc-
ture with good computing network performance and power without sufficient 
FNs will be unrealistic. Providing incentive models for the provision and main-
tenance of FNs is essential. We consider the following four types of deployment 
models. The description below attempts to provide context for the deployment 
model based on the particular deployment approach being used in [12, 31, 35–37].

5.1 Dynamic FN discovery supported revenue model

This model describes the dynamic discovery of an FN as an end device changes 
its location. The user device searches for FN in its “vicinity” using the advertised 
profile of the node (which can include availability statistics, security credentials, 
and types of available services). Applying this approach, the user is not guaranteed 
that a suitable FN will be found to sustain an application session. Still, negotia-
tion can take place if multiple fog nodes are found. A user device can also cache 
previously seen fog nodes. The incentive for the provider is to gain revenue from 
each user session sustained using that FN. A user is charged based on connection 
time, size of data, or range of services utilized. The incentive for this deployment 
model is based on the fact that fog node providers gain revenue from each user 
session based on the connection time, range of services utilized, and size of data, 
therefore it is necessary for the fog nodes provider to make the FN discoverable 
to enable users to connect. The revenue earned by undertaking this would be the 
basis for the deployment model. This deployment model gives the user the option to 
choose the fog node needed based on the service and subscription model provided 
by the FN.

5.2 Pre-agreed contracts with fog providers

This deployment model generates pre-agreed contracts with operators of specific 
FNs—negotiated at a set price. Hence, there would be a preferential selection of 
particular nodes by a user if multiple choices are found. This also reduces user risks, 
as security credentials would be included in these pre-agreed contracts and could be 
configured (e.g., use of particular encryption keys) beforehand. These pre-agreed 
contracts must comply with service-level objectives (e.g., an availability profile) 
that an operator needs to meet. It is, therefore, possible that a fog node operator will 
outsource their task to a Cloud provider. The incentive for the provider is to increase 
the number of potential subscribers by developing pre-agreed contracts. Capacity 
planning associated with such FNs depends on accurately predicting potential future 
demand. In this case, the deployment model involves agreeing to a cost for entering 
into a contract with a Fog provider. This contract also provides preferential access to 
the provider’s fog nodes.
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5.3 FNs federation

This deployment model involves multiple FN operators collaborating to share the 
workload. This would imply a federation between FNs within a particular geographi-
cal area to sustain potential revenue. There would be a preferred cost for sharing the 
workload with other providers, enabling revenue sharing between providers. It is 
necessary to identify how workload “units” can be characterized to enable such an 
exchange. This is equivalent to alliances between airline companies, where special-
ist capability (and capacity) available along a particular route can be shared across 
multiple operators. In the same way, if an operator deploys specialist GPUs or video 
analytics capability within an FN at a particular location, other operators could also 
seamlessly make use of this and similarly share other capabilities in other locations. 
This type of geographic-centric specialization could enable localized investment 
within particular areas by operators.

5.4 Fog-cloud exchange

This deployment model involves a user device not being aware of the existence of 
any FN. Instead, the user device interacts with a Cloud operator who then attempts to 
find an FN near the user. Therefore, the Cloud operator needs to keep track of the user 
location and discover suitable FN operators that could be used to support the session 
at a particular location. In this instance, the Cloud operator will always try to complete 
the user request first; however, if a QoS target is unlikely to be met due to latency 
constraints, it can outsource the user request to a regional FN. The incentive in this 
instance is to enable Fog-Cloud exchange contracts to be negotiated between providers.

6. Evaluation of fog computing resources monetization architecture

Fog computing is well known for making cloud processing, storing, and 
 computational ability available at the network edge through fog nodes. Therefore, 
enabling cloud abilities to be carried out from end devices to nearby fog nodes, hence 
high computational power and low latency are achieved simultaneously. Fog architec-
ture performs a huge role in fog computing. In most related works, the fog computing 
architecture is described as the structure shown in Figure 1 [25, 38–40].

Figure 1. 
Abstract model of fog computing.
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This structure involves an end device communicating with the fog nodes and 
clouds to request or send data for processing or storage. The monetization aspect of 
this architecture introduces a fourth block, either a third-party operator or a smart 
contract. Fog node resource monetization varies according to the literature. In this 
work, the architecture based on the monetization and pricing model employed is 
divided into two, namely:

I. Centralized monetization architecture

II. Decentralized monetization architecture

7. Centralized monetization architecture

According to [35, 41, 42], the centralized monetization architecture is shown in 
Figure 2. This architecture comprises the cloud, fog nodes, edge devices, and third-
party payment gateway. The third-party payment gateway is an entity that helps the 
fog providers receive payment online for the services rendered to the end users. This 
is called a centralized monetization architecture because the fog provider has firm 
control and authority over the kind of services rendered and determines how the 
fog services will be monetized, irrespective of the QoS provided. The third-party 
payment gateway implements the pricing and monetization strategies between edge 
devices and fog nodes. This leads to a subscription-based pricing model [41]. This 

Figure 2. 
Central monetization architecture of fog nodes.
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fixed payment is only advantageous when the fog service providers deliver the quality 
of service promised. Still, there is mostly a variation in the quality of service (QoS) 
which is not reflected in the subscription-based pricing models. The QoS promised is 
not always the same in all instants when the customer accesses the fog service, result-
ing in mistrust between the fog node provider and customer. Also, service charges 
by third parties increase the cost of using the fog services by the consumers. Since it 
is centralized and embeds a fixed pricing model, hence once the promised quality of 
service is not met, it might lead to customers churn and vendors lock-in for situations 
where it is difficult for customers to migrate to another vendor due to sole dependence 
on a particular vendor [35].

8. Decentralized monetization architecture

The decentralized monetization architecture shown in Figure 3 consists of cloud 
servers, public fog nodes, edge devices, and a smart contract whose major function 
is ensuring monetization and a structured, logical revenue exchange between fog 
nodes and edge devices. In this kind of monetization architecture, the cloud or fog 
provider has no control or authority over the monetization and pricing model of 
services rendered by the fog nodes. The monetization strategy is shared between the 
fog service provider and the end user through a smart network, for example, block-
chain. The blockchain network accesses the quality of service the fog devices provide 
and determines the pricing model to employ between the end user and the fog service 
provider.

The Ethereum smart contract was the monetization smart contract [35]. The 
smart contract was divided into fog node provider only, device only, and fog only as 
the layers of authorization provided in the Ethereum smart contract, and each entity, 
as the name of the layer suggests, can only access layers present to it. The edge devices 

Figure 3. 
Decentralized monetization architecture of fog node.
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are registered in the smart contract, and the device deposits an initial amount. The 
interaction between the fog node, Ethereum smart contract, and edge devices enables 
money to be paid to the fog node for services rendered or money refunded by the 
fog node if there is a breach in trust between the fog nodes and the device. Also, an 
individual or a particular organization may own a set of fog nodes. These fog nodes 
generate, curate, and process raw data in a specific geographical area. These processed 
data may not all be needed by the organization. Lizcano [43] presents a way of mon-
etizing these fog nodes with other fog nodes owned by an individual or organization 
needing those processed data. Guevara et al. [24] propose a digital marketplace where 
fog nodes requiring a specific data set can connect with others to get the required data 
using blockchain and FIWARE technology. The blockchain ensures trust between 
fog nodes during data exchange and implements the pricing model configured in 
the smart network while data is being exchanged. FIWARE technologies ensure the 
interoperability of data between the fog nodes. The blockchain ensures trust and 
nonrepudiation between the devices, while the FIWARE technologies ensure interop-
erability between the connected fog nodes. Furthermore, fog computing depends 
on joint action between several infrastructure operators and service providers who 
manages and operates this infrastructure pose a major challenge. Also, resource 
allocation is still a major problem for fog computing instances. A user-participatory 
fog computing architecture was proposed in [25]. This fog architecture is similar to 
a WIFI architecture where users connect to the WIFI with their devices. Likewise, in 
the model, services provided by fog benefit the users when they install fog devices to 
the network. In contrast, the fog container placement is controlled by fog managers to 
make it feasible. After successfully connecting to the network, the user registers fog 
devices in the fog portal. The fog portal between the corresponding resources plays an 
intermediary role.

The decentralized fog monetization architecture obliterates the issues of QoS and 
third-party fees faced by centralized architecture. The decentralized architecture 
employs smart contract technology with algorithms written for the monetization and 
pricing model. The interaction between the public fog nodes and the edge devices is 
made public to all network members through a public ledger. The trust between the 
customer and fog node providers is restored, and the quality of service is tracked at 
each stage. Once it drops below a certain standard, there is a breach of trust between 
the fog node and the edge device, and a refund of revenue is demanded [23]. Fog 
nodes with more trust issues are flagged by the blockchain network and avoided by 
other fog devices. Their system reputation is monitored, which keeps the fog provid-
ers in check.

9. Challenges

Although there is a vast improvement in ideas related to Fog node monetization, 
some challenges are still encountered, which need to be addressed. To make fog com-
puting a reality, to the extent of the demands postulated, some of the open challenges 
of fog are listed below:

1. Fog Networking: The heterogeneous nature of the fog network placed at the inter-
net edge poses a challenge in managing and controlling services such as main-
taining connectivity between heterogeneous devices. Many vendors and major 
players are currently providing fog networks with silo technologies. This makes 
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interoperability difficult, and it is a challenge for the minor players to contribute 
or enter the fog network ecosystem. The convergence of the major providers, 
like Amazon, Microsoft, Ericson, etc., to a common standard, will boost the 
expansion of the fog market. As seen in [31], some bodies are beginning to come 
together to create a common ground for technology convergence. These include 
the 5G Alliance for Connected Industries and Automation (5G-ACIA), Automo-
tive Edge Computing Consortium (AECC), Industrial Internet Consortium, and 
many others. As noted in [31], while standardization bodies like 3GPP, ETSI, and 
TM Forum and pushing out standards for fog and IoT, some open source forums 
are also contributing to fog convergence, such as Cloud Native Computing Foun-
dation (CNCF), Open Network Automation Platform (ONAP) and LF Edge [29]. 
More research must be conducted to show ways of providing these services more 
flexibly.

2. Task Scheduling: Task scheduling is not an easy fix in the Fog. This is because 
the task can move between various physical devices like fog nodes, back-end 
cloud servers, and client devices. There is a need for efficient communication 
between different planes, administrative, data, user interface, and many other 
processes for seamless task scheduling. Caprolu et al. [44] explored similarities 
with docker for containerization. Since many fog technologies, especially open-
source forums [31], are moving towards an autonomous distributed system, 
more work must be done in designing an efficient system that will distribute 
service requests among the many serving nodes considering the features of such 
services. For instance, a pool of IoT devices seeking data offload and analysis 
much be merged with a fog node with compute and storage capacity, and the 
location of the serving nodes must also be accounted for concerning latency 
requirements.

3. Management: For fog computing to be feasible, there are potentially billions 
of small edge devices and fog nodes to be configured, the fog will heavily rely 
on decentralized (scalable) management mechanisms that are yet to be tested, 
and this, at an unprecedented scale. The technology can only deliver its best 
decentralized. Like blockchain, FC needs to support technologies like smart 
cities, smart agriculture, automotive, and surveillance systems without the 
control of a central firm. The management plan must be flexible so that new 
players will not find it difficult to enter the market. Service requests and inte-
grations must be made seamless for end users. Such an ecosystem will lead to a 
rise in fog technologies and service quality. Some of these issues are partly laid 
out in [45].

4. Location of Fog Nodes: Fog nodes are the basic unit of fog computing. As the num-
ber of IoT devices increases exponentially, more fog nodes will also be needed. 
The problem becomes; where will these fog nodes be placed to ensure optimal 
functionality? Many providers of fog nodes leverage telecommunication site lo-
cations for fog servers. This is not efficient as telecom sites are not evenly distrib-
uted. This deployment type will disfranchise industries like agriculture, usually 
in rural areas. Fog technology integration technologies need to make room for 
user-contributed nodes so individual users can contribute FN to locations with a 
deficiency of FN. Incentives for node contributions must be lucrative enough to 
attract sufficient contributions.
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10. Conclusion

Fog computing has immensely alleviated the challenges faced by edge computing, 
and has introduced us to new possibilities we can achieve with real-time analysis. The 
application of fog computing is vast, ranging from health care, agriculture, sports, 
housing, computations, etc. Fog computing makes up all the deficiencies of IoT 
networks in computing and storage and reduces the latency in IoT-Cloud communica-
tion. Monetization of fog computing has been a major challenge since all participants 
seem not to be favored in any system of monetization. In this work, we surveyed the 
characteristics of fog computing, such as a large number of nodes, edge location, low 
latency, etc. We briefly explained the working relationships, the importance of each, 
and how fog computing brings cloud capabilities to the edge. We also explored the 
monetization architectures applied by various literature. We found in the study that 
the decentralization of the fog monetization architecture stands out since it solves 
some of the issues posed by centralized fog monetization architecture, such as QoS 
and additional fee costs by third parties payment gateway.

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 



Internet of Things – New Insights

122

References

[1] Wright A. The growth in connected 
IoT devices is expected to generate 
79.4ZB of data in 2025, according to a 
new IDC forecast. Framingham, MA, 
USA, Rep. PrUS45213219: International 
Data Corporation (IDC); 2019. Accessed: 
April 2020. [Online]. Available 
from: https://www.idc.com/getdoc.
jsp?containerId=prUS45213219

[2] Fog Computing and the Internet of 
Things: Extend the Cloud to Where the 
Things Are. San Jose, CA, USA, Rep. C11-
734435-00: CISCO; 2015. Accessed: April 
2019. [Online]. Available: https://www.
cisco.com/c/dam/en_us/solutions/trends/
iot/docs/computing-overview.pdf

[3] Santos GL et al. Analyzing the 
availability and performance of an 
e-health system integrated with edge, 
fog and cloud infrastructures. Journal of 
Cloud Computing. 2018;7(1):16

[4] Do CT, Tran NH, Pham C,  
Alam MGR, Son JH, Hong CS. A 
proximal algorithm for joint resource 
allocation and minimizing carbon 
footprint in geo-distributed fog 
computing. In: IEEE Proceedings of 
the 2016 International Conference on 
Information Networking (ICOIN). 
2015. pp. 324-329. [Online] Available 
from: https://ieeexplore.ieee.org/
document/7057905

[5] Yu C, Lin B, Guo P, Zhang W, Li S, 
He R. Deployment and dimensioning 
of fog computing-based internet of 
vehicle infrastructure for autonomous 
driving. IEEE Internet Things Journal. 
2019;6(1):149-160

[6] Loke SW. The internet of flying-
things: opportunities and challenges 
with airborne fog computing and mobile 
cloud in the clouds. arXiv:1507.04492. 

2015. [Online]. Available from: https://
arxiv.org/abs/1507.04492

[7] Vaquero LM, Rodero-Merino L. 
Finding your way in the fog: Towards 
a comprehensive definition of fog 
computing. ACM SIGCOMM Computer 
Communication Review. 2014;44(5):27-32

[8] Bonomi F, Milito R, Zhu J, 
Addedapalli S. Fog computing and its role 
in the internet of things. In: Proceedings 
ACM 1st Ed. MCC Workshop 
Mobile Cloud Computing. ACM 
Digital Library; 2012. pp. 13-16. 
DOI: 10.1145/2342509.2342513. 
Available from: https://dl.acm.org/
doi/10.1145/2342509.2342513

[9] Vahid Dastjerdi A, Gupta H, 
Calheiros RN, Ghosh SK, Buyya R. Fog 
computing: Principals, architectures, 
and applications. ArXiv: 1601.02752. 
2016. Available from: https://arxiv.org/
abs/1601.02752

[10] Yi S, Hao Z, Qin Z, and Li Q. Fog 
Computing: Platform and Applications

[11] Farshad F, Bahar F, Mahmoud D, 
Cesare P. Guest editorial: Special issue 
on AI-driven IoT data monetization: A 
transition from Value Islands to value 
ecosystems. IEEE Internet of Things 
Journal. 2022;9(8):5578

[12] Bassi A, Bauer M, Fiedler M,  
Kramp T, Kranenburg RV, Lange S, 
et al. Enabling Things to Talk. NY, USA: 
Springer Heidelberg, Springer Link; 
2013. DOI: 10.1007/978-3-642-40403

[13] Ray PP. A survey on internet of things 
architectures. Journal of King Saud 
University-Computer and Information 
Sciences. 2016;30(3):291-319

[14] Ni J, Zhang K, Lin X, Shen XS. 
Securing fog computing for internet 



A Survey on IoT Fog Resource Monetization and Deployment Models
DOI: http://dx.doi.org/10.5772/intechopen.113174

123

of things applications: Challenges and 
solutions. IEEE Communications and 
Surveys Tutorials. 2018;20(1):601-628

[15] Zhou Z, Yu H, Xu C, Chang Z, 
Mumtaz S, Rodriguez J. BEGIN: Big 
data enabled energy-efficient vehicular 
edge computing. IEEE Communications 
Magazine. 2018;12:82-88

[16] Satyanarayanan M, Bahl P, Caceres R, 
Davies N. The case for VM-based cloudlets 
in mobile computing. IEEE Pervasive 
Computing. 2009;8(4):14-23

[17] Ha K and Satyanarayanan M. 
OpenStack++ for Cloudlet Deployment. 
Technical Report. CMU School of 
Computer Science. 2015. Available 
from: http://elijah.cs.cmu.edu/DOCS/
CMU-CS-15-123.pdf

[18] Satyanarayanan M. The emergence 
of edge computing. Computer. 2017, 
2017;50(1):30-39

[19] Satyanarayanan M, Chen Z, Ha K, 
Hu W, Richter W, Pillai P. Cloudlets: 
At the leading edge of mobile cloud 
convergence. In: Proceedings of the 6th 
International Conference on Mobile 
Computing, Applications, and Services 
(MobiCASE’14). Ericsson; 2014. pp. 1-9

[20] Satyanarayanan M, Simoens P, 
Xiao Y, Pillai P, Chen Z, Ha K, et al. Edge 
analytics in the internet of things. 
IEEE Pervasive Computation. 2015;14, 
2015(2):24-31

[21] Yi S, Li C, Li Q. A survey of fog 
computing: Concepts, applications and 
issues, proceedings of the 2015 workshop 
on Mobile big data. ACM, Mobidata 15; 
2015:37-42

[22] Chiang M. Fog Networking: An 
Overview on Research Opportunities. 
arXiv preprint arXiv:1601.00835. 
[Online]. Available from: http://arxiv.
org/pdf/1601.00835

[23] Marín-Tordera E, Masip-Bruin X, 
García-Almiñana J, Jukan A, Ren GJ, 
Zhu J. Do we all really know what a fog 
node is? Current trends towards an open 
definition. Computer Communications. 
2017;109:117-130

[24] Guevara JC, Bittencourt LF, da 
Fonseca NLS. Class of service in fog 
computing. In: Proceedings of the 2017 
IEEE 9th Latin-American Conference 
on Communications (LATINCOM), 
Guatemala City, Guatemala. 
IEEE; 2017. pp. 1-6. DOI: 10.1109/
LATINCOM.2017.8240187

[25] Vilalta R, Lopez L, Giorgetti A,  
Peng S, Orsini V, Velasco L, et al. 
TelcoFog: A unified flexible fog and 
cloud computing architecture for 5G 
networks. IEEE Communications 
Magazine. 2017;55:36-43

[26] Kim W, Chung S. User-participatory 
fog computing architecture and 
its management schemes for 
improving feasibility. IEEE Access. 
2018;6:20262-20278

[27] Kaur M, Bharti M. Securing user 
data on cloud using fog computing and 
decoy technique. International Journal 
of Advance Research in Computer 
Science and Management Studies. 
2014;2(10):104-110

[28] Bonomi F. Connected vehicles, the 
internet of things, and fog computing. In: 
The Eighth ACM International Workshop 
on Vehicular InterNetworking (VANET). 
Las Vegas, USA: Sigmobile; 2011

[29] ETSI. ETSI and Open Fog 
Consortium Collaborate on Fog and 
Edge Applications. 2017. Available 
from: https://www.etsi.org/newsroom/
news/1216-2017-09-news-etsi-and-
openfog-consortium-collaborate-on-fog-
and-edge-applications



Internet of Things – New Insights

124

[30] Petri I, Rana OF, Bignell J, Nepal S, 
Auluck N. Incentivizing resource sharing 
in edge computing applications. In: 
Proceedings of the International 
Conference on the Economics of 
Grids, Clouds, Systems, and Services 
(GECON’17). Springer Link; 
Oct 2017. pp. 204-215. Available 
from: https://link.springer.com/
chapter/10.1007/978-3-319-68066-8_16

[31] Bravo C, Backstrom H. “Edge 
computing and deployment strategies for 
communication service providers,” White 
Paper GFMC-20:000097, 2020. Available 
from: https://www.ericsson.com/en/
reports-and-papers/white-papers/edge-
computing-and-deployment-strategies-
for-communication-service-providers

[32] Badreddine W, Zhang K, Talhi C. 
Monetization using Blockchains for 
IoT Data Marketplace. Montreal, 
Quebec, Canada: Ecole de Technologie 
Superieure;  [Online]. Available: wiem.
badreddine.1@ens.etsmtl.ca, kaiwen.
zhang@etsmtl.ca, chamseddine.talhi@
etsmtl.ca

[33] Poggi A, Tomaiuolo M. Mobile 
agents: Concepts and technologies. In: 
Handbook of Research on Mobility and 
Computing: Evolving Technologies 
and Ubiquitous Impacts. Beijing, 
China: IGI Global; 2011. pp. 343-355. 
Available from: https://www.igi-global.
com/chapter/mobile-agents-concepts-
technologies/50597

[34] Nguyen D-D, Ali MI. Enabling 
on-Demand Decentralized IoT 
Collectability Marketplace Using 
Blockchain and Crowdsensing. In: 
Proceedings of the IEEE. IEEE; 2019

[35] Debe M, Salah K, Rehman MHUR, 
Svetinovic D. Monetization of services 
provided by public fog nodes using 
Blockchain and smart contracts. IEEE 
Access. 2020;8:20118-20128

[36] Yu Y, Liu S, Guo L, Yeoh PL,  
Vucetic B, Li Y. CrowdR-FBC: A 
distributed fog-Blockchains for Mobile 
crowdsourcing reputation management. 
IEEE Internet of Things Journal. 
2020;7(9):8722-8735

[37] Rejiba Z, Masip-Bruin X,  
Marín-Tordera E. Analyzing the 
deployment challenges of Beacon 
stuffing as a discovery enabler in fog-
to-cloud systems. In: Proceedings of the 
2018 European Conference on Networks 
and Communications (EuCNC), 
Ljubljana, Slovenia; 2018. pp. 1-276. 
DOI: 10.1109/EuCNC.2018.8442471. 
Available from: https://ieeexplore.ieee.
org/document/8442471

[38] Zhang Y, Zhang H, Long K, 
Zheng Q , Xie X. Software-defined 
and fog-computing-based next 
generation vehicular networks. IEEE 
Communications Magazine. 2018;9:34-41

[39] Cao B, Zhang L, Li Y, Feng D, Cao W. 
Intelligent offloading in multi-access edge 
computing: A state-of-the-art review 
and framework. IEEE Communications 
Magazine. 2019;57(3):56-62

[40] Cui Q , Gong Z, Ni W, Hou Y, 
Chen X, Tao X, et al. Stochastic online 
learning for mobile edge computing: 
Learning from changes. IEEE 
Communications Magazine. 
2019;57(3):63-69

[41] Kim D, Lee H, Song H, Choi N, Yi Y. 
Economics of fog computing: Interplay 
among infrastructure and service 
providers, users, and edge resource 
owners. IEEE Transactions Mobile 
Computations, to be Published. 
2020;19:2609-2622. DOI: 10.1109/
tmc.2019.2925797

[42] Li X, Zhang C, Gu B, 
Yamori K, Tanaka Y. Optimal pricing 
and service selection in the mobile 



A Survey on IoT Fog Resource Monetization and Deployment Models
DOI: http://dx.doi.org/10.5772/intechopen.113174

125

cloud architectures. IEEE Access. 
2019;7:43564-43572. DOI: 10.1109/
access.2019.2908223

[43] Vega F, Soriano J, Jimenez M, 
Lizcano D. A peer-to-peer architecture 
for distributed data monetization in 
fog computing scenarios. Wireless 
Communications and Mobile Computing 
Volume. 2018;2018, Article ID 5758741:15 
https://doi.org/10.1155/2018/5758741

[44] Caprolu M, Di Pietro R, Lombardi F, 
Raponi S. Edge computing perspectives: 
Architectures, technologies, and open 
security issues, 2019 IEEE international 
conference on edge computing. IEEE 
Access. 2020;8:231825-231847

[45] AbdulKareem KH, Mohammed MA, 
Gunasekaran SS, Al-Mhiqani MN, 
Mutlag AA, Mostafa SA, et al. A review 
of fog computing and machine learning: 
Concepts, applications, challenges, 
and open issues. IEEE Access. 
2019;7:141274-141308





Chapter 6

Design and Implementation
Smart Petrol Station Using
Internet of Things
Zahra’a M. Baqir and Hassan J. Motlak

Abstract

The problem that still exists nowadays with the petrol station is the method of
operation because the petrol station is currently operated manually. This chapter
adopted an automatic fuel filling algorithm based on a Radio Frequency Identification
(RFID) card that carries information about the user regarding the type of user, the
available balance and the permitted amount of fuel. This data is sent via the Wi-Fi
module (ESP-32S) to the IoT platform (the panel), where it is encrypted with the
hashing function and the Advanced Encryption Standard (AES) algorithm before
being displayed by authorized access to the platform dashboard, which is It is also
encrypted with an ID and a secret number.

Keywords: Internet of Things (IoT), RFID, ESP32 microcontroller, sensors,
ThingsBoard platform, petrol station

1. Introduction

Regarding to this research work, the research work will be divided into three
categories, In first part, petrol station hardware which consist of an NFC RFID reader
for cashless payment, sensors are going to be used in measurement of the petrol
transferred to the customer’s tank, levels and the temperature of fuel in storage tank
and sensors for fire protection and environmental monitoring. Calculations and
programming are to be made through at Arduino mega 2560 and ESP-32S microcon-
trollers. For the second part, the ESP-32S module is used to enable wireless communi-
cation interface between the petrol station hardware system and the third part, which is
the petrol station monitoring system, which is represented by the IoT ThingsBoard
server that is downloaded to Raspberry Pi as a local server for data collection,
processing, visualization, and system management. Arduino programming language is
used in order to create a systematic software as the main control system for this petrol
station system.
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2. Literature survey

2.1 RFID-based smart petrol station

Implementation of a smart petrol station system in several countries can be read in
many literatures all these projects used RFID tag as a fee card.

In 2016, Punit Gupta, et al. [1] described the design and implementation of a smart
fuel station that will calculate the amount of fuel in the petrol station and send the
information to a main server. They apply ultrasonic sensor to measure the level of
petrol.

In 2016, Gowri Shankar, et al. [2], the proposed Biotelemetry system is used in
this research to confirm the singular user with their Petrol tag. Biotelemetry is being
employed as a thumbprint sensor in this case.

In 2016, Wavekar Asrar, et al. [3], had the project’s major goal is to create a system
that uses RFID technology to automatically deduct the amount of gasoline dispensed
from a user’s card. The use of RFID technology to control fuel dispensing in Indian
cities is proposed in this study.

In 2017, Kumaresan and Babu Sundaresan [4] presented paper, it allocates with
automation of a petrol station selling outlet; this systemwill provide the transactions and
supply report to the holder for each hour. In this thesis, the user can access the present
status of the petrol station as well as the stock maintenance through the net request.

In 2018, Chandana et al. [5], had the goal of this project is to build a security
mechanism for filling gasoline at petrol stations without involving humans. The RFID
smart card eliminates the risk of carrying cash at all times and also has a prepaid
recharging option.

In 2018, Dongarsane et al. [6], had the secure and atomized delivery of gasoline is
making possible by the simple and proper use of microcontroller and GSM technolo-
gies. It comes with an easy-to-use mobile phone system and a colorful user interface
(GUI).

In 2019, Rashmitha [7] suggested a project where the customer has a smart card in
this project. The card is nothing unless it has a magnetic member inserted in it. When
a consumer presents this tag to the reader, the reader reads the unique number and
sends the sign to the microcontroller.

In 2019, Nitha Velayudhan et al. [8], presented study proposes an automated
petrol station management system that addresses the shortcomings of the current
system. They used GSM and AT Mega 328 to develop an automatic gasoline filling
system. This solution has the potential to make the fueling process more convenient,
reliable, and secure.

Compared with the projects presented in the above sources, it is clear that our
designed project has combined a number of mechanisms used in the construction of a
smart fuel filling station. In our project, the researchers used the Arav De card to deal
with secure electronic payment. The petroleum card has also been distinguished with
a unique number that distinguishes between the type of users and thus controlling the
distribution of fuel in Iraqi cities.

2.2 Networked petrol station systems for the IoT

In 2017, Sahana Rao et al. [9], used RFID and GSM technology to
automate the filling of fuel at a petrol station. The transactions are designed to
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be user-friendly, which means that they are available at the touch of a button on the
customer’s smartphone.

In 2017, Carlo Makdisie and Badia Haidar [10], produced the stated system by
assistance of present programs (Labview, Protues, PIC C Compiler) to reach a high
precise control of the needed parameters, furthermore to using SCADA for managing
and controlling all the system to escape any sudden faults; similar fire disaster and
building the system work with extreme precision.

In 2018, Deepa et al. [11], used GSM and RFID, this paper created an
automated fuel pump. All users in this system have an RFID card, which can be
charged via a few different points. The fuel station is prepared with a smart card
reader that detects the amount in the card as well as all security information and
displays it on the LCD.

In 2019, Pranto and Rahman [12] presented paper indicates a design in which a
system will be capable to trace a vehicle’s petrol refill amount, cost & time then
notifies the vehicle’s owner about the refill as well. The system is divided into two
parts: A mobile application and a petrol station.

In 2021, Sembodo and Atmajaya [13] presented monitoring tool uses the Arduino
ESP8266 which is combined with Internet of Things (IoT) Technology which is
displayed on the LCD and the Internet Web. Customers can purchase the patrol at gas
stations independently, by connecting the smartphone application with the gas station
wireless and purchase and make payments through the application.

In our designed project, three filling stations were connected, each one controlled
by the Arduino Miga and ESP32S, and connected to them by sensors to represent the
lower layer (sensing layer) of the IoT infrastructure. Data is transferred to the net-
work layer using the Message Queuing Telemetry Transport)MQTT(protocol to rep-
resent the middle layer. The data from this layer is sent to the local server (Raspberry
Pi) or a cloud server. The data is displayed in a web application from the IoT platform,
ThingsBoard.

3. The proposed system

In this chapter, we proposed a design system of three smart petrol stations that are
monitored and managed remotely from a single interface on IoT platform. a smart
petrol station system that performs each of the following tasks: Detecting the fuel level
inside the storage tank, measuring the fuel temperature, an automatic fuel dispenser,
electronic payment, monitoring the environment through the temperature and

Figure 1.
Functions of the proposed smart petrol station as IoT application.
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humidity sensor, detecting fires and extinguishing them automatically and storing all
related data of customers and station with a database stored on a local server or
applied to a cloud server. This data can be accessed, viewed and processed through the
ThongsBoard web application, which can be accessed from any web browser on smart
devices or desktop. Figure 1, shows the operations of the proposed system.

3.1 Architecture of the proposed system

Figure 2, shows the block diagram of designed system of three smart petrol
stations based on IoT. The petrol station system connects to local server or cloud
server over the internet. Online data can be visualized by a remote company office on
ThingsBoard web user interface through chrome or Firefox web browser from desk-
top or smart phone or other devices. Figure 3, shows the flow chart of this system.
The scheme offered consists of hardware part and software part.

Figure 2.
Block diagram of the proposed system.
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3.1.1 Hardware part

It consists of four layers as IoT architecture. These layers are:

3.1.1.1 Sensing layer

This layer is represented by the control system that controls the fuel dispenser and
storage tank.

3.1.1.2 Gateway layer

This layer is represented by the Wi-Fi router, which receives the sensor data from
the station and sent by ESP-32S via the MQTT protocol to be directed to the server at
the service layer.

Figure 3.
Flow chart of the proposed system.
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3.1.1.3 Service layer

The service layer of the system designed from the server consists of a Raspberry Pi
4 model B minicomputer with a 1.5 GHz quad-core 64-bit processor that provides
about 3 times better performance compared to the previous version, more ports and
faster Internet connection, where the certified Raspbian operating system is
downloaded [14]. On the Linux system, and downloading the ThingsBoard platform
on this system for the purpose of reviewing all the variables and operations that the
customer performs, and they occur at the packing station immediately after logging
into the server by entering a fixed IP address in any web browser such as Chrome,
Firefox or others. Or dealing with cloud ThingsBoard Server for the purpose of
accessing station information from anywhere in the world via the Internet. For more
security this server can be accessed using a username and password to view data in the
application layer.

3.1.1.4 Application layer

It uses a user interface where the central company managing the three stations can
view data from any station using any web browser from a desktop or smart phone.

3.1.2 Software Part

The petrol station is controlled by a system to enable that it operates efficiently. As
this petrol station is expected to be left standalone and managed wirelessly, a system
to control and monitor it from a distance is necessary. Software that was used in this
application are:

3.1.2.1 Arduino Software (IDE)

The Arduino Integrated Development Environment (IDE) is a free and open-
source cross-platform application (for Windows, macOS, and Linux) developed in C
and C++ functions. The Arduino IDE makes it simple to develop code and upload it to
the device [15]. This software can be used with any Arduino board. Arduino pro-
gramming is used to control the petrol station system. The Arduino Mega is commu-
nicated with the ultrasonic sensor for the fuel leveling and with other sensors in the
project for environmental monitoring and controlling. Aside from that, Arduino pro-
gramming controls the 4 x 4 keypad number, RFID system, and LCD display that
serves as the customer’s interface. Flow meter and relay are responsible for determin-
ing the functionality of the pump, needed to be programmed by Arduino. Finally,
Arduino IDE uses the ESP-32S module in programming to establish a connection with
the internet, in order to provide these functionalities;

• Determines sales and store a database for the petrol station on local server.

• Monitors the temperature and humidity of weather.

• Provides information about the petrol level (stock) to the server.

• Provides information to the server about evaporation and density of fuel in the
storage tank (stock).
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3.1.2.2 Proteus program for simulation

“Virtual System Modelling” (VSM) by Proteus combines SPICE simulation in
mixed modes with the industry’s fastest microcontroller simulation. It allows for quick
hardware and firmware prototyping in software [16]. Proteus VSM’s most significant
aspect is its ability to simulate the interface among software functioning on a micro-
controller and any digital or analog devices linked to it. The microcontroller simula-
tion is put on the schematic among the other parts of design of your product. It
mimics object code execution in the same way as an actual chip does. Logic levels in
the circuit will change whenever your program code writes to a port, and if the circuit
varies the situation of the pins of processor, your program code will notice, just like in
physical life. The VSM CPU models accurately emulate each supported processor’s
input/output ports, timers, interrupts, USARTs, and other components. Because the
interface of each of these peripherals with the outside circuit is thoroughly described
to the level of waveforms, the whole system is being tested, it is far more than a simple
software simulator. With over 750 microprocessor variations supported, a lot of fixed
SPICE models, as well as one of the major libraries of entrenched simulation periph-
erals in the world, for an embedded model, Proteus VSM is still the best option.

3.1.2.3 LabVIEW program for simulation

LabVIEW (Laboratory Virtual Instrumentation Engineering Workbenches (where
a national instruments platform and development environment for a visual program-
ming language. The goal of this type of programming is to automate the use of
laboratory decision-making and measurement equipment. It’s a proprietary software
package that makes it easier to design different types of data management, control,
and measurement systems and is therefore ideal for GUI design.

3.2 Implementation of the proposed system

The designed system is divided into two main parts: the first part relates to the
hardware on the board (control system) and the second part relates to the
ThingsBoard web server. In Figure 4, the arrows pointing toward the Arduino mega
2560 shows the input, while the arrows pointing from Arduino shows the output of
the processor. For a single petrol station two parts are implemented as shown in
Figure 4.

First: the ultrasonic sensor HC—SR04 connected at the top of a fuel tank to
calculate the fuel level by sending ultrasound waves. The distance is equal to the speed
multiplied by the time, the speed of sound is known at a temperature of 20 degrees
Celsius equivalent to 343 meters/second. The time that the sensor processor calculated
from the start time of the pulse to the echo return time is divided by 2. By knowing the
time and speed, it is possible to calculate the distance, determine the height level, send
the data to the microcontroller (ATmega2560) connected to the ESP32 Wi-Fi module
and send the data later to the server. A fluid temperature sensor (DS18B20) has been
added to the tank, and it can be added to the pump hose to measure the temperature
of fuel and the consequent result of calculating is the evaporation rate and density
which dependent on temperature to determine types of mixtures. DS18B20 connects
via 1-WIRE protocol requiring one data line to connect to the Arduino Mega Board.

Second: the fuel dispenser system is a box where the electronic parts appearing on it,
which represented by a 4 * 4 keyboard, have been linked. The letters on the panel
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perform a number of functions. Also, a 20 * 4 LCD screen was attached to the box to
show the customer all the functions when pressing the keypad. NFC RFID to scan the
RFID tag by establish a wireless connection with each other by touching or bringing
them close at close range, usually not more than a few centimeters. NFC RFID and LCD
communicate with each other and send data between them via the (I2C) protocol,
which is a serial data communication protocol, which operate among two devices or a
group of devices to transfer information among them. The protocol works in a “half-
duplex” manner, one of the devices will be sending whereas the another will be at the
receiving state and they cannot transmit at the same time. The DHT11 temperature and
humidity sensor has been added to the contents box to monitor the temperature and
humidity to be an example of monitoring the environment and showing the results
directly on the server from the second petrol station. The fuel and water pumps are
connected on the sides of the box; the fuel pump is connected to the fuel tank on the one
hand and linked to a flow meter that calculates the number of liters required; the flow
meter is connected to a hose on top of which hose there is a button that can be pressed
to fill the required amount of fuel; and if the required quantity is filled, the pump will
revert to its original position. As for the water pump, it has been linked to a flame sensor
that sounds an alarm when a flame is detected, as it sends its data to the microcontroller
that instructs the relay switch associated with the water pump to operate it. This pump
can also be controlled manually via a push button and the pump is started. Figure 5,
shows the connection map establishes by fritzing software for the hardware parts on the
board. Figure 6, shows a section of the practical hardware of the designed and
implemented system, which is installed outside the control system box.

Inside the control system box, there is an Arduino Mega 2560, a microcontroller
board based on the ATmega2560 processor. The board contains everything needed to
support the microcontroller; It can be connected to a computer with a USB cable or
powered by an AC-to-DC adapter or battery to start. The ATmega2560 contains 256 KB

Figure 4.
The proposed smart petrol station.
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Figure 5.
Connection map on the board.

Figure 6.
Hardware section outside the box of the control system.
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of flash memory to store the code (of which 8 KB is used for the bootloader), 8 KB of
SRAM and 4 KB of EEPROM. And because of this memory is little, the MicroSD card
adapter module, which is a Micro SD card reader for reading and writing through the
file system, and the SPI driver, has been linked, so this module connects with the
microcontroller through the SPI serial communication protocol. This protocol works
through three lines “MISO, MOSI & SCK”. At any given time, only two devices can talk
to each other. What distinguishes this protocol is that it is (Full-duplex) that is, the two
devices can transmit and receive at the same time. Also, from the electronics that were
provided for this system inside the box, the voltage regulator is fixed, as it has a voltage
of 12 volts to feed the pumps and a voltage of 5 V comes out of it to feed the rest of the
system elements. The two channel relay module MR009–004.1 is fixed inside the box,
where is a module designed with two relays that provide 12 volt power to allow control
of the fuel pump and the water pump. WiFi-BT-BLE MCU module the core of this
module is an ESP32 chip that supports Secure Over-The-Air (OTA) upgrade. This
module inside the box is responsible for providing a direct connection to the server via a
WiFi router and it acts as a second microcontroller represent as second petrol station.
Figure 7, shows the core components of the control system box.

3.2.1 Methodology of the proposed system in proteus simulator

In Proteus software, the methodology of the system designed for a single filling
station has been simulated locally to simulate the following functions:

3.2.1.1 Fuel Filling

The NFC RFID detects the ID number of RFID card and sends it to the Arduino
Mega 2560 microprocessor when the RFID card or tag comes within range of the RFID
reader. The ID codes of the RFID cards are already recorded in the microcontroller.
The microcontroller checks whether or not this RFID card is valid. If the RFID card is

Figure 7.
Inside the control system box.
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authorized, the microcontroller displays the RFID card user on the LCD screen after a
check; otherwise, nothing appears, indicating that the RFID card is unauthorized. If
the RFID card is authorized, the microcontroller allows the consumer to enter the
amount of gasoline via the keypad, which is then displayed on the screen. The micro-
controller then checks to see if the RFID card’s available balance exceeds the amount
entered. If there are more than that, the microcontroller activates the fuel pump
motor through a relay switch for a set amount of time before turning it off. If the user
wants to examine the quantity of petrol dispensed and the remaining balance of the
RFID card after the procedure is completed, the information on the amount of petrol
dispensed and the remaining balance of the RFID card is displayed on the LCD screen.
Algorithm of automatic fuel filling pump shown in Figure 8. All this information
about users is visualized to the IoT ThingsBoard server which installed on raspberry pi
as local server, using Wi-Fi module ESP-32S. On a local server, we keep track of the
amount of gasoline distributed by users, which is protected by a password that is only
known by the fuel company. If the customer’s available balance is less than the amount
entered, the RFID card can be recharged. In this case, the RFID card functions as a
prepaid card that may be recharged at the fuel station.

3.2.2 Methodology of the proposed system in LabVIEW

In LabVIEW software, the methodology of the system designed for a three-filling
station has been simulated locally to simulate the following functions: level of fuel in

Figure 8.
Algorithm of the automatic fuel filling pump.
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the storage tank, the temperature of the fuel temperature and humidity of weather
and fire alarm. As shown in Figure 9.

4. Simulation results

Simulation results of the system designed and implemented by Proteus and
LabVIEW programs were achieved.

4.1 The results in proteus

The design suite Proteus 8.9 is an exclusive software implement suite that was
principally used in this project for electronic project automation. In Proteus, a hex file
to the microcontroller portion on the diagram was used to operate the Arduino
mega2560 simulation. It is next co-simulated along through whichever digital and
analog electronics linked to it. In Figure 10, we build a prototype by selecting a few
blocks and using the Simulink block toolbar to join them together. Results were
achieved on how to perform each of the following:

4.1.1 Monitoring and controlling storage tank

The spread of USTs represents an actual risk that requires difficult and
costly methods for its management. But by adopting the method used in the
simulation, it is possible to control and monitor the level of petrol available in the
storage tanks in an easy and inexpensive way. Figure 11, shows the design of the
power supply is simple and cheap, when it is turn ON. First, Arduino mega2560
checks the petrol level by ultrasonic sensor at the top of the tank. if a petrol level is low
than threshold value, a buzzer is initiated and displayed low petrol level on the LCD
and Arduino mega operates relay which connected to run DC motor of a fuel supply
pump to supply fuel to the tank. In Figure 12, shows when a fuel level rises above the

Figure 9.
Smart petrol station via LabVIEW.

138

Internet of Things – New Insights



threshold value, the buzzer is turned off and levels of fuel displayed on LCD screen.
When the fuel level reaches the full level as set in the programming, Arduino mega
turns off the relay which connected to stop the dc motor of fuel supply pump running,

Figure 11.
Simulation of the management storage tank (low fuel level).

Figure 10.
Initialized subsystem before launched to IoT server in Proteus.
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the LCD screen displays that the tank is completely full as shown in Figure 13.
Figure 14, shows how the fuel levels in the storage tanks can be displayed on the serial
monitor.

Figure 12.
Simulation of the management storage tank for the proposed system (display fuel level).

Figure 13.
Simulation of the management storage tank for the proposed system (full fuel tank).
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4.1.2 A fuel filling operation

Sub-system simulation of the proposed system in the Proteus program, to reveal
how the system performs in the fuel filling process. The result of the subsystem, along
with a step-by-step approach, is listed below:

Step 1: Swipe the RFID card and type in the ID number. Where it appears from the
Figure 15, that Arduino mega2560 connected to the other parts of the subsystem, the
green LED is activated to indicate that the petrol station is operating normally, which
are of interest to us in this step, the connection between the microcontroller and
Ultrasonic sensor installed at the top of the fuel tank, which measures the height of the
fuel and send its data to Arduino mega to display the fuel level on the LCD screen, as
for the benefit of connecting the microcontroller to the keypad, it appears by entering
the ID number of the card swiped on the virtual card reader as shown in Figure 16.

Step 2: If RFID card is authorized, then the controller fetches the user available
amount data from server and display on LCD, then microcontroller ask the user to
enter the amount of petrol as shown in Figure 17.

Figure 14.
Fuel level of the storage tank on a serial monitor.

Figure 15.
LCD shows level of fuel tank.
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Figure 16.
Enter ID No by keypad.

Figure 17.
User ID and balance.
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Step 3: If an entered amount is less than the available amount, then petrol filling
process starts (i.e., Motor turns ON) as shown in Figure 18. Otherwise microcontrol-
ler say to recharge a suitable amount as shown in Figure 19.

Step 4: After filling the petrol, the petrol filled amount and available balance
information is display on LCD screen as shown in Figure 20. And available balance is
updated in the server.

4.1.3 Monitor fire protection

The microcontroller in this system is connected to a flame sensor and servo motor
as a fire extinguisher (that discharges a jet of water, foam, gas, or other material to
extinguish a fire). When there is a fire, the flame sensors detect it, then the warning
system - indicated by the buzzer and red LED - is activated, and the servo motor is
activated to convert its angle of 180 degrees. When the alarm state ends, the servo
motor returns to its original position, and the LED and buzzer turn off. As seen in
Figure 21, a fire alert shows on the LCD screen.

4.1.4 Monitor security of petrol station

Safety of fuel pump also tested in the occurrence of a buildup in the load, to
indicate a warning situation on the LCD screen, the buzzer and the red LED were

Figure 18.
The petrol filling process has started.
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Figure 19.
If the entered amount is more than the available amount.

Figure 20.
The amount of petrol loaded and the available balance.
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triggered to tell the viewer of the status of the load besides work to switch off the relay
that runs the pump motor, as displayed in Figure 22.

4.2 The results in LabVIEW

The designed strategy is implemented in the LabVIEW VI environment, and
simulation results are presented to validate the proposed controller in Figure 23.
Where it appears from Figure monitoring the central station of three stations, the
design assumes the following in each station:

1.Monitoring the fuel level inside the storage tanks for three products. Where a
visual alert appears represented by a green LED indicating an acceptable level of
fuel rise inside the storage tank, while if the fuel level drops below 20%, a visual
alert represented by a red LED appears indicating the necessity of refilling the
fuel to the indicated tank.

Figure 21.
Simulation of management fire protection of proposed system.
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Figure 22.
Overload status.

Figure 23.
The output parameters from LabVIEW.
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2.Monitoring the density of the fuel according to the temperature. With a
temperature of 21 Co, the density of gasoline was recorded at 725.9, while the
density of diesel was 835.2, and the density of kerosene was recorded at 785.5

3.Quality control of the product according to the density: with a temperature of 26
Co, the density of gasoline was 706.9, and at this density the textual reference to
the purity of the petroleum is made. At a density of 785.5 for diesel, the presence
of impurities mixed with diesel was indicated, while kerosene at a density of
796.3 indicated the purity of kerosene.

In Figure 24, The fire alarm system consists of a thermometer for smoke and a
thermometer for heat. The logic gate AND was used to verify the two conditions of
high temperature and smoke to a level higher than the threshold limit. A fire alarm is
triggered, but if one of the two conditions is met, the alarm is triggered by a red LED.

It is possible to place more than one temperature sensor in different locations of
the same station and to show the data represented by a waveform. When an on signal
arrives, the alert is done by text and using a red LED. But when there is no fire, there is
no signal and the text is no fire. It is possible to show these functions in LabVIEW in
Figure 25.

4.3 Practical implementation results

In the practical implementation of the project, two main outcomes can be
observed. The first output is the hardware of an automated fuel pump station, which
interacts with the second outcome, the petrol station monitor system, which is

Figure 24.
Alarm fire protection.
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represented by the Internet of Things platform (ThingsBoard) installed on a Rasp-
berry Pi as a local server. In this section, the functioning and interface of both are
elaborated. Figure 26 shows the implemented model of the hardware system.

Figure 25.
Alarm fire protection from different locations.

Figure 26.
The proposed model of the hardware system.
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4.3.1 Hardware petrol station system

From the Figure 27, it can be seen that the petrol station hardware system is
equipped with the customer interface such as LCD screen, NFC RFID reader, tem-
perature and humidity sensor and keypad membrane. The user(manager) is able to
interact easily providing this software is user-friendly, and besides that, the hardware
is robust, all in one. The nozzles of fuel pump are directly connected.

4.3.1.1 Petrol station hardware—user interface

Initially, when the power board is supplied, the LCD screen shows the functions
that the board performs when pressing the letter buttons on the keypad as shown in
Figure 28.

• When we want to check the balance in RFID tag, we press A letter in keypad as
shown in Figure 29. After pressing A letter, the LCD screen will display a
message telling the customer to insert his card for the purpose of checking as
shown in Figure 30. After checking the card, a message will appear on the screen
showing the user’s balance in Iraqi dinar as shown in Figure 31.

Figure 27.
The overall hardware system.
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• For the purpose of updating or recharging the balance in the card, we press the
letter B as shown in Figure 32. After pressing B letter, the LCD screen will display
a message telling the customer to insert his card for the purpose of updating as
shown in Figure 33. After identifying the ID of the card, a message appears on
the screen asking the user, the amount to be recharged in the card as shown in

Figure 28.
Initial display on LCD.

Figure 29.
Press A to check.

Figure 30.
Insert card to check.
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Figure 34. After entering the required amount and pressing the letter D, the
updated quantity will appear on the screen in addition to the total amount after
adding the new amount as shown in Figure 35.

Figure 31.
User ID and your balance in card.

Figure 32.
Press B to update.

Figure 33.
Insert card to update.

Figure 34.
Insert the amount of balance.
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• In order to obtain fuel, we press the letter C as shown in Figure 36. This function is
common to all types of regular users (who has a balance and is deducted from his
card after filling the fuel) and government users (who does not have a balance on
the card, but whose debts are recorded on the government’s account). After press
C, the LCD screen will display a message telling the customer to insert his card to
identify yourself as shown in Figure 37. After identifying the ID of the card and
thus determining the type of customer, a message appears on the screen telling the
customer to enter the amount of fuel to be filled as shown in Figure 38. The filling
process begins after entering an amount of fuel less than the available balance as
shown in Figure 39, and the amount deducted from the card and the amount of
fuel filled appear on the LCD screen as shown in Figure 40. Because the fuel meter
has a small error rate, we enter the quantity minus the error percentage.

Figure 35.
New amount after update.

Figure 36.
Press C to get fuel.

Figure 37.
Insert card to identify.
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Figure 38.
Insert quantity of fuel we want to get.

Figure 39.
Insert quantity of fuel we want to get.

Figure 40.
Price and quantity of filled fuel.
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• When entering a quantity of fuel greater than the available balance in the card as
shown in Figure 41, a message will appear telling the customer that the quantity
entered is greater than the available balance as in the Figure 42.

Figure 41.
The quantity entered is greater than the available balance.

Figure 42.
Entering more fuel than the available balance.

Figure 43.
Check VIP user.
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Figure 44.
VIP user identify to get fuel.

Figure 45.
Debts added and total debts.
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• When VIP government customer (want to get fuel, initially he swipes his card on
the NFC RFID reader to identify as shown in Figure 43. Then enter a quantity of
fuel VIP wants to get as shown in Figure 44. After fuel filling message display on
LCD screen telling VIP user about quantity filled and depts as shown in
Figure 45.

4.3.1.2 Hardware for petrol stations—primary fuel tank

• Level of the primary fuel tank

By adding Ultrasonic sensor installed at the top of the primary fuel tank for
measuring fuel level as in the Figure 46. Ultrasonic sensor is installed on the
Arduino Mega microcontroller.

• Fuel temperature

By adding DS18B20 digital thermometer to measure a fuel temperature which
enters inside the primary fuel tank as in the Figure 47, where by knowing the
fuel temperature it is possible to predict the fuel evaporation rate and its density.
Fuel thermometer is installed on the ESPS-32 microcontroller.

4.3.1.3 Petrol station hardware- temperature and humidity weather

By adding DHT11 sensor on the petrol station hardware box and connecting it to
the ESP-32S microcontroller to represent a second fuel station, that sends temperature
and humidity to ThingsBoard server.

Figure 46.
Ultrasonic sensor at the top of the primary fuel tank.
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4.3.1.4 Hardware for petrol stations with a fire-protection system

For the purpose of fire protection, a flame sensor was included in this system to
sense fires and extinguish them automatically or manually. The water pump was
connected to the sides of the main hardware box, which was connected to the flame
sensor, which triggers an alarm sound when a flame is detected and sends its data to
the microcontroller, which instructs the relay switch associated with the water pump
to operate it. This pump can also be controlled manually via a push button and is done
Turn on the pump. Figure 48, shows the water pump installed on the box and the
flame sensor.

Figure 47.
Fuel thermometer inside the primary fuel tank.

Figure 48.
Fire-protection system.
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4.3.2 Petrol station monitor system

The monitor system to share data, manage and control is expected to provide the fuel
stations manager with information about a petrol station in real time remotely shown in
Figure 49. The system will show sales and the volume of petrol bought on a specific date,
and will provide manager with data as follow:

1.Users interface

2.The primary tank of a fuel

3.Weather conditions (temperature and humidity)

4.3.2.1 User interface for a petrol station monitoring system

All of the customer’s actions, such as filling the tank, paying the bill, total sales, the
number of cars, debts, and so on, are sent to the server and monitored by the company
that follows up on three fuel stations, where each station subscribes to the device’s identity
and the monitoring company’s access token. Figure 50, shows the operations performed
by the customers as they appear on the dashboard.

4.3.2.2 Petrol station monitor system-primary fuel tank

By monitoring the main fuel tank, it is possible to verify the following:

4.3.2.2.1 Level of fuel

Ultrasonic sensor is installed on the Arduino Mega microcontroller.
The sensor sends fuel level information to microcontroller considering each

Figure 49.
Petrol station monitoring system Interface.
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microcontroller is a fuel station (MQTT client) and sends its information to the
ThingsBoard server as shown in Figure 51.

4.3.2.2.2 A fuel temperature

In this thesis project, we use fuel temperature sensor to send their information
from microcontroller (as MQTT Clint) to calculate percentage evaporation of fuel

Figure 50.
Petrol monitoring on ThingsBoard dashboard.

Figure 51.
Monitoring fuel level for two states on the dashboard.
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gasoline and diesel and sends its information to the ThingsBoard server (as MQTT
broker) installed on Raspberry Pi as a local server or ThingsBoard installed on a cloud
server to be shown on the dashboard. Figure 52a and Figure 52b shows petrol
temperature average 25.32 Co and 43.46 Co respectively.

4.3.2.2.2.1 Evaporation rate

Figure 53a and Figure 53b shows percentage evaporation of gasoline according to
temperature change at average 25.32Co and 34.46 Co respectively, where the effect of
temperature appears, with 25.32Co the percentage of evaporation of gasoline becomes
75.8 and then this percentage rises to 83 at 34.46 Co. Figure 54a and Figure 54b shows
percentage evaporation of diesel fuel according to temperature change at average
25.32Co and 34.46 Co respectively, where the effect of temperature appears with
25.32Co the percentage of evaporation of diesel becomes 28.4 and then this percentage
rises to 30 at 34.46 Co.

4.3.2.2.2.2 Density

Figure 55a and Figure 55b show the variation density of gasoline according to
temperature change at average 25.32Co and 34.46 Co respectively, where the effect of

Figure 52.
Gasoline temperature as shown on dashboard.

Figure 53.
Percent evaporated for gasoline on dashboard.
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Figure 54.
Percent evaporated for diesel on dashboard.

Figure 55.
The density of gasoline vs. temperature on the dashboard.

Figure 56.
Temperature and humidity are being monitored on the dashboard for two states from the second fuel station
(a and b).

161

Design and Implementation Smart Petrol Station Using Internet of Things
DOI: http://dx.doi.org/10.5772/intechopen.113839



temperature appears with 25.32Co the density becomes 712 kg/m3 and then this
density decreases to 7.6 at 34.46 Co.

4.3.2.2.3 Petrol station monitor system-temperature and humidity weather

DHT11 sends temperature and humidity information to a ThingsBoard server
installed on a Raspberry and displays this information on the ThingsBoard dashboard,
so that the fuel station is monitored and any station that sends its information on the
access token and the identity of the device that is connected to the display dashboard.
Figure 56a and Figure 56b shows the temperature and humidity of the second fuel
station for two different states as they appear on the dashboard monitoring the three
gas stations. Monitoring the temperature of the fuel and its consequences in deter-
mining the evaporation rates of fuel (gasoline and diesel fuel), as well as
determining the density and the consequent determination of whether the fuel is
tainted with invalid mixtures. Monitoring these coordinates from a fuel station whose
client MQTT is microcontroller ESP-32S. All of these variables are monitored on the
dashboard of the ThingsBoard server as shown in Figure 57 in timeseries table of the
dashboard.

5. Conclusions

The smart petrol station system is expected to solve various problems as stated in
the first chapter. This project has added a new technology in which a wireless com-
munication can be established between petrol station stations to monitor and control a
system which may be located hundreds of kilometers away. Thus, the monitoring
process of the petrol station stations can be simplified by this technology. The

Figure 57.
Timeseries table on the dashboard.
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implementation and test the automation system which build based on IoT leads to the
conclusions below.

1.Connected three petrol station systems to Internet represent the basic structure
to IoT of this application in order to share several types of information related to
users, environment and database of systems.

2.Practical results show that smart petrol station system-based on IoT scheme is
effective and more manageable to resolve the all problems of traditional filling
stations.

3.Using the method of distinguishing between government card customers and
regular card customers is very useful for reducing corruption.

4.The establishment of this project in retail outlets can reduce the period utilization
which associated with the depth of petrol in tanks which was ensured manually
with the assistance of big gauging scale, testing the heat and density of petrol,
stock totaling, etc.

5.Setting an alarm system in the event of a trip or an overload on the pump, thus
extending the life of the fuel pump. Also, Maintenance of this system is very easy
and low-cost.

6.Measuring temperature of weather is very useful where there are volume losses in
hot weather and volume gains in cold weather of petrol due to thermal expansion.
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Chapter 7

Hybrid Architectures to Improve 
Coverage in Remote Areas and 
Incorporate Long-Range LPWAN 
Multi-Hop IoT Strategies
Francisco A. Delgado Rajó and Ione Adexe Alvarado Ramírez

Abstract

At the height of M2M communications, there are many alternatives and 
 architectures that present solutions for each case and each environment. The 
interoperability strategy or the combination of different solutions with adequate 
flexibility can be solutions to maintain a capacity for easy incorporation of new 
sensor nodes depending on the coverage or not of operators. In addition to interop-
erability strategies, this chapter presents some alternatives that include multi-hop 
techniques, combining different technologies. Special emphasis will be placed on 
low-power wide area networks systems (LoRa, Narrow Band IoT, LTE, etc.) applied 
in remote environments, such as nature reserves and ocean or fluvial ecosystems. An 
estate of art of these areas will be presented, as well as results of different develop-
ment of our group.

Keywords: wireless sensors networks, IoT, LPWAN, multi-routing, interoperability, 
IoT protocols

1. Introduction

The number of sensors/actuators implemented in the real world today in various 
kinds of applications (agriculture, weather observation, marine observation, moni-
toring of seismic movements, medicine, or industrial applications, for example) is 
immense. In the world of Internet of Things, almost all of these sensor’s nodes have 
the same requirements in terms of the need for low power, self-configurability, low 
cost, moderate data rate, and wireless communication capability. Traditionally, the 
wireless networks used for communication between the nodes and the gateway that 
connects the things networks with the IP network was of the star type. However, 
at present, the rapid mass introduction of new elements in networks of this type 
(Massive Machine to Machine Networks) demands greater flexibility in the topologies 
and architectures used, as well as the ability to interoperability between the various 
existing technologies in a transparent way to the end users of the system. In addition, 
this interoperability allows to extend the coverage of the network if the appropriate 
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protocols and architectures are used that allow, in turn, the adaptation to the condi-
tions of each medium.

In urban and suburban areas, it is easier to resort to cloud connection techniques 
such as NB-IoT or LTE-M, where 4G or 5G coverage is required to reach the final net-
work, meeting the requirements of data rate, consumption, and low cost. However, 
many of the possible applications mentioned above are developed in environments, 
where internet connectivity is very limited or nonexistent, but it is necessary to cover 
large areas where the sensors are located. These can be large agricultural, livestock 
farms, or marine or river environments. It is in these cases where hybrid strategies 
and architectures that combine different technologies and require adequate interoper-
ability between different technologies acquire their importance. In short, to achieve 
greater coverage there are two main strategies: Development of multi-hop topologies 
using the appropriate routing protocols of mobile nodes in each case, and on the other 
hand, the combination of different wireless communication technologies depend-
ing on the characteristics of the environment. In the case of remote areas, where 
there is no cellular network coverage, the immediate thing is to think about LPWAN 
technologies that use unlicensed bands (LoRa, LoRaWAN, Sixfox, and Weightless). 
Typically, these techniques employ star technology with a high range. In the case 
of LoRaWAN, it uses the physical layer of LoRa, based on Chirp spread spectrum, 
integrating, in addition, the network layer. Where it is necessary to increase coverage, 
this technology could be implemented by developing clusters of clusters around a 
gateway that intercommunicates with another until reaching the final destination [1, 
2]. This chapter will emphasize networks that allow the rapid incorporation of new 
mobile nodes, so this structure does not seem the most appropriate in principle. The 
following are the two strategies mentioned above (Multi-hop and Combination of 
technologies).

2. Multi-hop strategies

Using the physical layer of LoRa, the payload of the data packet can be used to 
implement different protocols used by mobile wireless sensor networks (WMSNs). 
This allows the approach of tree or mesh topologies using these protocols. Keep in 
mind that, in the case of this chapter, mobile nodes can act as repeaters and end 
nodes in all cases and that they can appear and disappear from the network at any 
time. For this reason, the most appropriate protocols are the proactive ones that 
require the routing table to be constantly updated. Another important dilemma, in 
these cases, is the parameter used to choose the appropriate route to the destination. 
On the one hand, minimizing the Time on Air (ToA) of the data packets may be a 
priority to minimize system latency, or depending on the type of data, the rate of 
packets received can be used. As is known, in the case of LoRa, several communica-
tion parameters can be varied such as the bit rate (BR), the spreading factor (SF), 
or the transmitted power (Pt). The main challenge is that the system adjusts to the 
requirements of latency, reliability, or QoS minimizing the energy consumption 
of the different nodes. For this, there are several works developed on different 
technologies.

Figure 1 shows an example case of the compromise between the different priori-
ties in a multi-hop topology in the case of LoRa technology. If the end node has 
direct access to the gateway in both cases if the RSSI route is taken as a parameter to 
choose the route, in case a) a better response will be obtained, and that route would 
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be chosen. The consequence is that it is not necessary to increase the transmission 
power or the SF achieving a better BR. However, the total ToA would be higher 
due to the processing of the intermediate nodes, and in addition, they are forced 
to consume more energy. In case b), it would probably be necessary to increase the 
transmit power or increase the SF to obtain an adequate Packet Error Rate (PER), 
although the TOF of the packets would be lower. It is, therefore, important to deter-
mine the priority of the parameters to be minimized when choosing the appropriate 
route depending on the type of data packets, the required latency, or the need to 
reduce consumption. For this reason, the knowledge of the nature of the entire 
network is needed and not just find the nearest neighbor. This knowledge must be 
constantly updated due to the presence of mobile nodes, which impose proactive 
protocols [3]. In [4], an assessment of the energy efficiency of the network is high-
lighted according to the network topology and the number of hops. For example, 
for a given LoRa transceiver, measurements of the energy consumed in a meshed 
network, such as the one shown in Figure 2, are obtained as a function of the range, 
the number of hops, and the distance between the repeater nodes. Where D is the 
end-to-end distance (i.e., between the sender and sink node), and d is the distance 
between each intermediate node.

2.1 Routing protocols

There are multiple routing protocols for the different mobile node network topolo-
gies deployed [5]. When selecting one of them for the case of LoRa technology, it is 
important to consider whether the rapid discovery of new routes or the number of 
total nodes in the network is critical. In the case of reactive protocols, such as Ad-hoc 
On-Demand Distance Vector Routing [6], the network is not saturated with route 
update packets, although in the case of the incorporation of mobile nodes, the use of 

Figure 1. 
Two communication cases: a) using multi-hop, b) direct communication with the gateway.
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these protocols may not be the most appropriate, depending on the time they remain 
in the network. Others are based on clustering of nodes within the total network 
(clustering) for large networks, as is the case of LEACH [7], where all nodes can 
become the central node of a cluster with equal probability. It is a proactive protocol 
that can be mono-hop or multi-hop [8], both based on extending the life of the 
network. In the case of the mobile sink-based routing protocol (MSRP) [9], the life of 
the network is extended avoiding the effect that the nodes closest to the sink of each 
cluster transmit a greater number of data packets than those that are farther away. 
For this, the sink nodes become mobile nodes that collect information from several 
clusters of the total network.

A mixed solution for these mobile node networks, also based on node zone group-
ing, is the zone routing protocol (ZRP) [10], which groups nodes according to the 
number of hops required. It is based on the coexistence of two protocols: one intra-
zone of proactive type that allows the constant search of the neighboring nodes and 
another inter-zone of reactive type, thus avoiding the saturation of the network.

For the case of LoRaWAN systems, also based on grouping LoRaWAN nodes 
around a cluster gateway is the proposal in [11]. This paper proposes a star of stars 
architecture, where devices or end nodes are connected to one or more gateways using 
the physical layer of LoRa. Each end device transmitted data to the cluster gateway, 
and the cluster gateway concatenated data from all the devices in an array and 
transmitted it to the central gateway. The authors demonstrate that a better energy 
efficiency is achieved in this star of stars topology.

There are many other applications such as those of large farms, the monitoring of 
seismic movements, or networks of marine buoys with sensors, where the mobility of 
the nodes is reduced, although there is still the fact that there are nodes that fall due to 
lack of battery or new ones are incorporated. This chapter focuses primarily on these 
cases.

Figure 2. 
Mesh topology [4].



171

Hybrid Architectures to Improve Coverage in Remote Areas and Incorporate Long-Range LPWAN…
DOI: http://dx.doi.org/10.5772/intechopen.113328

Optimized Link State Routing protocol (OLSR) [12] is a proactive protocol that 
adapts link state routing for use in mobile ad-hoc networks. It allows multipoint 
relays. Each node selects a set of its single-hop neighbors to act as relays this informa-
tion is shared between nodes making this protocol well-suited to large and dense 
networks with random and sporadic traffic. Destination-sequenced distance vector 
routing protocol (DSDV) [13] incorporates a sequence number to their routing 
tables and only refreshes the routing tables when receiving a DSDV packet with a 
higher sequence number than the node already has. This makes this protocol suit-
able for fixed node networks or with low-mobility nodes. Another reactive protocol 
used in these kinds of networks and maybe the most appropriate for the case above 
explained is Ad-hoc On-Demand Distance Vector Routing (AODV) [14], where each 
node initializes the routing discovering through a route request packet answered by 
all network neighbors and during the network recognition process a reverse path is 
created. Dynamic source routing (DSR) supposes an evolution of this protocol, where 
a list of hops from source to destination is collected in the RREQ packet as it travels 
through the network. This list allows implementing a total cost parameter of the route 
if information about SF, BR, and power required is added. This could be a solution for 
the problem described in Figure 1.

An IoT-oriented protocol is Pv6 routing protocol for low power and Lossy 
Networks (RPL) proposed by The IETF routing over low-power and Lossy Networks 
working group [15] RPL]. RPL is a gradient routing technique [16] that considers a 
WSN as a direct acyclic graph (DAG) rooted at the sink. The goal of RPL is to mini-
mize the costs to reach any sink (from any sensor) by means of an objective function. 
This function can be defined in many ways adapting it to the operating scenario. 
Some authors [17] have developed a LoRa network RPL based. In this case, the 
optimal per-link spreading factor (SF) is one of the RPL objective functions (OF0) in 
order to compute rank, using the selected LoRa SF as routing metric.

Other approaches try to minimize the energy consumption of the LoRa nodes in 
a multi-hope network by minimizing the distance to the best neighbor taking into 
account the node state (busy or free). This is the energy-efficient multi-hop com-
munication solution (e2McH) proposed in [18]. A more complex solution to improve 
coverage an energy consumption is presented in [19], using variable neighborhood 
search (VNS) and a minimum-cost spanning tree algorithm employing LoRaWAN 
end nodes and LoRa nodes as repeaters. In this work, the initial solution approach to 
find the multi-hop route to the final gateway is based in the PRIM algorithm [20] to 
find minimal spanning tree, storing the values of SF, BW, and Pt for each node. After 
that, variable neighborhood search (VNS) is employed to change node characteristics. 
The authors propose a stochastic algorithm that changes neighborhood structures to 
find local minimal solutions using a function objective based in the energy per useful 
bit transmitted. This proposal is designed for a three-level network: Level 1: gateway, 
level 2: repeaters, and level 3: sensors.

In summary, all these works seek the choice of appropriate protocols to minimize, 
mainly, the energy consumed, and the Time on Air (ToA) parameters of the packets 
transmitted along multi-hop networks. Some proposals are based on the location 
of the nodes, and others are based on the suitability of the configurable parameters 
of the LoRa nodes (SF, Pt, or BW). In certain use cases, it is also possible to extend 
the network coverage by combining different wireless communication technologies 
depending on the environmental conditions. The latter gives greater flexibility to the 
design of the final network adding more dynamic adaptability to the environment. In 
the next section, different use cases that develop this type of strategy are presented.



Internet of Things – New Insights

172

3. Interoperability strategies

There are currently many radio technologies (RAT) available when thinking about 
the interconnection of sensor networks. Depending on the coverage radius, BR, QoS, 
or consumption of these devices one or the other can be selected. To obtain greater 
flexibility in the design of networks that adapt to different scenarios, it may be inter-
esting to combine several of them. The options to achieve interoperability between 
the different technologies can be very varied, both in a software way or in a hardware 
way. The IoT network designer is often faced with this dilemma when it comes 
to choosing one technique or another. Many manufacturers already develop, for 
example, configurable chipsets that can integrate different radio access technologies 
(RAT’s) [21–23], usually using different transceivers interconnected with a microcon-
troller unit (MCU) through SPI or UART interfaces. Through these combinations, it is 
not only intended to expand the coverage of the sensor network, but also to be able to 
reach areas where a single specific technology cannot do due to environmental condi-
tions (obstacles, indoor/outdoor scenarios, density of nodes, etc.).

Another interesting alternative is the one proposed by [24] in which interoperabil-
ity between different technologies is achieved through software defined networking 
(SDN). The objective is the coexistence between different radio access technologies in 
terms of protocols, coding, or signaling in a transparent way to the final application in 
the IP network. The architecture is organized into six levels, and the interoperability 
is classified into: device level, syntactic level, semantic level, network level, and 
platform level. Each technology has its own modulation, coding scheme, protocols, 
routing methods, or end-to-end applications communications. The proposed archi-
tecture is based on the implementation of software defined radio (SDR), network 
function virtualization (NFV), and SDN to solve the interoperability problem.

This chapter presents cases of hardware interoperability between two LPWAN 
technologies or between LPWAN and PAN technologies. A classification could be 
made into two types of interoperability from the Hardware point of view:

1. Inter-network interoperability: Implementing central nodes that act as a gateway 
between the two technologies that are separated in the network. In this case, a 
hierarchical structure of the network would be obtained, and the “translation” 
point would be only one.

2. Distributed Interoperability: Developing end nodes, routers, or central nodes 
that implement the two technologies and can choose between one and the other, 
or even redundant communications using both. This case gives greater flexibility 
to the network and allows automatic adaptation to the environment of the nodes 
of the same.

Figure 3 shows the two interoperability models mentioned.

3.1 Inter-network interoperability

This philosophy is applicable, mainly if the conditions of the environment set the 
radio access technology to be used in different areas of the total network, or to sepa-
rate the traffic of one network from another implementing a topology contemplating 
subnets. It is possible, for example, that in cases of long extensions of land or marine 
or river environments, there are areas, where 4G or 5G coverage is available, such as 
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urban or suburban environments and others without this type of network deployed. 
In the case of long-range technologies, we would choose options such as NB-IoT or 
LoRa, for example. Another possibility is to interconnect a cellular network already 
deployed with a network of sensors located at long distances and indoors, as would be 
the case of greenhouses or fish farms. In these cases, the philosophy used would be to 
create gateway nodes between the different RAT’s. Its function is to adapt protocols, 
contents of the payloads, and control of access to the medium. In addition, this sepa-
ration enables the possibility of existence of pre-processing before communication 
between networks, reducing the traffic load between subnetworks and in the entire 
network (Edge Computing) [25]. The latency in cases of Sensor/Actuator interaction 
can also be reduced with this arrangement since the data does not have to be sent to 
the rest of the network in the event that they are on the same subnet. Examples of this 
philosophy are presented below.

3.1.1 LoRa-ZigBee interoperability

As seen in previous sections, one of the biggest challenges of this type of network 
is the reduction of power consumption. ZigBee technology, based on the 802.15.4 [26] 
standard, is widespread in sensor communications networks. It allows flexible net-
work configuration, moderate ranges (10–100 meters), low-power consumption, and 
data transmission rates from 40 to 250 Kbps depending on the band of use (915 MHz 
or 2.4 GHz). It is more susceptible to be used indoors and in the absence of obstacles.

Figure 3. 
Two kinds of interoperability possibilities including multi-hop: a) inter-network, b) distributed.



Internet of Things – New Insights

174

In the comparison between LoRa and ZigBee, the latter is characterized by its 
lower cost, as well as its lower power consumption and a higher BR, to consist of a 
shorter range. The combination, therefore, of both technologies can mean energy 
and economic savings in some cases. In the case of smart buildings, for example, 
there are performance comparisons of both [27] that ratify the above in addition 
to the fact that LoRa technology provides greater penetrability through walls or 
cement walls. In these cases, it would be possible to implement a network that 
follows the philosophy of Figure 3a, where the ZigBee nodes would be forming a 
subnet within the same enclosure without wall obstacles and are interconnected 
by LoRa links, longer range and more robust to obstacles. Within the same smart 
buildings ecosystem, there are other proposals such as [28], where the inverse 
strategy is presented, that is, the interconnection with the end nodes is formed by 
LoRa links, while the ZigBee links implement the connection with the central data 
collector and the IP network. In this way, the BR of the ZigBee technology is used in 
the final stretch of the network, as well as its greater security thanks to the AES 128 
[29] encryption algorithm.

Another environment, where interoperability is applicable, is that of remote 
natural parks or crops, where greenhouses appear scattered over a large area. In these 
cases, it is essential to sensorize them. ZigBee is a very suitable technology for this, 
case, but, if it is necessary to cover large areas, LPWAN technologies result more suit-
able to implement the backbone of the complete system. This is the philosophy that 
this research group has followed in [30], adding VLC communications systems [31]. 
The overall architecture of the system is shown in Figure 4, where interoperability 
between the different technologies (LoRaWAN, ZigBee, and VLC) is implemented in 
each of the access points of the ZigBee subnets.

In case that there is communication between nodes of the same ZigBee subnet, 
it is forwarded directly by each access point, avoiding the increase in latency in 
a possible sensor-actuator communication or in the case of alarm action. When 
making the gateway between the two RAT’s it is necessary to take into account the 
size of the payloads of both. In this case, the Waspmote [23] hardware platform 
of Libelium has been used, which contains an ATmega1281 microcontroller with a 
series of connected sensors and allows two simultaneous communication modules 
connected via SPI bus. The microcontroller is responsible for storing the messages 
from each node of the network and retransmission by the necessary technology. In 
the case of ZigBee-LoRaWAN, a fragmentation of the data packets is necessary as 
shown in Figure 5.

In addition, the use of VLC is proposed for the transmission to a mobile device 
[32] of contents stored in the memory of the access point or transmitted through 
LoRaWAN from the central gateway of the network. The goal was to create a cellular 
network, where ZigBee and VLC coverage were given to each cell.

3.1.2 Lora-NB-IoT

Another contribution within the strategies reflected in Figure 4. a is based on 
LoRa and NG-IoT technologies [33] where a network of LoRa-NB-IoT gateways is 
implemented between areas where there is 4G or 5G coverage, and those where there 
is not. NB-IoT operates in the licensed bands associated with mobile operators and 
allows communications with low consumption and with BR from 120 to 160 Kbps. In 
addition, it has a low latency of the order of 1 to 10 sec. This can be an inconvenience, 
but for sensor networks, it is not a critical aspect. In this case of hybrid network, the 
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LoRaWAN subnet is responsible for communications that require greater immediacy, 
and the NB-IoT network forms the gateway to the IP network of all sensor data. 
The architecture used is based on three layers: sensor nodes layer, forwarding layer, 
and cloud layer. The end-to-end communication of the network is carried out using 
the MQTT messaging protocol [34], based on the publish/subscribe philosophy, 
which is supported by all nodes in the network.

3.2 Distributed interoperability

An example of the philosophy presented in Figure 3. b of distributed interoper-
ability is presented in [35], where a multi-RAT architecture is proposed for each 
node using two LPWA technologies: LoRa and NB-IoT. The latter allows greater 
BR, in addition to direct connection to IP technology through the mobile network. 
Therefore, the use of this technology implies the existence of coverage by a mobile 
operator to be able to implement the network. In the uplink, the use of NB-IoT 

Figure 4. 
Global network architecture [30].

Figure 5. 
Fragmentation in a ZigBee-to-LoraWAN communication.
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may require higher power consumption due to the need to implement the entire 
IP protocol stack. In this case, the use of LoRa may be less energetically costly. 
The authors propose a series of possible functionalities thanks to these multi-RAT 
nodes, such as:

• “a security or malfunction detection system with heartbeat status messages over 
LoRaWAN and emergency alarm traffic over either NB-IoT or both technologies,

• an assisted living wearable with low priority traffic over LoRaWAN and emer-
gency traffic over NB-IoT,

• actuators with heartbeats or status reports over LoRaWAN and direct control 
loop traffic over NB-IoT,

• a shipment tracking system using NB-IoT whenever available and private 
LoRaWAN in remote areas (in warehouses, on ships in the sea, etc.).”

Precisely on this last point is based the use case proposed in the next section of this 
chapter.

4. Proposed use case

In coastal maritime environments, there is a need to monitor parameters such as 
currents, salinity, winds, temperature, water oxygenation, etc. The sensors respon-
sible for these measurements can be assembled in buoys or, in some cases, in ships 
that usually sail on certain routes in the area. These ships can act as mobile nodes of 
the network collecting information from their own sensors or those of fixed buoys 
at a point and act as repeaters. An appropriate LPWAN technology for the intercon-
nection of these nodes to the gateway could be LoRa, which also has great advantages 
due to its characteristics in this environment. There are multiple studies analyzing the 
propagation of radium in this ecosystem [36, 37].

On the other hand, in many archipelagos, there are certain areas in which there is 
mobile network coverage since operators provide it on routes transited by habitual 
maritime traffic, such as car and passenger ferries. These vessels are likely to be used 
as mobile nodes that would act as a gateway between technology, such as LoRa and 
NB-IoT. The use of nodes that combine these two technologies as proposed in the pre-
vious section is very useful giving greater versatility to the network and choosing one 
or the other always depending on the conditions. Not only offering a path to the cloud 
through land but also using the vessels themselves as mobile sink nodes agglutinating 
a cluster of sensor nodes in their route. Figure 6 shows this use case.

The implementation of hybrid LoRa/NB-IoT nodes allows the right technology 
to be chosen in each case to reach the final application in the cloud. The nodes have a 
memory that stores data from sensors that could not be sent during times of absence 
of connection. In this particular case, non-proactive protocols could be contem-
plated because the appearance and disappearance of nodes in the network are not 
so fast, so the updating of routes does not have to be so continuous and the number 
of nodes in the network at each moment is not as large as in urban or suburban 
environments.
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The protocol used by our group in this case, for the multi-hop LoRa network 
is based on the Ad-hoc On-Demand Distance Vector (AODV), with some small 
variations that allow the forwarding of sensor data accumulated in the queues 
implemented by the nodes. In addition, a field appears in the routing tables of each 
node that contains a pointer to a list of precursors to store the path of the packet to 
reach the node in question. So far, its operation has been proven in different types of 
links (aquatic and suburban). It is currently at the stage of action. Figure 7 shows the 
format of the data package used, and Figure 8 shows the routing table entry.

Figure 9 shows the pseudocode of the main algorithm responsible for finding a 
route to the gateway directly or through another node to transmit sensor data and the 
level of power used. That allows the measurements to be carried out in the end.

Simulations have been carried out with Matlab using the Longley-Rice model. 
This has been done to see the behavior in the marine environment from real points 
between the gateway on land and an isolated node. Figure 10 shows the results 
obtained on a sea route between the islands of Gran Canaria and Tenerife.

The system has been implemented using Libelium Waspmote with a LoRa com-
munications module based on Semantech’s SX1272. Depending on the manufacturer 
and depending on the SF and BW, it has different operating modes. The worst sen-
sitivity for the lower SF case is −114 dBm and − 134 dBm for the maximum SF (12). 

Figure 6. 
Proposed use case. a) LoRa multi-hop network with a central gateway, b) connection loss, and c) recovered 
path and retransmission of the saved data. Incorporation of mobile sink node with 4G/5G connection and 
interoperability.

Figure 7. 
Main frame structure.

Figure 8. 
Routing table entry.
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Figure 11 shows the RSSI measurements in a coastal environment with a gateway and 
in different locations of a mixed coastal environment.

5. Conclusions

This chapter has carried out a review of the options currently available to improve 
coverage in sensor networks, especially those covering large areas in remote areas 
(LPWAN). A classification of two strategies has been proposed to obtain greater 
coverage and flexibility based on interoperability between existing technologies. In 
addition to the state of the art, a contribution made by our research group has been 
presented in which multi-hop and interoperability strategies are combined by adding 
new techniques, such as VLC and OCC. Finally, a use case is presented in which all the 
techniques seen can be accommodated helping to solve a specific particular problem 
using a low-cost solution. This prototype is in the measurement period, although the 
results obtained show good performance in terms of TOA and latency. A very flexible 
and adaptive architecture is achieved that avoids the loss of data due to the fall of a route 
or a node. As a future line, a node with NB-IoT / LoRa connectivity is incorporated into 
the cellular network.

Figure 9. 
Main algorithm pseudocode.
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Chapter 8

IoT and Energy
Mohammed M. Alenazi

Abstract

The Internet of Things (IoT) has the potential to revolutionize energy management 
by enabling the collection and analysis of real-time data from various energy sources. 
This research paper investigates the impact of the Internet of Things (IoT) on energy 
management. The paper provides an overview of IoT and its potential applications in 
energy management, including improved efficiency, reduced costs, and better resource 
utilization. The benefits of using IoT for energy management and the major chal-
lenges that may arise in implementing IoT-enabled energy management are discussed. 
Potential solutions to these challenges, such as artificial intelligence and cloud com-
puting, are presented, along with case studies of IoT-enabled energy management in 
different industries. The paper also analyzes the impact of IoT on energy efficiency in 
telecommunications and cloud infrastructure. Finally, the future outlook for IoT and 
energy management is discussed, including potential developments in edge comput-
ing, advanced analytics, and 5G networks. Overall, this paper highlights the potential 
of IoT to revolutionize energy management and provides insights into the challenges 
and opportunities of implementing IoT-enabled energy management solutions.

Keywords: Internet of Things, IoT, energy management, energy efficiency, artificial 
intelligence, cloud computing, edge computing, advanced analytics, 5G networks,  
case studies

1. Introduction

The Internet of Things (IoT) is a rapidly growing technology transforming many 
industries, including energy management. IoT has the potential to revolutionize the 
way we manage energy by enabling real-time monitoring, analysis, and control of 
energy consumption. This research paper explores IoT’s impact on energy manage-
ment and the potential benefits and challenges of implementing IoT-enabled energy 
management solutions.

IoT refers to the interconnectedness of devices, sensors, and other objects that can 
communicate and exchange data over the internet [1]. IoT-enabled devices can collect 
and transmit vast amounts of data, which can be analyzed using artificial intelligence 
and other advanced analytics tools to optimize energy consumption. The increase in 
the numbers of the Internet of Things in the future and its connection to the Internet 
increases the amount of data that created and needs to process, leading to an increase 
in the energy in the devices to process those data [2]. It is predicted that the quantity 
of Internet of Things (IoT) gadgets across the globe will increase nearly threefold, 
rising from 9.7 billion in 2020 to over 29 billion in 2030 [2].
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Energy management is the process of monitoring, controlling, and conserving 
energy usage in buildings, factories, transportation, and other sectors. IoT in energy 
management can provide many benefits, such as improved efficiency, reduced costs, 
and better resource utilization. IoT-enabled energy management solutions can also 
help reduce greenhouse gas emissions and contribute to a more sustainable future.

This research paper aims to provide a comprehensive overview of the impact of 
IoT on energy management. The objectives of the paper are to:

• Describe the benefits of IoT in energy management and provide examples of how 
IoT can be used to optimize energy consumption and reduce waste.

• Identify the significant challenges of using IoT for energy management and 
discuss potential solutions to address these challenges.

• Present case studies of IoT-enabled energy management in different industries.

• Analyze the impact of IoT on energy efficiency in telecommunications and cloud 
infrastructure.

• Discuss the potential future developments in IoT and energy management, 
including edge computing, advanced analytics, and 5G networks.

2. Overview of the Internet of Things (IoT)

The Internet of Things (IoT) is a network of connected devices, objects, and 
sensors that can collect and exchange data without human intervention. IoT devices 
are typically embedded with sensors, software, and other technologies that enable 
them to communicate with each other and other devices, such as smartphones or 
computers.

IoT has several key characteristics that distinguish it from traditional comput-
ing systems. Firstly, IoT devices are highly interconnected, allowing them to share 
data and collaborate. Secondly, IoT devices are typically embedded in everyday 
objects, such as appliances, vehicles, and buildings, making them highly perva-
sive. Thirdly, IoT devices are often low-power and low-cost, making them acces-
sible to many users.

Figure 1 provides a graphical representation of the evolution in the number of 
connected devices within the Internet of Things (IoT) ecosystem over the years, span-
ning from 2003 to a projection for 2025. The figure visually conveys the exponential 
growth in connected devices, underscoring the rapid expansion of the IoT landscape. 
The data captures the remarkable rise in device connectivity, indicating the trend’s 
trajectory over time. By illustrating this growth pattern, Figure 1 emphasizes the IoT’s 
significant role in transforming how devices interact and share data, further driving 
the potential for enhanced energy management and efficiency.

IoT uses sensors to collect data from the environment, and then transmit it over a 
wireless network to a cloud-based platform for analysis and storage. IoT devices can 
be controlled and monitored remotely through a smartphone or computer, allowing 
users to adjust settings or receive real-time notifications.

IoT has various applications in various industries, such as manufacturing, 
healthcare, transportation, and energy management. IoT can optimize production 
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processes, monitor equipment performance, and reduce downtime in manufacturing. 
IoT can monitor patients remotely, track medication adherence, and improve patient 
outcomes in healthcare. IoT can improve logistics, reduce traffic congestion, and 
enhance driver safety in transportation [4]. In energy management, IoT can moni-
tor and control energy usage in buildings, factories, and other settings, optimizing 
energy consumption and reducing waste.

Overall, IoT has the potential to transform many industries by enabling real-time 
monitoring, analysis, and control of data. The following sections of this research 
paper will explore how IoT can optimize energy management and the challenges and 
opportunities of implementing IoT-enabled energy management solutions.

Figure 2 visually presents the distribution of the Internet of Things (IoT) 
market across different subsectors in the year 2017. The figure showcases the vary-
ing market shares of IoT in distinct industries, offering insights into the sectors 
that were adopting IoT solutions at that time. This data aids in understanding the 
prevalence of IoT across sectors such as manufacturing, healthcare, transportation, 
and energy management. By visually representing the distribution of IoT market 

Figure 1. 
Number of connected devices on the Internet of Things (2003–2025) [3].

Figure 2. 
Internet of Things global market share by subsector (2017) [3].
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share, Figure 2 highlights the diverse applications and potential impact of IoT 
technology across various industries.

3. Benefits of IoT for energy management

IoT in energy management offers many benefits, including improved efficiency, 
reduced costs, and better resource utilization. IoT-enabled devices can collect 
vast amounts of data on energy usage, which can be analyzed in real-time using 
advanced analytics tools to optimize energy consumption and reduce waste. The 
following are some specific examples of how IoT can be used to improve energy 
management (Figure 3).

3.1 Real-time monitoring and control

IoT devices can provide real-time data on energy usage, enabling users to monitor 
and control energy consumption [6]. This can help identify areas of energy waste and 
optimize energy usage, reducing costs and improving efficiency.

3.2 Predictive maintenance

IoT devices can also monitor equipment performance and identify potential issues 
before they occur [7]. This can help prevent downtime, reduce maintenance costs, 
and optimize energy usage.

3.3 Demand response

IoT can implement demand response programs, incentivizing consumers to reduce 
energy usage during peak demand periods. This can help reduce strain on the energy 
grid and prevent blackouts while reducing consumer costs.

Figure 3. 
Benefits of IoT for energy management [5].
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3.4 Energy storage

IoT-enabled energy storage systems can store excess energy generated by renew-
able sources, such as solar or wind power, for later use [8]. This can help reduce 
reliance on fossil fuels and promote renewable energy sources.

3.5 Smart grid optimization

IoT can optimize the energy grid by monitoring and controlling energy distribu-
tion in real-time [6]. This can help reduce energy waste, improve efficiency, and 
prevent blackouts.

IoT in energy management can provide many benefits, helping reduce costs, 
improve efficiency, and promote sustainability. The next section of this research 
paper will explore the challenges of implementing IoT-enabled energy management 
solutions and potential solutions to address these challenges.

The benefits of integrating the Internet of Things (IoT) into energy manage-
ment are underscored by compelling real-world examples. For instance, McKinsey’s 
research reveals that IoT-enabled energy management systems in commercial build-
ings could yield energy consumption reductions of 15–20% and operational cost 
savings of 10–15%. General Electric’s implementation of an IoT-based energy man-
agement system in a manufacturing facility resulted in an impressive 10% reduction 
in energy consumption within the first year of deployment. Moreover, Vodafone’s 
adoption of an IoT-powered smart meter solution led to a notable 12% reduction in 
energy consumption across its commercial properties. Such examples vividly illus-
trate the potential for IoT to drive substantial efficiency gains in energy management.

Despite these benefits, challenges associated with IoT implementation in energy 
management should not be underestimated. Deloitte’s survey findings indicate that 
48% of respondents identified data security as a substantial challenge in imple-
menting IoT-enabled energy management solutions. The World Economic Forum’s 
perspective on interoperability issues is equally noteworthy, suggesting that discrep-
ancies between IoT devices and existing energy infrastructure might lead to up to 
$120 billion in lost value by 2025. Addressing these concerns is essential, given the 
significant stakes involved. A report by the Industrial Internet Consortium raises 
alarms about the absence of standardized security protocols for IoT devices, poten-
tially exposing critical energy infrastructure to cyber threats. With the International 
Data Corporation estimating an impending surge in IoT device connectivity—possi-
bly reaching 45 billion devices by 2023—the potential attack surface for cyber-attacks 
is set to expand significantly.

Real-world case studies further illustrate IoT’s prowess in energy management. 
Johnson Controls’ implementation of an IoT-based energy management system in a 
hospital stands out, with a remarkable 22% reduction in energy consumption and 
annual cost savings totaling $2.2 million. A city renowned for its smart city initia-
tives, Barcelona, successfully deployed IoT-enabled smart street lighting, resulting 
in a commendable 30% decrease in energy consumption and an equally noteworthy 
35% reduction in maintenance costs. The application of IoT-driven solutions extends 
beyond urban settings: Siemens’ development of an IoT-based solution for wind 
farm optimization enhanced the efficiency of wind turbines, leading to a noteworthy 
10–20% increase in energy output. These cases spotlight the transformative potential 
of IoT in diverse energy management contexts.
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The impact of IoT on energy efficiency is not confined to specific sectors but extends 
to telecommunications and cloud computing. Ericsson’s research accentuates this by 
suggesting that IoT-enabled energy management solutions within telecommunications 
networks could translate into substantial energy savings of up to 40%. Furthermore, 
Google’s successful integration of artificial intelligence (AI) and IoT for data center energy 
management resulted in an impressive 15% reduction in overall energy consumption. A 
promising projection by Cisco underscores the positive trajectory of IoT’s influence: it esti-
mates that IoT devices connected to 5G networks may yield energy consumption reduc-
tions of up to 90% compared to traditional cellular networks. These examples highlight 
the cross-industry potential for IoT to foster energy efficiency and sustainability.

4. Challenges of IoT for energy management

Despite the potential benefits of using IoT in energy management, several chal-
lenges must be addressed. The following are some of the significant challenges of 
using IoT for energy management (Figure 4).

4.1 Security risks

IoT devices can be vulnerable to cyber-attacks, posing significant security risks. 
These risks can include data breaches, theft of intellectual property, and disrup-
tions to critical infrastructure [10]. Therefore, ensuring the security of IoT-enabled 
energy management systems is essential to minimize these risks. This can be achieved 
through secure communication protocols, strong authentication, access control 
mechanisms, and regular security updates and patches.

4.2 Interoperability issues

IoT devices and systems can be complex and varied, making interoperability 
between devices and systems difficult. This can create challenges in integrating IoT 

Figure 4. 
IoT for energy management [9].
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devices with energy management systems, leading to additional costs and complexity 
[3]. Addressing this challenge requires the development of standard communication 
protocols and data formats to ensure interoperability between different devices and 
systems.

4.3 Privacy concerns

IoT devices can collect and transmit large amounts of data, including personal 
data, raising privacy concerns [10]. Therefore, ensuring the privacy of individuals’ 
data is critical to ensure trust and confidence in IoT-enabled energy management 
solutions. This can be achieved through data encryption, anonymization techniques, 
and data minimization strategies.

4.4 Lack of standardization

IoT is still a relatively new technology, and there needs to be more standardization 
in many areas, including data formats, communication protocols, and security stan-
dards. This lack of standardization can challenge IoT-enabled energy management 
solutions’ interoperability, security, and reliability [3]. Addressing this challenge 
requires the development of common standards and guidelines to ensure consistency 
and interoperability between different IoT devices and systems.

These challenges can impact the implementation of IoT in energy management by 
increasing costs, reducing reliability, and decreasing user trust and confidence.

5. Potential solutions for IoT-enabled energy management

Potential solutions have been proposed to address the challenges of IoT-enabled 
energy management. These include:

5.1 Artificial intelligence (AI)

AI technologies, such as machine learning and predictive analytics, can be 
used to analyze and interpret the large amounts of data generated by IoT devices, 
providing insights into energy usage patterns, and identifying areas for optimiza-
tion. AI can also be used to automate energy management processes, reducing 
the need for manual intervention, and improving overall efficiency [11]. For 
example, AI algorithms can predict energy demand and adjust supply, accord-
ingly, ensuring energy resources are used more effectively. Artificial intelligence 
(AI): AI technologies hold promise in addressing the complexities of IoT-enabled 
energy management. Machine learning algorithms can analyze the massive 
volume of data generated by IoT devices, uncovering patterns and trends that 
might be difficult for humans to identify. Predictive analytics can forecast energy 
demand based on historical data, weather forecasts, and other factors. AI-driven 
optimization can dynamically adjust energy consumption patterns, making 
systems more responsive and efficient. For instance, AI can optimize the opera-
tion of smart grids by balancing energy supply and demand, reducing wastage, 
and minimizing costs. By automating energy management processes, AI reduces 
human error and allows for real-time decision-making, resulting in more effective 
resource allocation.
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5.2 Blockchain

Blockchain technology can improve the security and privacy of IoT-enabled 
energy management systems. Using a decentralized, tamper-proof ledger, blockchain 
can help prevent unauthorized access and data manipulation, ensuring the integrity 
and security of energy management systems [12]. Additionally, blockchain can facili-
tate secure, peer-to-peer energy transactions, enabling more efficient and flexible 
energy management solutions (Figure 5).

Blockchain technology addresses critical concerns related to data security, privacy, 
and transparency in IoT-enabled energy management. By creating an immutable and 
transparent record of energy transactions and data exchanges, blockchain ensures 
data integrity and prevents unauthorized tampering. Decentralized and peer-to-
peer energy trading becomes feasible, enabling direct transactions between energy 
producers and consumers. This disintermediation can lead to more efficient utiliza-
tion of energy resources and greater flexibility in energy management. Blockchain’s 
auditability also aids regulatory compliance, which is crucial in regulated energy 
markets. Energy certificates, carbon credits, and other compliance-related records 
can be securely stored and verified on the blockchain.

5.3 Cloud computing

Cloud computing can enhance the scalability and reliability of IoT-enabled 
energy management systems. By providing on-demand access to computing 
resources and storage, cloud computing can help to process and analyze the large 
amounts of data generated by IoT devices, enabling more effective energy manage-
ment [14]. Additionally, cloud computing can help improve energy management 
systems’ reliability and resilience by providing redundant storage and computing 
resources (Figure 6).

Cloud computing offers scalable computational resources to handle the data-
intensive demands of IoT-enabled energy management systems. The cloud provides 
the necessary infrastructure for processing and analyzing the massive amounts of 

Figure 5. 
Blockchain [13].
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data generated by IoT devices in real-time. This enables continuous monitoring, 
rapid response to changing conditions, and data-driven insights for better decision-
making. Moreover, cloud-based solutions enhance system reliability and resilience 
by offering redundant storage and computational resources. The ability to remotely 
access and control energy management systems through the cloud empowers users 
to monitor and adjust energy consumption even from remote locations, contribut-
ing to overall efficiency.

Figure 7 shows the collaboration between cloud computing and the Internet of 
Things (IoT) for energy management optimization. Cloud computing is depicted as a 
central hub, offering scalable resources and storage. This supports real-time process-
ing of data from IoT devices, ensuring continuous monitoring and informed decision-
making. IoT devices gather data via sensors, transmitting it wirelessly to the cloud 
for analysis. This synergy enables efficient energy management, thanks to the cloud’s 
computational capacity.

Examples of how these solutions can be used to improve energy management 
efficiency and effectiveness include:

Using AI algorithms to optimize energy consumption in buildings by analyzing 
data on occupancy patterns, weather conditions, and energy usage to adjust heating, 
lighting, and ventilation systems.

Figure 6. 
Cloud computing [15].

Figure 7. 
Cloud-IoT infrastructure [16].
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Using blockchain technology to enable secure, peer-to-peer energy trading 
between households and businesses, enabling more efficient and flexible energy 
management solutions.

Using cloud computing to process and analyze data from IoT-enabled energy 
management systems enables real-time monitoring and control of energy usage and 
improves overall system reliability and efficiency.

By leveraging these potential solutions, IoT-enabled energy management systems 
can be made more secure, reliable, and efficient, overcoming the challenges identi-
fied in the previous section and enabling the realization of the full potential of IoT in 
energy management.

Examples of implementing solutions:
Several practical examples highlight the potential benefits of these solutions:

• AI for building energy optimization: AI algorithms can optimize energy con-
sumption in buildings by analyzing occupancy patterns, weather data, and 
historical energy usage. Heating, cooling, and lighting systems can be automati-
cally adjusted based on real-time conditions, leading to energy savings without 
compromising comfort.

• Blockchain-powered peer-to-peer energy trading: Blockchain enables households 
and businesses to directly trade excess energy with each other. This decentralized 
approach eliminates intermediaries, reducing transaction costs and promoting 
energy efficiency through more localized energy distribution.

• Cloud-enhanced real-time monitoring: Cloud computing allows for real-time 
monitoring of energy consumption across multiple locations. This enables 
facility managers to identify inefficiencies promptly and take corrective actions, 
resulting in reduced energy waste.

5.4 Expanding on limitations and challenges

Continuing the discussion on the challenges of implementing AI, blockchain, and 
cloud computing in energy management:

• AI: While AI offers predictive and optimization capabilities, its effectiveness 
heavily relies on data quality. Inaccurate or incomplete data can lead to subopti-
mal recommendations. Developing and training AI models also demand signifi-
cant computational resources, potentially offsetting energy savings. Moreover, 
ensuring transparency and interpretability of AI algorithms is crucial to gaining 
user trust and complying with regulations.

• Blockchain: Despite its security benefits, blockchain’s computational demands 
and scalability issues pose challenges. Traditional blockchain consensus mecha-
nisms like Proof of Work can consume substantial energy. Achieving consensus 
in real-time energy transactions might not align with the energy efficiency goals 
of such systems. Additionally, regulatory alignment and privacy concerns need 
careful attention when integrating blockchain into existing energy frameworks.

• Cloud computing: While cloud solutions offer scalability and remote access, they 
introduce latency due to internet connectivity. This latency can impact real-time 



195

IoT and Energy
DOI: http://dx.doi.org/10.5772/intechopen.113173

decision-making, critical for efficient energy management. Data security remains 
a concern, as sensitive energy consumption data stored in the cloud could be 
vulnerable to breaches. Moreover, the financial implications of long-term cloud 
service usage, coupled with potential vendor lock-in, require consideration.

Common challenges: Overcoming resistance to change and fostering interdisci-
plinary collaboration is essential. Organizations must navigate complex regulatory 
landscapes and ensure compliance with data protection laws. Comprehensive cost–
benefit analyses are vital to assess the viability of these technologies in the context of 
energy savings. Ultimately, addressing these challenges demands a holistic approach 
that balances technological innovation, energy efficiency goals, and practical 
considerations.

While AI, blockchain, and cloud computing offer solutions to IoT-enabled energy 
management challenges, their successful integration require careful consideration of 
their respective limitations and the unique demands of energy systems. By thought-
fully applying these technologies, energy management can be transformed, enhanc-
ing efficiency, security, and sustainability.

6. Case studies of IoT-enabled energy management

Several case studies have examined the implementation of IoT-enabled energy 
management in various industries. The following are examples of such case studies:

6.1 Smart homes

A systematic study investigated the impact of smart home technology on energy 
consumption. The study utilized IoT-enabled devices such as smart thermostats, 
smart lighting, and smart appliances. The devices were connected to a central hub, 
providing real-time energy consumption data. The results showed a significant 
reduction in energy consumption by 10–15%, resulting in cost savings for homeown-
ers [17]. However, the study also highlighted the need for data security and privacy 
measures to be implemented, as the devices collected sensitive information such as 
occupancy patterns. The study by Alenazi et al. proposes an energy-efficient neural 
network embedding technique in IoT over passive optical networks to enhance the 
performance of IoT-based applications while reducing energy consumption [18].

6.2 Cloud distribution

In addition to using AI and IoT to reduce energy consumption, the work by 
Alenazi et al. also proposes the concept of cloud distribution to enhance energy 
efficiency in IoT-based applications further. The cloud distribution approach 
involves distributing the processing load of an IoT application across multiple virtual 
machines in the cloud. This allows the load to be balanced across multiple machines, 
reducing the energy consumption of each machine and increasing overall efficiency 
[19]. The study evaluates the energy efficiency of this approach in comparison to 
traditional approaches and demonstrates its effectiveness in reducing energy con-
sumption [19]. With the increasing demand for IoT-based services and the associ-
ated energy consumption, the proposed approach can significantly benefit both the 
environment and the economic sustainability of IoT-based applications.
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6.3 Manufacturing

In another study, IoT-enabled sensors were installed in a manufacturing plant to 
monitor energy consumption. The sensors were placed on equipment such as motors, 
compressors, and conveyors and provided real-time data on energy usage [20]. The 
data were analyzed using machine learning algorithms, which identified areas for opti-
mization. Implementing IoT-enabled energy management significantly reduced energy 
consumption annually. However, the study also highlighted the need for interoperabil-
ity among different IoT systems, as the sensors used in the study were from different 
manufacturers, and it was challenging to integrate the data from these sensors.

6.4 Transportation

The California Department of Transportation (Caltrans) implemented an IoT-
enabled energy management system in its highway lighting systems [21]. The system 
utilized sensors and smart lighting technology to monitor and control lighting usage. 
The sensors on the light poles provided real-time energy consumption data. The sys-
tem was also integrated with weather data, which enabled the lighting to be adjusted 
based on ambient light levels. Implementing the system resulted in a reduction in 
energy consumption and a significant reduction in maintenance costs [21]. However, 
the study also highlighted the need for data security measures, as the system collected 
sensitive information such as traffic patterns and vehicle speeds.

In these case studies, IoT-enabled energy management systems provided sig-
nificant benefits, such as improved efficiency, cost savings, and better resource 
utilization. However, implementing these systems posed several challenges, includ-
ing data security risks, interoperability issues, and privacy concerns. For example, 
in the case of the smart home study, concerns were raised regarding the security 
and privacy of the data collected by the IoT-enabled devices. Therefore, it is crucial 
to address these challenges to realize the potential benefits of IoT-enabled energy 
management systems.

Figure 8 illustrates a visual representation of diverse applications of the Internet 
of Things (IoT). These applications encompass various sectors, showcasing IoT’s 
wide-ranging impact. The figure depicts IoT’s transformative influence on sectors 
such as smart homes, agriculture, healthcare, manufacturing, transportation, and 
energy management. In smart homes, IoT-enabled devices, including thermostats, 

Figure 8. 
IoT applications [4].
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lighting, and appliances, connect and exchange data to optimize energy consumption 
and enhance convenience. In agriculture, sensors integrated into fields and livestock 
enable real-time monitoring of conditions, facilitating precision farming and resource 
optimization. In healthcare, IoT devices collect patient data, enable remote monitor-
ing, and enhance medical diagnostics and treatment. In manufacturing, IoT-driven 
monitoring and automation optimize production processes and equipment mainte-
nance. In transportation, connected vehicles and smart traffic systems improve traffic 
flow, reduce congestion, and enhance driver safety. Importantly, the figure highlights 
the specific application of IoT in energy management, demonstrating its potential to 
revolutionize the efficient use of energy resources across sectors.

IoT’s transformative potential extends beyond energy management into telecom-
munications and cloud computing. Ericsson’s research suggests potential energy sav-
ings of up to 40% through IoT-enabled energy management in telecommunications 
networks. Moreover, Google’s integration of AI and IoT in data center energy manage-
ment achieved a commendable 15% reduction in energy consumption. Cisco’s projec-
tion of IoT devices connected to 5G networks yielding up to 90% energy consumption 
reduction underscores IoT’s cross-industry energy efficiency potential.

7. Regulatory challenges and policy frameworks

As IoT revolutionizes energy management, regulatory challenges emerge alongside 
policy frameworks’ necessity to support its growth. The intricate interplay between 
energy consumption, data privacy, and security mandates comprehensive guidelines. 
Regulatory hurdles arise from IoT-enabled energy management innovation. Balancing 
data collection, individual privacy rights, and security requirements is crucial. Robust 
policies must establish standards for data security, encryption, and access control 
to safeguard critical infrastructure while fostering innovation. Collaborative efforts 
between government bodies and industry associations are essential to define regula-
tions aligning innovation with security and privacy imperatives.

8. Future outlook for IoT and energy management

Anticipating IoT’s trajectory reveals three pivotal areas: edge computing, advanced 
analytics, and 5G networks. Edge computing’s promise lies in faster processing and 
reduced energy consumption. However, its implementation requires substantial 
infrastructure investment and standardized protocols. Advanced analytics, driven by 
AI, holds the potential for identifying energy consumption patterns. Ensuring data 
accuracy and developing skilled personnel are prerequisites. Integrating 5G networks 
promises enhanced communication, albeit entailing regulatory and infrastructural 
challenges.

9. Energy efficiency of IoT in telecommunications and cloud

IoT is transforming the telecommunications and cloud computing industries, 
increasing energy efficiency and sustainability.

Telecommunications networks have traditionally been designed to handle peak 
loads, resulting in inefficient energy usage during periods of low usage. However, 
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integrating IoT sensors and analytics can help operators optimize network manage-
ment, reducing energy consumption and costs [22]. IoT sensors can monitor network 
activity, detect anomalies, and adjust network capacity in real-time. This helps 
minimize energy consumption while maintaining the required network performance 
and reliability levels.

One successful example of IoT in telecommunications is Vodafone’s IoT-enabled 
smart meter solution [23]. The solution includes smart meters that collect real-time 
energy consumption data, allowing Vodafone to identify energy inefficiencies and 
develop strategies to optimize energy usage. As a result, Vodafone has reduced energy 
consumption, leading to significant cost savings.

Data centers are responsible for significant energy consumption in the cloud 
computing industry. IoT can help reduce energy consumption by optimizing server 
utilization and cooling systems. IoT sensors can monitor server utilization and adjust 
capacity, accordingly, powering down unused servers to save energy. Additionally, 
IoT sensors can monitor cooling systems and adjust them to optimize energy 
consumption.

One successful example of IoT in cloud computing is Microsoft’s IoT-enabled 
data center cooling system. Microsoft installed sensors to monitor temperature and 
humidity levels in their data centers, allowing the company to adjust the cooling 
system to optimize energy consumption. The result was a 30% reduction in energy 
consumption, leading to significant cost savings and environmental benefits.

However, implementing IoT in telecommunications and cloud computing infra-
structure also poses challenges. One major challenge is ensuring the security of IoT 
devices and networks. As the number of connected devices increases, the attack 
surface expands, increasing the risk of cyber threats. It is essential to ensure that IoT 
devices are secure and networks are protected from cyber-attacks.

10. Future outlook for IoT and energy management

The integration of IoT in energy management has already led to significant 
benefits, but the future of this technology is even more promising. The following are 
potential developments that may shape the future of IoT and energy management:

10.1 Edge computing

One potential development is the use of edge computing. Edge computing involves 
processing data closer to the source, resulting in faster processing times and reduced 
energy usage. By processing data at the edge, it is possible to reduce the amount of 
data that needs to be transmitted to the cloud, leading to lower energy consumption 
and reduced latency. However, implementing edge computing may require significant 
investment in infrastructure and the adoption of standard protocols for interoper-
ability and security.

10.2 Advanced analytics

Advanced analytics, such as machine learning and predictive analytics, can help 
identify energy usage patterns and optimize energy consumption. With the help of 
advanced analytics, it is possible to identify trends in energy usage and adjust energy 
consumption accordingly. This can lead to significant energy savings and reduce 



199

IoT and Energy
DOI: http://dx.doi.org/10.5772/intechopen.113173

waste. However, implementing advanced analytics may require significant invest-
ment in data collection, processing, and analysis and require highly skilled personnel.

10.3 Integration of 5G networks

Another potential development is the integration of 5G networks. 5G networks 
can enable faster and more reliable communication between IoT devices and energy 
management systems. This can lead to better energy management in smart cities, 
factories, and other industrial applications. However, implementing 5G networks 
may require significant investment in infrastructure and may face regulatory hurdles 
related to the allocation of radio spectrum and privacy concerns.

10.4 Blockchain

Blockchain technology can be used to improve energy management. By leverag-
ing distributed ledger technology, it is possible to create a secure and transparent 
energy marketplace that enables peer-to-peer energy trading [12]. This can lead to 
more efficient energy distribution and reduced energy costs. However, implement-
ing blockchain technology may require significant investment in infrastructure and 
may face regulatory hurdles related to integrating decentralized systems into existing 
centralized energy systems.

However, the implementation of these developments also comes with potential 
challenges. Below are some of the potential challenges that could arise from future 
developments in IoT and energy management:

Increased complexity: As IoT systems become more complex, managing them 
could become increasingly challenging. This could lead to more significant main-
tenance costs and difficulties in troubleshooting. Managing the complexity of IoT 
systems will require developing new tools, standards, and procedures.

Security risks: The more devices are connected to a network, the greater the risk of 
cybersecurity threats [10]. As IoT systems become more widespread, ensuring their 
security will become increasingly important. The integration of security measures 
and the development of new protocols will be essential to mitigate these risks.

Interoperability issues: As more devices are connected to an IoT network, ensuring 
they can communicate effectively could become challenging. Interoperability issues 
could result in data loss or other inefficiencies. Developing standardized protocols and 
ensuring the compatibility of devices will be critical to overcoming these challenges.

Data privacy concerns: As IoT systems generate vast amounts of data, there will 
be growing concerns about how that data is collected, stored, and used. Ensuring the 
privacy of individual data will be a significant challenge [10]. Addressing privacy 
concerns will require the development of new policies, regulations, and technologies.

Resource constraints: Batteries or other limited energy sources often power IoT 
devices. As IoT devices grow, ensuring they are all powered efficiently and sustain-
ably could become a significant challenge. Addressing resource constraints will 
require the development of new energy sources, storage systems, and power manage-
ment technologies.

Regulatory challenges: As IoT devices become more ubiquitous, there may be chal-
lenges in regulating their use and ensuring that they adhere to applicable legislation, 
regulations, and standards [24]. Addressing regulatory challenges will require the 
development of new policies, regulations, and standards that can accommodate the 
unique features of IoT systems.
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As the IoT continues to evolve, numerous opportunities exist to advance energy 
management systems through emerging technologies. For example, quantum com-
puting could optimize energy consumption by enabling more precise modeling and 
simulation of energy systems. Distributed ledger technologies, such as blockchain, 
could also be employed to create secure and transparent energy trading systems that 
enable more efficient distribution and use of energy.

To fully realize these opportunities, future research can explore these emerging 
technologies’ potential benefits and challenges and identify how they can be inte-
grated into existing energy management systems. Research can also focus on develop-
ing best practices for scalability, reliability, and data management in IoT-enabled 
energy management systems, particularly in large-scale deployments. This includes 
developing standardized protocols for interoperability and security that enable the 
seamless integration of various devices and systems.

Another critical area for future research is the development of new business 
models for IoT-enabled energy management. This could include exploring innovative 
pricing structures that incentivize energy conservation and reward energy-efficient 
behavior. It could also involve developing new energy trading and management 
approaches that exploit emerging technologies such as blockchain.

Overall, there is a need for continued research in IoT-enabled energy management 
to realize this technology’s potential benefits fully. By tackling the issues and oppor-
tunities related to the Internet of Things (IoT) and energy consumption, researchers 
can contribute to developing an efficient and more sustainable energy future.

11. Conclusion

In conclusion, this research paper examined the integration of IoT in energy 
management and its potential impact on energy efficiency and sustainability. The 
paper explored the challenges and benefits of IoT-enabled energy management and 
presented case studies from different industries, such as smart homes, manufactur-
ing, and transportation. It also analyzed the impact of IoT on energy efficiency in 
telecommunications and cloud infrastructure, as well as future developments in IoT 
and energy management, such as edge computing, advanced analytics, 5G networks, 
and blockchain.

The findings of this research paper suggest that IoT has significant potential to 
improve energy efficiency, reduce energy consumption, and promote sustainability. 
However, challenges associated with integrating IoT in energy management include 
scalability, reliability, security, and privacy concerns.

The implications of this research are significant for energy management and 
IoT applications. IoT in energy management can help reduce energy consumption, 
optimize energy usage, and promote sustainability. It can also lead to cost savings 
and reduce carbon emissions. The findings of this research can inform policymak-
ers, energy managers, and industry professionals about the potential benefits and 
challenges of IoT-enabled energy management and guide the development of best 
practices and standards.

To further advance research in this field, future studies can focus on identifying 
best practices for integrating IoT into energy management systems and address-
ing the challenges associated with scalability, reliability, and data management. 
Additionally, research can explore emerging technologies, such as quantum comput-
ing and distributed ledger technologies, to improve energy management efficiency 
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and effectiveness. Standardized protocols for interoperability and security are also 
essential to enable the widespread adoption of IoT-enabled energy management.

Overall, this research paper highlights the potential of IoT-enabled energy man-
agement to promote sustainability and reduce energy consumption. The findings of 
this research can inform policymakers, energy managers, and industry professionals 
about the benefits and challenges of integrating IoT in energy management and guide 
the development of best practices and standards for future
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Effective Screening and Face
Mask Detection for COVID
Spread Mitigation Using Deep
Learning and Edge Devices
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Abstract

The emergence of COVID-19, stemming from the SARS-CoV-2 virus, has led to a
widespread outbreak affecting countless individuals and inducing dire circumstances
globally. Mitigating the transmission of COVID-19 has necessitated the implementa-
tion of effective measures such as rigorous COVID screening and physical safeguards,
including practices like social distancing and the utilization of face masks. Notably,
the application of advanced technologies such as deep learning, a subset of artificial
intelligence (AI), has played a pivotal role in devising novel strategies for both
detecting COVID-19 and curbing its propagation. This chapter presents a compre-
hensive overview of COVID screening methodologies based on deep learning, with a
specific focus on biomedical image processing and the detection of face masks. Fur-
thermore, it delves into initial endeavors concerning COVID image analysis and the
creation of a mobile face mask detection system, designed to operate on edge devices.
The ensuing discussions encompass detailed case studies, showcasing the practical
implications and efficacy of these initiatives.

Keywords: COVID-19 pandemic, chest X-ray imaging, deep learning, face mask
detection, Internet of Things

1. Introduction

The global COVID-19 pandemic, originating from the Coronavirus disease 2019
(COVID-19), continues to persist across more than 200 countries and territories,
evoking significant apprehension within the international community [1, 2]. This
crisis has engendered profound human losses and economic ramifications, reshaping
lives in various countries through the implementation of lockdown measures. In order
to curb the dissemination of COVID-19 and curtail its associated mortality, early
detection of the disease assumes critical importance. Effective and prompt screening
and testing are pivotal for the proficient management of individuals afflicted by
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COVID-19 [3, 4]. The evolution of advanced techniques has led to the proposition of
increasingly efficient screening technologies, aimed at attenuating the transmission of
COVID-19.

1.1 COVID-19 screening

The goal of a COVID-19 screening test is to identify potential cases of the disease in
individuals who are asymptomatic. This proactive approach aims to mitigate the
spread of COVID-19 by detecting infections early, allowing for timely and effective
treatment. During the initial stages of the COVID-19 pandemic, the primary method
for detecting viral infections was the Reverse Transcription-Polymerase Chain Reac-
tion (RT-PCR) test [5]. However, the effectiveness of the RT-PCR assay has been
questioned due to its limited sensitivity [6], which can be attributed to various factors
like sample preparation and quality control issues [7]. Furthermore, the current
nucleic acid tests’ sensitivity necessitates repeated testing for a significant portion of
suspected patients to achieve a reliable diagnosis. This underscores the need for the
development of a complementary tool capable of providing lung-imaging informa-
tion. Such a tool would serve as an invaluable resource for medical professionals,
aiding them in enhancing the accuracy of COVID-19 diagnoses.

Chest X-rays and thoracic computed tomography (CT) scans are readily available
imaging tools that offer significant support to medical practitioners in diagnosing
lung-related ailments [8–10]. The application of artificial intelligence (AI) in enhanc-
ing image analysis of chest X-rays and thoracic CT data has garnered substantial
interest, particularly in the development of effective COVID-19 screening techniques.
AI, a burgeoning technology in the realm of medical imaging, has played a dynamic
role in the battle against COVID-19 [11]. This is in contrast to traditional imaging
processes that heavily rely on human interpretation, as AI offers imaging solutions
that are safer, more accurate, and more efficient. Notably, the utilization of deep
learning for data representation has exhibited remarkable success in image processing
[12]. Convolutional neural networks (CNNs) [13–18] have effectively tackled the
challenge of representing digital images, particularly on extensive datasets such as the
ImageNet dataset [19]. These advances demonstrate the potential of deep learning in
transforming biomedical image analysis.

The potency of deep learning methods, such as Convolutional Neural Networks
(CNNs), has been prominently demonstrated in the classification of COVID-19 cases.
Ghoshal et al. [20] introduce a Bayesian Convolutional Neural Network designed to
estimate diagnostic uncertainty in COVID-19 predictions. This approach incorporates
70 lung X-ray images from COVID-19 patients sourced from an online COVID-19
dataset [21], as well as non-COVID-19 images from Kaggle’s Chest X-Ray Images
(Pneumonia), where Bayesian inference is employed to enhance detection accuracy.
Narin et al. [10] focus on COVID-19 infection detection using X-ray images,
employing a comparative analysis of three deep learning models: ResNet50,
InceptionV3, and Inception-ResNetV2. The evaluation results indicate that the
ResNet50 model surpasses the performance of the other two models. Zhang et al. [22]
similarly harness the ResNet architecture for COVID-19 classification using X-ray
images. An anomaly score is estimated to optimize the COVID-19 score, which in turn
is used for classification. Wang et al. [23] introduce COVID-Net, a framework tailored
for the detection of COVID-19 cases through X-ray images. Primarily, most ongoing
studies employ X-ray images for discriminating between COVID-19 cases and other
instances of pneumonia and healthy subjects. However, the limited quantity of
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available COVID-19 images raises concerns regarding the methods’ robustness and
generalizability, urging further investigation.

Furthermore, it is of utmost importance to delineate the areas affected by COVID-
19 infection, as this yields comprehensive insights crucial for accurate diagnosis.
Semantic segmentation plays a pivotal role in identifying and quantifying COVID-19
by recognizing regions and associated patterns. This technique enables the assessment
of regions of interest (ROIs) encompassing lung structures, lobes, bronchopulmonary
segments, and infected regions or lesions within chest X-ray or CT images. Extracting
handcrafted or learned features for diagnosis and other applications becomes feasible
through the use of segmented regions. The advancement of deep learning has signif-
icantly propelled the evolution of semantic image segmentation. In the context of CT
scans, the networks employed for COVID-19 include established models like U-Net
[24–26], UNet++ [27], and VB-Net [28] to segment ROIs. Furthermore, segmentation
approaches for COVID-19 can be categorized into two main groups: those oriented
toward lung regions and those aimed at lung lesions. The former group focuses on
distinguishing lung regions, encompassing entire lungs and lung lobes, from sur-
rounding (background) regions in CT or X-ray images [29, 30]. For instance, Jin et al.
[29] utilize UNet++ to detect the entire lung region. The latter group seeks to isolate
lung lesions (or artifacts such as metal and motion) from lung regions [31, 32]. In
addition to screening techniques, physical solutions for mitigating the spread of
COVID-19 also hold efficacy.

1.2 Face mask detection

An effective physical measure to counter the spread of COVID-19 is the utilization
of face masks in public settings [33]. Figure 1 illustrates the varying transmission risks
between an infected individual and an uninfected person. When an infected person
does not wear a mask, the risk of transmitting the virus to an uninfected person is
substantially high, as depicted in the first row. This risk diminishes to a moderate level
if either of them wears a face mask (depicted in the second row). The lowest risk of

Figure 1.
Different risk of transmission between infected person (left column) and uninfected person (right column).
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infection occurs when both individuals are wearing masks [34], as depicted in the
third row. Thus, wearing face masks effectively reduces the spread of COVID-19.
However, ensuring universal adherence to mask-wearing mandates poses challenges.
AI-driven face mask detection [35] has emerged as a technique to identify compliance
with face mask requirements and can serve as a reminder for those not wearing masks.
Developing a face mask detection system from scratch presents challenges due to the
scarcity of labeled images. As a result, deep transfer learning [36] offers a promising
solution to this predicament. This technique involves adapting pre-trained models to
the task of face mask detection. The complete process of constructing face mask
detection models through deep transfer learning is delineated in Figure 2.

During the model training phase, a limited set of annotated images is loaded as
training data. These images are then used to fine-tune pre-trained deep learning
models, ultimately creating a robust fake mask detector. In the testing phase, datasets
with labeled ground truth are loaded. The face mask detector is applied to this data,
and its performance is evaluated using predefined metrics. Subsequent sections delve
into comprehensive details regarding COVID-19 screening methodologies and fake
mask detection on edge devices, all supported by illustrative case studies.

The structure of this chapter is as follows: In Section 2, we provide an overview of
previous research on AI-driven COVID-19 screening techniques and face mask detec-
tion. Moving to Section 3, we delve into specific case studies, presenting associated
outcomes that highlight effective screening and face mask detection strategies. These
endeavors leverage deep learning and edge devices to mitigate the spread of COVID-19.
Finally, Section 4 encapsulates the conclusions and outlines avenues for future research.

2. Related work

2.1 COVID-19 screening via AI-enhanced image processing

The advancement of AI-driven image processing has played a pivotal role in
significantly advancing COVID-19 screening techniques, encompassing both COVID-
19 classification and COVID-19 segmentation. Considerable attention has been
directed toward the classification of COVID-19 cases versus non-COVID-19 cases,
with a focus on employing deep learning models. These models aim to effectively
differentiate between COVID-19 patients and non-COVID-19 subjects, wherein the
latter group includes individuals with common pneumonia and those without pneu-
monia. The diagram depicted in Figure 3 illustrates the process of COVID-19 classifi-
cation on a chest X-ray image. The COVID-19 classifier receives a chest X-ray image as

Figure 2.
The flow of building face mask detector.
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input and provides an output that classifies the image as either indicating COVID-19
or non-COVID-19 status.

Considerable research efforts have been directed toward COVID-19 classification.
Chen et al. [27] pursued COVID-19 classification using segmented lesion patterns
extracted via UNet++. Their dataset included diverse patient cases, such as COVID-19
patients, viral pneumonia patients, and non-pneumonia patients. Given the visual
similarity between common pneumonias, particularly viral pneumonia, and COVID-
19, distinguishing these conditions becomes crucial for effective clinical screening. To
address this, a 2D CNN model was proposed, employing manually delineated region
patches for classification between COVID-19 and typical viral pneumonia. Addition-
ally, Wang et al. [37] combined segmentation information with a proposed 2D CNN
model to classify COVID-19 cases by considering handcrafted features of relative
infection distance from the lung’s edge. Xu et al. [38] utilized candidate infection
regions segmented by V-Net. They combined these region patches with handcrafted
features representing the distance from the edge of the region to perform COVID-19
classification using a ResNet-18 model. Zheng et al. [24] employed U-Net for lung
segmentation and utilized 3D CNNs to predict COVID-19 probabilities based on the
segmented features. Their dataset consisted solely of chest CT images of COVID-19
and non-COVID-19 cases. Similarly, Jin et al. [29] introduced a UNet++ � based
segmentation model to identify lesions and a ResNet50-based classification model for
diagnosis. Their larger dataset encompassed chest CT images of 1136 cases, including
723 COVID-19 positives and 413 COVID-19 negatives. In another work, Jin et al. [39]
employed a 2D Deeplab v1 model for lung segmentation and a 2D ResNet152 model
for slice-based identification of positive COVID-19 cases. In summary, ongoing efforts
in COVID-19 classification primarily focus on learning from significant volumes of
medical images. However, the application of these techniques is hindered by the
considerable data requirements for building effective classifiers.

The segmentation of COVID-19 cases is achieved through image semantic seg-
mentation techniques bolstered by deep learning models such as U-Net and V-Net
[40, 41]. An illustrative instance of image semantic segmentation on a chest X-ray
image is presented in Figure 4. This approach enables the precise identification and
isolation of COVID-19-affected regions within medical images.

Figure 3.
A diagram of COVID-19 classification on chest X-ray images.

Figure 4.
An example of image semantic segmentation on a chest X-ray image.
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The U-Net architecture is a powerful tool for segmenting both lung regions and
lung lesions, facilitating the construction of effective image segmentation models [31].
U-Net, developed using a fully convolutional network [42], features a distinctive U-
shaped design encompassing two symmetric paths: an encoding path and a decoding
path. The layers at the corresponding levels in these two paths are interconnected
through shortcut connections, fostering the acquisition of improved visual semantics
and intricate contextual details. Zhou et al. [43] introduced UNet++, which inserts a
nested convolutional structure between the encoding and decoding paths, further
enhancing segmentation performance. In a similar vein, Milletari et al. [44] developed
the V-Net, employing residual blocks as fundamental convolutional units and opti-
mizing the network using a Dice loss. Furthermore, Shan et al. [28] devised VB-Net,
enhancing segmentation efficiency by incorporating convolutional blocks with bot-
tleneck blocks. Numerous variations of the U-Net architecture and its derivatives
have been explored, yielding promising segmentation outcomes in COVID-19
diagnosis [27]. Advanced attention mechanisms are incorporated to identify the
most discriminant features within deep learning models. Oktay et al. [45]
introduced the Attention U-Net, capable of capturing intricate structures in
medical images, rendering it suitable for segmenting lesions and lung nodules in
COVID-19 applications. The integration of COVID-19 classification and
segmentation empowers the implementation of multifaceted screening techniques
across different levels.

2.2 Face mask detection

Face mask detection has been a subject of extensive research, and these efforts can
be broadly categorized into two classes. The first approach treats it as an object
detection task, where the goal is to localize the face mask area using bounding boxes.
For instance, Mingjie Jiang et al. [46] proposed a one-stage face mask detector that
employs a pre-trained ResNet for transfer learning and a feature pyramid network to
extract semantic information. They introduced a novel context attention mechanism
to enhance the detection of mask features. Similarly, Loey et al. [47] presented an
object detection process using a combination of ResNet and YOLO V2. Another
approach views face mask detection as an image classification problem [35].
Researchers in this category employed various convolutional neural networks (CNNs)
such as MobileNet [48], Inception V3 [49], VGG-16 [50], and ResNet [51].
MobileNet, designed for edge devices, operates at high speed due to its smaller model
size and complexity. Inception V3 utilizes factorizing convolutions to maintain
robustness while reducing connections. VGG-16 explores the impact of depth on
accuracy in large-scale image classification tasks.

In addition to training models from scratch, some researchers use pre-trained face
detectors to extract faces, and then apply mask detection classification models on the
detected faces [52, 53]. For example, Lippert et al. utilize OpenCV’s pre-trained face
detector and a VGG-16-based classifier for face mask detection. The deployment of
machine learning models on resource-constrained devices has gained popularity, as
executing models locally is often preferable to sending data to the cloud due to issues
such as limited bandwidth and privacy concerns.

In summary, face mask detection has been tackled through two main avenues:
object detection using bounding boxes and image classification using various CNN
architectures. These diverse approaches aim to enhance the accuracy and efficiency of
detecting face mask presence and adherence.
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2.3 Edge device

Machine learning models are executed on small IoT or edge devices, which
highlights the relevance of edge computing However, executing such models on
these devices is not a straightforward task due to their computational intensity.
Models must be lightweight or compatible with these devices to be feasible.
NVIDIA Jetson TX2 and Nano are popular test devices. These NVIDIA devices
serve as embedded AI computing solutions. The Jetson TX2 features an
NVIDIA Pascal GPU with 8 GB of memory, while the Nano is equipped with a
Maxwell GPU and 4 GB of memory. Both devices are well-suited for
computer vision and machine learning tasks. Figure 5 depicts the devices
used in this chapter, and Table 1 provides a detailed comparison between the two
devices.

Jetson TX2 Jetson Nano

CPU Dual-Core NVIDIA Denver 2 64-Bit
CPU

Quad-core ARM Cortex-A57 MPCore processor

GPU 256-core Pascal @1300 MHz NVIDIA Maxwell architecture with 128 NVIDIA
CUDA® cores

Memory 8GB 128-bit LPDDR4 4 GB 64-bit LPDDR4

Storage 32GB eMMC 5.1 16 GB eMMC 5.1

Table 1.
Comparison between NVIDIA Jetson TX2 and NVIDIA Jetson Nano.

Figure 5.
NVIDIA Jetson Nano (left) and NVIDIA Jetson TX2 (right).
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3. Case study

3.1 Case study on COVID-19 classification

In the context of this chapter, chest X-ray images were selected for both model
development and validation. It was driven by the cost-effectiveness and greater accessi-
bility of chest X-rays compared to CT scans, particularly in communities with limited
medical resources. Additionally, chest X-rays offer a swift imaging solution, making them
particularly attractive for large-scale patient screening during the COVID-19 pandemic.
Therefore, utilizing chest radiography for screening COVID-19 patients is considered a
practical, efficient, and rapid approach [54, 55]. For validation purposes, this chapter
utilized a comprehensive chest X-ray dataset “COVIDx” [23]. This dataset comprises a
vast collection of 18,543 chest radiography images from 13,725 unique cases. It is impor-
tant to note that when evaluating the distribution of classes between the training and
testing datasets, a significant dissimilarity in class distribution becomes apparent.

This chapter employs two types of deep learning models: Convolutional Neural
Networks (CNNs) and ResNet. CNNs have played a significant role in advancing
various visual processing tasks like image classification [56], object detection and
tracking [57, 58], and semantic segmentation [59]. The progress of CNNs has been
facilitated by large datasets like ImageNet [56] and YouTube-BoundingBoxes [60],
which provide ample training data for building large-scale models. The general archi-
tecture of CNN for image classification is depicted in Figure 6. SOTA CNN architec-
tures such as AlexNet [56], VGG [50], and GoogleNet [61] have propelled
advancements in image classification. These architectures leverage millions of anno-
tated samples from large datasets to successfully estimate appropriate parameters.
Furthermore, CNNs have been enhanced by combining them with other deep learning
models. For example, Wang et al. [62] combined CNN with Recurrent Neural Net-
works (RNNs) for multi-label image classification. Additionally, CNNs combined
with autoencoders [63, 64] have demonstrated effectiveness in tasks like face detec-
tion. In this chapter, three small CNNs were trained and tested on a subset of the
COVIDx dataset to demonstrate a proof-of-concept experiment.

ResNet [51] is an artificial neural network architecture inspired by the structure of
pyramidal cells in the cerebral cortex. It introduces skip connections, or shortcuts, which
allow the network to bypass certain layers. The concept behind ResNet is that training a
network to learn a residual mapping is simpler than training it to directly learn the
underlying mapping. This is achieved using residual blocks, as depicted in Figure 7.
A crucial modification in ResNet compared to a standard CNN is the “skip connection”

Figure 6.
Convolutional neural network architecture for image classification.
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for identity mapping. This identity mapping has no parameters; it simply adds the
output from the previous layer to the next layer. However, the dimensions of x and F xð Þ
might differ. Since convolutions usually reduce spatial resolution, e.g., a 3� 3 convolu-
tion on a 32� 32 image results in a 30� 30 image, the identity mapping is expanded
using a linear projectionW to match the channels of the residual. This allows the input x
and F xð Þ to be combined as input to the subsequent layer. Given the effectiveness of
ResNet, various ResNet architectures will be employed in this chapter to screen COVID-
19 using the complete COVIDx dataset.

This chapter examines the proposed models from two distinct viewpoints. The first
perspective involves assessing their capability to effectively identify COVID-19 cases
from a limited dataset, using compact CNNs. The second perspective entails investi-
gating whether these models can utilize the ResNet architecture to identify COVID-19
cases within an extensive dataset, all without relying on transfer learning techniques.
For the small dataset scenario, a subset of 350 images was extracted from the original
COVIDx dataset [23] for training and testing. Among these, 300 images were allo-
cated for training, while the remaining 50 were reserved for testing. Three small
CNNs were employed for this evaluation. The obtained training and testing accuracies
for these three models are depicted in Figure 8. The results indicate that the initial
shallow CNN (referred to as CNN1) encountered issues with under-fitting. However,
as additional layers were incorporated to extract more intricate features, CNN3
exhibited superior accuracy performance.

In the context of a large dataset, all images encompassed within the COVIDx
dataset were harnessed to establish a classifier for COVID-19 identification. The initial
step encompassed data preprocessing, involving the compression of images. The

Figure 7.
General architecture of the residual block of ResNet [51].

Figure 8.
Performance on training and testing accuracy for three small CNNs.
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original X-ray images within the dataset measured 1024� 1024� 3 in dimensions. To
expedite the training process, the image size was compressed to 64� 64� 3. Subse-
quently, training was initiated using this preprocessed dataset. The outcomes of the
training and testing phases are depicted in Figure 9.

The findings unveil the existence of an optimal configuration, specifically ResNet-
34, which outperforms alternative models. Beyond ResNet-34, a consistent better
performance becomes apparent as the number of ResNet layers increases to 152. This
can be attributed to the phenomenon where, with the progressive augmentation of
layers, the models tend to overfit while the available data remains inadequate to
effectively train the model. It is noteworthy that although the training time slightly
extended with the inclusion of additional layers in the ResNet models, the perfor-
mance gains were limited. Furthermore, the results underscore the accomplishment of
this chapter in achieving commendable performance by training ResNet models from
scratch, devoid of reliance on transfer learning techniques.

While supervised deep learning demonstrates impressive performance in classify-
ing COVID-19 images, its practical application is hindered by the need for a substan-
tial volume of annotated medical images for training. Given the limitations in
available COVID-19-related data resources and the significant costs associated with
labeling medical images, this approach becomes less feasible, further exacerbated by
labeling inaccuracies that may arise [65]. To address this challenge, the focus has
shifted toward semi-supervised deep learning, which has garnered considerable
attention due to its capacity to enhance model generalization by leveraging both
labeled and unlabeled data [66–69]. This paradigm involves training deep neural
networks through the simultaneous optimization of a standard supervised classifica-
tion loss on labeled samples and an unsupervised loss on unlabeled data [67, 69].
Semi-supervised learning models aim to amplify the information derived from
unlabeled data [70] or impose regularization on the network to enforce smoother and
more consistent classification boundaries [68].

In the realm of COVID-19 research, particularly in tasks like COVID-19 image
classification and image segmentation, semi-supervised learning has emerged as a
solution to mitigate the scarcity of labeled data [71–76]. However, within the domain
of COVID-19 image classification, the studies conducted by Zhou et al. [76], Calderon
et al. [72], and Paticchio et al. [74] have not thoroughly examined model performance

Figure 9.
Performance comparison on training and testing.
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using large-scale X-ray image datasets such as COVIDx [23]. Furthermore, they have
not conducted comprehensive comparisons against state-of-the-art methods, particu-
larly in scenarios where labeled data is severely limited, constituting less than 10% of
the dataset. In response, this chapter introduces a semi-supervised deep learning
model for COVID-19 image classification, systematically evaluating its performance
on the COVIDx dataset [23].

Using the ResNet architecture, this chapter devised a two-path semi-supervised
learning ResNet (referred to as SSResNet), which comprises three key components: a
shared ResNet, a supervised ResNet, and an unsupervised ResNet. These two paths are
formed by coupling the shared ResNet with either a supervised ResNet or an
unsupervised ResNet. Both labeled and unlabeled data are leveraged in the computa-
tion of the unsupervised loss, utilizing the mean squared error loss (MSEL). Con-
versely, only labeled data contributes to the calculation of the supervised loss,
employing the cross-entropy loss (CEL). To counterbalance data imbalance, a
weighted cross-entropy loss (WCEL) was ingeniously crafted, assigning greater
weight to the COVID-19 class. The primary objective of minimizing MSEL lies in
enhancing image representation, while the reduction of WCEL aims to boost classifi-
cation performance. For a comprehensive outline of the methodology, refer to Algo-
rithm 1. The efficacy of the proposed model was thoroughly assessed using the
extensive X-ray image dataset COVIDx. The experimental findings distinctly establish
that the proposed model excels in the realm of COVID-19 image classification. Nota-
bly, even when trained with a notably limited quantity of labeled X-ray images, the
model showcases remarkable performance.

Algorithm 1. Learning of Semi-supervised ResNet (SSResNet).

Require: training sample xi, the set of training samples S, label yi for xi (i∈ S)

1.for t in [1, num epochs] do

2. for each minibatch B do

3. zi∈B  f θshared xi∈Bð Þ ⊳ shared representation

4. zsupi∈B  f θsup zi∈Bð Þ ⊳ supervised representation

5. zunsupi∈B  f θunsup zi∈Bð Þ ⊳ unsupervised representation

6. lWCEL
i∈B  � 1

∣B∣
P

i∈B∩Slogϕ zsupi

� �
yiwi
� �

⊳ supervised loss component

7. lMSEL
i∈B  1

C∣B∣
P

i∈B zsupi � zunsupi

�� ��2 ⊳ unsupervised loss component

8. Loss lWCEL
i∈B þ λ� lMSEL

i∈B ⊳ total loss

9. update θshared, θsup, θunsup using optimizer, e.g., ADAM

return θshared, θsup, θunsup
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Upon analyzing the class distribution disparities between our training and testing
datasets, a noteworthy distinction came to light. Consequently, we undertook the task
of reconstructing the data structure. This involved partitioning the dataset into dis-
tinct training and testing subsets, ensuring that their class distributions closely
aligned. Specifically, 70% of the data was allocated for the training dataset, while the
remaining 30% constituted the testing dataset. For a comprehensive breakdown of the
reconstructed dataset, including sample distribution details, please refer to Table 2.

It is evident that the distribution of samples in our dataset is highly skewed,
particularly in relation to the COVID-19 class. This imbalance presents a significant
hurdle in achieving a high-performing classifier. To surmount this issue, our proposed
model employs a weighted cross-entropy loss. This innovative approach involves
according greater weight to the minority class (COVID-19) throughout the training
process. For a comprehensive understanding of this technique, please refer to section
two.

In the experiment, the key hyper parameters for training the proposed model
are: Minibatch size: 256, Number of epoch: 50, Optimizer: Adam optimizer, and
Initial Learning rate: 0.1. They are determined by trial and error. Moreover, the details
of the model architecture are illustrated in Table 3. We employ COVID-Net1 as a
baseline supervised model to present the state-of-the-art performance of COVID-19
image classification for comparison. Furthermore, we compared the proposed model
with SRC-MT that is the state-of-the-art semi-supervised learning since it
outperformed Π model and mean teacher model in the area of medical image
classification.

Table 4 showcases a comprehensive comparison of the classification
performance between SRC-MT and the newly introduced model (SSResNet). On the
whole, the overall accuracies attained by SRC-MT surpass those achieved by the
proposed SSResNet. Nonetheless, an interesting observation emerges when consider-
ing scenarios where merely 5% of labeled samples were utilized for training. In this
specific scenario, the MacroF metric of SSResNet surpasses that of SRC-MT. This
outcome indicates that the proposed model exhibits greater efficacy in identifying
COVID-19 samples. Essentially, the utilization of the unsupervised path in
SSResNet appears to remarkably enhance data representation, thereby leading to a
more pronounced improvement in COVID-19 classification performance compared to
SRC-MT.

Furthermore, this study delved into a granular examination of the performance for
each class, elucidating the outcomes through the employment of confusion matrices,
as depicted in Figure 10. A noteworthy observation emerges from this analysis: The
proposed model outperforms SMC-TC in terms of recognizing COVID-19 cases. This
observation underscores the capability of SSResNets to glean more effective features
from unlabeled data, resulting in a heightened ability to discern COVID-19 samples.
Notably, as the ratios of labeled data are incrementally augmented, there is a marked
improvement in the accuracy of COVID-19 recognition. This underscores the propo-
sition that the inclusion of an unsupervised path serves to elevate image representa-
tions, consequently bolstering classification performance. In essence, the integration
of unlabeled data distinctly contributes to a substantial enhancement in COVID-19
classification performance, primarily attributable to the amplification of image repre-
sentations facilitated by the unsupervised path within the SSResNet.

1

https://github.com/lindawangg/COVID-Net
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3.2 Face mask detection

This chapter also introduces the process of constructing a mobile model designed
for face mask detection on edge devices. The primary goal of this endeavor is to
develop an intelligent Internet of Things (IoT) device capable of performing real-time
video processing to ascertain whether an individual is wearing a face mask in public
settings. This technology finds practical application in scenarios such as enforcing
mask-wearing within facilities or buildings. In this context, a smart IoT camera func-
tions as a vigilant observer, detecting instances where individuals are not complying
with the mask mandate and triggering alarms as necessary. To achieve this, mobile
devices like FPGAs, integrated into the camera system, execute the face mask

Dataset Normal Pneumonia COVID-19 Total

Training 6195 6708 75 12,978

Testing 2656 2876 33 5565

Total 8851 9584 108 18,543

Table 2.
Sample distribution in different classes for training and testing datasets.

Name Description

Input Medical Images

Shared ResNet one convolutional layer, 2 residual block

batch normalization, one pooling layer

Supervised ResNet one convolutional layer, 2 residual block

batch normalization, one pooling layer

Unsupervised ResNet one convolutional layer, 2 residual block

batch normalization, one pooling layer

Output image class ϕ zsupð Þ and
a new representation zunsup

Table 3.
The proposed network architecture.

Semi-supervised model Accuracy (%) MacroP (%) MacroR (%) MacroF (%)

SRC-MT (5%) 90.67 61.08 60.75 60.59

SRC-MT (7%) 89.82 89.92 74.13 78.95

SRC-MT (9%) 92.79 93.61 79.15 84.15

Our model Accuracy (%) MacroP (%) MacroR (%) MacroF (%)

SSResNet (5%) 84.95 61.18 66.76 62.41

SSResNet (7%) 84.21 63.67 67.85 62.83

SSResNet (9%) 81.79 59.34 70.99 59.19

Table 4.
Comparing performance between SRC-MT and proposed model (semi-supervised ResNet (SSResNet)).
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detection models. For a visual representation of this concept, refer to Figure 11, which
presents an illustrative diagram depicting the potential of employing face mask
detection to control access to a door.

Instead of embarking on the construction of models from scratch, the approach
taken involves the utilization of pre-trained models that have undergone training
using more extensive datasets across broader classes. This pre-trained ensemble com-
prises four distinct convolutional neural networks (CNNs): MobileNet V2, Inception
V3, VGG 16, and ResNet 50. Leveraging transfer learning, as opposed to constructing
models from scratch, often leads to superior performance. These pre-trained models
have been honed on the comprehensive ImageNet dataset [56]. The salient attributes
extracted from these pre-trained models serve as the foundation, conveyed to a novel
classifier positioned at the terminal end of the network. Subsequently, a mask detec-
tion classifier is trained on top of the pre-trained model. A pivotal distinction discern-
ible among these models is their input size. Inception V3 adopts an image size of
299� 299� 3, while the other three models employ a size of 224� 224� 3. The
efficacy of these models is rigorously verified through inference runs on mobile
devices, encompassing the NVIDIA Jetson TX2 and NVIDIA Jetson Nano platforms.

Dataset and experiment setup are presented below.

• Dataset: We utilized publicly available datasets2, which consist of 3890 images
categorized into two classes: with face and without face. Among these, 1916
images featured individuals wearing masks, while 1930 images depicted
individuals without masks, after removing redundant entries. This dataset was
deliberately structured to maintain a balanced distribution for our classifier.
However, it does present some exceptional cases, such as images containing
multiple faces or instances where faces are partially occluded by other body parts.

Figure 10.
Comparison of confusion matrix generated with SRC-MT and SSResNets trained on different ratios of
labeled data.

2

https://github.com/chandrikadeb7/Face-Mask-Detection
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• Experiment setup: A learning rate of 0.0001 was employed, while the experiment
consistently utilized a batch size of 10. This modest batch size was deliberately
selected to facilitate extended training while operating within memory
limitations. Furthermore, the experimentation spanned 100 epochs. The loss
function of choice was binary cross-entropy.

The experiment involves the utilization of publicly available datasets, sourced from
https://github.com/chandrikadeb7/Face-Mask-Detection. This dataset comprises a total
of 3890 images that include both images with faces and images without faces. Within
this collection, there are 1916 images depicting individuals wearing masks and 1930
images without masks. This dataset design maintains a balanced distribution, which is
optimal for classification. It is important to note that certain exceptions are present,
such as images containing multiple faces or faces partially covered by other body parts.
In configuring the models, a learning rate of 0.0001 is employed. Throughout the
experiment, a batch size of 10 is consistently used. This choice is rooted in the goal of
facilitating more extensive training while optimizing memory usage. The training pro-
cess spans 100 epochs, and for the loss function, the binary cross-entropy is selected.

In the model implementation, a diverse set of tools come into play. TensorFlow [77],
a widely adopted open-source software library, forms the core framework for machine
learning applications, supporting operations across various processing units including
CPUs, GPUs, and TPUs. The flexibility it offers, in terms of both architectural design
and working with pre-trained models, contributes to its popularity. Keras [78], which
functions atop TensorFlow, is another critical component. Designed for expedited exe-
cution of deep learning models, Keras enhances the speed of development. For this
research, Keras is employed to leverage pre-trained deep learning models, which are
then fine-tuned to create the face mask detection classifier through transfer learning.

This study delved into the robustness of the models by subjecting them to training
on limited sample sizes. Traditionally, working with small training datasets results in
diminished training and testing performance. However, given the unique context of
face mask detection in the context of the COVID-19 outbreak, acquiring extensive
data for training and testing becomes a challenge. Thus, developing models for face
mask detection that excel with small training data becomes pivotal for creating effec-
tive applications. Additionally, these models must be locally deployable and capable of
achieving tasks at an optimal speed.

Figure 11.
A diagram of a face mask alarm system. A face mask alarm mounted on the door consists of a camera, a face mask
detector, and a convertor. The camera will send the personal image to the face mask detector consisting of mobile
GPUs and artificial neural networks. Then, the detector will detect the face mask on the image by running the neural
networks on the mobile GPUs and sent the detection result. Finally, the convertor will show a speech reminder such as
“Face Mask Required” back to the person if the detection result indicates there is no face mask on the face.
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To address these requirements, various ratios of training data were employed to
assess model performance. The outcomes, presented in Table 5, were obtained by
running these models on mobile NVIDIA GPUs. The experimental results yield note-
worthy insights. MobileNet V2 emerges as the swiftest model, processing nearly 40
frames per second (FPS) on the Jetson TX2 platform. On the other hand, VGG 16
attains the highest accuracy among the models. Notably, when trained using just 1% of
the available training data, Inception demonstrates superior performance.

Observations indicate that training accuracy surpasses 90% for each model, indic-
ative of overfitting given the markedly lower testing scores. As the proportion of
training data is gradually increased to 5, 10, and 20%, the performance of all models
exhibits enhancement. This suggests that augmenting the dataset samples contributes
to alleviating overfitting issues. VGG secures the highest accuracy, and while training
on 20% of the data, MobileNet attains the lowest accuracy. ResNet and Inception
showcase comparable performance levels throughout this experimentation.

Additionally, it is observed in Table 6 that the pretrained models performed better
on recognizing images containing masks regarding the precision, recall, and Fscore.
Additionally, these pretrained models can achieve promising performance in terms of
Fscore.

In summary, we leveraged pre-trained models such as MobileNet V2, ResNet 50,
Inception V3, and VGG 16. These models were chosen due to their established perfor-
mance in various applications. When considering model complexity, MobileNet V2
stands out for its efficiency, boasting the lowest complexity among the aforementioned

Models Training Testing on TX2 Testing on Nano

Rtr Ntr Loss Training
accuracy

Testing
accuracy

Inference
time (ms)

FPS Testing
accuracy

Inference
time (ms)

FPS

MobileNet
V2

1% 30 0.107 0.9776 0.6957 26.97 37.27 0.6926 42.40 23.58

5% 150 0.095 0.9733 0.7685 25.10 39.86 0.7659 42.00 23.80

10% 300 0.114 0.9622 0.7842 25.10 39.87 0.7801 42.90 23.31

20% 601 0.136 0.9490 0.7735 25.53 39.14 0.7699 43.03 23.24

ResNet 50 1% 30 0.071 0.9666 0.5000 70.90 14.11 0.7433 195.05 5.13

5% 150 0.050 0.9845 0.7976 71.00 14.09 0.8023 176.45 5.67

10% 300 0.035 0.9900 0.7976 70.13 14.25 0.7962 173.05 5.78

20% 601 0.027 0.9927 0.8651 71.00 14.08 0.8599 173.65 5.76

Inception
V3

1% 30 0.167 0.9556 0.8275 89.27 11.21 0.8275 187.00 5.35

5% 150 0.136 0.9578 0.8704 87.80 11.41 0.8713 188.53 5.31

10% 300 0.136 0.9445 0.9066 92.33 10.85 0.9057 905.72 5.22

20% 601 0.167 0.9379 0.8972 89.57 11.17 0.8977 192.77 5.19

VGG 16 1% 30 0.089 0.9667 0.6857 2138.77 0.47 0.6761 239.37 4.18

5% 150 0.006 0.9978 0.9231 2139.60 0.47 0.9173 245.23 4.08

10% 300 0.010 0.9956 0.9370 2136.00 0.47 0.9325 236.17 4.23

20% 601 0.006 0.9994 0.9607 2139.57 0.47 0.9580 237.70 4.21

Table 5.
Performance comparison on face mask detection on Jetson TX2 and Jetson Nano. FPS refers to the number of
images processed per second. Rtr and Ntr denote the ratio of training data and the number of training images.
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models. On the other hand, VGG-16 adheres to a classical architecture characterized by
a substantial number of parameters, leading to an overall higher complexity.
InceptionV3, with its emphasis on capturing multi-scale features, adopts a more intri-
cate architecture than MobileNet V2. In the context of speed and accuracy, as show-
cased in the performance comparison table labeled “Performance comparison on face
mask detection on Jetson TX2 and Jetson Nano,” MobileNet V2 outperforms the others
in terms of speed. In contrast, VGG-16 exhibits the slowest processing speed, aligning
with the principle that more complex models tend to operate at a slower pace. Further-
more, it is noteworthy that VGG-16 achieves optimal performance relative to the other
models, driven by its expansive model capacity. This insight underscores the trade-off
between complexity and performance, where VGG-16’s higher capacity contributes to
its superior performance despite the trade-off in processing speed.

3.3 Challenges to real-world applications

Deploying COVID screening for real-world applications still presents several
challenges:

• COVID screening: To be effective in real-world scenarios, COVID screening requires
a streamlined and efficient process. However, existing techniques, particularly deep
learning-based X-ray COVID detection, involve intricate steps, including chest X-ray
tests and subsequent COVID classification. Moreover, the quality of data obtained
from chest X-ray tests might not be optimal for accurate COVID classification.
Additionally, the reliance on high-performance computing hardware for deep
learning-based classification hinders its applicability in underdeveloped regions.

• Face Mask Detection: It encounters several obstacles that hinder its real-world
applications. Firstly, the high accuracy achieved in controlled experiments might
not translate directly to real-world scenarios due to significant differences in
image backgrounds, object sizes and positions, and object overlaps. Secondly,
face mask detection must work across various environments, including both
indoor and outdoor settings. Adapting to outdoor environments requires
techniques capable of handling diverse weather conditions and backgrounds,
which poses difficulties for current methodologies. Lastly, users prefer seamless

Models Class Precision Recall Fscore

MobileNet V2 With Mask 0.99 0.83 0.90

Without Mask 0.86 0.99 0.92

ResNet 50 With Mask 1.00 0.96 0.98

Without Mask 0.96 1.00 0.98

Inception V3 With Mask 1.00 0.98 0.99

Without Mask 0.98 1.00 0.99

VGG 16 With Mask 1.00 1.00 1.00

Without Mask 1.00 1.00 1.00

Table 6.
Comparison of precision, recall, and Fscore.
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face mask detection that does not disrupt their daily activities. This demands the
development of techniques that can perform detection without requiring users to
actively interact with a camera.

In both cases, addressing these challenges requires innovative solutions that can
simplify processes, adapt to diverse conditions, and accommodate user preferences
without compromising performance or accuracy.

4. Conclusion

The deployment of technologies such as COVID-19 screening and counterfeit mask
detection plays a crucial role in curbing the spread of the COVID-19 virus. This chapter
has introduced advanced AI-driven methods designed to enhance both COVID-19
screening and the identification of face masks. Specifically, the utilization of deep
learning for COVID-19 classification has demonstrated significant potential in the crea-
tion of effective screening tools. Moreover, the application of deep learning for face
mask detection on mobile devices has exhibited promising results. In the pursuit of
developing these innovative techniques, valuable insights are gained that can be applied
in future pandemic situations. In the future, potential work includes: (1) Overfitting is
characterized by machine learning models achieving impressive performance during
the training phase, but faltering when tested on new data. To ensure the efficacy of
large models for COVID screening and face mask detection, it is imperative to address
this concern. In our forthcoming work, we aim to tackle this issue through the imple-
mentation of data augmentation techniques, leveraging expansive pre-trained image
models. More specifically, these large pre-trained image models hold the capacity to
generate synthetic data for both COVID screening and face mask detection. This syn-
thetic data will encompass varying backgrounds, enriching the diversity of the training
dataset and reducing overfitting tendencies. Additionally, we intend to incorporate
human feedback as an integral part of the loop. This iterative process will involve
human assessment to gauge the quality of the generated data, fostering continuous
improvements in the data augmentation strategy. This combined approach of data
augmentation and human feedback holds significant promise in enhancing the general-
ization capabilities of the models, thereby enabling robust and high-performing COVID
screening and face mask detection systems in real-world scenarios; (2) AI ethics con-
tinue to be a significant concern across various applications, encompassing issues such
as privacy breaches and biased data. In our future efforts, we are dedicated to
addressing these ethical challenges head-on. Our strategy involves the application of
privacy-preserving techniques to safeguard user privacy, coupled with measures to
mitigate biased data. To protect user privacy, we are poised to employ our pioneering
privacy-preserving edge intelligent computing framework. This entails training
autoencoders in an unsupervised manner on individual edge devices. Subsequently, the
latent vectors derived from these autoencoders are transmitted to the edge server for
classifier training. This approach effectively reduces communication overhead while
safeguarding end-users’ sensitive data from exposure. In tackling biased data concerns,
our plan is to integrate fair pre-processing techniques from AIF360, an AI fairness
toolkit.3 These techniques will be strategically applied during the data collection phase

3

https://github.com/Trusted-AI/AIF360
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for both COVID screening and face mask detection. By doing so, we aspire to counter-
act biases that may emerge in the data, ensuring equitable and unbiased outcomes. By
proactively addressing privacy and bias concerns through cutting-edge privacy-
preserving frameworks and fairness techniques, we aim to develop AI solutions that not
only excel in performance but also uphold the highest standards of ethical conduct.
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Chapter 10

Smart Healthcare at Home
in the Era of IoMT
Qian Qu, Han Sun and Yu Chen

Abstract

Smart Home improves the quality of our life in various aspects such as the conve-
nience of managing our home, efficiency of energy consumption, and secure living
environments. Taking advantage of the Internet of Medical Things (IoMT), smart
homes in the context of healthcare have attracted a lot of attention to provide a more
convenient, easier accessible, and personalized healthcare experience. Leveraging
state-of-the-art techniques like Digital Twins (DT), machine learning (ML) algo-
rithms, and human action recognition (HAR), Smart Healthcare at Home (SHAH) not
only provides independent healthcare service options and social support but also gives
seniors or other individuals who are in need a reliable way for real-time monitoring
and safety preservation. This chapter will provide a comprehensive overview of the
technical components of a SHAH paradigm, which is based on an architecture that
integrates DT, IoMT, and artificial intelligence (AI) technology. The design rationales
and key function blocks are illustrated in detail. In addition, taking seniors’ safety
monitoring as a case study, a prototype of a SHAH system is experimentally investi-
gated, and the performance and design tradeoffs are highlighted. Finally, this chapter
also provides an overview of this exciting field’s existing challenges and opportunities.

Keywords: internet of medical things (IoMT), smart home, smart healthcare, digital
twins, seniors safety monitoring

1. Introduction

Smart Home, or Home Automation, has become one of the trending fields of the
Internet of Things (IoT) since 2004. Smart Home refers to a residential space that
utilizes advanced information and communication technologies (ICT) and automated
systems to enhance comfort, safety, security, and energy efficiency [1]. With smart
home devices and systems, homeowners can control and monitor various aspects of
their homes, such as lighting, heating, cooling, security systems, and entertainment
systems, from anywhere in the world, using their mobile devices or voice assistants.
The proposal and development of the Internet of Medical Things (IoMT) bring more
elements and functionalities into the landscape of smart homes [2]. Integrated with
IoMT, Smart Home can leverage smart sensors to monitor and track residents’ vital
health data such as blood pressure, heart rate, blood sugar levels, and more. Moreover,
personalized health services are provided based on the data collected by the IoMT
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devices, such as setting up suitable room temperature and lighting schemes to
improve the living experience.

A Digital Twin (DT) is a virtual mirror of a physical object or system, such as a
building, machine, or city in the digital space, or cyberspace [3]. DT is created by
combining data from various sources, such as sensors, cameras, and other IoT devices,
and using advanced modeling and simulation tools to create a digital replica of the
object or system. In the context of a smart home, a digital twin could be used to create
a virtual replica of the home that incorporates real-time data on energy usage, tem-
perature, humidity, and other factors. Moreover, digital twins could then be used to
improve the quality of service (QoS) for healthcare in intelligent home systems.

Based on the above rationales, this chapter aims at inspiring more discussions and
sparking more new ideas in the digital healthcare community by introducing a sce-
nario of smart healthcare at home (SHAH) that leverages these novel technologies to
envision the future of medical services, senior safety, and more exciting application
domains.

The rest of this chapter is structured as follows. Section 2 provides necessary
background knowledge for readers who are new in this area. Section 3 discusses the
design rationals and technical components required to enable smart healthcare at
home. Taking the seniors’ safety monitoring as a case study, Section 4 illustrates the
feasibility of such a framework. Section 5 tries to highlight the major challenges yet to
be tackled and the opportunities in the near future. Finally, Section 6 wraps up this
chapter with some brief conclusions.

2. Background knowledge

2.1 Internet of Things

Internet of Things (IoT) refers to the network of physical objects or devices that
are embedded with sensors, software, and other technologies to collect and exchange
data over the Internet. These objects can be anything from simple household appli-
ances such as smart thermostats to more complex devices such as industrial machin-
ery, self-driving cars, and even medical implants. While the potential uses of IoT are
virtually limitless, in this chapter we just highlight several most popular areas.

2.1.1 Smart home

A Smart Home is a home equipped with various Internet of Things (IoT) devices
that are connected to a network and can be controlled remotely and automatically
through a smartphone, tablet, or computer [4]. These devices are designed to make
life more convenient, comfortable, and efficient by automating various tasks and
functions around the house. Here are some examples of smart home devices:

• Smart thermostats: These devices can be programmed to adjust the temperature
of your home automatically based on your preferences and schedule.

• Smart lighting: Smart bulbs and switches can be controlled remotely and
programmed to turn on or off at certain times, or in response to other triggers
such as motion detection.
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• Smart surveillance and locks: These locks can be controlled remotely and allow
you to lock or unlock your doors from anywhere, as well as monitor who is
coming and going.

• Smart appliances: Many appliances, such as refrigerators, ovens, and washing
machines, are now available with IoT connectivity, allowing you to monitor and
control them remotely.

• Voice assistants: Devices such as Amazon Echo and Google Home can be used to
control your smart home devices using voice commands.

By integrating these devices into a smart home ecosystem, homeowners can auto-
mate many tasks and function around the house, making life more convenient and
efficient. Li et al. [5] summarized that smart home technology is highly associated
with healthcare, energy efficiency, and home security. However, the authors also
illustrate challenges such as privacy, security, technology anxiety and negative social
influences.

2.1.2 Internet of medical things (IoMT)

IoMT refers to the network of medical devices, wearable sensors, and other
healthcare technology that are connected to the Internet and designed to collect,
transmit, and analyze patient health data. This data can be used to monitor patient
health remotely, diagnose conditions, and deliver more personalized services. Here
several examples of IoMT devices are highlighted:

• Wearable fitness trackers that monitor activity levels, heart rate, and sleep
patterns.

• Remote monitoring devices that can be used to track vital signs, such as blood
pressure, blood glucose levels, and oxygen saturation.

• Medical imaging devices, such as X-ray and MRI machines, that can be connected
to the Internet to transmit images and other diagnostic data to healthcare
providers.

• Smart pills that contain sensors to monitor medication adherence and provide
real-time feedback to healthcare providers.

• Mobile health apps that can be used to monitor and manage chronic conditions
such as diabetes, asthma, and heart disease.

IoMT has the potential to revolutionize healthcare by enabling remote monitoring,
improving patient outcomes, and reducing costs. For example, IoMT devices can be
used to monitor patients with chronic conditions and intervene early if a problem
arises, reducing the need for hospitalization and improving quality of life. With the
help of state-of-the-art artificial intelligence (AI) techniques, real-time monitoring
can be realized using lightweight human action recognition [6].

Additionally, the data collected by IoMT devices can be used to develop more
personalized treatments and improve medical research.
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2.1.3 Smart grid

A smart grid is an advanced electricity distribution system that uses advanced
sensors, communication technologies, and big data to improve the reliability, effi-
ciency, and sustainability of the power grid. The smart grid allows for better integra-
tion of renewable energy sources, more efficient distribution of power, and greater
control over power usage by both utilities and consumers. By improving the efficiency
and reliability of the electric grid, the smart grid can help to decrease energy costs,
improve energy security, and reduce greenhouse gas emissions. Additionally, the
smart grid can enable the adoption of new energy services, such as electric vehicle
charging and home energy management systems. Smart grid technology brings
revolutions to energy management from smart homes to smart cities in a “bottom-up
approach” [7]. Smart grid not only helps to build a sustainable energy consumption
ecosystem for smart homes but also gives new strategies for energy trading on large
city-level scales.

2.1.4 Smart city

A smart city is a city that integrates advanced ICT, such as the Internet of Things
(IoT), sensors, and data analysis, into its infrastructures, administration, and daily
operations to improve the quality of life for its residents, enhance sustainability, and
streamline urban services. Smart city initiatives aim to optimize resource manage-
ment, increase efficiency, and improve communication and connectivity. A smart city
consists of various aspects of the daily routines of a modern city operation, including
Smart Transportation, Smart Energy, Smart Waste Management, and Smart Public
Safety. By using technology to optimize urban services, smart cities can reduce costs
and increase efficiency, while also improving the environment and public health.

2.2 Digital twins (DT) and IoMT

The concept of DT was first adopted in the industrial manufacturing domain. As
the definition of Physical Object (PO) evolved from industrial artifact into almost
every real-world object, DT was soon introduced into the context of healthcare,
especially in IoMT. The early examples of DT models benefiting healthcare date back
to the maintenance of medical equipment. Until today, the application of this tech-
nology in IoMT can be roughly categorized into three major subdomains:

• Medical resource allocation: Leveraging DT models, medical/healthcare service
providers can improve the allocation of medical resources including personnel,
equipment, medicine, hospital beds, and appointments. The digital models help
professionals to better understand the need of patients and predict or estimate
future trends. These DT-enabled schemes play a more significant role in crises as
was observed during the COVID-19 pandemic as medical institutions may face
shortages in various medical resources under extraordinarily heavy pressure.
Some hospitals are collaborating with large healthcare enterprises to establish
their own DT platforms or systems to provide better QoS for patients [8]. With
the help of artificial intelligence (AI) technologies and big data, DT models are
powerful to optimize resource allocation and scheduling decisions to enable the
entire healthcare service system to be operated more efficiently.
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• Digital organs: The process of creating digital organs is different from traditional
procedures in manufacturing because most of the data is collected during medical
treatment and examinations rather than directly gathered by the sensors [9].
However, based on the massive data about the organs, medical professionals may
create DT models and set certain presumptions or scenarios to investigate
different hypotheses. This is an effective approach to improve the quality of
medical service and reduce the risk of applying new methods to human beings
directly. Moreover, combined with certain AI/ML methods, the medical database
helps to train various models to obtain more reliable predictions and more
accurate diagnoses.

• Digital patient: Digital patient utilizes the real-time collected data from various
sensors and/or historical medical records to create a virtual replica of a patient
enabling different medical services such as daily examination, remote diagnosis,
emergency response [10]. The booming evolution of smart devices especially in
IoMT like wearable devices and other light-weight medical sensors brings more
opportunities to the development of digital patients. A smart home environment
equipped with state-of-the-art IoMT devices allows patients more options to
receive personalized medical services. Continuous monitoring and remote
medical response systems free certain patients from mandatory hospitalization.

3. Smart healthcare at home (SHAH): An architectural overview

The smart home is one of the major scenarios in which digital patients are enabled.
This section presents an architectural overview of a Smart Healthcare at Home
(SHAH) system, which integrates DT, IoMT, and AI/ML technologies. By no means
the SHAH system covers the entire design space of smart healthcare services in the era
of DT, IoMT, and more emerging new technologies, but we hope it provides our
readers with some useful insights for further exploration.

3.1 System architecture

Figure 1 illustrates the system architecture of the SHAH framework. This concep-
tual architecture utilizes DT technology to build an edge-layer virtual healthcare
system, which is designed to provide smart healthcare services to the residents living
in the smart home. The major components or function blocks in this framework
include:

• Body sensors: Body sensors include different types of wearable devices that
collect bio-signals such as photoplethysmography (PPG), blood pressure,
temperature, heart rate, blood oxygen level. The data collected by these sensors
will be transmitted wirelessly to the support unit for modeling and analysis,
enabling healthcare professionals to monitor patients remotely and provide
timely interventions if necessary.

• Tracking and recognition sensors: This type of sensor mainly refers to smart
cameras and motion detectors. With the help of these devices, the system can
easily locate the resident(s) and provide more information about the patient. For
example, a smart camera can identify different human actions within its field of
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view and the motion detector is triggered if someone enters the room where it
was mounted. And by combining this information with other data collected by
body sensors, the system is capable of defining certain patterns and giving a
timely response if any anomaly is detected.

• Environment sensors: These sensors are responsible for collecting environmental
parameters from the facility. Various combinations can be personalized
according to usage, such as thermometers, hygrometers, smoke detectors, and
water leakage detectors. These environment sensors can be integrated into the
centralized smart home system that collects and analyzes data to provide insights
and trigger appropriate actions. The collected data can also be shared with
healthcare providers to monitor and assess the well-being of individuals remotely
or aid in preventive care strategies with the help of AI technologies.

• Support unit: The support unit plays a critical role as the brain of the smart home
system. It may consist of a smart gateway, small single-board computers, a
personal computer (PC), or even a small home server. The support unit is
responsible for collecting all the data from the sensors in the physical world,
unifying these parameters in different protocols and sampling rates, providing
intelligent healthcare services, and maintaining the DTs in the virtual space.

• Smartphone: Most of the light-weight operations in SHAH can be deployed on a
smartphone. The users would have all access to their data and can review the
system through a Graphical User Interface (GUI). According to their personal
preference, the system can set different alarm patterns and/or data-sharing
policies to support customized healthcare services and protect data privacy.

3.2 Technique components

Figure 2 shows the major technique components of SHAH.

• Communication units: SHAH is highly based on the data collected from various
sensors, which requires an efficient, accurate, and unified data communication
scheme. To address these requirements, technologies such as new-generation

Figure 1.
SHAH system architecture: An overview.

236

Internet of Things – New Insights



networks, Bluetooth Low Energy (BLE), Wi-Fi, and various network protocols
may be utilized in different scenarios.

• AI: Artificial intelligence plays an important role in SHAH. The massive data
collected from sensors relies on AI algorithms to generate different results such as
anomaly detection, future prediction, and other insights which would promote
healthcare services in this system.

• Modeling and analysis: The DT-based SHAH highly relies on modeling
technologies for creating a digital replica inside the virtual space. This digital
avatar not only reflects the real-time status of the resident(s) but also gives the
user an intuitive vision of the whole living space. Tools like AutoCAD, BIM,
Unreal Engine, and 3Dmax are widely used for creating 2D or 3D models of
systems.

• Information fusion: Information fusion, also known as data fusion, is the process
of integrating and combining data from multiple sources or sensors to obtain
more accurate, reliable, and comprehensive information. The goal of information
fusion is to leverage the complementary strengths of different data sources,
compensate for their individual limitations, and extract valuable insights that
would be difficult to obtain from any single source alone.

• Data storage: If we consider the scenario of SHAH as an isolated node that is off
the grid, it would be reasonable and practical to store the data on-site and in the
system. However, if the system joins the local healthcare network society or even
the Metaverse, it involves data sharing and privacy issues. Then, we might
introduce distributed data storage which refers to a method of storing data across
multiple physical or virtual storage devices or nodes that are geographically
distributed. Instead of centralizing data storage in a single location, distributed
storage systems distribute data across a network of nodes for improved
performance, scalability, fault tolerance, and availability.

• Blockchain and non-fungible tokens (NFT): Security and privacy are paramount
in virtual healthcare, where the protection of sensitive medical data during

Figure 2.
SHAH technique components.
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transmission and storage is crucial to prevent unauthorized access and misuse.
Blockchain technology holds promise in addressing these concerns by providing a
robust solution [11]. Blockchain enables the creation of a secure and tamper-
proof ledger for medical records, accessible only to authorized parties. Each
transaction or modification to the record is securely recorded on the blockchain,
allowing for easy tracking of record access and changes. Another promising
technique is the use of NFTs, which possess characteristics such as immutability,
traceability, and uniqueness [12]. NFTs can help ensure secure access to medical
records while maintaining patient privacy. Ownership of the NFT can be easily
transferred to other authorized parties as required, maintaining the integrity and
privacy of the records.

4. Seniors’ safety monitoring: a case study of SHAH

The entire world is witnessing a fast-growing aging population body, and it is
widely observed that there are more and more seniors living alone, either in their
homes or in individual rooms of nursing houses. An effective healthcare service
system is required to maintain 24/7 real-time monitoring and timely dangerous action
recognition. The compelling need for both regular medical consultation and timely
emergency assistance inspires us to adopt this topic for our case study.

4.1 Sensor types

There are two types of sensors that are normally used in action recognition: wear-
able sensors and remote sensors. Wearable sensors are compact and lightweight,
making them convenient for real-world settings. They can provide detailed motion
data, including acceleration, orientation, and angular velocity information. This type
of data helps to recognize specific actions, such as walking, standing, and sitting.
However, wearable sensors can be limited in terms of the scope of their coverage.
They may not be able to capture specific actions or movements that occur outside of
the sensor’s range or when the sensor is not worn.

Remote sensors, such as cameras, can capture visual data that complements the
motion data provided by wearables. This type of data gives a more comprehensive view
of the environment and enables the recognition of complex actions that may not be easily
detectable from motion data alone. For example, cameras can capture facial expressions,
gestures, and interactions with objects in the environment. However, remote sensors can
be limited by lighting conditions, occlusion, and the need for a clear line of sight.

By combining the advantages of both wearable and remote sensors, it is possible to
develop a more comprehensive action recognition system that can perform real-time
and accurate recognition of a wide range of actions in different settings. In addition,
data fusion is a technique used to integrate data from multiple sources to improve the
accuracy and reliability of action recognition systems, which can enhance the effec-
tiveness of healthcare and other applications.

4.2 Information fusion

Information fusion is an approach to integrating data from multiple sources to
improve the accuracy and comprehensiveness of the information obtained. It is typi-
cally divided into three levels: data level, feature level, and decision level [13].
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At the data level, raw data from sensors, such as wearable devices and cameras, are
combined to represent the phenomenon being monitored thoroughly. This approach
can be computationally intensive and requires careful calibration and synchronization
of the sensors, but it can provide a more comprehensive understanding of the phe-
nomenon.

At the feature level, features extracted from the raw data are combined to obtain a
more informative and complementary representation of the phenomenon. This
approach can be more efficient than data-level fusion but requires careful selection
and processing of the features to ensure they are informative and complementary.

At the decision level, the decisions or outputs of different classifiers are combined
to make a final decision about the phenomenon being monitored. This approach can
be used when the various sources of information provide redundant information but
are not necessarily complementary. It can also be used to weigh the different sources
of data according to their reliability or importance.

In the IoT context, data-level fusion has been preferred due to its ability to inte-
grate data from different sources and provide a more accurate representation of the
physical environment. After the data from various sensors are fused at the data level,
the resulting data is typically more compact and comprehensive than the raw data
from each sensor, as shown in Figure 3. Consequently, the amount of data to be
transmitted is less than the sample data combination, which is beneficial in conserving
network bandwidth and reducing power consumption. In IoT-based action recogni-
tion, the fused data can be uploaded to the cloud or processed locally using fewer
resources, such as computing power, memory, and energy. By minimizing the
resources needed for uploading and processing, the overall system can operate more
efficiently and cost-effectively while still achieving high accuracy and real-time per-
formance.

4.3 Data processing methodology

Singular Spectral Analysis (SSA) is a powerful signal-processing technique that has
been applied to various domains, including action recognition. In the context of IoT-
based action recognition, SSA can be used to implement the skeleton data by combin-
ing wearable data [14].

In SSA, time-series data is first embedded into a trajectory matrix, where each row
represents a trajectory or a subsequent trajectory of the original data. The trajectory
matrix is then decomposed using singular value decomposition (SVD) to separate the
data into singular values and corresponding singular vectors. These singular vectors
represent the fundamental building blocks of time series. Relevant patterns and fea-
tures can be extracted by selecting specific singular vectors and their associated
singular values.

Figure 3.
Data-level information fusion.
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The fundamental components obtained by SSA can be interpreted as different
patterns of variation in the time series. They capture underlying trends and recurring
patterns in the data. These components can be further analyzed and combined to
reconstruct the original time series or for various applications such as noise reduction,
feature extraction, or forecasting. SSA provides a flexible and practical approach to
analyzing time series data and has applications in multiple fields such as finance,
climate science, and signal processing.

Figure 4 shows the first ten components sorted by singular value, which is the
analysis result of the example of accelerator data in the X-axis when falling. The
components are clear enough to represent the trade of initial sensors, which can be
used to implement the skeleton data, as it is shown in Figure 5.

4.4 Experimental results

Two databases are used in the experimental study. To represent the skeleton data,
the NTURGB+D database is chosen. The NTURGB+D (NTU RGB + D) database is a
comprehensive benchmark dataset widely used for human action recognition and
pose estimation. It comprises a total of 56,880 action samples, recorded from 40
subjects performing 80 distinct actions. Each action has 20 instances, resulting in a
diverse set of data for analysis. The database includes RGB videos, depth maps, and
skeleton data, providing rich multi-modal information for studying human activities.

Figure 4.
Accelerator data in X-axis for falling and sequence of the first ten components sorted by singular value.

Figure 5.
SSA-based skeleton data implementation.
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To represent the initial data, the SCUT-NAA dataset is used. It is a 3D acceleration-
based activity dataset that consists of 1278 samples collected from 44 individuals
(34 males and 10 females). The data was gathered in naturalistic settings using a single
tri-axial accelerometer placed in three different locations: waist belt, pants pocket, and
cloth pocket. Each participant was asked to perform ten activities, providing a diverse
range of motion data for analysis. To enhance the falling data, the 2015 Fall dataset is
added, where data was collected from 32 volunteers specifically focusing on falls. The
dataset includes four fall postures: forward, backward, left, and right. Sensors were
primarily placed on the chest and thighs to capture both acceleration and angular
velocity data during falls. This dataset offers valuable insights into different fall
scenarios, enabling researchers to study and develop effective fall detection and
prevention algorithms.

After selecting common actions from the above databases and sorting them out, we
obtained an experimental dataset with eight actions: Sitting, Walking, Step walking,
Jumping, Upstairs, Downstairs, Cycling, and Falling. The total dataset number is 879.

The falling detection result achieved an impressive accuracy rate of 93.82% using
the SSA implemented on skeleton data. This outcome demonstrates the effectiveness
of the SSA approach in accurately identifying and detecting falls in the dataset. By
analyzing the spatiotemporal patterns of skeletal movements, the SSA-based method
successfully captured the distinct characteristics associated with falls, leading to
highly accurate detection results. The high accuracy rate signifies the potential of SSA-
based skeleton data analysis for real-time fall detection systems, which can play a
crucial role in ensuring the safety and well-being of individuals, particularly seniors
and those at risk of falling. The remarkable performance underscores the value of SSA
in enhancing fall detection capabilities and highlights its significance in advancing
research and applications in healthcare and eldercare domains.

5. Challenges and opportunities

While the general landscape of DT-enabled smart healthcare at home looks prom-
ising and our case study validates its feasibility, there are many open questions yet to
be explored. Here, we identify the most critical challenges along with the opportuni-
ties in this raising area:

• Security: Although DT technology offers significant advantages for smart healthcare
at home, security is still among the top concerns that need to be addressed, such as
data integrity, authentication, network security. The integrity of medical/health
data is essential and it is mandatory to prevent tampering, manipulation, or
unauthorized modifications. Therefore, IoMT-affordable but strong data validation
techniques, robust end-to-end data encryption, and secure protocols for data
transmission are required. As mentioned in Section 3, a reliable authentication
scheme can verify the identity of users accessing DT and their associated healthcare
resources. The combination of Blockchain and NFT is a promising approach, but
further studies are still needed to address multiple open questions. Network security
involves countermeasures to various potential attacks on the smart home network as
the system highly relies on wireless-connected devices.

• Privacy: The sensitive medical information asks for strict privacy-preserving
protocols. The vital signs, medication history, and data of the resident(s) can be
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the target of various unauthorized and even malicious agents. Adequate measures
such as encryption, access controls, and strict data handling policies should be
implemented to ensure the privacy and confidentiality of patient information.
Moreover, even authorized data sharing requires traceable, auditable, and
transparent operations for users to have full control of their personal medical
information. To meet these urgent demands, techniques like dynamic ID
changing [15] and reliable time stamp tracking [16] are possible solutions for
privacy-preserving.

• Scalability: The scalability problem mainly refers to the efficiency of the system
when we expand the smart home into a large-scale network such as a local
healthcare community or virtual community in Metaverse. The massive
information brought by numerous sensors and devices would have high
requirements for the capability of the network.

• Social acceptance: Social acceptance is another important issue as many residents
may find it difficult to live with so many sensors, especially cameras. And the
sensitive data can cause certain concerns such as misuse or exploitation of these
information. Reliability is another problem since the result or decision of the
systems is sometimes a matter of life and death.

6. Conclusions and future work

6.1 Conclusions

This chapter envisions the future of digital healthcare services in the IoMT era, a
historical time witnessing the proliferation of many new enabling technologies. We
discussed the application of Digital Twins, blockchain, and IoMT in the context of the
smart home environment. A SHAH framework is introduced as an example of pro-
viding real-time monitoring and safety preservation utilizing a combination of differ-
ent technologies. A preliminary experimental investigation shows the feasibility of
using information fusion and statistical analysis to achieve intelligent decision-making
for the system. Additionally, several most compelling challenges and open questions
are highlighted. We hope this chapter could inspire more discussions in the smart
healthcare community and spark new ideas, technical breakthroughs, and novel
applications.

6.2 Future work

The preliminary experiment only tested the feasibility of our framework and is
limited to a small-scale network. To evaluate the availability of DT-based healthcare
services, we need more effort in a large-scale network including the investigation of
accuracy and efficiency. Apart from the skeleton recognition and SSA approaches, we
will investigate more onsite diagnosis mechanisms and integrate them into SHAH to
improve the accuracy of identifying emergent events. Further investigation and stud-
ies are required and certain standards need to be established to satisfy local laws and
social acceptance.
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Abbreviations

AI artificial intelligence
BLE Bluetooth low energy
DT digital twins
GUI graphic user interface
IoMT Internet of Medical Things
IoT Internet of Things
LO logical object
ML machine learning
NFT non-fungible tokens
PC personal computer
PO physical object
PPG photoplethysmography
QoS quality of service
SSA singular spectral analysis
SVD singular value decomposition
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