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Preface

The hippocampus is undoubtedly the most-studied brain structure in history. Its 
cytoarchitecture, anatomical connections, neurochemistry and pharmacological 
responses, in vivo and in vitro electrophysiology across varying states of alertness and 
task conditions, and behavioral deficits following lesions have been studied through-
out the vertebrate kingdom. With the development of neuroimaging techniques, 
hippocampal response properties and influences on other brain regions during a wide 
variety of cognitive tasks have been explored in even greater depth in humans.

Following a famous surgical case in the middle of the twentieth century (patient 
“HM” of Scoville and Milner), the hippocampus has been widely recognized as 
essential for the formation of declarative and episodic memories, characterized by the 
subject’s awareness of a unique experience. The role of the hippocampus in creating a 
spatial map of the environment was postulated two decades later based on the pattern 
of activity of its cells as rats navigated a maze; additional studies confirmed the role 
of the hippocampus in navigation in other species, including humans. A hippocam-
pal role in both memory and navigation is now widely accepted. Other studies have 
suggested additional cognitive functions for the hippocampus; because cognitive 
activities generally require access to memories, however, any additional role for the 
hippocampus in cognition is more controversial. Factors such as aging, chronic stress, 
and post-traumatic stress disorder (PTSD) elicit changes in neurochemistry, volume, 
and/or neural function in the hippocampus, accompanied by observable decreases in 
cognitive function.

This book explores the functionality of the hippocampus in memory and other cogni-
tive functions. In Section 1, Chapter 1, “Introductory Chapter: A Brief Survey of the 
Functional Roles of the Hippocampus”, briefly reviews cognitive properties reported 
for the hippocampus; whereas most neural properties may be ascribed to memory, the 
author concludes that its functionality extends far beyond.  

Section 2 further explores the functional properties of the hippocampus. Chapter 2, 
“Hippocampus: Its Role in Relational Memory”, shows how the hippocampus can create 
connections between different components of an event through its extensive intercon-
nections with diverse cortical regions. Chapter 3, “Perspective Chapter: Role of the 
Hippocampal Formation in Navigation from a Simultaneous Location and Mapping 
Perspective”, draws parallels between neuronal interactions within the hippocampal 
formation with the methods used for navigating from satellite data in the Global 
Positioning System (GPS).  

Section 3 characterizes the roles of the hippocampus during skill acquisition. 
Chapter 4, “The Fundamental Role of Memory Systems in Children’s Writing Skills”, 
describes writing ability in children, which develops as the hippocampus and other 
systems integrate knowledge from long-term memory with cognitive control over 
various cognitive, phonological, and motor systems. Chapter 5, “Performing Music 

XII
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on Stage: The Role of the Hippocampus in Expert Memory and Culture”, explores the 
hippocampal system and its sensitivity to temporal details for the acquisition of expert 
performance of music, which plays a role in cultural transmission across centuries as 
well as entertainment.

Section 4 explores the functionality of hippocampal plasticity. Chapter 6, “The 
Modulation of Hippocampus Plasticity”, discusses how neurogenesis in the hip-
pocampal formation is affected by natural brain chemicals, pharmacological drugs, 
and non-pharmacological interventions, affecting hippocampal connectivity with 
areas involved in motor and cognitive control. Chapter 7, “Learning and Memory 
Impairment Induced by Amyloid Beta Peptide and Effects of Thymol on Hippocampal 
Synaptic Plasticity in Rats Fed a High-Fat Diet That Received Amyloid Beta” examines 
how amyloid-beta peptide decreases hippocampal synaptic plasticity, impairing learn-
ing and memory, and how these effects can be reduced in rats that are fed thymol.

In Section 5, lesion studies provide clues about essential functions and the functional 
organization of the hippocampus. Chapter 8, “Subtemporal Multiple Hippocampal 
Transection with/without CA1-Subiculum Disconnection for Medically Intractable 
Temporal Lobe Epilepsy”, describes how both the presence and magnitude of memory 
deficits following unilateral hippocampal lesions in epilepsy patients depend on the 
surgical approach and hippocampal regions excised. IQ deficits in these patients do 
not perfectly mirror memory deficits, suggesting the hippocampus may be involved 
in additional cognitive processes. Finally, Chapter 9, “Beyond Memory in H.M., 
The World’s Most Famous “Hippocampal Amnesic””, presents a detailed analysis of 
experimental data from patient “HM,” demonstrating a pattern of cognitive deficits 
in tasks that do not require memory. A pattern of deficits in understanding non-
mnemonic cognitive relationships were observed across a variety of tasks, including 
those invoking semantics, visual scenes, humor, and integrating familiar concepts into 
useful ideas.

The chapters in this book clearly demonstrate that the functionality of the hippocam-
pus extends beyond the formation and recall of episodic memories.

 

Douglas D. Burman
Director Emeritus of fMRI Services,

Department of Radiology,
 NorthShore University HealthSystem,

Evanston, Illinois, USA
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Chapter 1

Introductory Chapter: A Brief 
Survey of the Functional Roles of 
the Hippocampus
Douglas D. Burman

1. Introduction

Two views of hippocampal function have dominated the literature for the past half-
century, each of which has experimental support. One view asserts that the hippocam-
pus is primarily involved in some forms of memory, particularly episodic and long-term 
declarative memories (i.e., those that can be verbalized). This view was originally based 
upon the outcome of a surgery in the 1950s, when Scoville and Milner surgically resected 
a patient’s hippocampus to relieve epileptic seizures [1]; the hippocampus is critical for 
these forms of memory, as confirmed in subsequent human and animal studies.

A second view of hippocampal function is that it is involved in navigation by cog-
nitively mapping our surroundings. This view followed the discovery of hippocampal 
place cells in rats [2]. The intensity of these cells’ activity depended on the animal’s 
location within a baited maze; their relevance to behavior was demonstrated through 
deficits in navigation following hippocampal lesions [3, 4]. The human hippocampus 
is similarly involved in navigation [5–7].

These two views of hippocampal function are not mutually exclusive; memory of 
the spatial location of stimuli is essential for navigation, and spatial locations provide 
contextual information that is embedded into memories. Whether these properties 
of the hippocampus represent different functions or different facets of the same 
function has been debated [8–11].

With the advent of in vivo neuroimaging techniques, the hippocampus has been 
implicated in additional cognitive functions, with hippocampal dysfunction observed in 
a variety of neurological disorders. This chapter provides brief survey of these findings.

2. Learning and memory

A hippocampal role in learning and memory was identified in the mid-twentieth 
century from lesion studies. Later in the century, neuroimaging methods were 
developed to examine differential activity between tasks that differed in memory 
or other cognitive function, including methods to identify neural activity during 
individual trials [12]. Regional increases in hippocampal activity were observed 
during learning and recall, and greater activity was observed during learning trials 
when the presented stimulus was later recalled successfully [13, 14]. The development 
of connectivity methods additionally allowed the influence of the hippocampus on 
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other brain regions to be characterized during different types of memory, both during 
memory acquisition (learning) and recall.

2.1 Learning (memory acquisition)

Different types of memory have been identified based on the conditions in which 
they occur and the duration of time they may be recalled. Activity in the hippocam-
pus has been observed for many of them; however, the hippocampus is recognized as 
essential or intimately involved in the acquisition of three of these: episodic, spatial, 
and motor memory.

2.1.1 Episodic memory

Episodic memory involves the formation and recall of a one-time unique event 
in one’s experiences. The hippocampus is essential for the formation of new episodic 
memories [15]; however, the hippocampus and prefrontal cortex are jointly involved 
in the formation as well as recall of episodic memory, with bidirectional flow of 
information between them [16, 17].

In episodic memory formation, the anterior parahippocampal gyrus (entorhinal 
and perirhinal cortices) encodes a single item, whereas the hippocampus encodes 
the relation between stimuli; relevant contextual information is selectively activated 
in the parahippocampal cortex [18]. A similar pattern of activation is found during 
episodic memory retrieval.

2.1.2 Spatial memory in navigation

Consistent with its proposed function as a cognitive spatial map [2, 19], hip-
pocampal activity during virtual navigation experiments has been correlated with 
spatial cues [20–22]. The hippocampal map of space is primarily allocentric [6, 
23–27], although other frameworks have also been reported [28, 29]. The hippocam-
pal allocentric map interacts with brain regions that use an egocentric framework. 
Navigational strategies specify from memory the locations of sensory reference 
points, suggesting the hippocampal system organizes relational experiences in 
memory [30]. Functional interactions between the hippocampus and prefrontal 
cortex occur during goal-directed navigation [31].

2.1.3 Motor learning and memory

The hippocampus is involved in motor learning [32–34] and motor memory con-
solidation [35]. Connectivity analysis shows the hippocampus primarily influencing the 
contralateral somatosensory cortex during motor learning, differing from the pattern 
observed during paced repetitive movements in the absence of motor learning [36].

2.2 Memory recall

Hippocampal properties are consistent with its role in memory recall. Pattern 
separation and pattern completion are two such properties, localized in different 
regions of the hippocampus.

Pattern separation transforms similar sensory representations or memories into 
highly dissimilar representations, distinct from each other; this transformation 
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occurs in the hippocampus, whose pattern of activity differs from that of its inputs 
[37]. Activity associated with pattern separation is most pronounced in the posterior 
hippocampus [38], particularly in the CA3 and dentate gyrus regions [39–42]. By 
contrast, pattern completion reflects expectations about what distinct stimuli are 
likely to appear based on prior experience. The anterior hippocampus is preferentially 
involved in pattern completion [38]. The CA3 region supports processes involved in 
spatial pattern completion (as well as pattern separation), spatial pattern association, 
novelty detection, and short-term memory [40]. Pattern completion in the 
hippocampus has been linked to predictive coding in the visual cortex [43].

Some hippocampal neurons fire at successive moments during temporally 
structured experiences, thus representing the flow of time during specific memories; 
these have been dubbed 'time cells'. Time cell properties parallel those of hippocampal 
place cells, providing an additional dimension to be integrated with spatial 
mapping [44]. The CA1 region supports processes associated with temporal pattern 
completion, temporal pattern association and intermediate-term memory [40].

Recollection as a form of memory recall is distinct from familiarity. Studies of 
humans, monkeys, and rats using multiple techniques suggest that the hippocampus 
is critical for recollection but not familiarity [45]. Recollection can be triggered by a 
cue that shares one or more elements with the original memory, so by using a cue, the 
chronology of memory recall can be studied. Pattern completion in the hippocampus 
begins 500 ms after cue onset, triggering the reinstatement of the target memory 
in neocortex between 500 and 1500 ms; this gives rise to the subjective feeling of 
recollection [46]. This process engages temporal dynamics, including the reversal of 
perceptual processing streams and clocking by theta rhythms.

3. Context and cognition

Hippocampal properties include sensitivity to temporal and spatial relationships 
[47–49], which play a role in scene perception and reconstruction [50]. Some interpret 
these properties as contextual elements required for memory recall [9, 44, 47]; others 
suggest a more fundamental perceptual role, which may consequently be incorporated 
into memories [51, 52]. As evident from the examples below, differences between these 
viewpoints are often nuanced.

According to one viewpoint [53], space and time break up experiences into specific 
contexts; these features help organize multimodal inputs. If relevant, additional 
dimensions (such as emotions) can also be incorporated into an event-defined 
context. Conceiving of hippocampal representations as constrained by task demands, 
this viewpoint attempts to unify disparate findings on hippocampal representations 
of space, time, and other dimensions on its core function.

Another theory describes a prefrontal-hippocampal comparator for voluntary 
action [54, 55]. Action plans are elaborated by the prefrontal cortex, and serve to 
guide goal-directed behavior. The prefrontal cortex initiates its plan by transmitting 
an “efference copy” (corollary discharge) to the CA1 region of the hippocampus, 
which stores it in working memory. This efference copy includes the expected 
outcomes of the action plan, including the personal and subjective experience of the 
intended behavior, when, and in what context. The CA1 region of the hippocampus 
compares the response intention with the actual outcome through cortical 
interactions mediated through the hippocampal theta rhythm; the theta power serves 
as a prediction error signal during hippocampal dependent tasks. When a mismatch 
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occurs, an error signal in the hippocampus is transmitted to the prefrontal cortex, 
the action plan is reformulated, and working memory is updated. When the expected 
and actual outcomes match, the hippocampus transmits a signal to strengthen or 
consolidate the action plan in prefrontal cortex.

The hippocampus and the ventromedial prefrontal cortex interact when mak-
ing decisions, integrating episodic memory via the hippocampus with value-based 
decision-making via the ventromedial prefrontal cortex [56]. The anterior parts of the 
hippocampus in humans (the ventral hippocampus in rodents) may also contribute to 
approach-avoidance conflict decision-making [57]. Such a scenario arises when a goal 
stimulus is simultaneously associated with reward and punishment.

The hippocampus has been suggested to play a critical role in behavioral flexibility. 
Cognition and social behaviors often require flexible use of information that can 
result from the formation, recombination, and reconstruction of relational memory 
representations. By filling this function, the hippocampus may play an instrumental 
role in abilities as diverse as decision-making, character judgments, establishing 
and maintaining social bonds, empathy, social discourse, navigation, exploration, 
creativity, imagination, memory, and language use [58].

3.1 Cognitive deficits associated with hippocampal dysfunction

During the progression of Alzheimer’s, changes are observed in hippocampal size 
[59, 60], function [61], and connectivity [62, 63]. Degenerative processes result in the 
accretion of plaques and tangles; their presence indicates the local loss of neuronal 
function. Plaques and tangles first appear in the entorhinal cortex, followed shortly 
thereafter in the hippocampus itself [64–66].

In schizophrenia, connections between the hippocampus and prefrontal regions 
are dysfunctional, consistent with a dysconnection syndrome [67].

Parkinson’s, at least in some cases, may also involve the hippocampus. A gene that 
contributes to familial and juvenile Parkinsonism disrupts hippocampal synaptic 
transmission in vitro [68]; if the hippocampus plays a role in cognitive control [69], 
this could result in motor dysfunction. The hippocampus has also been implicated in 
the cognitive dysfunction observed in some Parkinson’s patients [70].

Cognitive effects of concussions may also arise, at least in part, from damage to the 
hippocampal system [71, 72]. During concussions, blunt force to the skull typically 
generates torsional forces that damage the brain. The greatest torsional forces appear 
in the interior of the skull, including the corpus callosum and nearby structures such 
as the hippocampus [73–75]. These forces stretch nerve fibers in the region, resulting 
in necrosis.

Alterations in hippocampus size or function have also been noted in other neuro-
logical conditions, including depression [76, 77], ADHD [78, 79], and PTSD [80, 81].

3.2 Neurogenesis and environmental enrichment

With the proliferation and differentiation of adult neural stem cells, new neurons 
are generated throughout adulthood in the subgranular zone of the dentate gyrus 
in the hippocampus [82]. Adult hippocampal neurogenesis is thought to play a 
major role in hippocampus-dependent functions. By integrating new neurons 
with the structural plasticity of mature neurons, adult neurogenesis may maintain 
hippocampal plasticity in its circuits [83]. Adult-born neurons may play distinct 
physiological roles in hippocampus-dependent functions, such as memory encoding 
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and mood regulation [84] as well as spatial learning [85]. Exercise has been suggested 
to increase the production of neurons, whereas environment enrichment increases 
the likelihood of their survival through cortical restructuring [85]. This restructuring 
results from a transient increase in cell activity and structural plasticity, which leads 
to improved cognition [86].

4. Executive function (cognitive control)

As more information about hippocampal activity has accrued, other roles for 
the hippocampus have also been suggested, including a role in cognitive control 
[28, 29, 69, 87]. Cognitive control refers to processes that organize different 
thoughts, separate currently-relevant and irrelevant information, and coordinate 
thoughts and actions. One report reviewed place cell studies that used experimen-
tal manipulations to dissociate the environment into two or more spatial frames of 
locations, typically to test notions of pattern separation. The ensemble discharge in 
the hippocampus self-organized into multiple, transiently-organized representa-
tions of space; separate representations of frame-specific positions alternated on 
timescales from 25 ms to several seconds. The dynamic, functional grouping of 
discharge predicted the animal’s behavioral needs, which suggested a hippocampal 
role in cognitive control [28].

A broader role in cognitive control, perhaps in conjunction with the prefrontal 
cortex, has been suggested based on a consistent pattern showing increased hippo-
campal connectivity with whichever cortical areas are required for task performance 
[69]. During a volitional movement task, for example, the specificity of this connec-
tivity was pronounced, with hippocampal connectivity linked spatiotemporally to the 
representation of the moving finger [87].

5. Consciousness

The hippocampus has been suggested to play a role in conscious perception by 
integrating information that identifies an object with its spatiotemporal location, 
embedded within an emotional context [88–90]. In this view, the hippocampus acts 
via the medial prefrontal cortex, influencing prefrontal top-down attentional control 
of sensory processing and thus event memory formation. Citing specific functional 
deficits in the hippocampus and its neurochemical connections with prefrontal 
cortex, the authors suggest that weakly-related sensory representations within the 
hippocampus underlie hallucinations in schizophrenia [88].

Recently, the hippocampus has been proposed to play a central role in all features 
associated with the normal alert state of consciousness [91]. This state is defined by 
cognitive characteristics associated with consciousness in a neurologically-intact 
individual who is awake and alert; this includes sensory perceptions, learning, 
memory, attention, language, thoughts, emotional responsiveness, decision-
making, and motor control. Using evidence from connectivity analyses, Burman 
demonstrates hippocampal influences on relevant cortical areas involved in all these 
cognitive processes. Details of his model (and some of his findings) reflect the joint 
influence from homotopic regions of the left and right hippocampus, the consistent 
finding that hippocampal connectivity increases in regions that execute a task, and 
its influence on other regions (especially prefrontal cortex and the precuneus) that 
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support task performance. By recalling memories of self-experiences across periods 
of sleep and earlier periods of one’s life, the hippocampus is also noted to show 
characteristics consistent with the conscious sense of self.

6. Hippocampus: one function or many?

The hippocampus has been implicated in many cognitive functions and disorders. 
One question that arises is whether the hippocampus is functionally diverse, perhaps 
with different regions specialized for different functions, or whether the various func-
tions ascribed to the hippocampus may all result from its known role in memory. Tasks 
that are not intended to involve memory almost invariably require a mnemonic compo-
nent; even a repetitive tapping task that avoids motor learning [36] requires a subject 
to remember what behavior is required. Hippocampal properties that do not reflect the 
traditional relationship to memory or learning, such as sensitivity to time or spatial rela-
tionships, may reflect contextual elements that are essential for memory [9, 44, 49, 51]. 
If all properties of the hippocampus are consistent with the requirements for creating 
and recalling memories, however, the functionality of the hippocampus extends beyond 
our traditional view of memory, as the hippocampus is involved in decision-making, 
navigation, intentional movements, language, and many other cognitive functions.

Improvements in experimental methods have helped elucidate the hippocampal 
role in such diverse functions. Effective connectivity analysis, for example, examines 
the directional influence of one brain area on another; using this tool, hippocampal 
influences are observed to be selective for those brain areas relevant for task behav-
ior. Depending on the task, the hippocampus inversely influences activity in senso-
rimotor cortex for motor tasks, the ventral occipital color region for tasks requiring 
attention to color (Stroop task and a conjunction task requiring attention to both 
color and shape), auditory association cortex when presented with annoying sounds, 
the temporal phonology region when making a rhyming judgment, and the temporal 
semantic region when making semantic judgments [69]. These influences do not 
reflect the activation of a specific memory, and thus is inconsistent with a direct role 
in recall; rather, they reflect the collective influence of memories through the hip-
pocampus on processing in sensory and motor areas of the brain.

Similarly, the hippocampus shows bidirectional interactions with prefrontal 
cortex during tasks that require planning and memory recall [5, 92, 93]. The hip-
pocampus coordinates brain functions associated with cognitive functions through 
theta waves and cross-frequency coupling [94–101]. Hippocampal functionality often 
appears to be mediated, directly or indirectly, through other brain regions.

Involvement of the hippocampus in diverse cognitive processes thus results 
from extensive interactions with other brain regions depending on the task at 
hand. Although the functional properties of the hippocampus may be described in 
relationship to memory, the functionality of the hippocampus goes far beyond.

7. Conclusion

The hippocampus is best known for its essential role in episodic, declarative 
long-term memories, yet a survey of findings indicates a much broader role in cogni-
tion. Hippocampal influences on other brain regions are extensive, but appear to be 
specific to the cognitive requirements of the task at hand.
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Abstract

Hippocampus is the region of the brain that is primarily associated with memory. 
The hippocampus, which is located in the inner (medial) region of the temporal 
lobe, forms part of the limbic system, which is important in regulating emotional 
responses. The hippocampus is thought to be principally involved in storing long-
term memories and in making those memories resistant to forgetting, though this is a 
matter of debate. It is also thought to play an important role in spatial processing and 
navigation. Cholinergic system has implicated in the functionality of hippocampus 
interconnections with other neurons for efficient memory modulation. Pyramidal 
and globular cells are the main cells of the cornus ammonis and the dentate gyrus 
which is essential in relational memory consolidation. Acetylcholine is the main 
neurotransmitter implicated in encoding of memory in the hippocampus. There are 
diseases that are associated with hippocampus relational memory such as Alzheimer’s 
disease which is currently a global challenge. The hippocampus communicates with 
widespread regions of cortex through a group of highly interconnected brain regions 
in the medial temporal lobe. There is paucity of data on its role on relational memory. 
Therefore, the role of hippocampus in relational memory will be elucidated in this 
chapter.

Keywords: hippocampus, relational memory, cornus ammonis, acetylcholine, 
Alzheimer’s disease

1. Introduction

The hippocampus was first referred to by a Venetian anatomist Julius Caesar 
Aranzi in 1587. He described it as a ridge along the floor of the temporal horn of the 
lateral ventricle and likened first to silkworm, and later to a seahorse (Figure 1). In 
the 1740s, Rene-Jacques Croissant de Garengeot, a Parisian surgeon, coined the term 
“cornu ammonis,” meaning the horn of Amun, and ancient Egyptian god. The organ 
is coined from two Greek words “hippo” for horse and “kampos” for sea [1].

The hippocampus is the “flash drive” of the human brain and often associated 
with memory consolidation and decision-making, but it is far more complex in 
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structure and function than a flash drive [2]. The hippocampus is a convex elevation 
of gray matter tissue within the parahippocampal gyrus inside the inferior temporal 
horn of the lateral ventricle. One can describe it more holistically as a curved and 
recurved sheet of the cortex that folds into the temporal lobe’s medial surface.

2. Anatomical enumeration of hippocampus

2.1 Embryology of hippocampus

In the human embryo, the hippocampal formation develops in relation to the medial 
surface of each cerebral hemisphere close to the choroid fissure of the lateral ventricle 
[3]. It is at first approximately, C-shaped in accordance with the outline of the body and 
inferior horn of the ventricle. The upper part of the formation is, however, separated from 
the ventricle because of the development of the corpus callosum between the two [4]. For 
the same reason, this part of the formation remains underdeveloped and is represented 
by a thin layer of gray matter, lining the upper surface of the corpus callosum. This layer 
is the indusium griseum. Within the indusium griseum are embedded two bundles of 
longitudinally running fibers called the medial and lateral longitudinal striae (on each 
side of the midline). Posteriorly, the indusium griseum is continuous with a thin layer of 
gray matter related to the inferior aspect of the splenium of the corpus callosum [3].

This gray matter is the splenial gyrus or gyrus fasciolaris. The splenial gyrus runs 
forward to become continuous with the dentate gyrus, present in relation to the 
inferior horn of the lateral ventricle. In the region of the inferior horn of the lateral 
ventricle, the developing hippocampus is pushed into the cavity of the ventricle 
because of the great development of the neighboring neocortex. The hippocampal 
formation is best developed in this region and forms the hippocampus. This term 
includes the dentate gyrus [4].

2.2 Gross anatomy of hippocampus

The hippocampus has three distinct zones: the dentate gyrus, the hippocampus 
proper, and the subiculum. The dentate gyrus and hippocampus proper form two 

Figure 1. 
Seahorse-shaped hippocampus.
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C-shaped rings that interlock. The subiculum is thus a transition zone, linking the 
hippocampus proper with the dentate gyrus [5].

The parahippocampal gyrus and cingulate sulci are located on the medial surface 
of the hemisphere, forming a C-shaped ring. The medial temporal lobe cortex includes 
major subdivisions such as the hippocampus and the entorhinal cortex. This five 
centimeter-long hippocampus (from the anterior end at amygdala to posterior end near 
the splenium of the corpus callosum) divides into a head, body, and tail [5]. The head is 
expanded and bears two or three shallow grooves called pes hippocampi. The head of the 
hippocampus is part of the posterior half of the triangular uncus and is separated inferi-
orly from the parahippocampal gyrus by the uncal sulcus. The alveus, which is the surface 
of the hippocampus, is covered by the ependymal tissue inside the ventricular cavity [5].

The fornix, which is the main outflow bundle out of the hippocampus, wraps 
around the thalamus, where it then becomes separated by the choroidal fissure and 
the choroid plexus. The hippocampus contains parts like the fimbria, crus, body, and 
column. The fimbria forms where alveus fibers converge along the medial portion of 
the lateral ventricle’s inferior horn. The white matter of the fimbria separates to form 
a crux of the ipsilateral fornix at a point beyond the splenium of the corpus callosum.

The anterior choroidal artery runs medially and superiorly to the uncus, between 
the ambient and semilunar gyrus [5]. It then sends perforating arteries to reach 
deeper structures. The uncus is closely related to the middle cerebral arteries and its 
lenticulostriate arteries. The posterior cerebral artery and the basal vein supplies and 
drains the caudal part of the head of the hippocampus that faces the crus cerebri and 
crural cistern [6]. Internal cerebral veins drain into thalamostriatal basal ganglia, 
thalamus, internal capsule, tela choroidea of three ventricles, and hippocampus. The 
veins on each side unite to form the internal cerebral vein.

2.3 Histology of hippocampus

Stratum Oriens: It is the next layer superficial to the alveus. The cell bodies of 
inhibitory basket cells and horizontal trilaminar cells, named for their axons inner-
vating three layers, the oriens, Pyramidal, and radiatum, are located in this stratum. 
The basal dendrites of Pyramidal neurons are also found here, where they receive 
input from other Pyramidal cells, septal fibers, and commissural fibers from the 
contralateral hippocampus (usually recurrent connections, especially in CA3 and 
CA2.) In rodents the two hippocampi are highly connected, but in primates this com-
missural connection is much sparser [3].

Stratum pyramidale: It contains the cell bodies of the Pyramidal neurons, which 
are the principal excitatory neurons of the hippocampus (Figure 2). This stratum 
tends to be one of the more visible strata to the naked eye. In region CA3, this stratum 
contains synapses from the mossy fibers that course through stratum lucidum. This 
stratum also contains the cell bodies of many interneurons, including axo-axonic 
cells, bistratified cells, and radial trilaminar cells [3].

Stratum Luciderm: It is one of the thinnest strata in the hippocampus and only 
found in the CA3 region. Mossy fibers from the dentate gyrus granule cells course 
through this stratum in CA3, though synapses from these fibers can be found in 
statim luciderm [3].

Stratum Radiatum: Like stratum oriens, it contains septal and commissural fibers. 
It also contains Schaffer collateral fibers, which are the projection forward from CA3 
to CA1. Some interneurons that can be found in more superficial layers can also be 
found here, including basket cells, bistratified cells, and radial trilaminar cells [3].
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Stratum Lacunosum: It is a thin stratum that too contains Schaffer collateral fibers, 
but it also contains perforant path fibers from the superficial layers of entorhinal 
cortex. Due to its small size, it is often grouped together with stratum moleculare into 
a single stratum called stratum lacunosum-moleculare [3].

Stratum Moleculare: It is the most superficial stratum in the hippocampus. Here, the 
perforant path fibers form synapses onto the distal, apical dendrites of Pyramidal cells [3].

Hippocampal Sulcus: Hippocampal Sulcus or fissure is a cell-free region that sepa-
rates the CA1 field from the dentate gyrus. Because the phase of recorded theta rhythm 
varies systematically through the strata, the sulcus is often used as a fixed reference 
point for recording Electroencephalogram (EEG) as it is easily identifiable [3].

Dentate Gyrus: The dentate gyrus is composed of a similar series of strata.
The Polymorphic Layer: It is the most superficial layer of the dentate gyrus 

and is often considered a separate subfield (as the hilus). This layer contains many 
interneurons, and the axons of the dentate granule cells pass through this stratum 
on the way to CA3 [4].

Stratum Granulosum: It contains the cell bodies of the dentate granule cells.
Stratum Moleculare, Inner Third: It is where both commissural fibers from the 

contralateral dentate gyrus run and form synapse as well as where inputs from the 
medial septum terminate, both on the proximal dendrites of the granule cells [4].

Stratum Moleculare: External two-thirds is the deepest of the strata, sitting 
just superficial to the hippocampal sulcus across from stratum moleculare in the 
CA fields. The perforant path fibers run through this strata and making excitatory 
synapses onto the distal apical dendrites of granule cells [4].

3. The hippocampal system

The role of the hippocampus in relational memory is in binding together multiple 
inputs to create and allow for the storage of representations of the associations among 

Figure 2. 
Layers of the hippocampus.
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the constituent elements of scenes and events [7]. This function ultimately results in 
the storage of long-term memory in widespread cortical regions. The hippocampus 
communicates with widespread regions of cortex through a group of highly intercon-
nected brain regions in the medial temporal lobe. Therefore, aberrant activation of 
the hippocampus would affect perceptual cortical regions, especially those showing 
high functional connectivity with the hippocampal system.

The hippocampal system consists of the dentate gyrus, cornu ammonis (CA) 
fields, and the subiculum. The dentate gyrus is an input region, which receives input 
from the entorhinal cortex. The cornu ammonis (CA) fields of the hippocampus 
consist of pyramidal cells and are usually subdivided into four regions (CA1–CA4). 
The area that is often referred to as the parahippocampal gyrus in humans actually 
consists of several subregions.

The dorsal part of the parahippocampal gyrus (inferior to the hippocampal 
fissure), throughout its extent, is called the subiculum [8]. The entorhinal cortex 
provides the major input to the hippocampus and also receives output from the CA1 
layer via the subiculum [9]. The entorhinal cortex provides input to the hippocampus 
through two pathways, one projecting to the dentate gyrus and CA3 fields and the 
other to CA1 and the subiculum. The subiculum then sends a major input back to the 
entorhinal cortex.

The entorhinal cortex has its main reciprocal connections with the perirhinal and 
parahippocampal cortices. Hence, the hippocampus communicates with widespread 
cortical areas through the entorhinal, perirhinal, and parahippocampal cortices [10]. 
The hippocampus also contains fiber pathways that run longitudinally throughout its 
extent [11]. This would allow for the excitation between disparate portions of the hip-
pocampal formation. The entorhinal cortex extends from the amygdala (anteriorly) 
to approximately 10 mm posterior to the most anterior aspect of the hippocampal 
fissure.

It had been reported that the hippocampus allows for the consolidation of memory 
in other cortical regions and that this process proceeds over a number of years. Hence, 
long-term memory is not actually stored in the hippocampus or, if it is, the hippo-
campal representation is not necessary for the retrieval of long-term memories after a 
period of several years. The conceptualization of memory and perception as separate 
is at odds with this formulation of hippocampal function. Information flows from the 
cortex to the hippocampus and back out to cortex; this is how memories are formed. 
In other words, memories are formed via the interplay over time between perceptual 
regions, including higher-order association cortex and the hippocampus [12, 13].

The physiology of the hippocampus is unique and endows the region with a high 
level of plasticity that is important for learning and memory; this property also has 
important implications for neurodegenerative disorders. Neurogenesis also occurs in 
the hippocampus; hence, it undergoes changes throughout the lifespan. The hip-
pocampus, particularly, the CA1 layer (output layer), one subfield, has the highest 
concentration of N-methyl-D-aspartate (NMDA) receptors in the brain [14]. NMDA 
receptors are a type of glutamate receptor whose activity underlies long-term poten-
tiation (LTP), a process that may underlie learning and memory [15].

Neuronal activity reflects the fact that higher-order representational regions 
from widespread brain regions converge within the hippocampal system. Single unit 
(neuronal) activity has been shown to be related to a wide variety of stimuli within 
various tasks or contexts in humans and other animals, including words, pictures 
locations, odors, and sounds [16]. Unit recording studies also show that although hip-
pocampal system function may not be necessary for the maintenance of short-term 
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memory or working memory, it is active during these types of memory tasks. In fact, 
if the contents of working memory cannot be actively rehearsed or if this process 
is interrupted, then the hippocampus is needed to hold the memory, even at short 
time periods [17]. Hence, trace conditioning is often affected by hippocampal lesions 
(where there is a temporal gap between the stimuli used), whereas other types of 
conditioning are intact [18].

An examination of the connectivity of the hippocampal system along with data 
from single unit recording in the hippocampus necessitates the view that hippocam-
pus is active during much of daily life. For example, the place cells that are recorded in 
the hippocampus are active regardless of whether or not the memory of spatial loca-
tion is required at the moment of recording a result also seen for nonspatial stimuli 
[19]. The online or continuously active role of the hippocampus has recently been 
formally investigated in recent human neuroimaging studies [20].

The hippocampus may create memory using automatic, obligatory, and ongoing 
binding operations. Relational memory theory posits that hippocampal-dependent 
relational processing permits the integration and comparison of discrete experi-
ences and items. In this manner, the hippocampus facilitates the maintenance and 
integration of the contents of consciousness (consciously perceived stimuli) with 
representations that are just outside the current contents of consciousness [21].

In this way, the hippocampus could allow for the near-simultaneous activation 
of representations in cortex that were originally processed with a longer time gap 
between them. This type of simple mechanism could allow for the association of 
perceptual stimuli with internally activated memories or representations, resulting in 
the integration of incoming stimuli with existing cortical associative networks.

The unique physiology of the hippocampus and high concentrations of NMDA 
receptors allows for relatively high levels of plasticity that are needed for declarative 
learning and memory. However, this property also confers a unique vulnerability; 
NMDA receptor abnormalities have also been proposed to play a major role in neuro-
degenerative disorders [22].

In addition to being the most frequent cite of damage after anoxia or ischemia, the 
hippocampal system (along with the adjacent amygdala) is the most frequent cite of 
epileptic foci [23]. The sensitivity of the hippocampus to insult may play a role in the 
development of epilepsy following traumatic brain injury [24]. It has been reported that 
hippocampus contains the highest concentration of glucocorticoid (stress hormone) 
receptors in the brain. These stress hormones can regulate LTP and may increase the 
likelihood of excitotoxic cell death with prolonged exposure (Figure 3) [25].

3.1 The involvement of hippocampus in memory

The hippocampus, for example, is essential for memory function, particularly the 
transference from short- to long-term memory, control of spatial memory and behav-
ior. The hippocampus is one of the few areas of the brain capable actually growing 
new neurons, although this ability is impaired by stress-related glucocorticoids. The 
amygdala also performs a primary role in the processing and memory of emotional 
reactions and social and sexual behavior, as well as regulating the sense of smell [26].

Another subcortical system (inside the cerebral cortex) which is essential to memory 
function is the basal ganglia system, particularly the striatum (or neostriatum) which is 
important in the formation and retrieval of procedural memory. The hippocampal region 
has been linked to memory function since patient H.M. was first described [27], the hip-
pocampus itself has only recently been identified as a critical structure. Neuropathological 
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findings from a patient with permanent circumscribed memory impairment following 
global ischemia revealed bilateral lesion involving the entire CA1 field of the hippocampus 
[28]. As a result of this, damage to the hippocampus itself is sufficient to produce clini-
cally significant and long-lasting memory impairment. Furthermore, it has been reported 
that high-resolution Magnetic Resonance Imaging (MRI) studies of patients with circum-
scribed memory impairment revealed that the hippocampal formation was reduced in 
size [29, 30]. The largest area of activation in the memory recall task was in the posterior 
medial temporal lobe (PMTL) in the region of the hippocampus and the parahippo-
campal gyrus. There is no activation at the amygdala. Indeed, even incomplete damage 
to the hippocampus is sufficient to impair memory. The two structures most frequently 
implicated have been the mammillary nuclei (MN) and the mediodorsal thalamic nucleus 
(MD) [31, 32]. Idea that damage to the MN impairs memory originated in the finding that 
the MN are consistently damaged in alcoholic Korsakoff’s syndrome.

3.2 Functions of hippocampus

Three phases of memory include (1) registration, (2) storage, and (3) retrieval 
of information. The hippocampus, parahippocampal region of the medial temporal 

Figure 3. 
Representation of connection within the hippocampus. Source: (rolls, 2017).
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lobe, and the neocortical association area have been shown through autopsy and 
imaging studies to be essential for memory processing. Impairment of short-term 
memory leading up to an inability to form new memories occurs when there is 
bilateral damage to the above-mentioned regions [33]. The hippocampus is closely 
associated with the amygdala, hypothalamus, and mammillary bodies such that any 
stimulation of the nearby parts also marginally stimulates the hippocampus. There 
are also high outgoing signals from the hippocampus, especially through the fornix 
into the anterior thalamus, hypothalamus, and greater limbic system. The hippocam-
pus is also very hyperexcitable, meaning it can sustain weak electrical stimulus into 
a long, sustained stimulation that helps in encoding memory from olfaction, visual, 
auditory, and tactile senses.

In lower animals, the hippocampus helps them determine if they will eat certain 
foods, based on olfactory discernment, avoid danger, respond to sexual signals 
through pheromones, or react to life and death decisions. The hippocampus is a site 
for decision-making and committing information to memory for future safety uses. 
Thus, it has a mechanism to convert short-term memory into long-term memory, 
consolidating the verbal and symbolic thinking into information that can be accessed 
when needed for decision-making [33].

3.3 Acetylcholine in the hippocampus

It has been shown that cholinergic neurons in the medial septum regulate hip-
pocampal circuits. Optogenetic stimulation of cholinergic neurons in the medial 
septum area not only causes changes in the firing activity of hippocampal neu-
rons but also modulates theta-band oscillations in the hippocampus in vivo [34]. 
Experimental and computer modeling studies have shown that Ach specifically 
inhibits intrinsic pathways, which are part of the memory consolidation circuits, 
while facilitating afferent projections, which are part of the encoding pathway [35]. 
Acetylcholine inhibits the recurrent pathway in the CA3 region via the activation 
of muscarinic ACh receptors in interneurons [36]. This ensures that the circuits 
that carry extrinsic information are preferentially activated, while the intrinsic 
projections are toned down [37]. In the hippocampal CA1 region, ACh is known to 
potentiate the Schaffer collateral pathway, via the activation of α7 or non-α7 nico-
tinic ACh receptors located in pyramidal neurons and GABAergic interneurons [38]. 
However, these results are controversial. For example, other studies have shown that 
the Schaffer collateral pathway is instead inhibited by ACh [39]. One explanation for 
this discrepancy is that the effect of ACh on synaptic plasticity is timing-dependent. 
It has been reported that cholinergic input can cause either long-term potentiation 
or short-term depression, depending on the timing of cholinergic input relative to 
glutamatergic input to the CA1 [40, 41]. In addition, the effect of ACh may vary 
depending on which cholinergic receptor subtype is activated in different conditions. 
In the dentate gyrus, ACh has been shown to increase long-term potentiation via 
activation of nicotinic and muscarinic receptors [42, 43]. In addition, septal cholin-
ergic projections have been shown to activate astrocytes to modulate dentate granule 
cells [44].

3.4 Complexity of acetylcholine (ach) modulation on cognitive function

a. ACh’s modulation of cognitive function is selective to hippocampus-dependent 
memory, specifically affecting spatial but not procedural memory.
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b. The method of cholinergic modulation can result in different outcomes. For 
example, optogenetic manipulation of cholinergic neurons is more physiological 
but is not as selective as antagonism of ACh receptors (AChRs).

c. ACh has differential effects on memory encoding and consolidation, favoring the 
pathways involved in encoding.

d. ACh can exert different responses depending on which receptor subtypes ACh 
activates, each of which has distinct desensitization characteristics.

3.5 Diseases of the hippocampus

An understanding of the location and functions of the hippocampus will give us a 
better idea about the associated diseases. The hippocampus is the part of the brain located 
in the inner fold of the bottom middle section of the brain. It is a part of the limbic system 
responsible for the management of feeling and reacting. The main function is for human 
learning and memory. It is responsible for the retrieval of the main types of memories 
namely declarative and spatial memory, and there are also short and long term memories.

Hippocampus though known to be important in learning and memory but also 
important in:

a. Spatial navigation: the process by which organisms use multiple cue sources such 
as path integration, magnetic cues, landmarks, and beacons to determine the 
route to a goal and then travel that route. The hippocampus do this by function-
ing like an internal GPS helping to figure out where we are, have we been here 
before, and where we can go next [45].

b. Emotional behavior: though emotional behavior is mainly regulated by the amygdala, 
the hippocampus and amygdala both have reciprocal connections, which can hereby 
influence each other (latter affects emotions more than former) [46].

c. Regulation of hypothalamic functions: due to the fact that the hippocampus has 
projections to hypothalamus, hereby affecting the release of adrenocorticotropic 
hormones. The more reason why patients with atrophied hippocampus have 
increasing levels of cortisol [47].

Declarative memories are related to facts and events, while spatial memories 
involve pathways or routes which are stored in the right hippocampus, and short-term 
memories are converted into long-term memories in the hippocampus and stored in 
other parts of the brain. Since the hippocampus is a plastic and vulnerable structure 
that gets damaged by a variety of stimuli resulting in a variety of neurological and 
psychiatric disorders which produce changes ranging from molecules to morphology. 
The following are some of the common conditions in which atrophy of human hippo-
campus has been reported including long-term exposure to high levels of stress [48].

4. Alzheimer’s disease

Atrophy of hippocampal region in brains is one of the most consistent character-
istics of Alzheimer’s disease (AD). It is regarded as the earliest brain region and the 
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most severely affected. A popular hypothesis called “hippocampo-cortical-dissocia-
tion” has proposed that early damage to hippocampus causes “dissociation” between 
hippocampus and cerebral cortex, leading to failure of registration of information 
emanating from hippocampus. Some amount of hippocampal atrophy is seen in all 
patients with AD [48]. A number of neurotransmitter alterations can also occur in 
brains of AD such as noradrenergic, serotonergic, and glutaminergic regions and 
corresponding loss of neuron in the hippocampal region.

4.1 Depression and stress

Ever since the biological basis of depression is getting revealed, there have been 
accumulating evidence that prolonged depression can lead to volume loss of hippo-
campus. With the duration of depression has been correlated with severity of hip-
pocampal atrophy. Evidence suggests that atrophy produced may be permanent and 
persist long even though depression has undergone remission. It has been hypoth-
esized that it could result to affective disturbance seen in depression. It is believed 
that this could be as a result of prolonged stress generated as a result of depression. 
Retraction of cell volume and/or suppression of hippocampal neurogenesis could be 
responsible in this case [49].

4.2 Schizophrenia

There is a reason to believe that disturbance in hippocampus is responsible for the 
production of psychotic symptoms in schizophrenia. Hippocampal volume reduc-
tion is one of the most consistent findings found in MRI of schizophrenic patients. 
Though functional and biochemical abnormalities have also been identified initially 
the pathophysiology of schizophrenia mainly focusing on prefrontal cortex, now 
hippocampus is being considered for last 20 years or so. There is now a compelling data 
to suggest that there are anatomical and functional aberrations as a result of neuronal 
disturbances in hippocampus of schizophrenic patients. Evidence gathered from MRI, 
Positron Emission Tomography (PET), and Magnetic Resonance Spectroscopy (MRS) 
studies of disturbances within hippocampus of schizophrenia. Volume reduction in 
hippocampus of schizophrenia is modest and not as marked as that seen in AD. Still, 
biochemical and functional disturbances provide a reliable evidence of involvement of 
hippocampus in pathophysiology of schizophrenia [49].

4.3 Epilepsy

Up to 50–75% of patients with epilepsy may have hippocampal sclerosis upon 
postmortem analysis, in case they died and had medically refractory temporal lobe 
epilepsy. It is, however, not clearly known if epilepsy is generated as a result of hip-
pocampal sclerosis or repeated seizures damage hippocampus. Therefore, there is not 
much clarity whether hippocampal atrophy is a cause or consequence of recurrent sei-
zures [50, 51] Mechanism of hippocampal sclerosis in epilepsy that has been reported 
might be related to the development of uncontrolled local hippocampal inflamma-
tion and blood–brain barrier damage [51] Recurrent seizures leading to cytoskeletal 
abnormalities, neurotransmitter alterations, and hypoxia may be additional associated 
factors. Developing hippocampus may be more susceptible to damage compared to 
mature one [50]. Recent evidence also suggests that hippocampal sclerosis in epilepsy 
may be an acquired process with accompanying re-organizational dysplasia and an 
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extension of mesial temporal sclerosis rather than a separate pathological entity [52]. 
Indicating significant progress is being made in understanding relationship between 
hippocampal sclerosis and epilepsy. It is believed that hippocampus has an inhibi-
tory effect on seizure threshold (i.e. it keeps it elevated). Once it gets damaged, then 
seizures become more intractable. Surgical resections of the hippocampus have been 
suggested as the most successful treatment for medication-refractory medial temporal 
lobe epilepsy due to hippocampal sclerosis [53]. It was also discovered that patients 
with AD with seizures had hippocampal atrophy, and cause of hippocampal atrophy 
in epilepsies is not known, but autoimmunity has been proposed as one of the mecha-
nisms [54, 55].

4.4 Food that enhances the hippocampus

Brain foods as well as hippocampus are those that are rich in antioxidants, healthy 
fats, vitamins, and minerals. They provide your brain with energy and aid in protect-
ing brain cells, which helps ward off development of brain diseases such as dementia. 
There is no single brain food can ensure a sharp brain as age declines. Nutritionists 
emphasize that the most important strategy is to follow a healthy dietary pattern 
that includes a lot of fruits, vegetables, legumes, and whole grains. Diet that is rich 
in omega-3 fatty acids is garnering appreciation for supporting cognitive processes 
in humans [56] and upregulating genes that are important for maintaining synaptic 
function and plasticity in rodents [57].

Fish (salmon), flax seeds, krill, chia, kiwi fruit, butternuts, and walnuts are 
sources of omega-3 fatty acids (e.g. docosahexaenoic acid). They have ameliorating 
effect of cognitive decline in the elderly [58], basis for treatment in patients with 
mood disorders [59], improvement of cognition in traumatic brain injury in rodents 
[60], and amelioration of cognitive decay in mouse model of Alzheimer’s disease [61]. 
Butter, ghee, suet, lard, coconut oil, cottonseed oil, palm kernel oil, dairy products 
(cream and cheese), and meat which are sources of saturated fat promote cognitive 
decline in adult rodents [62], aggravation of cognitive impairment after brain trauma 
in rodents [60], and exacerbation of cognitive decline in aging humans.

5. Conclusions

Hippocampus is an extension of cerebral cortex situated deep into temporal lobe. It 
is a vulnerable and plastic structure. It gets damaged by a variety of stimuli and hence 
is important clinically both diagnostically and therapeutically. Currently, it is one of 
the markers of cognitive decline and diagnosis of AD. It is also a prognostic marker 
in research setting. Drugs that are able to cause slow-down of atrophy or reversal are 
actively being sought. These could then potentially have disease-modifying effects.
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Location and Mapping Perspective
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Abstract

The research of the brain has led to many questions, with most of them still not
having a definitive answer. One of those questions is about how the brain acts when
we navigate a new space. Inside the Temporal Lobe’s Hippocampal structure, specific
types of neurons and neuronal structures are responsible to identify spatial elements.
To recognize spaces, these cells require data, which is obtained from the subject’s
senses. It is important to understand how these features are captured, processed,
encoded and how the Hippocampus, and its neighboring elements, use the informa-
tion to help in the navigation and mapping of a place. A specific type of neurons seems
to support an animals location and spatial mapping, on other areas of research, dis-
crete global grid systems are used to increase the independence of the autonomous
vehicles, allowing the indexing of assets across the globe by partitioning the earth into
grids that take into account the heterogeneity of the scales of the associated geospatial
data. In this context, the main objective of this chapter is to make an analysis about the
biological and technical aspects of navigation by establishing a bridge between the
Hippocampus and Simultaneous Localization and Mapping (SLAM) methods.

Keywords: hippocampus, entorhinal cortex, SLAM, Grid Cells, robotics, spatial
navigation, sensory processing

1. Introduction

The brain is a complex structure that somehow is able to make associations
between different inputs from different areas. The information used for these
associations results from the body senses, including the Visual, Olfactory, Auditory,
Gustatory, Somatosensory and Self-Motion. This process is done without labeling the
data entries. It is believed that most of these associations occur in the Hippocampus.
The Hippocampus is a Temporal Lobe element and its functions are related to the
creation of new memories [1], control of emotions [2] and spatial navigation [3].
There are several conceptual models about the functioning of the Hippocampus, one
of them is the memory index theory where the Hippocampus plays the role in creating
an index of neocortical pattern associations related to a context or situation [4]. Since
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the discovery of the Place Cells in the Hippocampus and their connection of spatial
processing elements of the Entorhinal Cortex (EC), it is believed that the Hippocam-
pus can identify places and the contextual situations associated with those areas [5].
The information about the state of the senses enters the Hippocampus through the EC,
that in turn receives inputs directly from the senses or through supporting elements
like the Parahippocampal gyrus and Peririhinal Cortex [5]. The EC area is divided into
two different parts, the Lateral Entorhinal Cortex (LEC), that is responsible for the
handling of data not related with spatial navigation, and the Medial Entorhinal Cortex
(MEC). The Grid Cells are a set of cells located in the MEC, with the assumed ability
to identify positions inside a spatial environment. Such behavior is possible due to its
hexagonal firing pattern [5]. Also, according with [6], the Grid Cells are organized in a
multi layer format. Such organization allows those cells to give the necessary precision
in the determination of a spatial position. The information produced by the Grid Cells
is sent to the Hippocampus, specially affecting the Place Cells, where the data is used
to encode and to create representations of the known places, by adapting to new
environmental changes with a mechanism called global remapping [7]. Is important to
understand how the senses gather information from the environment and how such
data is processed, because a coherent understanding of the space depends in the acqui-
sition of such information. The Vision, the Audition and other senses are crucial for the
navigational calculations because those elements are used to determine the environ-
mental landmarks, essential in the creation of a mental map [7]. In this scope, the
purpose of this book chapter is to describe the work done until now in this area,
focusing in how the obtained sensory information can be used for spatial navigation and
how the Hippocampal Formation elements are used to solve navigational problems. This
book chapter is composed of five sections. The first section, contains an analysis about
the importance of navigation and how these questions are handled with the available
computational resources, followed by a second and a third sections about how the brain
elements gather, interpret, prepare and encode the sensory information used in spatial
navigation applications. The fourth section, focuses in the bridge between the knowl-
edge obtained from neuroscience trials and experiments using the available computa-
tional tools to simulate/recreate some of the Hippocampal Formation characteristics,
based in computer models dedicated to the Hippocampus and to EC. It ends with a
section dedicated to the discussion of the extracted scientific information.

2. The importance of navigation

The ability to navigate is an important function, common to animals. Navigation is
useful to avoid dangerous areas and to find the necessary resources for survival,
including food and resting places [8].

Complementary to their intrinsic abilities for navigation, Humans initially had
few, external, tools to solve navigation problems. Most of the times the stars in the sky
were the only reliable reference to determine our position [9]. However, such naviga-
tion method is fully dependent from the stars or the sun, which can only be seen
during the day, or in a clear night sky, not to mentioned the fact that our perception of
the stars change duo to the Earth rotation [10]. To answer such questions several
instruments were created, like the Geographical Representation Systems, that map the
entire world with a relative good precision or physical tools that helped solving
possible errors in the calculation of the position. Also, the navigation task can be seen
has a pure mathematical problem [11]. The Simultaneous Localization and Mapping
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(SLAM) approach, has the challenge to map unknown environments, supported by
different types of algorithms for spatial mapping of a space, contributing to the
increase of autonomy in virtual and physical agents.

The following sequence of sub-chapters start with an analysis about the past and
present of the Geographical Representation Systems, followed by a perspective about
the SLAM characteristics, ending with an in depth analysis about the available
methods and strategies used to solve navigational problems.

2.1 Geographical representation systems

As mentioned previously, the initial navigation methods made by humans relied on
the observation of the stars like the North Star, the Southern Cross, or using Planets like
Jupiter or Saturn [12]. Back in that time, there were several charts with the position of
the Stars and Planets in the different hours of the day. The stars were a complementary
element of a navigation method called dead reckoning. The Dead Reckoning is a method
which allows the calculation of a heading without using heading calculation instruments
like the compass. It uses the distance, the known positions recorded in a time period and
the estimated drift to determine the direction of travel [13].

In the 1500 a.c, a certain type of instruments such as the Quadrant and the
Astrolabio were used to get a better position from the stars, and with them it was
possible to discover a sea route from Europe to Brazil [14]. Later, the navigational
tasks become easier with the help of another instrument called the Gyroscope, that
had the function to determine the horizon line [15].

At that time, it became clear the necessity to have a system which could represent
with a certain precision all the regions of the globe. The Mercator projection divides
the world into a squared grid, and its basis are still used in our days, despite the fact
that this representation method was developed in the XVI century [16]. Nowadays,
there are new forms to find and represent spatial information. The Global Positioning
System (GPS), that uses the trilateration method where the distance between a device
to a set of three or more satellites is used to calculate the position, as demonstrated in
Figure 1 [16], and the Web Mercator projection, that allows the implementation of
Mercator projection characteristics in digital platforms. Also, the Equal Earth projec-
tion is used to represent the geographical surface using the continent area proportions.
The combination between a Polynomial Equation with the Robinson projection, are
the basis of the method that has an easy implementation and it is a good attempt to
represent the Earth in the fairest possible way [18].

Also, there are other types of systems with the capability to represent the surface
of the Earth. The Discrete Global Grid Systems (DGGS) are a digital geographic
representation form where the projections are formed using geometrical forms, called
cells, in a hierarchical structure. The main function of DGGS consists in creating maps
of information providing a digital framework used in Geographical Information Sys-
tems [19]. The implementations of this approach can be found in Hexagonal Hierar-
chical Geospatial Indexing System (H3), developed by the Uber Tecnologies Inc., and
the Open Equal Area Global Grid (OpenEAGGR) where the cells have the same size,
and it has the possibility to convert from latitude and longitude references, to cell
elements [20]. Although, the DGGS systems seem to be used in the representation of
geographical information, they appear to have difficulties in the aggregation of similar
information. According, with [21], the best methods to index spatial data are the
ones that use the triangle from has a base, where its edges are bisected, forming
sub-triangles, allowing the increase of precision.
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2.2 Simultaneous localization and mapping

The SLAM problem involves creating a map of an unknown environment
while simultaneously determining the location of a mobile agent, virtual or
physical, within that environment, without any previous information about the
space [11]. The solution to the SLAM problem increases the autonomy of the
agents, but it is necessary to take into account the environment of the agent, namely if
it is indoor, outdoor, underwater or in the air. At first, the SLAM question was
approached using a probabilistic mindset, taking into account that is problem has a
chicken and egg situation. The robot needs a position has a reference to start the
mapping, but how it is possible to give such position where there is no map
references [22, 23].

During the mapping process, the agent extract landmark information from its
sensors as long as it stays inside the designated area. Depending of the SLAM method,
the mapping procedure can be made with statistical strategies or using Machine
Learning procedures, like the Deep Learning Neural Networks, where those structures
are used to recognize environmental references [24]. To better characterize the
behavior of the SLAM methods, the steps can be divided into four parts: (i) the input
of the data, which consists in the extraction of environmental information, (ii) the
mapping of place based in the acquired data, (iii) the determination of the location
using navigation planning strategies and (iv) the output based on the results obtained
from the previous steps [25].

Nowadays, the SLAM methods are more accurate and precise because of the
development of new types of sensors like the Lidar, that sends light beams which
reflects in the objects creating a good map of the space and the Visual SLAM which
captures information from the agent’s video resources, making the definition of the
landmarks less probabilistic and more dependent of the surrounding space. Also, the
SLAM approaches can be applied in 3D spaces, allowing vehicles, or agents, to keep
track of their position and to map areas while they are navigating in it [26] and they
can be seen as a complement to the existing navigational technologies, like the GPS

Figure 1.
Demonstration of the difference between trilateration and triangulation, adapted from [17]. The left image is the
trilateration method where the distances are used to determine a location. The image on the right is the
triangulation method, where the position of the objective (black dot) is determined by the angles a01 and a02 that
connect the reference points to the objective.
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[27], where the SLAM can complement the other navigational methods, by correcting
the drifts and inaccuracies caused by the navigational instruments [28].

2.2.1 Methods and implementations of SLAM

At first, some SLAM solutions used various types of Kalman Filter methods, fusing
the sensory data to determine the position based in the location of the landmarks.
However, as mentioned in Section 2.2, with the increase of the computational
resources and the appearance of new sensors, it was possible to develop new methods
that took into account these new technological improvements.

Some of these methods are the Gmapping method [29], which uses the Partical
Filters to estimate the position, or the LagoSLAM [30] that works as a graph-based
SLAM, where the cost function is a non-linear and non-convex formula. There are also
several models that were applied to three dimensional (3D) environments such as the
Loam [31], which uses a 3D Lidar sensor to scan the space and the IMLS-SLAM [32]
that has a drift reduction algorithm to optimize the results obtained from the three
dimensional Lidar. With the appearance of deep learning methods, it was possible to
fuse the Artificial Intelligence neural networks into SLAM methods, as in the
VoxelNet [24] that uses 3D networks to help in the extraction of features and the
SqueezeSeg [33] which uses Convolutional Neural Networks to perform a real-time
data segmentation [23].

In terms of the Visual SLAM algorithms there are some approaches like: (i) the
ORB-SLAM [34] that uses the ORB computer vision method [35] to define the envi-
ronmental landmarks, (ii) the OpenVSLam [36] which can be used with different
types of cameras and it has algorithms that handle the features in a sparse form and
(iii) the VINS [37, 38] that is a SLAM system, with the ability to work in real-time,
which can be used in robots running ROS. The VINS can work in mobile platforms like
the iOS and it can receive information from different types of sensors like the GPS, to
correct some of the method drifts. Deep Learning approaches are also present in
Visual SLAM methods, like in the: (i) DeepSLAM [39] that handles some of the noise
present in the gathered images; (ii) the ScanComplete [40] model which calculates the
position even with incomplete three dimensional scans and (iii) the DA-RNN [41]
that has a Recurrent Neural Network to label the spatial data captured by RGB-D
cameras [23].

In all of the possible approaches to solve SLAM, there is one that enhances the
brain’s ability to navigate through different types of spaces and environments. Bio-
logical based SLAM, started to appear when the scientific community have found
different types of brain cells, using the Hippocampal Formation elements, with the
ability to solve navigational tasks [42]. Some of these methods use special types of
neural networks such as the Spiking Neural Networks (SNN) to mimic the brain
behaviors in the processing of sensory data to map environments and spaces. The
details of these types of models will be further discussed in Section 5.

3. The hippocampus and navigation

As mentioned in Section 1, the Hippocampus is a brain element that is present in
humans and other animals. It is located in the Temporal Lobe area and is composed of
a left and right Hippocampus. Inside it there are several sub-structures essential to the
creation of short-term memories, to the recognition of data patterns and to identify
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spatial areas [4, 43]. With that in mind, it is important to understand how the
different sub-structures handle the information, what are the functions of their neural
elements and how they work with the data sent though the EC.

In the following sub-chapters are dedicated to the biological analysis of the sub-
structures of the Hippocampal loop, starting with the Dentate Gyrus and ending at the
Subiculum, as demonstrated in Figure 2, maintaining a constant bridge between the
Hippocampus functions with their ability to solve navigational problems.

3.1 Dentate gyrus

The Dentate Gyrus (DG) receives information from the layer II of the LEC and
MEC. It is considered a sensory data pattern separator element, that removes the
disambiguity obtained from the sensory data [45]. The DG seems to allow the dis-
crimination of elements, like the difference of two objects in the same space [45]. The
DG is composed by the Granule Cells and Mossy Cells. They are specialized in the
processing of sensory information, to make some associations and to detect misplaced

Figure 2.
Simple structure of the hippocampal formation, with the hippocampus closure adapted from [44].
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items. It sends the information to the CA3 area. These cells have a low firing rate and
they seem to represent the information using a sparse codification [46]. Also, the
Mossy Cells act as a data hub which connects the DG to the Mossy Fibers. The Mossy
Fibers are connected from the DG into the CA3 area. The Mossy Fibers could act as a
conditional detonator or discriminator, because they discharge their energy potential
only on special occasions and such discharge inhibits the Cornu Ammontis 3 (CA3)
ability to receive information from the layer II of LEC and MEC [47].

3.2 Cornu Ammontis 3

The CA3 region is responsible for the association of episodic events and identifica-
tion of information patterns, essential in the transformation of sensory events into
short-term memories [45]. This area receives input from the DG, via Mossy Fibers,
and the layer II of the LEC and MEC. It was discovered that inside the Hippocampus
of a rat, the CA3 area has a set of recurrent connections which allows the CA3 to store
information required for the pattern completion and memory association process
[48]. The CA3 element is mostly composed of Pyramidal Neurons which are the
elements responsible for the differentiation and the detection of overlapped memories
[49]. The CA3 structure is divided into 3 different parts: the CA3a and CA3b areas
seem to be dedicated to the encoding of information, while the CA3c connects to the
Mossy Fibers and seems to help in the separation of occurred events [50]. Also, it is
believed that the CA3 element could be important to the prediction of future steps and
together with DG they could play a role in the correction of path integration
calculations [51].

3.3 Cornu Ammontis 2

The Cornu Ammontis 2 (CA2) region acts as a hub between the CA3 and CA1. It is
composed of Pyramidal Neurons and they seem to characterize the patterns related to
social habits [52]. The CA2 has cells that discharge their energy in different locations
of a space. These elements are similar to Place Cells, however their place field, which
is the spatial area associated to the neuron, is more suitable to time factor changes,
meaning that such elements can change their state in a matter of hours or days. This
means that CA2 could create associations between time and place [53].

Also, it appears that CA2 could help in the organization of information in CA1,
according with their periods and time characteristics because the information inside
the CA1 is more stable to changes [54].

3.4 Cornu Ammontis 1

The Cornu Ammontis 1 (CA1) seems to be responsible for the retrieval of memory
elements permitting the recognition of known episodic events, giving the “where”
context on those elements [7]. The CA1 component is divided into two different parts,
the distal part that is responsible to extract information from the sensory data and the
proximal area which isolates the spatial information to allow the recognition of events.
The CA1 could discriminate ambiguous information gathered from the MEC and CA3
areas [55]. The data stored in CA1 maintains its stability for long periods of time. Also
the CA1 receives projections from the other Hippocampus, via a set of fibers called
Hippocampal Comissure Fibers [56].
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The CA1 could be used for Navigation purposes, because it has a special group of
cells called Place Cells and their task consists in representing a specific spatial area,
with the ability to adapt to environmental changes [7]. The area represent by each
Place Cells is called place field and when a person or animal passes such area, the
correspondent Place Cell discharges its energy [57]. The deepest part of the CA1 area
has a link with the Landmark Vector Cells, because their firing is stronger when the
agent is in a position of a particular landmark [58].

3.5 Subiculum

The Subiculum is located after the CA areas and it divides into different sections:
(1) A section which receives the projections from the CA1 module, (2) a section
dedicated to the reinforcement of the learned data and (3) a section that connects to
the EC, closing the Hippocampal Loop. Also, the Subiculum can provide information
regarding the boundaries of a spatial area [59]. Border Cells fire when a subject is
facing a border in their allocentric direction [60]. These cells are present in other areas
like the Parasubiculum and the MEC [61].

According to [62], the Subiculum may have the necessary structures to represent
the memory of events with more precision and robustness. The data is converted from
a sparse format to a denser one and then the processed data is sent to another brain
element called Nucleus Accumbens, to decide which step to take at a given time.
This could mean that the Hippocampus forms a map of possible decisions valid for a
time period.

Also, inside the Subiculum there are cells called Head Direction Cells (HD), that
are capable of indicating the direction which a person or animal is facing at a given
moment [63]. The HD cells have a dual-axis system used to represent complex spaces
and it could process 3D environments due to the possibility to calculate the azimuth
using visual data as referential landmarks [64].

4. The connection between hippocampus and senses

The Hippocampus relies on the information gathered from the senses to under-
stand the animal’s surroundings. The sensory information is sent to the Hippocampus
via the EC. The EC is located in the Temporal Lobe area and it can process the spatial
and non-spatial information before it is sent to the Hippocampus. Giving the impor-
tance of the EC, it is necessary to understand how the data is encoded in a format,
understandable by and Hippocampus and how small changes in the acquired infor-
mation affect the spatial characterization.

In the following sub-section we start to mention some of the properties of the EC
and how they receive and interpret the data from the senses. Then, the focus is
directed in how the Vision and Audition are used for navigational purposes. This
chapter ends with an analysis about how the brain elements encode the sensory
information.

4.1 Entorhinal cortex

The EC area is divided into two distinct parts, the LEC and MEC, each one with
different types of neurons.
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The LEC receives inputs from the Perirhinal and Parahippocampal corteces. Those
elements process data gathered from the olfactory and somatosensory senses [65].
Also, the LEC appears to encode temporal information across different periods of
time [66], using a set of cells called Ramping Cells. They act as a supporting element
in the acquisition of a time reference because they discharge the energy in a
periodic format. The data is further sent to the Hippocampus to a group of cells called
Time Cells and they useful for organizing the memory according with their time
reference [67].

The MEC is divided into 6 different layers, each one with specific types of neurons
and neuronal structures. The first layer is related to the transfer of information
between the second and third layers. The elements responsible for such behavior are
the Chandelier Cells because they regulate the inhibition response to the Pyramidal
Neurons [68]. The second layer is composed of Stellate Cells that support Grid Cells
with the ability to transmit the necessary information for the path-integration calcu-
lations [69]. The third layer is a mixture of Pyramidal Neurons and Stellate Cells [70].
The fourth, fifth and sixth layers are dedicated to the association of spatial and non-
spatial features because they are essentially composed of Pyramidal Neurons and
Horizontal Chandelier Cells and they can send information directly to the Hippocam-
pus [65]. The Grid Cells appear to create an internal map structure of a spatial
environment, where each point in the map is displayed in an hexagonal form when
applied to a 2D environment [5]. The display of the points and the firing of these cells
is determined by the velocity and the head direction of the individual, where the
hexagonal shape is maintained at all times as it can be observed in Figure 3. The
Figure 3 has images that enhances the hexagonal shape of the Grid Cells and the
results that proved its properties.

The velocity and direction, are represented by the Speed Cells and HD cells [5].
The Speed Cells and HD cells are supported by the Conjunctive Cells that discharge
their energy potential when a subject is facing a specific direction of movement. Also,
it is possible that the Conjunctive Cells are responsible for the encoding of data
combinations between Speed Cells, Place Cells and HD cells, allowing them to act as
an information integrator [72]. The Grid Cells firing displacement, have a spacing
value close to and they are organized an multi-layered form. Each layer represents a
different spatial precision of the environment, allowing the increase of certainty,
relative to the position of the agent [73].

4.2 Importance of vision and audition in space characterization

As mentioned in Section 1, all the senses have a relative importance in the gather-
ing of the spatial data. For this chapter we will focus on the Vision and Audition.

The Vision and Audition send their information in two different pathways, the
Dorsal stream which can indicate the information related to high-level information
like the where and how, and the Ventral stream that has low-level data such as the
recognizing and identification of objects [74].

Yet, as mentioned in the previous sections, the visual elements are used by the
HD cells as inputs used in the determination of the heading. On the other hand,
the audition contributes to the spatial characterization because some of the landmarks
and spatial identifications are obtained using the auditory system [75]. Also, it is
necessary to understand how the sensory cues are converted from the physical
element to the neural language and how such data is interpreted by other brain
structures [76].
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4.2.1 Visual cortex

The Human Vision System can be seen as two distinct parts. The first part consists
in an image capturing system, where the eye and its components are used to gather
visual information, and the second part is dedicated to its processing and the
interpretation of the acquired data, in the so called Visual cortex.

The Human Eye is mostly formed by: (i) the cornea, which refracts light as it
enters the eye, focusing the image on the retina, at the back of the eye [77], (ii) the
Aquoeus Hummour that provides nutrition and oxygen to the eye’s tissues, as well as
maintain the shape of the eye by adjustment of the internals’ eye pressure, (iii) the Iris
and Pupil which are responsible for the control of the tunnel that guides the light rays
[77, 78]. The conversion between the light’s electromagnetic waves into neural signals,
occurs in the Retina. The Retina has Photo-Receptor cells, Amacrine Cells, Bipolar
Cells and Ganglion Cells. The Photo-Receptor Cells are sensitive to light. These are
either Rods or Cones, respectively sensitive to the tones of gray and colors at different
areas of the retina. There are 3 types of Cones, each one processes and triggers at
the presence of the different electromagnetic wavelets like the red, green and blue
colors [77].

The information collected from the cones is aggregated with the data from the rods
using the Horizontal Cells, which are inhibitory interneurons, that balance the overall
activity of the retina and improve the contrast of the visual signal that is sent to the
brain. According with [79], it is possible that Horizontal Cells can have some

Figure 3.
The Grid Cells main characteristics adapted from [3, 5, 71]. The left image shows the hexagonal shape of the Grid
Cells, the right enhances the possible triangle properties. The bottom image is an adaptation of the obtained
scientific results from [71].
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characteristics used in color opponency. Color opponency consists in the creating a
new color by suppressing the other wavelets. Such characteristic allows the reduction
of redundant information generated by the photo-receptor electrical discharges,
avoiding overlap of the cone sensitivities [80].

Also, the Amacrine Cells establish links between the different layers and they
could play a role in the set of contrast of the visual image. The data is sent to the Visual
Cortex through the Ganglion Cells. They also have a crucial role at the regulation and
synchronization of the circadian rhythm [77].

The eye and the Vision Cortex can capture and identify different image aspects,
such as the edges of a shadow or a object, the motion of elements, they can distinguish
from large to small objects and they have the ability to process large visual fields [81].

The information regarding the recognition of objects, processed in the Visual
Cortex, is sent to the Temporal Lobe elements via the Ventral pathway where the
Perirhinal Cortex acts as a hub between the Hippocampus and the visual system [82].

From the image capturing by the retina, to the data preparation made by the Visual
Cortex, the usage of the Visual data in navigation can be important in the identifica-
tion of spatial landmarks, the gathering of information present in a cartographic map
and they can correct some of the errors made during the path-integration process.
Also, the Vision data is used by the Hippocampal Place Cells to encode the specific
area in the spatial environment [83].

4.2.2 Auditory cortex

A spatial environment can be characterized by the environmental sound. The
Auditory mechanism has similar features with the Visual System. It can be divided
into two parts: the first part is dedicated to the capturing of the sound waves and the
second part for the processing and interpretation of the information gathered from the
sound waves.

The sound waves are captured at the structure called external ear and the sound
vibrations are extracted by the tympanic membrane which sends the vibrating
rhythms into the cochlea. The cochlea has a set of elements called Hair Cells and they
move with a certain vibrating frequency. Such movement causes the discharge of an
energy potential, converting the sound’s vibration into an neural signal. The electrical
impulses are sent to the Auditory Cortex where the sound is classified according with
their properties [84].

The Auditory Cortex seem to have several neural populations that react to differ-
ent sound characteristics. Such statement was supported by several observations of
voxels in Functional Magnetic Resonance images [85]. These elements are present in
the Primary Auditory Cortex, that identifies and sorts data according to their fre-
quency [86]. The Second Auditory Cortex identifies the sound using the pitch and
melody. Also, between the Auditory Cortex and the Speech Cortex is the language
processing area, necessary for the extraction of information from the voice [85].

The auditory landmarks can help in the identification and recognition of places,
but according with [75] some of these landmarks are quite difficult to gather and
sometimes the information acquired needs to be compared with other senses like the
Vision. Also, it is stated that the ambiguous information will decrease with the amount
of Visual and Auditory data. Since the audio data is stored by its frequency, it is
required to locate the position of the sound source from the sound profiles received by
the two ears taking into account that it is required to solve the ambiguity and sound
input differences between the two ears.
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The extraction of spatial features in the sound could be difficult, because of the
ears position. The cues obtained using the frontal part and the back part of the head,
are equal and such difficult is solved by the moving of the head to other position [87].

The difference of sound arrival can be important to the creation of a auditory
spatial map which can lead to the detection of important environmental cues [88], but
they need to be fused with other elements, like the Visual data, to separate the
environmental data segments [75].

4.3 Encoding of sensory information

This subject lacks consensus among the scientific community. However, there are
several hypothesis about how the brain handles the sensory information [89, 90].

One of the theories that has the most consensus consists in fact that the brain
encodes the information in a sparse manner [89]. A sparse distributed representation
can be described has a representation where not all neurons are active at a given period
of time. The sparse representation together with the firing rate of the neuron can be
used in the encoding of some of the sensory information like the auditory data. The
generalization and pattern completion depend in the sparseness of the data and in the
distributed characteristic of the neurons and the less sparse is the system the more
information can be encoded and represented. A sparse codification system can be found
in different areas of brain like in (i) the Auditory Cortex where the firing rate can be
characterized as a binary coding, because the neuron responds to the stimulus in a fire
or no fire behavior, (ii) in the Hippocampus and (iii) in the motor sensory cortex [91].

On the other hand, it is not clear how the brain enforces such codification and how
this method could lead to generalization when the interactions between neurons are
very low. These statements are supported by the fact that the sparse coding is not
present in all the areas of the cortex and it is not clear if the brain is a discrete classifier
or if it works using continuous regression, making the system totally dependent to the
size of the neuronal population [92].

5. Computational methods about hippocampal formation and spatial
navigation

Nowadays, due to the increase of technological capabilities it is possible to implement
complex structures of neural networks. However, some of the used methods do not have
a strong biological justification. Also, nowadays it is possible to simulate some of the
current brain’s neurological behaviors using certain type of networks. Thosemethods and
strategies include neuronal simulators like Nengo [93] or The Brian Simulator [94] but
also with different types of networks like the SNN. There are several models which try to
simulate some of the characteristics of the EC, others focus in the Hippocampus and
some even use the brain and Hippocampal features applied to navigation.

The following sub-sections start with an analysis with the EC models followed by
an analysis of the Hippocampal model where it be given emphasis on their main
technological characteristics.

5.1 Entorhinal cortex models

Throughout the years several computer models were developed that tried to repli-
cate some or all elements of the EC. Some of the models focused on certain types of
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cells like the Grid Cells. The Grid Cells models can be divided by their main charac-
teristics in: (1) Oscillatory-Interference Model, (2) the Attractor Network Model, (3)
the Self-Organized Model and (4) the Path-Integration Model [95].

The Oscillatory-Interference method makes use of two different oscillators and
their phase difference creates the Grid Cells [95]. The oscillators can be active
although it is required for them to have different frequencies. This model can respond
to rapid changes in the environment and at the same time they could provide the
necessary information for a rapid remapping of Place Cells [96].

The Attractor Network model uses simulated neurons, with different types of
connections to represent a position in a space. The firing of the neuron is directly
influenced by the behavior of the neighboring neurons. However, to recreate the
functions and behaviors of the EC, this network must have a element which detects
and recognizes borders/obstacles to limit the initialization of hyper-parameters,
avoiding the data overfit problem [95].

A Self-Organized mechanism states that the data has to be separated by a 60-
degree angle. These model makes uses of a special type of cells called Stripe Cells [97].
The Stripe Cells send to the Grid Cells, the speed information and they constrict the
formation of Grid Cells by maintaining a constant hexagonal pattern displacement
[95]. Those cells have different firing behaviors and the intersection of those elements
create the Grid Cells. These approach is sensitive to trigonometric properties and it
can represent different ranges of spatial scales [98].

The Path-Integration method states that Grid Cell’s formation only depend from
the velocity and direction of the agent. Also, the displacement of Grid Cells is derived
by the multiplication of the previous elements with a timing factor [95].

According to [71], it is possible to recreate the EC Grid Cells using simple mathe-
matical properties. By separating the hexagonal shape into triangles and with a spe-
cific type of Gray code, the Grid Cells are formed and characterized using a Triangular
Coordinate System. This method has as its main characteristic the ability to define
specific degrees of precision, because it behaves in a multi-layered form, like the real
Grid Cells. Also, it assembles a property of similarity where the code of the near
elements has the lowest possible difference, making this method suitable for
navigation and to encode multidimensional data.

5.2 Hippocampus models

When the Hippocampus is referenced, there are several computational models
which enhance some of the characteristics mentioned in the Introduction section.
The NeuroSLAM [99] and RatSLAM [100] are some of the models based in the
characteristics of the Hippocampal Formation.

The RatSLAM method consists in a mapping algorithm based in the characteristics
of the rat’s Hippocampal Formation system. This method uses the Competitive
Attractor Network (CAN) to convert the Visual information to a position in a space.
The CAN can have different structures and the idea consists in exciting a neuron with
its neighbors, and to inhibit the distant neurons, with the ability to handle small
amounts of noisy data [101]. Also, this method uses landmarks for spatial guidance
and it is not dependent of a special grid system like the Cartesian method [100]. In
addition, the core of the RatSLAM, had been used in the development of other neural
based navigational models, like the OpenRatSLAM, that has a modular structure
which is easy to implement in robots [102], and the DolphinSLAM where the
properties of RatSLAM, are used in underwater environments [103].
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The NeuroSLAM is a spatial neural inspired model that can be implemented in 2D
and 3D environments. This method uses some of the previously mentioned biological
elements like the Place Cells, HD cells and Grid Cells. The Grid Cells maintain their
hexagonal displacement. They represent the position and give the metric information
used in the path integration. The HD cells provide information regarding the azimuth
and the heading direction of the movement. The networks for this model are made
using Multidimensional Continuous Attractor Network (MD-CAN) that, with time,
achieve a stable state, when the right network parameters are used [101]. Each unit
has a continuous activation value between zero and one. With the simulated neurons,
this model makes use of the Local View Cells which are able to resets the errors
gathered during the path integration process based on the rotation data provided by
the 3D visual odometry data [99].

The Neural Engineering Framework (NEF) is a model which can be applied to
navigational problems. The NEF allows the simulation of biological neural models
applied to cognition and other brain tasks. This can be used model visual attention,
reinforcement learning and other cognitive jobs [104]. This framework allows a better
understanding of the brain mechanisms using fast computational resources. The
neural activity uses an tuning curve as the firing rule, which is described in Eq. (1)

ai ¼ G aiei ∗ xþ bið Þ (1)

where the G is a neural model, ai is the gain parameter, bi is the background bias
and the x is the neural activity. There are several available neural models like the rate-
based sigmoidal neurons, spiking Leaky-Integrate-and-Fire (LIF) neurons and other
models [104]. The NEF properties can be used in programming libraries like the
Nengo where the neural models are created with programming languages like Python
or Java and it allows the visualization of the model behavior using Graphical User
Interface tools. In terms of hardware it is possible to use FPGAs to create physical
neural models, and it is also possible to convert from SNN’s to Artificial Neural
Networks (ANN) [105].

SNNs are a special type of network that try to recreate the neural structure of the
brain. They work in a sparse manner and in a continuous time format. There are
several SNN neural models like the Hodgkin-Huxley (HH) model when the discharge
of sodium and potassium is simulated inside the digital neurons or the Izhikevich
model which combines the characteristics of the LIF, creating a more efficient digital
neuron [106]. The NEF and SNN models do not have a direct connection to the
previously mentioned SLAMmethods. However, with the right neural configurations,
those methods can solve SLAM problems because those methods are simulations of
the brain’s neural dynamics [107].

6. Discussion and conclusions

Inside the brain’s Hippocampal structure there are some neurological tools that
allow navigation. Their discovery led to some questions, namely: (i) what are the
functions of the Hippocampal Formation and (ii) what is the correlation between the
Hippocampus and Navigation?

The first studies about the Hippocampus have shown that it was essential to the
formation of short-term memories, as was observed and reported for a patient that
had to remove this neuronal structure to solve a problem related to seizures [1]. After
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the removal, he repeated routine tasks, as if it was the first time ever. He could watch
the same movie repetitively, without remembering any scene, actor, or any detail. A
similar thing happened with people and places. So, the Hippocampus has shown to
allow the identification of places and persons, meaning that it can give the context to a
newly formed event [4]. Later studies and researches have made it clear that specific
types of neurons, named Place Cells with the help of the EC Grid Cells [5], allow the
identification of locations, based on environmental characteristics [7].

Even with the map, we need to have a sense of our current position, which is given
by the EC [72], and to have the ability to find new or previously known areas based on
the data patterns, which is the function of the Hippocampus [108]. In the Hippocam-
pus the senses, including Vision and Audition, allow the identification of the place,
like the SLAM approach which uses the spatial landmarks as a reference to determine
the location and the position of a agent. Like the SLAM methods the Hippocampal
Formation must have structures that can work with incomplete data. One of those
structures is the CA3 area which is composed by recurrent network, that works as a
memory element, which can complete some of the missing data [45]. The CA areas
and the other Hippocampal elements, process the sensory data and complete the
pattern that leads to the identification the current position in an environment.

The Hippocampal Formation is not the only part of the brain that is capable of
processing spatial data. Recent works have discovered that the Retrosplenial Cortex,
allows the processing of spatial landmarks, creating a spatial schema of the environ-
ment, with the possibility to calculate future directions [109].

The Retrosplenial Cortex has a connection to some elements of the Hippocampal
Formation. The 29th and 30th areas have a higher neural density which could indicate
that the Retrospleanial Cortex process hippocampal related information [110]. Its
malfunction could lead to disorientation, because of the lack of ability to pair and
process spatial data [109, 110].

Also, it is necessary to further analyze how other senses can contribute to the
navigation tasks. “The olfactory input to the perirhinal cortex and the
parahippocampal cortex, can provide information which can change the place cell
mapping configuration by creating new spatial landmarks [111]. However, the land-
mark, starts to lose strength due to the odor habituation mechanisms that occur inside
the olfactory bulb [112]. In addition, the somatosensory, receives the information
from different types of senses and pathways. It passes or holds the sensory informa-
tion according with the received stimulus [113].

The set of tools created by mankind to navigate in space, have only recently
evolved to use non-biological Grid Cells, as defined in discrete global grid systems,
that somehow approximate the latices used in the Entorhinal Cortex. Discrete global
grid systems currently support the indexing of assets across the globe, allowing a more
adequate partitioning and aggregation of the earth into logical structures that take into
account the heterogeneity of the scales of the associated geospatial data.

With the increase of information regarding the neuronal navigation capabilities,
there are some methods that bridge neuroscience and SLAM. As previously mentioned
the NeuroSLAM [99], and RatSLAM [100] can be considered good approaches to
solve SLAM using biological based methods. However, due to the complexity of the
CAN networks, they cannot handle large quantities of noisy data. Meaning that the
data has to be cleaned, which could increase the time of response. Also the MD-CAN
networks reveal some instability when there are some changes in the network param-
eters. Such changes cause a drift in the attractor that leads to the degradation of the
results [101].
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Also, the RatSLAM uses some cells that have not a direct correlation with the
Hippocampal Formation, like the Pose Cells that represent the location and orienta-
tion of an agent [100]. In addition, the NeuroSLAM considers an intermediary agent
to facilitate the communication between the system and neuromorphic devices, which
is not required when using SNNs [99].

On the other hand, the Triangular Coordinate System [71], can handle certain
amounts of noise in the data using simple mathematical operations, without using any
special equipment like the neuromorphic devices. Yet, this model does not address a
codification for 3D environments and the hexagons seem to a have a perfect hexagonal
shape, which contrasts with what is observed in some neurobiological studies.

Non-biological based SLAM approaches that were previously mentioned can
already be found in some house appliances like in autonomous vacuum cleaners. So
does it make sense to create a biological based artificial Hippocampal Formation
structure, in robots?

The answer to this question seems to be difficult, because the SNN has a different
structure and there are certain aspects that require attention. The first aspect is in the
training method. It is different from the ANN because SNNs have special characteris-
tics in the spike process, meaning that the backpropagation mechanisms cannot be
directly applied. The second aspect comes from the fact that the SNNs need a com-
puter simulated program. According with [114], it is necessary to understand how
such networks could work with high performance computer elements, like the
neuromorphic devices. On the other hand, the SNN would not need a large energy
storage units and the robot could make difficult tasks in a more efficient way due to
the network’s performance capabilities [114].

As mentioned in the SLAM section, one of the steps of the SLAM approach is the
navigation planning and according with [115], it seems that the Hippocampus Place
Cells and the EC Grid Cells, can be used for conceptual learning, due to their capacity
to organize information and to predict future states.

With the analysis of the state of the art matter, it is possible to say that the
Hippocampal Formation can have the required elements for the task, because it can
create a data representation of the place, based on the available environmental char-
acteristics, allowing the understanding of the current location and which are the next
available steps.

During this century, neuroscientists and engineers have been trying to close the
gap between these fields with a better knowledge that could clarify some of the
existing doubts about the functioning of the brain, and with new technological
approaches. With the junction of the neuroscience to the robotic field, it may be
possible to develop new technologies which are more adapted to the people’s
necessities and requirements to solve their daily challenges.

Abbreviations

ANN Artificial Neural Networks
CA Cornu Ammontis
CAN Competitive Attractor Network
DG Dentate Gyrus
GPS Global Positioning System
HD Head Direction
LEC Lateral Entorhinal Cortex
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LIF Leaky-Integrate-and-Fire
MEC Medial Entorhinal Cortex
MD-CAN Multidimensional Continuous Attractor Network
NEF Neural Engineering Framework
SLAM Simultaneous Localization and Mapping
SNN Spiking Neural Network
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Chapter 4

The Fundamental Role of Memory 
Systems in Children’s Writing Skills
Cecilia Beatriz Moreno and Ángel Javier Tabullo

Abstract

Academic skill learning involves different memory systems. Procedural memory 
needs repetition, while episodic memories are formed from single events and con-
cepts are stored as associative networks within semantic memory. During writing, 
various cognitive, phonological and motor processes are executed through working 
memory; whereas long-term memory provides the knowledge that will be recovered 
during textual production. Proper functioning of these memory systems -and neural 
substrates such as hippocampus and temporal cortical areas- are related to effective-
ness of composing a text. Recovery of stored knowledge is involved in the course of 
expressive fluency, allowing the integration of the semantic components. Children 
who can divide attention and control processes through working memory, are more 
effective in writing text. During writing, working memory manipulates and keeps lin-
guistic symbols online; the phonological loop admits and retains verbal information 
and performs a review that allows preserving the representations by commanding the 
lexical, syntactic and semantic processes. In this chapter, we will refer to the theoreti-
cal contribution of long-term and working memory systems to children’s writing 
skills, we will examine the neural substrates and cognitive development of these 
systems and we will present empirical evidence of their role in high and low-level 
components of the writing process.

Keywords: writing ability, writing skills, narrative texts, working memory, long term 
memory, school children

1. Introduction

For some time now, neurosciences have provided evidence of the link between 
memory systems’ development and school learning. Schooling requires children to 
learn a wide range of academic contents as skills (from reading, writing and math to 
natural and social sciences), and each of them involves different memory systems 
with specific developmental trajectories and organization principles. For instance, 
procedural memories are formed through practice and repetition, while a significant 
event needs only one occurrence to be stored in episodic memory. On the other hand, 
concepts are learned as associations maps and stored within semantic memory [1].

Learning to read requires training the visual system to recognize graphemic 
patterns and connecting these orthographic inputs with phonological, semantic and 
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syntax representations distributed through the brain’s language networks. Reading a 
text engages coordinated processes of word decoding and language comprehension to 
transform incoming visual input into a series of increasingly complex mental repre-
sentations: from word and sentence meanings to macrostructure and global aspects 
of discourse [2]. During reading, semantic contents and linguistic knowledge are 
evoked by visual input and retrieved from long-term memory, while working memory 
provides a workplace for integrating this information and building mental models [3]. 
In turn, writing can be described as the combination of two processes: text generation 
(or ideation) and transcription (essentially, spelling and handwriting [4, 5]. Writing 
also requires searching and retrieving information from long-term memory systems, 
such as grammar, text genre, world knowledge and the representation of rhetori-
cal problems, among others [6]. It has been proposed that working memory plays a 
central role in planning, composing and reviewing the text [4]. Working memory 
receives an information flow from many cognitive and linguistic processes, such as the 
display of phonological resources. During text production, efficient writers achieve an 
adequate integration of the task context and the resulting text by combining previ-
ously stored knowledge with writing planning and the textualization act itself [6].

Significant associations have been found between children memory systems’ 
performance and their text composition skills. Using the available information, 
children who displayed more developed cognitive processes, dividing attention and 
self-regulation through working memory, were more effective in writing a narrative 
text [7]. In the following section, we will refer to the neuropsychological development 
of these memory systems during the school years before turning to empirical evidence 
of their contribution to writing skills.

2. Neuropsychological development of memory systems

According to neuropsychological models of cognitive development, the frontal 
area undergoes a long period of combined synaptogenesis and synaptic pruning, 
which reaches its maximum activity between 6 and 12 years of age [5, 7]. It is well 
known that the functions of the frontal lobes include attentional sustaining, planning, 
organizing, and the use of strategies. Frontal gray matter increases during childhood, 
peaking in early adolescence, and then gradually declines. Meanwhile, temporal lobes 
are engaged in language, emotion, and memory processes, and temporal gray mat-
ter peaks in late adolescence. Additionally, the hippocampus, located in the medial 
temporal lobe (MTL), is critical for long-term memory storage and retrieval. There is 
also evidence that the capacity of these memory systems changes vastly between the 
ages of 4 and 18 years. However, there’s still an ongoing debate regarding the relations 
between the observed morphometric brain changes and the developmental trajecto-
ries of these cognitive abilities [8, 9].

De Haan et al. postulated that early damage to hippocampus impedes the normal 
neural development for memory. They propose a developmental sequence in which 
semantic memory is established first, and then episodic memory system gradually 
emerges as a function of hippocampal development [10]. Shing et al. [11] suggest that 
episodic memory is related to the development and interaction of the hippocampus 
and MTL structures, as their individual functions and connectivity contribute 
significantly to memory development along childhood and adolescence. Although 
there is some memory capacity in the newborn, it expands in the first year of life. 
And for this, the maturation of the MTL circuit and its connection with the frontal 
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lobe is necessary. Memory development may involve regions of the temporal cortex 
coordinating with the hippocampus in a process of increasing specialization [12]. 
Neuroimaging studies have shown that the patterns of prefrontal and hippocampal 
activity during long-term memory tasks vary considerably between children, adoles-
cents and adults, suggesting a differential contribution of these structures to encod-
ing, consolidation and retrieval throughout development [13]. During the encoding 
stage, information from secondary association cortexes is selected and organized for 
long-term storage, a process that is guided and supervised by prefrontal cortex. As 
prefrontal involvement gradually increases from childhood to adolescence, so does 
the efficacy of this process. Memories are established within long-term memory 
during the consolidation stage, as a result of hippocampal-cortical interactions 
that strengthen the memory traces across the associative cortex. Since the hip-
pocampal dentate-gryus and its connectivity are not fully developed, memories are 
more vulnerable to forgetting in younger children, and considerable differences in 
autobiographical memory performance can be observed between 4 and 8-year-olds. 
Prefrontal cortex is also implicated in long-term memory retrieval, where it elaborates 
and monitors a search strategy to locate the relevant contents within declarative 
memory. It has been proposed that age-related variations in memory retrieval can 
be explained in terms of post-natal prefrontal development trajectories, and neuro-
imaging studies indicate that retrieval-related activity (as well as task performance) 
increases in prefrontal and parietal regions when comparing children, adolescents 
and young adults. On the other hand, other studies suggest that hippocampal activity 
patterns during successful retrieval also differ between children and adults (the latter 
exhibiting larger activity in the head of the hippocampus, the former in the tail).

Regarding working memory, there is evidence that its components, verbal work-
ing memory and visuo-spatial sketchpad show different developmental trajectories. 
In addition, it seems that visuo-spatial working memory develops at different rates, 
suggesting that visual and spatial information processing may be supported by 
different brain subsystems. A variety of factors, such as brain growth, increases in 
knowledge, strategy use, and speed of information processing, as well as changes in 
the rate of deterioration of memory traces, would contribute to the differences in this 
development process [14]. Neuroimaging studies signal the frontal and parietal areas 
as the neural substrates for visuospatial working memory in children, adolescents, 
and adults [15]; while verbal memory depends on the activation of the frontal lobe 
in children and adolescents [16]. Converging neuroimaging evidence indicates that 
prefrontal and parietal volume and structural connectivity predict the developmental 
trajectory of working memory performance [17, 18]. Furthermore, frontoparietal 
activation during working memory tasks has been associated with age-related 
performance increases in children and adolescents [19, 20]. Some longitudinal studies 
have revealed that the speed of execution of cognitive processes –such as visuo-
perceptual and auditory skills - increases substantially in childhood and then declines 
in adolescence; and agree that there are various sets of resources that influence the 
performance of working memory [21, 22].

3.  The role of long-term and working memory in children’s writing skills: 
evidence from neuropsychological studies

Along with reading, writing is a distinctively human and highly complex skill of par-
amount importance for academic achievement (and daily life activities as well) [23, 24]. 



Hippocampus – More than Just Memory

64

Writing encompasses both low-level lexical, orthographic and graphomotor processes 
involved in individual word transcription and high-level processes, such as planning, 
translating and reviewing [23, 25]. Text redaction requires considering the goal of the 
message and the intended readers’ capacity (their reading skills and previous knowledge 
on the subject), in order to select and organize the most appropriate syntactic struc-
tures and lexical items to convey it. In this way, writing planning engages long-term 
memory access to retrieve information about world knowledge, topic, text genre, as 
well as vocabulary, grammar and stylistic rules [7, 23, 25]. In addition, working memory 
provides a workspace where this flow of information can be integrated and structured to 
generate the text according to the writer’s goals. Not only is working memory involved in 
manipulating and keeping track of the several representations required to build the text, 
but it is also necessary to temporarily store syntactic, semantic, lexical and orthographic 
information while writing its sentences [26]. Working memory also interacts with other 
executive functions [27] through the writing process, such as cognitive flexibility (to 
alternate between different goals, strategies and text representations) and inhibitory 
control (to suppress retrieval of irrelevant information or interference from distracting 
stimuli) [28, 29].

Since writing skills are gradually learned and improved by practice, a further 
distinction should be made between novice and more experienced writers. Since 
novice writers’ transcription is not fully developed, their working memory is eas-
ily overloaded by orthographic coding or graphomotor processing, thus reducing 
cognitive resources available for higher-level writing processes. Having automatized 
transcription, more experienced writers can devote additional cognitive resources 
to goal-setting, interlocutor awareness, stylistic adequacy and rhetorical concerns 
[30]. As a result, novice writers tend to adopt a knowledge-telling approach, recalling 
and transcribing contents from their semantic memory, while expert writers display 
knowledge-transforming strategies, further elaborating on their retrieved contents to 
meet their rhetorical goals [31].

While most neuropsychological language models have focused on the contribu-
tions of working memory, executive control and semantic memory, a specific role 
for the hippocampal-dependent declarative memory system in supporting online 
language processing has been proposed [32]. Duff & Schimdt claim that the hip-
pocampal system is engaged during language comprehension and production, due 
to its capacity for relational binding, representational integration, flexibility, and 
maintenance. These capabilities would not only be involved in declarative memory 
consolidation, but they would also provide support for the integration of multimodal 
information that takes place while understanding or generating speech. While their 
hypothesis is mostly grounded on evidence from online language processing deficits 
in patients with hippocampal amnesia, further support can be found in neuroimaging 
studies of reading and writing. During a creative writing task, Shah et al., [33], found 
that motor and visual areas for handwriting were activated, along with cognitive and 
linguistic areas. A right-lateralized activation pattern was observed in the hippocam-
pus, temporal poles and bilateral posterior cingulate cortex, which was associated 
with episodic memory retrieval, free-associative and spontaneous cognition, and 
semantic integration. This is congruent with another recent study, which concluded 
that hippocampal activity contributed to binding and consolidation of incoming 
information with global context and world knowledge in expository text compre-
hension [34]. Furthermore, a series of EEG studies of handwriting and drawing in 
children and adults found desynchronization effects within the alpha and theta bands 
that were interpreted as evidence of hippocampal involvement [35, 36].



65

The Fundamental Role of Memory Systems in Children’s Writing Skills
DOI: http://dx.doi.org/10.5772/intechopen.110470

Considering the theoretical links between working and long-term memory 
systems and writing skills, it becomes apparent that these processes need to be taken 
into account to explain their acquisition through development. Nevertheless, despite 
several lines of research addressing lower-level processes, writing has been consid-
erably understudied when compared to reading, particularly among school-aged 
children [23, 37]. The need for additional research in the Latin American context 
is emphasized by the fact that children redaction skills have been declining in the 
region through the last decade, with around 50% of primary school students showing 
difficulties to generating meaningful texts [38] and 30% exhibiting low performance 
when applying stylistic resources and conventions [39]. Therefore, in order to bridge 
the gap in latin american studies of writing skills, a series of studies have been con-
ducted to examine the contribution of long-term and working memory to high and 
low-level writing processes among Argentinean primary school children [7, 24].

3.1  The role of long-term memory and working memory in lower-level writing 
processes (translating)

As we mentioned before, [25] seminal model describes writing in terms of three 
interactive processes: planning, translating and reviewing. Planning implies goal-
setting, building and organizing a representation of the text schema, according to 
these goals. Translating refers to the process of transforming those ideas into written 
language. While it encompasses transcription (spelling and handwriting), it goes 
beyond it, since it also requires syntactic and lexical-semantic selection to generate 
the text’s sentences. Berninger et al. [40], distinguished two components in the trans-
lating process: text generation and transcription. The former is the transformation 
of ideas into language representations in the working memory. The latter transforms 
those representations into written language, through the low-level skills of spelling 
and handwriting. Finally, reviewing requires evaluating the written text to identify 
errors and eventually revising it to better fulfill the writing goals.

Transcription has been the most widely studied aspect of translating [23, 41, 42]. 
It is acquired during the first school years, and it remains a reliable predictor of the 
quality of children’s texts through primary school [41, 43]. Transcription is gradu-
ally automatized throughout children’s development, freeing cognitive resources 
for higher level processes such as planning and reviewing, and thus enabling more 
efficient and elaborate writing strategies [44]. Primary school is a crucial period 
for learning to write. During the middle primary school years, translating processes 
begin to automatize, while planning and reviewing develop gradually. These writ-
ing skills gains seem to be linked to the development of several cognitive abilities, 
such as long-term memory retrieval, working memory and executive functions and 
visuospatial skills. While long-term memory provides the semantic content for the 
text, as well as relevant linguistic and world knowledge, it also stores lexical and 
syntactic information required for building and organizing sentences [23]. Working 
memory provides a workspace for planning, translating and reviewing processes, and 
executive functions allow for self-regulation and strategic management of cognitive 
resources during writing. It has been shown that working memory, inhibitory control 
and cognitive flexibility are consistent predictors of writing outcomes among primary 
school children [44–46]. Visuospatial skills are crucial for transcription graphomotor 
processes [47], but they can also assist reviewing in more experienced writers [48]. 
The aim of Moreno et al. ‘s 2022 [24] study was to examine translating processes 
(transcription and expressive sentence writing), and their association with long term 
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memory, executive functions and visuospatial skills in 3rd to 5th grade Argentinean 
children.

The sample study consisted of 168 healthy 8–11-year-old children from the 3rd 
(n = 56), 4th (n = 59) and 5th (n = 53) primary school year. The children completed 
the following battery of psycholinguistic and neuropsychological tests:

• Translating writing skills: Transcription and sentence expressive writing 
were assessed with the Writing Fluency and Writing Samples subtests of the 
Woodcock-Johnson III Test of Achievement, respectively [46]. The first test 
requires writing sentences or paragraphs prompted by different stimuli, where 
the second one requires fast sentence writing in response to pictures. A compos-
ite expressive writing score can also be calculated.

• Long-term memory access and retrieval: Long-term memory was assessed with 
the Retrieval Fluency subtest from the Woodcock-Johnson III battery [46], a 
semantic verbal fluency task.

• Working memory: the Auditory Working Memory subtest from the Woodcock-
Johnson III battery was applied [47].

• Visual attention: Visual attention was evaluated with the Magellan Visual 
Attention Scale [49, 50].

• Planning: was evaluated with the Porteus Maze Test [51].

• Visuo-spatial skills: Visuospatial organization was examined with the Rey 
Complex Figure Test [52].

Statistical analysis of writing outcomes indicated that children’s writing fluency 
(but not sentence writing) improved as grade increased (F = 12.86, p < .001). These 
developmental effects were also observed for all cognitive functions, since each grade 
group exhibited better scores than the lower ones (F’s > 3.46, p’s < .035). Regarding 
the correlations between translating and cognitive processes, writing fluency was sig-
nificantly associated with long-term and working memory, planning (.267 < r < .325, 
p’s < .001) and visuospatial skills (rho = .235, p < .01), while sentence writing was 
specifically associated with working and long-term memory (r’s > .160, p’s < .05). A 
composite expressive writing score was calculated from both subtests to examine the 
contribution of memory and executive processes. A hierarchical regression model 
explained 18.2% of this expressive writing score (see Table 1), indicating working 
memory, long-term memory and visuospatial skill as predictors (.146 < β < .220, 
p’s < .05).

The observed effect of grade on transcription processes is consistent with the 
automatization of orthographic coding that is proposed to take place across elemen-
tary education [29, 53], and with the previously reported improvement of writing 
skills that starts in the fourth grade [44]. Performance also increased with grade for 
memory systems, visuospatial skill and executive functions (as a consequence of both 
schooling and neurocognitive development), and the observed correlations point out 
the contribution of different cognitive systems to writing skills along the primary 
school years [29, 41, 45].
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It is worth noting that working and long-term memory, along with visuo-
spatial skill, were the main predictors for expressive writing skills according to 
the regression model. It has been claimed that working memory is engaged for 
the integration of lexical-semantic and syntax processes in sentence building 
 during writing [7, 23, 42, 54, 55], and it has been shown that children with higher 
working memory performances produced texts of better quality and syntactic 
complexity [41, 45]. Furthermore, it has been proposed that working memory is 
directly related to the text generation component of the translating process [56]. 
In turn, working memory provides a workspace to manipulate those contents 
retrieved from long term memory systems, which include vocabulary, gram-
mar, syntax and orthographic rules involved in sentence generation [23]. Both 
memory systems interact and collaborate to allow and facilitate lower-level writing 
processes, by easing the access and manipulation of the linguistic information 
required to build phrases and sentences. In addition, mature visuospatial skills 
are required for  learning to write, and they are engaged in the automatization 
of orthographic coding and graphomotor processes [47, 56]. It is then expected 
that more fluent and efficient writing is linked to better visuospatial skills among 
children [57].

In sum, Moreno’s study [24] indicated that working memory, long-term memory 
retrieval and visuospatial skills contribute to children’s low-level translating processes 
to achieve coherent and fluent sentence writing. In the following section, we will refer 
to a study that examined the role of these memory systems in children’s higher-level 
writing skills, analyzing different text dimensions as the outcome of planning and 
reviewing processing.

Models F R2 DR2 B Standar Error b 1-b f2

Setp 1 7.965** (1166) .046 .040 .311 .048

Planning −.599 .035 .214**

Spet 2 9.210** (2165) .100 .090 .739 .111

Planning .084 .034 .183*

WM .036 .011 .236**

Step 3 8.615** (3164) .136 .120 .886 .157

Planning .072 .034 .158*

WM .026 .012 .169*

LTM .014 .005 .203**

Paso 4 9.039** (4163) .182 .161 .973 .222

Planning .053 .034 .115

WM .022 .012 .146*

LTM .013 .005 .191**

VP .018 .006 .220**

Note: WS: Writing Sample, WF: Writing Fluency, WE: Written Expression; VP: Visuoperception; WM: Working 
Memory; LTM: Long-Term Memory. * < .05; ** < .01.

Table 1. 
Hierarchical regression of Planning, Working Memory, Long-Term Memory and Visuoperception on Written 
Expression.
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3.2  The role of long-term memory and working memory in higher level writing 
processes

The following section addresses the link between higher-level writing processes 
and children’s working and long-term memory systems. While lower-level aspects 
of writing (such as transcription) have been more studied, there are relatively few 
studies of planning and reviewing processes [23, 37, 58], and most of them have 
focused on secondary and university students [59, 60]. A recent study that examined 
writing planning processes among 1558 Argentinean primary school children found 
that the length, quality and complexity of their narrative texts increased as a function 
of grade, which indicated an effect of schooling, practice and cognitive development 
[37]. Previous research further indicated that planning and reviewing skills are not 
fully operational during primary school, and only contribute to text quality in older 
children [61].

As we stated before, planning [25, 62] involves setting goals, retrieving and 
organizing relevant contents from long-term memory and facing rhetorical problems. 
Reviewing requires scanning the text for errors, evaluating if it meets writing goals 
and revising when necessary. The quality of written texts can be examined by assess-
ing a range of dimensions. The microstructure refers to local meaning and includes 
within and between-propositional order and coherence. The macrostructure refers to 
global meaning and encompasses communicative purposes (pragmatics) and message 
topics (semantics). These macrostructures can be recovered from long-term memory 
to aid text building processes [63, 64].

A recent study by Moreno [7] examined the association between school-aged 
children working and long-term memory system’s performance and the quality of 
their narrative texts, considering micro and macrostructural dimensions. A total of 
83 9–11-year-old children, from the 4th and 5th primary school grades participated in 
the study. Children came from medium and low socioeconomic backgrounds, and in 
some of them lived in socially vulnerable environments. The children completed the 
following battery of psycholinguistic and neuropsychological tests:

• Working memory and long-term memory retrieval were assessed using the 
Auditory Working Memory and the Retrieval Fluency subtests from the 
Woodcock-Johnson III battery [65].

• Text quality: Children were asked to write narrative texts in response to three 
pictures (a fantasy scene, a series of actions and a daily life scene). An ad hoc 
instrument was designed to evaluate the quality of the texts texts along the 
following dimensions: pragmatics (adequacy of text purpose and intended audi-
ence), superstructure (adequacy of canonic categories and schema of narrative 
plot), macrostructure (global semantic content unity and coherence), micro-
structure (adequacy of thematic progression and cohesion between sentences), 
propositional (internal structure within sentences) and orthographic (following 
textualization conventions and rules). The instrument showed adequate psycho-
metric properties [7].

The quality of the children’s narrative texts was categorized for each dimension 
as low, medium or high, according to their respective scores. The best performances 
were observed in the pragmatics dimension, where most children obtained medium 
(48.3%) or high (50.6%) scores. On the other hand, superstructure exhibited the 
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highest proportion of low scores (87.4%). Performance was mostly medium in the 
macrostructure (47.1%) and mostly low in microstructure (77%). Medium scores were 
the most frequent in the propositional (90.8%) and orthographic (71.3%) dimen-
sions. Therefore, children’s performance was medium or low in 5 of the 6 dimensions, 
exhibiting greater difficulties in the superstructure and the microstructure of the 
text. In addition, significant and moderate correlations were observed among all 
dimension scores (.296 < rho < .808, p’s < .01), indicating that those students who 
achieved a higher quality in pragmatic and contextual aspects of composition also 
performed well at the structural and syntactic levels.

Regarding the associations with memory systems, significant correlations were 
found between working memory and: pragmatics, superstructure, macrostructure, 
and orthographic dimensions (.232 < rho < .363, p’s < .01); and between long-term 
memory and: pragmatics, macrostructure, propositional and orthographic dimen-
sions (.224 < rho < .312, p’s < .01). To further examine these relations, each dimension 
was analyzed with an ANOVA, considering working memory and long-term memory 
performance as the predictor (categorized as low, medium or high) (see Table 2).

Children with high working memory performance exhibited better scores than 
those with low performance in the pragmatic and macrostructural dimensions 
(p’s < .033), while this effect was marginally significant for superstructure (p = .053) 
and orthographic (p = .056) dimensions. In turn, the high long-term memory group 
outperformed the low group in the pragmatic and macrostructure dimensions 
(p’s < .022), while this effect was marginally significant for superstructure (p = .054). 
These results indicate that the major contribution of working and long-term memory 
systems was observed in the macrostructural dimensions of the text, including 
aspects such as communicative purposes topic adequacy, narrative structure and 
global cohesion.

Moreno study [7] highlights the contribution of children’s working and long-
term memory systems to pragmatic and macrostructural aspects of their written 
narratives, which can be understood in terms of their engagement in planning and 
reviewing processes. Working memory provides a workspace for the selection and 
manipulation of relevant information while maintaining the writing goals online [26]. 
Vocabulary, topic and world knowledge can be chosen to match the intended readers’ 
profile. Working memory also allows integrating the theme, characters, narrator, time 
and space information into a cohesive narrative, as well as the spatial diagraming of 
the text. Furthermore, working memory is engaged by text generation in the translat-
ing process, and during evaluating and revising in the reviewing process. It is worth 
noting that the theorized role of working memory in writing processes bears resem-
blance to its theoretical contribution to reading comprehension [3], where it supports 
the integration of long-term memory contents activated by text input to generate local 
and global representations of the text.

Long-term memory retrieval is acknowledged as a fundamental step in the 
planning processes, allowing episodic, semantic and linguistic knowledge into the 
working memory [66, 67]. In addition, textual macrostructures rely on episodic and 
semantic memories to give shape to discourse, and they are stored as templates in 
long-term memory. These templates are brought into working memory to drive and 
organize text planning and generation processes [63, 64, 68].

We should point out that, despite the predominance of medium and low-quality 
scores among children’s narratives, Moreno [7] could still observe a significant 
contribution of memory systems to pragmatic and macrostructural dimensions. 
This suggests that both working memory capacity and long-term retrieval processes 
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allow to manage and optimize the children’s cognitive resources to achieve thematic 
adequacy and semantic coherence.

4. Conclusions

Throughout this chapter, we have outlined the theoretical role of working and 
long-term memory systems in producing written text, explained the relevance of the 
ontogenetic trajectories of frontoparietal and MTL cortexes for the development of 
these memory systems and discussed the empirical evidence of their contribution 
to children’s high and low-level writing skills. We found that long-term memory 
retrieval and information integration within working memory are significantly 
linked to the capacity of conceiving a text, planning its redaction and solving 
rhetorical problems, but are also involved in the ideation and transcription processes 
that translate children’s thoughts into handwritten words. We elaborate on these 
findings below.

The positive correlation of memory systems’ performance with most of the 
structural dimensions of the written texts shows that working and long-term memory 
contribute to the quality of the texts. These findings are congruent with previous 
research indicating the importance of memory systems to integrate new learning with 
previously acquired information, using it to write and solve problems [69–71].

Duff and Brown-Schmidt’ [32] proposed that the hippocampal declarative mem-
ory system contributes to online language processing given its capacity for mainte-
nance and integration of multimodal representations. In Hasson et al. [72], the medial 
temporal hippocampal region, would interact with long-term memory regions, facili-
tating the consolidation of incoming information with the global context and prior 
knowledge of the world. While Duff & Brown-Schmidt [32] hypothesis referred to 
speech comprehension and production, it could also be extended to interpret findings 
from reading and writing studies. In this way, it seems that the supplementary motor 
area (SMA) and the hippocampus play a fundamental role in reading comprehen-
sion, as was shown in the study by Hsu et al. [34], since the predictive and integrative 
processes unfold independently of the textual genre (narrative or expository). In the 
same line, Shah et al. showed how hippocampal activation contributed to memory 
retrieval and semantic integration during creative writing tasks.

Learning to write requires accessing conceptual networks mapped and stored 
within semantic memory. Procedural memories of syntax and orthographic rules are 
also engaged. In addition, the intervention of working memory allows choosing and 
organizing the necessary information to build the text and coordinating cognitive 
resources to write it [1, 7, 66, 70]. This coordination allows children to display a series 
of microprocesses that come together in the composition process. That is, they can 
accurately select the topic and structure according to the text genre, plan its spatial 
layout, situate the actions in time and space, and place a narrator [7].

In addition, long-term retrieval of declarative, semantic and linguistic expres-
sion knowledge, allows to fulfill the pragmatic and macrostructural levels of 
writing [69, 70]. Along with storage capacity, the ability to retrieve that informa-
tion efficiently aids the text planning processes. This process involves the deploy-
ment of other skills such as: identification of facts or concepts, associative thinking 
and expressive fluency. These processes allow the effective transfer of enunciative 
knowledge and procedures to immediate consciousness, through its connection 
with working memory [66–68].
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On the other hand, those models focusing on textual production emphasize that 
textual macrostructures organize themselves to configure a coherent text. In this 
organization, episodic and semantic memories provide the necessary information, as 
they are based on life experiences and stored conceptual knowledge. Consequently, 
textual macrostructures are stored in long-term memory and work as templates 
that, when retrieved and organized in working memory, guide the rest of the textual 
production processes [63, 68, 69].

As a conclusion, we can say that the contribution of memory performance to chil-
dren’s writing skills, shows the importance of stimulating the development of these 
systems within the school environment. This stimulation could be a relevant factor 
in learning to write, visuospatial and motor skills, as well as in the fluency of ideas 
necessary for an adequate quality of the text. The link between writing and long-term 
memory is further supported by another recent study [33] that found that a hand-
writing task activated parietal and central brain areas in young adults and (to a lesser 
extent), 12-year-old children. Neural activity in these areas is important for memory 
and for the encoding of new information, thus providing the brain with optimal 
conditions for learning. Therefore, the authors suggested that early exposure to 
writing at school would help to establish brain oscillation patterns that are beneficial 
for learning. In addition, sensorimotor integration along with fine, controlled hand 
movements for writing are vital to facilitating and sustaining learning. These conclu-
sions are further supported by converging evidence that shows how the practice of 
expressive writing can have beneficial effects on children and adults’ working [73–75] 
and long-term memory [76] performance, therefore highlighting the link between 
memory systems and writing skills.
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the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
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Chapter 5

Performing Music on Stage: The 
Role of the Hippocampus in Expert 
Memory and Culture
Christiane Neuhaus

Abstract

This overview chapter discusses memory functions from the viewpoint of the 
performing arts. ‘Playing music by heart’ is taken as an example to illustrate the role 
of the hippocampus in acquiring and expressing expert memory. Many more aspects 
depend on hippocampal mechanisms beyond declarative memory, for example, 
motor sequence learning, phrase boundary processing, and time-precise sequence 
recall. In consequence, changes in size and/or functional activity also occur in the hip-
pocampus, known as hippocampal plasticity. Whenever the to-be-remembered items 
have to be stabilized even further, certain mnemonic strategies are effective, of which 
the oldest is the (hippocampal-based) method of loci, using visuospatial imagery. 
Mnemonic techniques also play a role in ethnomusicology. For example, North Indian 
tabla players combine drum patterns with certain onomatopoeic syllables to keep 
on track when performances last over hours. The value of memory processes is also 
discussed from a sociocultural perspective. Since priests, teachers, heads of tribes, 
and many others are explicit carriers of internalized knowledge, they help preserve 
oral traditions and culture. A special emphasis is on the accurate memorization of 
the Quran in Arabic, revealing that internalized sacred knowledge acquired through 
learning by rote can serve as a moral compass for the individual.

Keywords: hippocampus, expert memory, neuroplasticity, recognition memory, 
chunking, mnemonic techniques, method of loci, North Indian tabla playing, Quran 
memorization, culture

1. Introduction

Soloists sometimes produce 1800 tones per minute when performing live on stage. 
Note-perfect, virtuoso recitals have their roots in the nineteenth century, in the works 
by Franz Liszt, Paganini, and Frédéric Chopin. By convention, and for better expres-
siveness, skillful pieces are played by heart. For that, expert memory [1] is a precondi-
tion manifesting itself in time-precise and highly accurate sequence recall. This way 
every structural detail (and nuance) of the piece can be retrieved in a stable manner, 
also when performances last 20 min or longer (Figure 1). Expert memory, therefore, 
differs in many respects from self-paced (episodic) recall, that is, from the standard 
type of sequence memory as in storytelling.
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It seems reasonable to assume that hippocampal mechanisms are involved, both 
during memorizing and recall. However, in the field of “Music and Neuroscience” 
(also termed “Neuromusicology”) studies on the relationship between (active) 
long-term memory processes and hippocampal structures are scarce. The most crucial 
question in this respect is if the human hippocampus is sensitive to temporal details 
at all, in particular as regards tone lengths, micro-pauses, and the sequence order of 
elements. A preliminary proof has already been given in the visual domain: Barnett 
et al. [2] could show in a functional MRI study, using a match/mismatch detection 
paradigm and picture series as stimuli, that both hippocampi were strongly activated 
when the temporal information was held constant, that is, when event lengths and 
inter-stimulus durations within the picture series were exactly the same at encoding 
and the test phase. Note that this is an example of retrieval success (see, e.g., [3]). 
However, closer to a musician’s reality is an fMRI study from the field of psycho-
acoustics [4] in which hippocampal sensitivity to temporal details was put to the test 
once again: In this study [4], a series of monotonous but otherwise regularly spaced 
pure tones (offset-onset distance: 150 ms) was occasionally interspersed with pure 
tones occurring earlier, that is, with offset-onset intervals of 142-, 130-, and 100-ms 
duration, resulting in a sort of “stumbling” listening impression. (Note that detect-
ing these too-early-appearing deviants was more or less automatic since participants 
were instructed to ignore the sounds while watching a silent movie.) Sections of 
temporal irregularity activated the left anterior hippocampus in a group of profes-
sional musicians, which was not the case for the group with nonmusician controls. 
(However, for both subject groups, an enhanced BOLD response could be observed in 
the right planum temporale.) Note that in [4], hippocampal activity was induced by 
“novelty in temporal structure,” whereas in the previous study with picture series [2] 
the hippocampus reacted to sameness, since all temporal details were kept constant. 

Figure 1. 
Expert memory is a precondition for expressive performance without the score.
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This inconsistency in the results might be attributed to the fact that [4] had all the 
hallmarks of a classical mismatch design, whereas Barnett et al. [2] did not. Some 
scientists also point out that the cell types within the hippocampus may have different 
properties, with one type of neurons showing reactions to novelty, whereas the other 
showing reactions to items remembered as old. So, all in all, the human hippocampus 
indeed seems to be sensitive to fine-grained temporal aspects, which is a precondi-
tion for building exact representations of musical sequences in mind and making the 
sound results stable. (To some degree this holds also for actors learning their roles).

However, with these findings a basic problem becomes obvious: Gaps in research, 
especially missing functional MRI data on how the hippocampus might react to 
musical features other than those related to time, make it unavoidable to sometimes 
argue by analogy. In other words, conclusions occasionally have to be drawn from 
results obtained in other domains, outside the field of neuromusicology. In addition, 
it would be more trustworthy if results would be less contradictory as is the case with 
[4] compared with [2]. Thus, to achieve homogeneity more studies are needed in the 
field of Music and Neuroscience with special focus on hippocampal activity (replica-
tion studies included).

On the other hand, a considerable number of hippocampal studies deal with 
episodic memory, that is, when certain personal memories are built or retrieved. 
The respective key terms are: “binding,” “linking,” or “relating” persons and/or 
disparate objects with each other. Furthermore, to achieve coherence persons and/
or objects have to be set into the situational context, that is, events must be adjusted 
to space and time (e.g., [5, 6]). In this regard, Maguire and Mullally [7] recently 
put emphasis on the words “scene” and “scene construction” underlining that 
episodic memory is holistic (or: pattern-like) in nature. Accordingly, episodic recall 
is completely different and has to be distinguished from time-precise sequence 
recall needed to play musical pieces by heart. Thus, drawing parallels between both 
memory types has to be considered with caution.

This book chapter discusses memory functions from the viewpoints of the per-
forming arts and culture. Wherever possible, the focus is on hippocampal activity in 
terms of processing music. The text is divided into three parts. The first gives an over-
view of studies from the field of Music and Neuroscience, in particular, what has been 
found out about hippocampal plasticity and hippocampal involvement regarding 
recognition memory. The second part starts from the observation that soloists work 
hard to make the recall of musical passages during performance more stable. It will 
become evident that a distinguishing feature of expert memory is the use of certain 
mnemonic strategies, including a grouping mechanism called “chunking.” Maguire 
et al. [8] found out by questionnaire that superior memorizers instinctively (but con-
sciously) use mnemonic strategies when asked to memorize some simple sequences, 
whereas matched control subjects do not. A special focus is on the so-called method 
of loci, an old mnemonic strategy already known by the ancient Greeks and Romans. 
Interestingly, a special case of mnemonic technique has been discovered in the field 
of ethnomusicology: While playing drum patterns North Indian tabla players think 
in mnemonic syllables and say them aloud to keep on track when performances last 
over hours. Finally, part three goes beyond individual memory, showing the role of 
mnemonic devices in preserving oral traditions and culture. A special emphasis is on 
the accurate memorization of the Quran.

First, I will provide some background on the anatomical facts and findings that are 
relevant for this chapter*: The anatomical core regions necessary to bring thoughts, 
facts, and events back to mind are the hippocampus proper and its adjacent structures 
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located in the medial temporal lobe (MTL), the so-called perirhinal, parahippocampal, 
and entorhinal cortices. On the whole, highly pre-processed information reaches the 
hippocampus proper, which is often described as a “convergence zone” (e.g., [6, 9], see 
also [10]). Today, the conventional way of assigning memory functions to the left and 
the right hippocampus has been given up. According to this oversimplified view, the left 
hippocampus is involved in the storage of personal events (or: episodic memories),  
whereas the right is involved in spatial navigation and the storage of places (for this  
see, e.g., [11]). At present, the focus has shifted towards the long axis of the hippocam-
pus, and specific functions are associated with its anterior and posterior subregions [12]. 
Note that some studies use both reference systems, long-axis as well as laterality (e.g., 
[13]). There is strong agreement that spatial information is processed in the posterior 
subregions bilaterally, whereas semantic aspects mainly activate the left anterior part. 
(The latter points to the substantial role the hippocampus has in terms of both the 
semantic and the episodic types of declarative memory.) Moreover, based on progress 
in measurement technology, the focus has shifted further towards anatomical and 
functional connectivity, which is investigated with diffusion tensor imaging (DTI, e.g., 
[14], see also [9]). Accordingly, the hippocampus is no longer considered as an isolated 
structure but is rather seen in conjunction with neocortical and subcortical brain 
regions, to those it is linked via strong reciprocal pathways. Thus, hippocampal research 
now pursues a more dynamic approach, and this has been extended even further: 
Ritchey et al. [15] propose the existence of two large-scale systems interacting with each 
other, a posterior medial system (PM) and an anterior-temporal one (AT) subsumed 
under the acronym “PMAT framework.” Due to its strong connectivity with both systems 
the hippocampus plays dual roles in PMAT and serves also as an integration zone.

Reciprocal (or: bidirectional) connections between the hippocampus and 
the neocortex also play a decisive role in regard to memory consolidation, which 
is often described as “resistance to interference [16].” It is common knowledge 
that the hippocampus merely acts as a temporary store. That is, even though the 
memorized content initially depends on hippocampal processes to make it resistant 
to interference on the molecular level, it is passed on to neocortical regions to be 
stored there in a distributed but permanent manner. Although there is strong con-
sensus on these hippocampo-cortical mechanisms regarding “the way to get there,” 
that is, while building stable memory traces, researchers disagree on the reverse, 
that is, on the role the hippocampus has when stored content is re-activated during 
retrieval. Some researchers are convinced that long-term information is retrieved 
independently of hippocampal activity, since, approximately 24 h after encoding, 
cortico-cortical connectivity increases, while hippocampo-cortical connectiv-
ity decreases (see, e.g., [17] for details). In contrast to that, Teyler et al. [18, 19] 
proposed the so-called “hippocampal memory indexing theory” in which, to the 
contrary, the hippocampus proper plays a decisive role during retrieval. Teyler’s 
theory assumes that for each complex event stored in the neocortex in a distributed 
manner a certain index (or: addressing mechanism) exists in the hippocampus 
that can be re-activated. By this, the hippocampus is able to point to the respective 
neocortical sites which, for their part, can quickly be re-activated to restore the 
whole memory pattern.

Finally, the work of the so-called Hippocampal Subfields Group has to be men-
tioned [20]. This is a sort of working group or league, currently consisting of 200 
scientists from 18 countries. By using submillimetric high-field MRI the group has set 
itself the goal to standardize segmentation methods and newly define the anatomical 
boundaries of the MTL regions. A special focus is on the hippocampus proper and its 
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subfields along the anterior-posterior axis, termed cornu ammonis (CA) fields 1, 2, 3, 
and 4, dentate gyrus (DG), parasubiculum, presubiculum, and subiculum (Figure 2). 
Interestingly, some new approaches are taken to build research on these subfields. For 
example, Cremona et al. [21] found a link between CA1 volume and the outcome of a 
learning test using word lists; in other words, subfield-level volumetry revealed a cor-
relation between CA1 volume and the scores achieved by free recall, but not between 
the scores and the entire hippocampal volume.

2. The hippocampus in musical contexts

2.1 Studies on hippocampal plasticity

Neuroplasticity is one of the most widely studied issues in the field of “Music and 
Neuroscience.” The term describes experience-driven reorganization in the human 
brain, mainly caused by hard exercise and extensive training (e.g., by repeating 
certain finger movements hundred times). Thus, the brain of practicing musicians 
is oftentimes regarded as a prototype model of neuroplasticity [22]. Changes in size 
and/or functional activity have mainly been studied on the macroscopic level, (but 
see [23] for a discussion of the underlying cellular and molecular mechanisms). For 
example in professional string players, sensorimotor areas are enlarged in the right 
half of the brain, because the trained left hand, that is, the fingering hand, has its 
cortical representations there [24]. Pianists, by contrast, reveal a larger anterior 
corpus callosum since piano playing requires precise coordination of the hands due to 
bimanual movements on the keyboard [25].

In a prominent MRI study on neuroplasticity, Maguire et al. [26] could show that the 
hippocampus is subjected to structural change too. However this time, plastic changes 
were caused by map-like knowledge and tremendous experience in navigation, that is, by 

Figure 2. 
Hippocampal subfields as displayed through a transverse section of the hippocampus. CA—cornu ammonis. 
(Kannappan et al. PLoS ONE 17(7), 2022).
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spatial memory. What was examined there were the brains of a group of licensed London 
taxi drivers. In detail, the posterior parts of their right and left hippocampi revealed a 
significant increase in gray matter volume (in comparison with age-matched controls). 
(Note that activity in the taxi drivers’ left hippocampus was interpreted as being caused 
by the innumerous social actions with which taxi driving is connected).

To further explore the processes of hippocampal reorganization, memory tasks in 
music are suitable too, both in regard to functional plasticity and structural plasticity. 
For example, Groussard et al. [27] studied semantic memory, that is, retrieval of musical 
facts such as style and/or composer. As stimuli, excerpts from the classical and modern 
repertoires were taken. Musicians and non-musician controls had to judge how familiar 
these excerpts were, using a four-point Likert-type scale for rating. (However, in order 
to study semantic memory more properly, an explicit naming task [e.g., which musical 
piece has just been heard] would be better.) Functional MRI revealed that musicians 
(in comparison with non-musician controls) had higher gray matter density in the left 
anterior hippocampus (also called hippocampal head) as well as increased functional 
activity in both the left and right hippocampi (Figure 3). Note that many studies testing 
semantic memory with authentic pre-existing musical stimuli have to deal (or struggle) 
with certain confounds. Because oftentimes, not only semantic content is remembered, 
but personal memories and emotional impressions are re-experienced too. In other 
words, semantic and episodic aspects cannot be properly disentangled. This, however, is 
less a methodological problem (or a design problem), but rather an inherent property of 
music itself and the effects it has on the listeners. Groussard et al. reported in regard to 
this point that the chosen “musical excerpts evoked personal memories in 85% of musi-
cians, but only in 30% of non-musicians [27]”.

A second point in neuroplasticity research is the time course, that is, the time 
frame in which structural reorganization occurs. To my knowledge, this issue 
was first addressed in a DC-EEG study conducted by [28]. In this study, Bangert 
and Altenmüller found co-activity in the auditory and sensorimotor areas already 
after 20 min of practice, that is, when beginners had had their first piano lesson. 

Figure 3. 
When listening to familiar melodies both, semantic content and personal memories may come to mind. Plastic 
changes in the hippocampus are higher in musicians than in non-musicians. (Groussard et al. [27]).
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Jäncke [29] writes the following: “Memory consolidation is time-dependent since 
the biochemical processes modulating synaptic processes need some time (at least 
25 minutes) to develop and to install the new and altered synaptic contacts in the 
memory networks, including the release of various hormones into the bloodstream 
(i.e., epinephrine, norepinephrine, and cortisol) [29].”

Several other studies used diffusion tensor imaging (DTI) to study reorganization 
on the cellular level. This time, also hippocampal and parahippocampal structures 
were explicitly examined (e.g. [30]). Most interesting in this respect is a study by 
Jacobacci et al. [31]. It is a sort of extended replication using DTI and fMRI since the 
paradigm itself has been developed by Bönstrup et al. [16] before. In both studies, 
participants learned to tap a four-finger movement sequence (4-1-3-2-4), which had 
to be executed as quickly and precisely as possible. In short, beginners trained their 
motor skills. To see how dexterity improved on the micro-level the focus was on the 
average tapping speed within the test blocks and also on processes during the short 
rest periods in between; in other words, on improvements micro-online and micro-
offline (see [16, 31] for further details). Interestingly, the hippocampus and precu-
neus were strongly activated during rest, that is, not during task execution, and this 
functional activity was immediately followed by plastic changes in the same anatomi-
cal regions. In contrast to that, cortico-cerebellar and cortico-striatal circuits were 
most active during task execution, that is, within the test blocks. So, two aspects are 
important here: First, rapid types of functional and structural reorganization begin 
about 20 or 30 min after the very first training, which confirms that consolidation is 
initially dependent on biochemical processes in the hippocampus [29]. Second, most 
crucial is the point that the hippocampus not only plays a decisive role in the consoli-
dation of declarative memories but also in that of procedural content, that is, when 
motor sequences are learned and made more stable. In consequence, this enables 
musicians to recall finger movements automatically and in the correct serial order. 
Jacobacci et al. [31], therefore, suggest a common hippocampal-based mechanism for 
both the formation of declarative and non-declarative memories.

2.2 Recognition memory for melodies and hippocampal involvements

Every time when listening to a musical piece one has come across before, two 
processes can be distinguished from each other—a pure “feeling of familiarity” 
on the one hand and the “remembering” of the musical details on the other hand. 
So, recognition memory consists of two components. Interestingly, both recogni-
tion types depend on the hippocampus, which has to be seen as a part of a larger 
cortico-subcortical network this time. Thus, melody recognition is another example 
revealing how the hippocampus reacts in the context of music. In detail, the feeling of 
familiarity is defined as a vague impression of somehow knowing a musical piece, and 
for estimating how familiar it sounds a 7- or 10-point Likert-type rating scale can be 
useful. Remembering, by contrast, is often tested with an old/new auditory recogni-
tion task to prove how well the details of musical structure have been kept in mind. In 
these auditory recognition tasks, musical motifs, or longer excerpts, are played again, 
either in the original version or with slight variations, and these target stimuli have 
to be compared with the imprints stored in memory. (Note that for reasons of clarity, 
brain regions other than the hippocampus are not described in this section here.)

Interestingly, a similar differentiation has been made in regard to episodic 
memory, that is, when personal events are retrieved with certain vividness. In 
episodic memory, the term “recollection” is used to describe the process of recall 
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(and re-experiencing) as many contextual details as possible. So, distinctions are 
made between the “feeling of familiarity” on the one hand and “recollection” on the 
other hand. There is a strong consensus that the latter, recollection, is hippocampal-
dependent; however, in terms of the vague feeling that some episodic memories seem 
familiar it is not clear if this is hippocampal-dependent or rather based on activity in 
the perirhinal cortex (see, e.g., [32] for further details).

Back to the feeling of familiarity in music, Plailly et al. [33] found evidence for the 
hypothesis that all types of vague impressions have a common neural source, based 
on the idea that the feeling of familiarity is quite similar across all sensory modalities. 
They tested this common source hypothesis with fMRI and two modalities, music and 
odors. Participants had to judge whether musical excerpts (instrumental) and odors 
were familiar to them or not. An underlying common brain network could indeed be 
identified, whereby brain reactions to familiar sounding music were stronger than 
those to familiar smelling odors, for example those of herbs or flowers. Interestingly, 
a distinct left-hemispheric tendency could be observed that also referred to the left 
hippocampus and the left parahippocampus. So, for this bimodal type of stimulation 
a large overlap in (left-hemispheric) neural substrates has been found (including the 
hippocampal formation), which suggests that the feeling of familiarity is multimodal 
indeed, or, one could also say: modality-independent.

In contrast to that, Watanabe et al. [34] conducted an fMRI experiment to find 
out how well the details of musical structure could be remembered. So, in Ref. [34] 
“remembering,” that is, the second hippocampal-dependent type of recognition 
memory, was examined, and old/new-decisions had to be made. To my knowledge, this 
fMRI study was the first in which co-activation of personal memories (“this reminds me 
of …”) was strictly minimized, since new musical stimuli had been generated with auto-
composing software, by which any type of additional memory or association was kept 
at a minimum. During encoding, participants listened to 20 of these pieces (each of 3 s 
length, repeated three times). Then, 10 novel examples were added, and the subjects 
had to decide which stimulus was old (i.e., previously heard), and which was new. Brain 
activation was found in the right hippocampus for having correctly recognized pieces as 
old, so thus again retrieval success could be proven (cf. e.g., [3]).

Retrieval success was also the topic of a recent MEG/MRI study conducted by Bonetti 
and colleagues [35]. Again, old-new decisions had to be made; however, this time, the 
task was more demanding: During learning (or: encoding) participants listened four 
times to the right-hand part of a Bach Prelude (BWV 846) and also four times to its 
atonal counterpart. However, during retrieval, only short “snippets” (5-tone motifs) 
were presented. Half of these motifs were taken from the memorized prelude, whereas 
the other half was newly invented. Thus again, old examples had to be distinguished 
from novel ones, and this was done separately for the tonal and atonal versions. Overall, 
strong brain activity was observed in left MTL regions, including the left hippocampus 
and the left parahippocampus. Interestingly, this was only the case when the motifs 
were tonal and recognized as old, that is, as a part of the original prelude. Memorized 
atonal motifs, by contrast, evoked activity in right-hemispheric auditory regions, that 
is, without any significant functional change in the right hippocampus. In this study, 
retrieval was also examined in more detail in that event-related fields were analyzed 
in two frequency bands, a slow band (0.1–1 Hz) and a faster one (2–8 Hz). In the slow 
frequency band, voxel number was high for memorized tonal motifs from the third tone 
on, whereas for memorized atonal types voxel number was already high at motif begin-
ning. These details suggest that in regard to tonal motifs, the hippocampus reacts to the 
whole, the entity or: Gestalt, in accordance with the observation that the hippocampus 
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is engaged in the processing of patterns or “scenes” [cf. [7]]. Atonal motifs, by con-
trast, were processed tone-by-tone by activating large parts of the auditory network. 
Obviously, participants use different listening strategies during motif recognition: holis-
tic whenever the replayed motifs are tonal (activating the hippocampus), and punctual 
whenever the motifs are atonal (activating the auditory network, including the insula).

Both studies on recognition memory [34, 35] reveal that the time windows 
between learning and recognition were very short. In other words, the test phase was 
immediately after encoding, with a delay of 15 min at the most (cf. [34]). This calls 
into question that the hippocampus is exclusively involved in long-term memory 
processes. Some researchers (e.g., [36, 37], also [5]) argue in favor of a more flexible 
approach. They understand hippocampal functioning beyond strictly set time frames 
through which by definition (hippocampal-independent) working memory and 
(hippocampal-dependent) long-term memory processes can be distinguished from 
each other. For example, Jeneson and Squire [36] point out (note that this is from a 
working memory perspective) that some task requirements; for example, greater 
memory load or maintenance of some complex information may occasionally exceed 
the capacity of working memory, and in such cases, the hippocampus is needed to 
support performance. Accordingly, in regard of working memory processes two new 
terms are suggested [36]: “subspan memory” and “supraspan memory”—the first for 
all those cases in which the storage capacity of short-term memory is sufficient. And 
the latter, supraspan memory, for the opposite, that is, when also long-term memory 
is needed to solve the task for which activity can be observed in the hippocampus.

3. Expert memory: strategies for memorizing and recall

3.1 Long-term working memory (LT-WM), chunking, and memory subtypes

Interestingly, this flexible interaction between working memory and long-term 
memory (plus hippocampal activity as just described) (see Section 2.2) is one out of 
three fundamental mechanisms by which the effectiveness of expert memory can be 
explained when skillful pieces have to be played by heart. So, in this section, I will 
elaborate on these three points to describe in detail the mechanisms underlying expert 
memory. These points are: (a) the use of a so-called retrieval scheme (which is based 
on flexible long-term/working memory interaction processes), (b) a principle called 
chunking as well as (c) different memory subsystems needed for expert performance.

a. Today, several studies (or: authentic reports) exist in which professional musicians 
describe their steps when preparing a new recital program. A successful example 
is the report series by Roger Chaffin (US-American psychologist) and Gabriela 
Imreh (US-pianist, of Romanian origin, e.g., [38], also [39]). According to them, 
a large part of daily practice consists in acquiring a so-called “retrieval scheme,” 
which is part of conceptual (or: declarative) memory. For this, a musical piece is 
first partitioned into several segments (or: sound portions), and for each of these 
segments, a self-set landmark (i.e., a cue or an opener) is consciously memorized 
too. (Cues can be, for example, a structural detail, a sound, or a tricky fingering.) 
During recall, that is, during performance on stage, soloists just proceed from 
cue to cue, present in working memory, whereby each sound portion, stored in 
long-term memory, is directly accessed too. So, all in all, this mechanism makes 
fluent performance possible. For this linkage (or: interaction) between working 
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memory and long-term memory, Ericsson and Kintsch coined the term “long-term 
working memory” (abbreviated “LT-WM” [1], see also [40]). However, to my 
knowledge, no study exists, in which LT-WM processes underlying time-precise 
sequence recall have been investigated with fMRI. At first glance, some striking 
parallels between LT-WM and Teyler’s so-called “hippocampal memory indexing 
theory” might come to mind (see [18, 19]). According to the indexing theory, 
certain pointers are located in the hippocampus, through which the neocortical 
sites of a distributed array are re-activated so that the whole memory pattern 
can be restored. However, in regard to this parallel, some counterarguments 
exist: First, Teyler’s theory is a neurophysiological one, based on the existence of 
reciprocal connections and synaptic physiology. LT-WM, by contrast, explains 
retrieval processes from a pure psychological point of view. A second point is 
that Teyler’s theory provides the basis for episodic memory, enabling a subject to 
retrieve certain personal memories with all contextual details [19]. In other words: 
Teyler’s theory might be suitable for a scene-like type of retrieval. However, to 
remember tone elements in serial order and precisely in time, as in performance 
situations, LT-WM seems to be the more suitable explanation: It describes a flex-
ible,  cue-triggered (WM-based) mechanism, making possible a rapid and reliable 
access to large amounts of domain-specific information, stored in long-term 
memory.

b. A second hallmark by which the efficiency of expert memory can be explained is a 
principle called “chunking,” more precisely: a principle of thinking and perform-
ing in chunks. Chunks are defined as meaningful units of information (e.g., [41]), 
and the level of argumentation is working memory. In musical contexts, chunks 
often are pattern-like. Typical examples are short segments of musical scales that 
can be found in various musical pieces. From this follows that melodies are not 
processed tone-by-tone, but rather as groups or distinct entities, namely as chunks. 
Note that chunks can easily be detected in the written musical texts, the scores, 
since almost every composer adds certain slurs to indicate that a bunch of notes 
has to be played coherently as an entity, namely as a chunk or a musical phrase (see 
Figure 4). So, the key unit in music is the “musical phrase” rather than the chunk, 
also implying that every type of musical information is stored in musical phrases. 
Interestingly, it has been found that certain working memory processes occur at 
the boundaries of the musical phrases, and these transitional processes are more 
important than generally assumed. Because for grasping a melody as a whole, a 
first phrase has to be maintained in working memory, while the attention focus is 
directed to the next phrase. In other words, while playing or listening to melodies 
certain memory-and-attention-related micro processes occur, in particular at the 
edges of the phrases, the phrase boundaries. Interestingly, these transition pro-
cesses in melodies do activate the hippocampus. Knösche et al. [42] found activity 
in the posterior parts of both hippocampi and also in parahippocampal areas, 
when one musical phrase (or chunk) was closed, and the next phrase was opened 
(for source localization EEG and MEG data were used) (see also [43]).

c. Finally, expert musicians rely on different memory types in parallel, by switch-
ing the attention back and forth between them. At least five subtypes can be 
distinguished from each other: Conceptual (or: declarative) memory in which 
the retrieval schemes and the details of music analyses are stored. Another 
subtype is auditory memory in which the entire musical piece is represented as 
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a sound product. In addition, also motor, kinesthetic, and haptic subtypes exist, 
carrying memory details in terms of finger movements, muscle tension, and 
somatosensory impressions, for example, how it feels when strings are plucked. 
Some musicians also possess eidetic or photographic memory, which enables 
them to see the details of the score before the inner eye (see [38, 39] for further 
details). So, expert musicians memorize a musical piece in a multifaceted way. 
In other words, several backups exist in parallel, each with different pieces of 
information: auditory, conceptual, motor, haptic, kinesthetic, and/or visual. 
To my knowledge, studies, using fMRI and DTI, are still missing, in which the 
focus is set on how these memory subsystems interact with each other. However, 
in terms of music perception, that is, when subjects passively listen to music, 
some whole-brain connectivity studies do exist, and for this, all types of neural 
networks could be identified (e.g., see Alluri et al. [44]).

3.2 Mnemonic techniques: Method of loci

Whenever the to-be-remembered items have to be stabilized even further, people 
sometimes make use of a certain strategy of double encoding, commonly known as 
“mnemonic technique”, for which hippocampal activity can be observed once again. 
Across the mnemonic types, the principle is as follows: (1) During encoding a primary 
item is tied (or: connected) to a secondary item, and this linkage is consciously memo-
rized (e.g., [45]). Often, the primary item is complex or abstract; however, it is “the 
real thing,” that is, the original piece of information that has to be remembered. The 
secondary item is a self-chosen adjunct, which, in most cases, is familiar to the subject and 
also pictorial in nature. (2) During retrieval, this additive, that is, the secondary item, 
can be easily remembered and by this, the primary item is activated too. In general, 
mnemonic techniques are used for maintaining sequence order, for example, when 
100 words have to be recalled in the same order as they were presented. It becomes 
clear that connections are mostly one-to-one; that is, assignments are made between 

Figure 4. 
A music example of high structural density, always played from memory during a recital: Frédéric Chopin Piano 
Sonata Nr 1, c minor, op. 4 (excerpt). Musical phrases, the chunks, are indicated by the larger slurs, whereas some 
of the smaller ones are signs for articulation. Some are also certain “ties,” indicating that two notes of same pitch 
are attached.
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one primary and one imagined item [45]. Some types of mnemonic techniques exist in 
which both first and second items are merged, that is, integrated into a new unconven-
tional entity (or: “composite” [46]), for which bizarre imagery is explicitly required 
[47]. It should also be mentioned that all types of mnemonic techniques are bi-modal; 
that is, both the primary item and the adjunct are taken from different domains (e.g., 
digits and pictures, faces and objects, words and places). The main point here is that 
these bi-modal connections (or: “between-domain associations” [48]) are produced 
not before reaching the hippocampus proper, that is, both items converge into the 
hippocampus, and bi-modal binding occurs exclusively there (see Mayes et al. [48] 
for further details). Obviously, this is not the case for “within-domain associations” 
(face-face, object-object, word-word), which “converge sufficiently in the perirhinal 
cortex to create a […] memory representation [48].” Zeineh et al. [49] could demon-
strate with fMRI that during bi-modal binding different hippocampal subfields are 
active, depending on whether data acquisition is during encoding or during retrieval. 
In this study [49], face-name associations were built and retrieved; in other words, 
names had to be assigned to new faces. During encoding, a complex of adjacent regions 
was active, in detail, CA fields 2 and 3 and the dentate gyrus (in short: CA2, CA3, DG), 
whereas during retrieval, changes in activation were primarily found in the posterior 
subiculum. (Note that face-name pairing tasks are quite frequent in everyday life situ-
ations, e.g., when a teacher has to memorize the names of all schoolchildren of a new 
class after summer vacation).

The oldest mnemonic strategy is the famous “method of loci,” going back to 
Greek and Roman antiquity. For example, Marcus Tullius Cicero used this method 
for learning his long speeches by heart. The method of loci is based on visuospatial 
imagery and mental navigation, and the procedure is as follows: (1) During encoding, 
a familiar environment is chosen in mind (sometimes also physically), for example, 
rooms within a house or paths through the city or countryside. Anchoring (or: encod-
ing) is in such a way that the primary items are put at distinct places along this path. 
(2) During retrieval, one simply imagines walking along the path, while, simultane-
ously, the anchored primary items come to mind in proper order. This method is useful 
when word lists and other types of sequential information have to be remembered. 
Cicero described the method of loci in detail in his De oratore, a textbook on rhetoric, 
which is one out of three sources informing about this “ars memoriae” in ancient times 
[50] (Note that the word mnemonic technique (or: mnemotechnic) was coined only 
in the nineteenth century.) It is said that Cicero used certain buildings of the Forum 
Romanum for this linkage which helped him remember the main points of his speeches 
reliably and in proper order when speaking to the audience [51] (Figure 5).

Even though the method of loci is mainly used for memorizing word lists or 
large amounts of text, musicians occasionally make use of it too (violinist, personal 
communication). While preparing for a concert she physically moved from corner 
to corner of her practicing room, each time ‘depositing’ a certain amount of sound 
information in one corner. During the concert, she simply imagined walking 
along the same path. Given that for this type of linkage a path through nature is 
chosen, an additional effect could be to feel mentally (and physically) relaxed. In 
other words, during recall, while performing a concert on stage, an imagined path 
through a natural environment could reduce inner tension. Since violinists play 
pieces from memory in upright position, this also raises the question whether the 
method of loci supports some egocentric (or: trunk-related) processes which, how-
ever, are located in the parietal lobe (for further details on egocentric frames and 
representations, see [11]). If this were the case, the retrosplenial cortex might play 



91

Performing Music on Stage: The Role of the Hippocampus in Expert Memory and Culture
DOI: http://dx.doi.org/10.5772/intechopen.111479

a role in mediating between the hippocampus and the superior parietal lobe (SPL). 
The latter, SPL, is a multimodal spatial reference system into which visual, auditive, 
vestibular, tactile, kinesthetic—and, possibly, geocentric spatial—inputs converge 
for purposes of proprioception, that is, to bring room coordinates and one’s own 
body position into balance (I do not want to elaborate on this further, since, to my 
knowledge, this lacks of empirical proof). What has been shown, however, is that 
after six weeks of daily mnemonic training with the method of loci (a web-based 
training platform) memory performance of naïve subjects increased significantly. 
More importantly, significant changes in network connectivity were found in the 
left hippocampus and bilateral retrosplenial cortex (cf. fMRI study by Dresler et al. 
[52]; see also [53] for similar results).

3.3 Mnemonic techniques: playing the North Indian tabla as a special case

In many non-Western cultures, especially India, mnemonic techniques are even 
more essential since in these countries, music does not exist in written form as scores, 
but rather it is transmitted aurally/orally [54]. Although mnemonic systems are quite 
similar across these non-Western cultures, the basic mechanism is entirely different 
from the principles on which the method of loci is based, namely spatial navigation 
and visual imagery. In non-Western cultures, connections are sound-to-syllable, that 
is, the sounds of a musical instrument are combined with certain syllables which are 
thought and/or spoken simultaneously while playing. At first glance, these syllables 
seem to be nonsense and arbitrary chosen. However, spectral analyses reveal that 

Figure 5. 
Cicero described the “method of loci” in De oratore, a textbook on rhetoric. For anchoring, he himself used certain 
buildings of the Forum Romanum which helped him remember the main points of his speeches in proper order.
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musical sounds and the syllables share common acoustic properties (see [55] for 
further details). Regarding non-Western traditions, the interesting point is the aspect 
of weighting or primacy, in other words, how sound-syllable connections should be 
understood. Which element is the predominant one—the musical sound or the speech 
syllable, that is, the first or the second item? This will be discussed in the following by 
taking as an example the North Indian tabla tradition. A tabla is a pair of hand drums 
of different size and pitch played in North India (Figure 6). Singers and sitar players 
are accompanied by this percussion instrument in small ensemble formations typical 
of the North Indian (Hindustani) classical music tradition.

There are many different ways of striking the tabla, however each time, a single 
drum sound is linked with a certain spoken syllable, called bol (from bolna, a Hindi 
verb for “to speak” [56]). Example syllables are: dha, dhin, dhun, tin, tun, kat, ghe, 
tra, kra [55, 56], thus, appearing as a sort of onomatopoeic equivalent for the drum 
sounds. However, the important aspect in terms of weighting or primacy is that bol 
syllables should not be considered as mere adjuncts. Because in India, the human 
voice is regarded as the origin of all music, the instrumental and the vocal forms, by 
which cosmic energy flows through the chest and the lungs to be formed by the vocal 
cords, the mouth, and the lips. Manuel and Blum [57] put it this way: “Musical sound 
[…] proceeds along a spiritual pathway from an unmanifested ideal form, through 
the navel, heart, throat, and finally the mouth. Vocal music, generated by vital breath 
[…], was conceived as a sublime manifestation of nâda brahma, a sort of primordial 
and divinely animated substratum of cosmic sound. [57].” Accordingly, vocal utter-
ances are of particular value, and this holds also for the bol sequences. In this context, 
Rowell [58] writes the following (though the focus seems to be more on the South 
Indian counterpart, a syllable system called solkattu, [59]): “These syllables are more 

Figure 6. 
The tabla is the typical percussion instrument of North India: A pair of hand drums of different size and pitch is 
played by one musician seated on the ground. Different drum sounds (depending on where and how the drums are 
struck) are linked with spoken syllables, called bols, resulting in certain sound-to-syllable connections. Playing the 
tabla is a special case of using mnemonic techniques.
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than drum syllables - they are abstract phonetic patterns that can be recited, played, 
and danced. […] They are not medium-specific.” So, the question about weighting or 
primacy can be answered in that way that drum sounds and phonetic elements should 
be considered as equivalent.

Regarding this sound-syllable system the wide range of applications becomes evi-
dent when having a look at the non-Western aural/oral teaching practice. This will be 
briefly explained by taking as an example the music education in Japan. Both Hughes 
[60] and Shehan [54] report that beginners learning to play the nōkan (a traditional 
Japanese flute) are taught to—first of all—sing the syllables in pure form before being 
allowed to pick up the flute and play the melody. (Note that in the Japanese nohkan 
tradition, the mnemonic syllables “hya” and “hyo” are central.) Obviously, the same 
holds for children in North India learning to play the tabla. Farrell [56] describes this 
learning process as “saying bols, writing them down, translating these into finger 
movements,” meaning that the first step consists in building a mental representation 
of the sound syllables—enabling the novices to think the mnemonics fluently—before 
hand movements, that is, motor practice is added. Farrell continues: “The process of 
thinking, saying, and playing in tabla [sic] provides a fascinating example of how the 
building blocks of a music are conceptualized in thought and realized in sound [56].”

Another aspect worth considering is whether it is the sound of the tabla to which 
the spoken syllable is connected or the drum stroke itself (cf. [55]). In case of the 
latter, a close link would exist between the syllable and the sound-producing action. If 
so, the (chronological) order would be: “bol - action - sound” which is in line with the 
ancient Sanskrit wisdom that “the Word is translated into action [61].” From a neu-
roscience perspective, this might go into the direction of the human mirror neuron 
system: It is common knowledge that a special subset of audiovisual mirror neurons 
does not only respond when certain hand actions or gestures are observed, but also 
when the sounds resulting from these hand actions are heard [62, 63]. For listening to 
these action-related sounds, a left-hemispheric frontoparietal motor-related network 
has been identified [64], including Broca’s area and the premotor cortex. This might 
also be active when bol sequences are played on the tabla, that is, when drum strokes 
(as sound-producing actions) are combined with syllables (the speech sounds). Note 
that with “tonic sol fa,” or “solfège”, a similar sound-to-syllable system exists in the 
Western culture. The principle is that an easily singable syllable, for example, do, re, 
mi, fa, or sol, is assigned to each of the seven pitches of the diatonic scale. However, in 
contrast to non-Western systems, these pitch-syllable pairs do not have any acoustic 
similarities. The practice of this solfège system can be traced back to Guido d’Arezzo, 
a famous music theoretician in the first half of the eleventh century, and it is mainly 
used for intonation exercises in singing lessons and for training auditory imagery 
until the present day (see, e.g., Hughes [60] for more details on Western arbitrary 
versus non-Western non-arbitrary sound-to-syllable systems).

4. What is memory for? Some reflections from the perspective of culture

So far, it has been shown that the hippocampus is one of the most relevant brain 
regions in humans, since almost every memory process—declarative and non-declar-
ative—depends on hippocampal activity. Furthermore, to illustrate how sensitive the 
hippocampal region in terms of time-related micro-processes is, expert memory in 
music served as an example, manifesting itself in pitch- and time-accurate sequence 
recall. In this section, this data-driven approach is put aside in favor of reflections on 
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memory from the viewpoints of anthropology and culture. What is memory for? What 
is its value? While searching for answers it makes sense to distinguish between the 
individual and the collective level. Regarding the first, the individual level, at least two 
points should be mentioned here: First, memories shape our character. That is, each 
remembered experience enriches the self, making each human unique, that is, dif-
ferent from others. Personal memories also guide people during decision making and 
help them avoid making the same mistake over and over again. Accordingly, memories 
play a decisive role to give persons a sense of identity. Second, semantic memory, 
that is, facts, and also know-how are some sort of preconditions for being creative. In 
other words, a fund of knowledge is beneficial for creative problem solving, enabling 
persons to build associations and have new ideas. For instance, during his first stay 
in Italy (1769–1771), the young (13-year-old) Mozart seized the opportunity to study 
counterpoint with Padre Martini in Bologna, a famous music theoretician at that time. 
Thus, although knowledge is often domain-general, the domain-specific type is even 
more useful, for example, to improve one’s compositional style.

In the middle of the 1980s, human memory also became a topic in the socio-
cultural sciences. Assmann [65] differentiates between memory as an “outer or: 
external phenomenon” (studied by cultural scientists) and memory as an “inner 
phenomenon” (studied by neuroscientists and psychologists). Moreover, den Boer 
[66] set both memory types, the internal and the external, in relation to each other. 
He compared the method of loci (the internal type, located in mind) with the so-
called lieux de mémoire (the external type), that is, with places of memento in reality, 
such as certain monuments or holy places. (NB lieux de mémoire is a term coined 
by Pierre Nora, a French historian, in the late 1970s). In terms of inner and outer, 
den Boer [66] has the following opinion: “For the ancients, the loci memoriae were 
a necessary mnemotechnics in a society without modern media […] For Cicero and 
Quintilian the loci memoriae were practical mental tools, free of ideology. […] Nora’s 
lieux de mémoire are also mnemotechnical devices, but […] far from being neutral or 
free of value judgments. Most lieux de mémoire were created, invented, or reworked to 
serve the nation-state.”

First attempts to consider memory as something social were made in the 1920s by 
Maurice Halbwachs, a French sociologist. He coined the term “mémoire collective” 
(collective memory), which should, more or less, be understood as the common 
knowledge of society. In other words, specific memories are of concern to a group 
or the entire society, and, to some degree, they are also present in the mind of each 
individual. Several measures are taken to keep these group and nation memories 
alive; for example, minutes of silence or days of remembrance to honor those who 
were killed in war or by assassinations, but also national and religious holidays belong 
to this category. In short, the past is tied to the present; that is, collective memory is 
refreshed by repetition at regular intervals, mainly from year to year. Thus, joining 
festivities or commemorative ceremonies may strengthen a person’s cohesion with the 
group, in other words: his or her cultural and/or national identity.

Another important point is that, since ancient times and throughout all societies 
and ethnic groups, certain persons stand out from the crowd through calling myths, 
heroic epics, and/or group-related events back to mind by transmitting them orally, 
for instance, by telling these stories on market places. The aim is to strengthen the 
audience’s cultural identity. Assmann [65] explains this point by taking as an example 
the “griots,” a caste of wandering singers in Africa. But also shamans, bards, heads 
of tribes, and, in a broader sense, priests and teachers are good examples. All have 
in common to be explicit carriers of internalized knowledge (somehow serving as a 
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medium), and with this, they help preserve oral traditions and culture. What they 
communicate are, for the most part, words of wisdom and insights, that is, facts 
about the past, what had happened to a tribe, combined with own experiences and 
some advice for the future. Walter J. Ong, an American media theorist [67], set out 
that griots, bards, and other carriers of wisdom make use of certain poetic devices 
(functioning as a sort of mnemonic device) to transmit their narratives properly from 
generation to generation. Such poetic devices are, for example, rhymes, alliterations, 
assonances, formulaic expressions as well as many repetitions and redundancies 
regarding content. In consequence, a story can be clearly remembered and exactly 
repeated by the storyteller, while, at the same time, this is catchy for the audience. The 
effectiveness of such poetic devices was verified in a study by Tillmann and Dowling 
[68]. They conducted an experiment on short-term memory, using two kinds of 
verbal material, prose and poetry. In this study, short-term memory for surface details 
declined significantly later in poems than in prose. This is because in poetry, the 
metrical structure and the rhyming at the end of the verse lines tie phrases together, 
resulting in a coherent whole. So, in this study subtle distinctions could therefore be 
easily detected in poems, for example, when after delays of either 4 s or 30 s certain 
lures were presented that had to be distinguished from the original verse lines (verba-
tim) (see [68] for further details).

Regarding oral traditions, a further point is of utmost importance: What is passed 
on by word of mouth? Is it the gist, that is, the storyline, in other words the central 
plots and aspects leaving space for improvisation? Or is it that all the details can be 
precisely remembered and recited even three or four generations later? The answer 
goes in both directions, since this depends on the type of narrative and on the efforts 
made during encoding. Anyhow, when holy wisdom has to be transmitted in religious 
contexts oftentimes the latter is the case. Rowell [61] describes the process of ver-
batim recall as follows (referring to collections of hymns from the Rgveda): “Young 
trainees were put through memory-building routines that boggle the mind: recita-
tion of the text both with and without consciousness of its meaning, recitation both 
forward and backward, recitation both with phonetic junctures […] between words 
and with separations between words, metrical recitation and recitation in a continu-
ous flow (except for the obligatory caesuras), and recitation of pairs of syllables in 
distorted […] sequences. […] The aim was to instill an automatic and total command 
of the text that would rule out even the slightest possibility of error.” Assmann puts 
it this way [65]: “The Vedas are not written down because Brahmans trust in written 
texts less than in memory. Each holy text is a kind of spoken temple, making the Holy 
present through the medium of voice.”

From the neuroscience point of view, an interesting result was obtained in a study 
by Robin and Moscovitch [69]. There, hippocampal activity could be observed for 
both—the gist and the details, in other words, for coarse-grained and fine-grained 
aspects. An example is: “party” (gist) vs. “cake at 10th birthday party” (details of a sin-
gle episode). In terms of this, the hippocampus shows activity in different subregions 
along the long-axis. Robin and Moscovitch [69] propose the following: “Perceptually 
detailed, highly specific representations are mediated by the posterior hippocampus 
and neocortex, gist-like representations by the anterior hippocampus […] These rep-
resentations can co-exist and the degree to which each is utilized is determined by its 
availability and by task demands.” Obviously, this seems to be valid for both processes, 
encoding and retrieval, showing once again, the dynamics of the hippocampus proper.

Another example of verbatim recall can be found in the religious practices of 
the Islam: The Quran is considered as the word of God, that is, as literal truth, and 
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any type of misquoting, or passing it on in incorrect form is considered a sin [70]. 
Furthermore, the Quran is recited in in its original language, Classical Arabic, with-
out exception. In other words: no translations are allowed which is in stark contrast 
to Christianity. Since best effects are achieved in aural/oral form, Muslims prefer 
reciting (and memorizing) to reading the Quran in silence. Thus, religious Muslims 
make learning the Quran their life’s work, starting at the age of four or five when 
attending the Islamic preschools and the Quranic schools [71]. This exemplifies that 
every religious Muslim is the carrier of (internalized) Quranic knowledge, guiding 
him (or her) through life as a sort of moral compass. Boyle [71] speaks of “Quranic 
memorization as a process of embodiment.” In this case, however, learning is mostly 
by rote, that is, listening to the Quran teachers (and/or reading the Quran), and then 
repeating and rehearsing the text word by word and line by line ([71], see Figure 7). 
Some Muslims also make use of their eidetic or photographic memory through encod-
ing the Arabic calligraphy too. Saleem [70] interprets this as a mnemonic mechanism 
by which the pictorial calligraphic characters are the secondary items so that each sura 
is memorized in the form of sound-picture combinations or “letter-sound relation-
ships [70],” to use his own words.

However, the interesting point is here that Quran memorization is purely through 
the sound of the language, and for this, the phonetic characteristics of Classical 
Arabic are crucial. That is, no semantic analysis or deeper understanding of the 
meaning is required [70–72]. This special, sound-based practice of memorizing 
has to be seen against the background of religious aesthetics. Navid Kermani, a 
cultural researcher of Persian origin, puts emphasis on the point that the Quran 
should be experienced in an aesthetic (and acoustic) manner, that is, sensually, 
in a poetic way through the attractiveness of sound. He has elaborated on this in 

Figure 7. 
Memorizing the suras of the entire Quran is a lifelong task, starting at the age of four or five when attending 
Islamic preschools and the Quranic schools. In principle, every religious Muslim is the carrier of (internalized) 
Quranic knowledge, guiding him (or her) through life as a sort of moral compass.
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his book God is beautiful. The aesthetic experience of the Quran ([73], see also [74]). 
Interestingly, a similar tendency prevailed in the Christian Occident during the 
Middle Ages. Yates [50] reported that in the time of Albertus Magnus and Thomas 
Aquinus (both thirteenth century) the mnemonic techniques moved over from 
rhetoric to ethics and have been regarded as part of virtue theory ever since.

5. Conclusions

In this book chapter, playing music by heart served as an example to illustrate 
that sequence recall is dependent on the hippocampus, a brain region within 
the medial temporal lobe. In detail, hippocampal activity was evoked by micro-
processes at phrase boundaries [42], during motor sequence learning [31], and 
when detecting irregular offset-onset intervals [4]. Thus, emphasis was on expert 
memory, that is, on entirely different aspects than those in episodic memory, 
when certain unique experiences are remembered (e.g., [5, 6]). This performance 
example has also shown that hippocampal activity is needed every time when 
memory processes are required in the performing arts, that is, in contexts specific 
to humans. On the other hand, numerous cross-species studies exist, in which the 
hippocampi of birds, rodents, and monkeys have been studied in terms of anatomy, 
functioning, and connectivity, illustrating that memory is also of immense value for 
survival [cf. [11]]. For instance, sparrows or squirrels, remembering during winter-
time where they have laid in their supply of nuts, are good examples to show how 
vividly important spatial memory is from a Darwinian point of view.

In this overview chapter, it has also been shown how dynamic and flexible the 
hippocampal brain region is, oftentimes, because different hippocampal subfields 
along the long-axis are active. Example processes, illustrating this flexibility, are: (1) 
changes between the gist and the details [68, 69], (2) flexible interactions between 
long-term and working memory [1, 36], (3) reactions to retrieval success and to the 
opposite, that is, novelty detection [4, 34, 35] as well as (4) reactions to the feeling 
of familiarity and the remembering of structural details [33–35]. In many studies, 
hippocampal reactions were also compared between groups, in particular between 
musicians and non-musician controls, showing that the hippocampus of musicians is 
not only a prototype example in regard to neuroplasticity but also in terms of many 
other respects. (Still, hippocampal plasticity is one of the most studied topics in the 
field of Music and Neuroscience (e.g., [27]).) The disadvantage is that, until now, 
there are many gaps in research; that is, functional MRI data are missing on how the 
hippocampus might react to musical aspects other than time, making it unavoidable 
to sometimes argue by analogy. In other words: many suggestions need verification.

Occasionally, musicians make use of the (hippocampal-based) method of loci, 
the oldest mnemonic strategy based on visuospatial imagery and mental navigation. 
For all mnemonic techniques, bi-modality is characteristic, meaning that both the 
primary item and the adjunct are taken from different domains to stabilize content by 
way of double encoding. Zeineh et al. [49] could demonstrate with fMRI that during 
bi-modal binding different hippocampal subfields are active, depending on whether 
encoding or retrieval processes are examined. Further research on hippocampal sub-
fields (see, e.g., [21]) is a promising avenue to explore the functioning of the hippo-
campus in all its detail. Mnemonic techniques are even more essential in non-Western 
cultures, since there music is frequently transmitted in aural/oral form [54]. This has 
been exemplified by the North Indian tabla tradition. Whether and to what extent the 
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hippocampus is involved when drum patterns are played and certain onomatopoeic 
syllables are thought or spoken simultaneously is a matter for future research, and 
suitable paradigms have to be developed to disentangle the process of drum sequence 
playing from that of syllable speaking.

Further points of interest are implications regarding culture, more precisely: 
which relationships exist between cognitive neuroscience of memory on the one hand 
and the socio-cultural sciences on the other hand. In this respect, the following points 
are important: (1) memories shape the self and make humans unique; (2) knowledge 
stored in semantic memory is beneficial for creative problem-solving; (3) collective 
memories strengthen a person’s cohesion with the group, that is, his or her cultural 
and/or national identity, (4) throughout all ethnic groups shamans, bards, priests, 
and teachers are explicit carriers of internalized knowledge, thus helping to preserve 
oral traditions and culture; (5) religious knowledge, when internalized, may serve 
as a moral compass for each individual, this is especially true for religious Muslims 
memorizing the Quran their whole life.

Thus, one can conclude that the hippocampus is indeed one of the most relevant 
brain regions in man, having effects on almost every aspect of human life from basic 
survival to moral behavior and the preservation of culture.
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Abstract

The hippocampus is a brain region that plays a vital role not only in learning and 
memory but also in a variety of cognitive processes. Additionally, the hippocampus is 
known for its plasticity or its ability to adapt structural and functional properties in 
response to internal and external factors. This plasticity is intricately modulated by 
a variety of factors, including neurotransmitters (such as glutamate), neurotrophic 
factors (such as BDNF, IGF-1, VEGFα, and NGF), cytokines, chemokines, adipokines 
(such as leptin and adiponectin), and hormones (such as cortisol, beta-endorphins, 
thyroid hormones, and noradrenaline). Changes in the number, length, type, and 
shape of dendritic spines within the hippocampus can influence neurotransmission, 
and subsequently behavior, through modulation of glutamatergic neurons. There are 
several interventions, including pharmacological treatments (such as antidepressants 
or multimodal drugs) and non-pharmacological interventions (such as non-invasive 
brain stimulation of targeted regions, physical exercise, and an enriched environ-
ment) that promote neurogenesis in the dentate gyrus, resulting in beneficial effects 
on cognition and mood. Both types of therapies have the potential to increase connec-
tivity between the hippocampus and other areas of the brain involved in motor and 
cognitive control, and thus, improve performance in specific tasks.

Keywords: hippocampus, plasticity, cognitive control, neurotrophic factors,  
non-pharmacological interventions

1. Introduction

The hippocampus is a crucial brain region that plays a vital role in learning and 
memory, particularly in the acquisition of new memories. It is also involved in the 
regulation of emotion and mood. The hippocampus is affected by aging and age-
related cognitive disorders, such as the progressive atrophy of its volume.

The hippocampus is composed of a heterogeneous population of neurons that 
are distinguished by their age, morphological characteristics, and connectivity. It is 
anatomically organized into three main areas: CA1, CA3 (short for Cornu Ammonis), 
and the dentate gyrus (DG). Area CA1 is responsible for encoding memories while 
area CA3 is thought to mediate the retrieval of complete memories from partial 
information (pattern completion). The DG is important for spatial pattern separation, 
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the process by which similar incoming information or stimuli are transformed into 
distinct, non-overlapping experiences. The hippocampus is thought to support the 
recollection of episodic events by representing the complex spatiotemporal patterns 
that uniquely define typical real-world events. Patients with lesions to the hippocam-
pus have marked deficits in episodic and spatial memory [1–5].

This chapter focuses first on the modulation of hippocampal plasticity in terms of 
neurogenesis, structural, and functional plasticity, as well as on the relevant factors. 
It then examines how the connectivity between the hippocampus and other cerebral 
structures leads to the creation of new associations starting from familiar concepts or 
the construction of new concepts and categories. The second half of the chapter outlines 
the medical interventions designed to modulate hippocampal plasticity, including 
both pharmacological (such as therapy with Cerebrolysin, antidepressant medication, 
and even drug abuse) and non-pharmacological interventions (such as transcranial 
electrical stimulation, transcranial magnetic stimulation, and physical exercise).

2. Plasticity

2.1 Introducing neuroplasticity

2.1.1 From neurogenesis to reorganized or new connections

Neuroplasticity refers to the brain’s ability to change and adapt with input and 
repetitive use. This capacity allows the brain to adjust to environmental changes, 
learn, and repair itself after lesions or disease. Genetic, neuronal, and neurochemical 
factors all play a role in neuroplasticity, and its limits can be manipulated through 
clinical and pharmacological interventions [1, 2]. The hippocampus is a highly 
adaptable structure that is particularly prone to neuroplasticity. This process involves 
neurogenesis, which is the proliferation and differentiation of neural stem cells 
(NSCs) and the subsequent changes in the morphology and activity of the differenti-
ated neurons. In adult mammals, the subventricular and subgranular zones of the 
hippocampus are the two neurogenic niches where NSCs proliferate and differentiate 
to generate new neurons [2, 4].

The central nervous system undergoes structural and functional changes during 
development years and adulthood as it is constantly stimulated by internal physiology 
and environmental conditions. The hippocampus is one of the few areas in the brain 
where neurogenesis persists throughout adulthood, supporting learning and memory 
and potentially contributing to brain repair [1, 4]. While the regenerative potential of 
stem cell niches in the brain is still a topic of debate, an increasing body of evidence 
suggests that in the hippocampus, newborn neurons integrate into existing circuits 
and play a critical role in learning, memory, and neurological disorders [4].

Understanding hippocampal neurogenesis is therefore of utmost importance, 
due to its crucial role in cognition and regulation of emotions, as new neurons are 
integrated rapidly into its network, providing a certain level of cellular flexibility to 
the brain [3].

2.1.2 Types of neuroplasticity

Neuroplasticity, the ability of the brain to change and adapt with input and 
repetitive use, is an extraordinary tool that allows the mature brain to adjust to 
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environmental changes, to learn, and to repair itself after lesions or disease. This 
capacity is divided into two categories: structural and functional plasticity.

Structural plasticity involves the expansion or retraction of the synaptic area 
through the remodeling of spines, dendrites, and/or axons. It involves dendritic for-
mation and spine development, which are regulated through various cellular factors 
including microtubule regulatory proteins, neurotransmitters, glucocorticoids, and 
growth factors. Dendritic spines, which represent an important component of the 
synapses between hippocampal neurons, undergo structural plasticity in terms of for-
mation, shedding, expansion, and atrophy. The potentiation or depression of synaptic 
activity, modifications in the synaptic function or number of synapses, and the genera-
tion of new dendritic spines facilitate the integration of neurons into networks [4, 6].

Functional plasticity refers to the regulation of neurotransmission, the reorgani-
zation of synaptic components and receptors, and the regulation of the strength or 
efficiency of synaptic transmission. Synaptic plasticity can manifest as the growth of 
new synaptic connections or pruning of existing ones, as changes in the strength or 
efficacy of synaptic transmission, and as modulated excitability of existing synapses. 
There are many forms of synaptic plasticity, such as post-tetanic potentiation (PTP), 
long-term potentiation (LTP), and long-term depression (LTD) [4].

The interaction of structural and functional plasticity is evidenced by synaptic 
plasticity leading to structural modifications in dendritic spines. The cellular basis of 
these adaptations is thought to be synaptic plasticity leading to changes in the func-
tional connectivity of neuronal networks in the brain. The remodeling of synaptic 
connections can be measured both at the functional and at the morphological level. 
The function of synapses can be evaluated through electrophysiological recordings of 
spontaneous activity and can involve the release of neurotransmitters. The morphol-
ogy of synapses refers to the number and shape of contacts between neurons. These 
changes can be accompanied by variations in the shape, number, and function of the 
other cells that surround the neurons, including glia, endothelial cells, and resident 
immune cells such as microglia and perivascular circulating macrophages [7].

2.2 Modulation of plasticity

Neuromodulation controls synaptic plasticity at different levels: at the network 
level by directing the flow of information, at the circuit level through changes in the 
balance of excitation and inhibition, and at the synaptic level through the modula-
tion of intracellular signaling cascades [6]. The modulation of structural plasticity is 
influenced by various molecular, physiological, or external factors.

Molecules such as vascular endothelial growth factor (VEGF) can promote neurogen-
esis, and hormones and peptides involved in glucose homeostasis also support neuro-
genesis by influencing the proliferation, differentiation, and survival of NSCs. Physical 
activity, exposure to an environment rich in sensory stimulation, learning (especially 
task-specific learning), exploration, and social interactions have all been shown to 
significantly facilitate neurogenesis. However, neurogenesis declines dramatically with 
age or under intense stress. Antidepressant treatment, on the other hand, can improve 
hippocampal neurogenesis through its positive effects on mood and cognition [2, 3].

2.2.1 The role of glucose metabolism in the modulation of hippocampal plasticity

The activity of neural circuits in the hippocampus is influenced by metabolic 
stimuli and energy supply. Hormones and peptides involved in glucose homeostasis, 
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such as insulin, glucagon-like peptide-1 (GLP-1), insulin-like growth factor-I (IGF-I), 
and ghrelin, are thought to play a role in neural plasticity, including synaptic plasticity 
(i.e., synapse potentiation and depression), structural plasticity (i.e., dynamics of 
dendritic spines), and adult neurogenesis, thus, impacting cognitive performance. 
For example, insulin and IGF-I activate the phosphatidylinositol trisphosphate kinase 
(PI3K)/Akt and Ras-mitogen-activated protein kinase (Ras/MAPK-ERK) pathways, 
which affect gene expression and have a significant impact on NSC proliferation 
and neuronal activity. GLP-1, secreted by the gut in response to satiation, helps to 
regulate glucose homeostasis by enhancing insulin release from pancreatic β-cells 
and increasing glucose sensitivity. In contrast, ghrelin, secreted by the stomach, 
stimulates feeding behavior and counteracts the effects of insulin.

However, it’s important to note that chronic hyperstimulation of insulin/IGF-I 
effectors can lead to a premature decrease in the NSC pool, thus insulin may exert 
either beneficial or detrimental effects on NSCs depending on the timing and dura-
tion of stimulation [4].

2.2.2 The role of physical exercise and particularly running in hippocampal plasticity

The hippocampus demonstrates significant functional plasticity in response to 
exercise. Specifically, running increases neurogenesis in the DG of the hippocampus, 
leading to improved synaptic plasticity and memory function, particularly in spa-
tial memory and pattern separation. Neurotrophins, neurotransmitters, and other 
peripheral components, such as myokines, hepatokines, and adipokines, may mediate 
these changes in neural plasticity in response to physical exercise [8].

The process of establishing connections between developing neurons and various 
brain areas involves multiple neurotransmitters. Glutamate and gamma-aminobutyric 
acid (GABA) serve as the primary excitatory and inhibitory neurotransmitters, 
respectively, in the brain. Both play a role in regulating the integration and survival of 
new neurons. Glutamate is particularly important for exercise-induced changes in DG 
synaptic plasticity, as running enhances DG LTP, a form of synaptic plasticity that is 
thought to be a cellular model for learning and memory [5].

Neurotrophins, such as brain-derived neurotrophic factor (BDNF), play a signifi-
cant role in brain plasticity. BDNF expression levels in the hippocampus are increased 
by running in animal models, leading to improved hippocampal plasticity, spatial 
memory, and object recognition. In humans, exercise-induced increases in BDNF 
serum levels have been linked to changes in hippocampal volume, while reduced BDNF 
levels are associated with age-related decline in hippocampal volume. BDNF promotes 
synaptic plasticity through downstream targets such as cAMP-response element bind-
ing (CREB) protein, synapsin I, and synaptophysin, while simultaneously increasing 
its own messenger RNA (mRNA) and its receptor tyrosine kinase B (TrkB) [5].

Exercise also modulates cerebrovasculature, leading to better perfusion and deliv-
ery of oxygen, nutrients, neurotrophins, and other factors that promote brain func-
tion. Walking and running increase cerebral blood flow (CBF) in multiple regions 
within the brain, including the hippocampus. Additionally, skeletal muscle releases 
myokines that appear to play a role in neural plasticity as well [5].

2.2.3 The role of rich environments in neural plasticity

The impact of the living environment on both overall health and brain plasticity 
is significant. Prolonged stress can increase the risk of various diseases, including 
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cardiovascular diseases, cancers, neuropsychiatric disorders, and neurodegenerative 
diseases. In contrast, a stimulating environment can contribute to improved health 
and behavioral performance by optimizing brain plasticity. In depressed individu-
als, a decrease in hippocampal volume has been observed. Conversely, a stimulating 
environment, such as high-level spatial orientation training, has been associated with 
an increase in hippocampal volume [8].

The ability of an enriched environment to stimulate hippocampal growth can 
be explained by an increase in the density of dendritic arborization, the length and 
volume of myelinated fibers, and the number of dendritic spines in the hippocam-
pus [7]. At the molecular level, an environment rich in social interaction, learning, 
exploration, and sensory stimulation promotes the expression of neurotrophic factors 
in the hippocampus. These factors, including BDNF, IGF-1, and NGF, can affect 
neurogenesis and synaptic plasticity by exerting their influence on various cell types. 
In astrocytes, they regulate metabolism, recycle, and eliminate metabolites, promote 
myelination in oligodendrocytes, regulate synaptic pruning in microglia, and enhance 
angiogenesis in endothelial cells. Increased neuronal activity intensifies the release 
of neurotrophic factors, which in turn, boosts neurogenesis and synaptogenesis, 
encouraging further neuronal activity [7]. The immune system plays a role in normal 
behavioral processes and circulating T cells have a supportive role in brain function, 
cognitive abilities, and hippocampus neurogenesis, although the mechanisms of their 
involvement in hippocampal plasticity are still not fully understood [7].

In nonpathological conditions, T cells do not have direct access to the brain 
parenchyma, but a small number of T cells are present in the brain’s blood vessels, in 
the choroid plexus, and in the meninges. T cells are thought to interact directly with 
endothelial or epithelial cells of the choroid plexus or contribute indirectly to the 
release of factors such as cytokines or chemokines in the blood or cerebrospinal fluid. 
Alternatively, T cells could also participate in the functioning of hormonal systems 
that regulate brain plasticity [7, 8].

2.2.4 The effects of stress on neuroplasticity

Transient mild stress can enhance learning and memory, but chronic or severe 
stress leads to the disruption of hippocampus-dependent memory. Extended or 
high-dose treatment with glucocorticoids seems to have a similar effect, as patients 
treated with glucocorticoids have presented impairments in hippocampus-dependent 
memory [9]. The hippocampus can be damaged at the level of morphological neu-
roplasticity by sustained levels of stress or glucocorticoids due to the atrophy and 
retraction of the apical dendrites of hippocampal pyramidal cells. Prolonged intake 
of corticosterone in higher doses than are typically achieved in vivo can even result in 
the death of hippocampal pyramidal cells [8].

Many forms of synaptic potentiation are triggered by increases in synaptic calcium 
influx and the local concentration of the second messenger molecule cyclic AMP 
(cAMP). Local calcium influx is activated only when presynaptic and postsynaptic 
cells are depolarized simultaneously, while cAMP is regulated by many modulatory 
neurotransmitters, including serotonin, dopamine, and norepinephrine, as well as by 
calcium. Local elevations in calcium and cAMP induce events required for short-term 
synaptic plasticity. Inducible transcription factors and cAMP- CREB turn on effector 
genes that contribute to the stabilization of synaptic plasticity [10]. Brain-derived 
neurotrophic factor (BDNF) influences synaptic plasticity in both the presynaptic 
and postsynaptic cells. Other growth factors have also been demonstrated to influence 
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LTP, including the VEGF. This has been implicated in the actions of stress and anti-
depressant treatments, like BDNF. Acute and chronic stress lead to reductions in hip-
pocampal BDNF mRNA levels, suggesting an impairment of some of the mechanisms 
of neuroplasticity [10].

Other growth factors are regulated by stress, nerve growth factor (NGF) is 
upregulated by chronic stress, while VEGF is suppressed by chronic stress. Similarly, 
the angiogenic actions of VEGF are impaired by glucocorticoid treatment. The 
involvement of trophic factors beyond BDNF suggests that a multifaceted appara-
tus of neuronal support may be undermined by stress and, possibly, enhanced by 
antidepressant therapies [10, 11]. Chronic stress or elevations in glucocorticoids can 
lead to neuronal atrophy, especially dendritic retraction in cells of the CA3 cell field. 
Glucocorticoid excess increases glutamate release in the CA1 region of the hippo-
campus, and chronic behavioral stress increases extracellular levels of glutamate in 
the CA3 region. Glutamate antagonists can attenuate or block some of the effects of 
chronic glucocorticoid excess on dendritic morphology in the hippocampus [11].

2.2.5 The role of antidepressants in the modulation of neuroplasticity

When depression leads to a deficit in neuroplasticity, then antidepressant 
treatments may enhance neuroplasticity and even reverse deficits produced during 
the symptomatic period. In addition to enhancing functional neuroplasticity, 
antidepressants produce structural plasticity. This is observed at several different 
levels, including the numbers of synapses, spines, dendrites, and even the number of 
cells themselves.

Synaptic potentiation and other forms of neuroplasticity are controlled by both 
positive and negative regulatory mechanisms. Under certain circumstances, LTD may 
provide a homeostatic counterbalance to excessive synaptic potentiation. Inhibitors of 
the signal transduction cascades that contribute to synaptic potentiation also provide 
a counterbalancing influence. Examples include phosphatases such as calcineurin, 
which can antagonize signaling through the MAPK cascade, and phosphodiesterases, 
which break down cAMP and thus attenuate PKA (protein kinase A) mediated signal-
ing and other cAMP-dependent processes [10, 12].

Understanding the properties of adult neurogenesis may contribute to enhancing 
hippocampal functions. However, it is unknown whether increasing adult hippo-
campal neurogenesis is sufficient to improve cognition and mood. Furthermore, the 
stimulation of adult hippocampal neurogenesis, when combined with an intervention 
such as voluntary exercise, produces a robust increase in exploratory behavior. In 
contrast, increasing adult hippocampal neurogenesis on its own does not produce an 
anxiolytic or antidepressant-like behavioral response [13].

As mentioned before, the DG subregion of the hippocampus is a substrate for both 
cognition and mood regulation. Evidence from neuroanatomical, computational, 
electrophysiological, behavioral, and human brain imaging studies converges to 
suggest the crucial role of the DG in the formation of new episodic memories by 
transforming similar experiences or events into discrete, non-overlapping representa-
tions, a process known as “pattern separation.” Consistent with these DG functions, 
the ablation of adult hippocampal neurogenesis impairs pattern separation and blocks 
some of the behavioral effects of antidepressants. In sharp contrast, the impact of 
selectively increasing adult hippocampal neurogenesis on cognition and mood is not 
known. Addressing these questions has proven difficult owing to a lack of strategies 
that selectively increase adult neurogenesis [14].
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3. Connectivity

The hippocampus is a complex structure of the brain responsible for multiple 
functions, such as learning, memory, and emotion, all of which we rely heavily on 
and value greatly in our daily lives. Understanding its role in the organization of the 
entire brain and especially the dynamic relation of its different subregions with the 
cerebral cortex is of utmost importance to discern the mechanisms of brain disorders, 
such as Alzheimer’s disease (AD), temporal lobe epilepsy, and schizophrenia.

The capacity to store memories is established during infancy and is related to 
sleep, specifically slow-wave activity (SWA). This supports the brain’s processing of 
information in two ways. First, information encoded during wakefulness is mediated 
through sleep, renewing the brain’s capacity to store new information. Second, sleep 
supports the creation and strengthening of long-term memory [15]. These func-
tions rely on the circuits that connect the hippocampus and the prefrontal cortical 
networks, helping to store experienced events into new memories. These effects 
are observed primarily during deep, non-rapid eye movement sleep (NREM) and, 
specifically, slow-wave sleep (SWS), a deep form of NREM.

Unlike adults, infants and children have a greater need for sleep, spending almost 
half of their life sleeping in a disorganized manner at first, with periods of daytime 
sleep, gradually shifting to less, but more organized night sleep, with established slow 
oscillations (SOs). Studies have shown that sleep disturbances in children are associ-
ated with learning difficulties [16]. This highlights the critical nature of this period in 
brain development. Practically, sleep time decreases gradually with growth, but sleep 
patterns change, with deep sleep defined by an increase in SWA, comprising 75% 
of total sleep time by the age of 2–3, compared to the first post-natal months, when 
there is an equal distribution between REM (the so-called “active sleep” because of 
the presence of muscle impulses) and NREM (also known as “quiet sleep”). Spindle 
activity, defined as NREM oscillations resulting from waxing and waning patterns in 
neuronal firing, is also relevant for cerebral development and follows the same course 
as SWA, showing a significant increase during childhood and puberty and reaching 
a plateau during adolescence. The consistent increase in SWA and the reaching of 
optimal spindle density, which occurs until the onset of puberty, promote a signifi-
cant enhancement of synaptic network connectivity. It is important to keep in mind 
that the inherent maturation of synaptic connectivity that comes with age must be 
further sustained by utilizing the network; the network connectivity grows stronger 
with encoding information [15].

The episodic representation of events in time and space is based on the activity of 
the hippocampus and the prefrontal cortex. On the other hand, semantic and pro-
cedural memories like recalling memorized facts or how to ride a bike, for example, 
processes that involve repeated training, do not necessarily involve hippocampal 
function. The postnatal hippocampus reveals a complex dynamic as it attains a 
number and density of synapses like those in adults as early as first six months of life. 
However, infants present limited memory capacity, with hippocampus-dependent 
episodic memory performance increasing slowly over time. This leads to a higher 
rate of forgetting in children compared to adults, and it could explain the absence of 
autobiographical memories before three years old. Following this initial three-year 
period, there is a relevant increase in SWA and a shift of sleep activity toward more 
frontal cerebral areas during childhood, gradually enhancing the ability to store more 
information for a longer time, thus consistently expanding the episodic memory 
capacity up until the early stages of puberty. Inside this time window, the synaptic 
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connectivity within the cortical networks undergoes significant transformation, lead-
ing to an overall evolution in memory capacity and, together with it, an intensified 
synaptic plasticity [15].

Once the transition to adolescence begins, the human brain develops new abilities 
and progressively reorganizes itself over time, increasing cognitive functioning and 
memory performance. Puberty and adolescence bring a reduction of sleep time and 
sleep pressure during wakefulness, together with the stabilization in SWA. If a first 
stream of gonadal hormones initiates the definition and the structure of neuronal 
networks during childhood, a second stream of the same hormones is set to completely 
grow and trigger those networks during puberty [17]. It is in this period when the 
different regions of the brain work in increasing synchrony, and the brain becomes a 
system within which all its constituent elements (brain areas) impact and influence 
one another, in a functional interaction that can be evaluated in terms of functionality 
and effectiveness. Functional connectivity is characterized by temporal correlations 
between spatially dispersed neurophysiological incidents [18]. Of course, effective 
connectivity is the one offering a more complex overview of the interconnection and 
exchange within the cerebral network [19]. Research on this topic revealed that there 
is a remarkable development of memory processing capacity provided by maturation, 
that memory performance is enriched with age, evolving from neuronal connections 
based on elementary visual processing to connections governed by multi-modal 
processing on a higher level. During adolescence, there is a great development in white 
matter pathways, an essential element for efficient connectivity within the cerebral 
network, gradually translating into more substantial, more resilient, and more effi-
cient structural connectivity [19].

During adolescence, the brain undergoes significant development and reorganiza-
tion. One aspect of this development is the increased influence of sex on cerebral 
processes and changes within the hippocampal network. Research has shown that 
adolescent girls reach peak brain volumes earlier than boys, while testosterone is 
associated with a greater increase in white matter in boys [20, 21].

As individuals transition into adulthood, cognitive processes become more 
complex and problem-solving becomes increasingly reliant on memory. Additionally, 
there is a notable improvement in pattern separation, creativity, conceptualization, 
higher-order self-observation, perspective, future thinking, and risk-taking. These 
abilities are all connected to cerebral mechanisms that control emotion and motiva-
tion. Emotion can also play a role in functional connectivity and decision-making, 
with trait anxiety found to impact decision-making and risk-taking. Research has also 
revealed that when people are faced with risky situations, two functions are activated 
in decision-making: evaluation and choice. The first involves assessing various possi-
bilities, while the latter involves preferring one option over others for reasons deemed 
pertinent to the situation [22, 23].

A crucial aspect of decision-making is weighing the potential consequences of a 
choice. The anticipation of negative consequences, such as loss or a negative percep-
tion of risk, generates aversion as a behavioral predisposition. Studies have found that 
aversion to loss and risk triggers activity in cerebral areas related to motivation and 
emotion, including the amygdala and the prefrontal cortex [24]. Trait anxiety has 
been shown to undermine decision-making in risky situations by impacting episodic 
future thinking and episodic memory, cognitive processes related to the hippocam-
pus. It is also associated with contextual fear learning [25] and is thought to be a part 
of contextualization and episodic prospective memory. Individuals affected by trait 
anxiety show a deficit in attentional control, tending to focus on negative outcomes, 
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which can lead to a reduction in rational cognitive function that relies on executive 
control. This can result in a preference for instant rewards over delayed, greater grati-
fication, which suggests how trait anxiety interferes with the functional connectivity 
between the hippocampus and other cerebral areas. Conversely, when not disturbed 
by impairments such as anxiety or cognitive bias, the functional connectivity between 
the hippocampus and connected cerebral regions can enable creativity. Connectivity 
of the hippocampus with the medial temporal lobe leads to the creation of new asso-
ciations starting from familiar concepts, while the connectivity of the middle tempo-
ral gyrus (MTG) with the hippocampus enables the construction of new concepts or 
categories and its connectivity with the executive control system promotes breaking 
the limits of the old concepts and patterns.

Low-quality sleep has been associated with depression and its detrimental effects. 
Studies have revealed that the lateral orbitofrontal cortex is affected by depression, 
being sensitive to the areas triggered by the failure to attain anticipated rewards. 
The functional connectivity between this cortical area and the precuneus, a cerebral 
area related to the perception of self, generates low self-esteem by linking this self-
representation with the previously mentioned lack of rewarding, activating depres-
sion symptoms and causing distressing incessant thinking which has a heavy, negative 
impact on sleep [26].

With age, significant changes take place in the hippocampus and its subfields, with 
relevant effects on memory, cognitive and functional connectivity. Studies have shown 
that certain hippocampal regions function differently depending on the type of infor-
mation being processed and the cognitive processes involved. For example, retrieval-
based mental operations that process visual, spatial, or neutral information appear to 
rely on the hippocampal posterior regions, whereas encoding- and association-based 
mental operations that process emotional or motivating information appear to depend 
on the hippocampal anterior regions [27]. Additionally, volumetric declines in the DG/
CA3 and CA1 regions have been reported in several studies [28].

Aging seems to make the functional dissociation between the anterior and 
posterior hippocampus more pronounced in terms of how each contributes to 
memory processing. Studies have also observed a gradual shift from one to the other 
over time. Some research has shown an increasing dominance of the connectivity 
involving the posterior hippocampus in aging individuals, suggesting that the brain 
undergoes a reorganization of cerebral networks and their connections as a means 
of sustaining cognitive processes. This may be an adaptation to the fact that the 
anterior hippocampus is the first to suffer from atrophy [29]. However, other studies 
have found that the volume and proportions of the anterior and posterior hippo-
campus regions were not significantly different in aging subjects compared to young 
individuals. However, a general decrease in the functional connectivity between 
the hippocampus and the rest of the brain as people age is typically observed, with 
several cerebral areas developing further functional connectivity to the posterior 
hippocampus. This may be related to the additional effort made by an aging brain to 
maintain normal memory function [29, 30].

The brain is a highly complex network, with a wide range of subregions, each of 
them essential for normal cognitive functioning. Connectivity, the continuous flow 
of information and influence of one subsystem (a cerebral area) on others, is vital for 
sustaining the brain’s complex capacity for memory and learning, the very founda-
tion of human consciousness. Connectivity is formed during infancy and defined 
by continuous adjustments throughout life, undergoing changes specific to each life 
stage, and finally adapting to aging and related cognitive decline.
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4. Pharmacological interventions

Although the hippocampus is the most widely recognized brain region linked to 
memory and learning, it is a vulnerable, plastic structure that can be affected by a 
wide range of triggers and stimuli, such as pharmaceutical elements. Due to its fairly 
straightforward structural connectivity and its different roles and functions, the 
hippocampus is an ideal model for pharmacological research. Numerous medications 
from several pharmaceutical classes have been demonstrated to have favorable effects 
on its function, while others were shown to elicit harm.

4.1 Prescription medication

4.1.1 Lithium

In addition to its well-known therapeutic effects on bipolar disorder and depres-
sion, lithium has neuroprotective effects on neurodegenerative diseases like traumatic 
brain injury (TBI) [31]. Lithium has also been shown to have neuroprotective prop-
erties. A wide range of neurotrophic effects is displayed by lithium. For instance, 
lithium enhances LTP and hippocampal neurogenesis, and elevates cytoprotective 
B-cell lymphoma protein-2 (bcl-2) levels in a number of rodent brain regions and in 
cultured cells [32–34]. Due to this, neuroprotective and antiapoptotic properties are 
produced. In people with bipolar disorder, lithium builds up in the brain’s neurogenic 
regions and has a positive impact on hippocampal volume [35]. However, prolonged 
use of lithium, especially at low doses, results in decreased neurogenesis and hippo-
campal atrophy [31].

4.1.2 Estrogens

Beyond their role in regulating reproductive function, estrogens have numerous 
additional effects on the nervous system. According to reports, they have an impact 
on verbal fluency, verbal memory tests, spatial task performance, fine motor skills, 
signs of Parkinson’s disease, and tardive dyskinesia [36]. The neuroprotective proper-
ties of estrogens are well known. Sex hormones have the hippocampal region as a 
target, and large amounts of estrogen are produced by hippocampal neurons [37]. 
It has been established that ovarian estrogens affect neurogenesis in the DG. Also, 
estrogen has a variable impact on inflammatory markers and a considerable impact 
on thrombosis and thrombolysis. It also leads to higher CBF, glucose transport, and 
glucose metabolism [38]. However, a few of the effects of estrogen may be negative. 
Some estrogens’ prothrombotic properties may have harmful effects on the cerebral 
vasculature, and proinflammatory effects may be damaging [39].

4.1.3 Sodium valproate

After more than 40 years of use, sodium valproate has a good safety profile. Its 
broad activity against both generalized and partial seizures, ability to stabilize mood 
in bipolar disorder, and effectiveness in treating migraines make it unusual among 
anti-convulsants. When compared to other anticonvulsants, it has comparatively few 
side effects and is frequently used by epileptic patients, sometimes with great success 
for decades [40]. Sodium valproate has neuroprotective properties. It enhances cyto-
protective protein bcl-2 in the central nervous system, encourages neurite outgrowth, 
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and activates the extracellular signal-regulated erk pathway, a signaling pathway 
used by numerous endogenous neurotrophic factors to control neurogenesis, neurite 
outgrowth, and neuronal survival [41]. Additionally, in the DG of the hippocampus, 
valproate stimulates neurogenesis possibly via the ERK pathway and guards against 
excitotoxicity [42].

4.1.4 Fluoxetine

Fluoxetine is a selective serotonin reuptake inhibitor (SSRI) with therapeutic 
indications for bulimia nervosa, posttraumatic stress disorder, anxiety disorders, and 
major depressive disorder [43]. One of the biological mechanisms of fluoxetine in 
the treatment of depressive disorders is suggested to be the way it regulates dendrite 
atrophy of hippocampal neurons caused by NOS overexpression, by halting the 
overexpression of nitric oxide synthase [44]. Moreover, it overturns cell proliferation 
in response to unavoidable stress [45]. It has been discovered that an increment in 
hippocampal S100beta content is the cause of fluoxetine’s neurotrophic action [46]. 
The stimulation of neurogenesis in the hippocampus may serve as a bridge between 
the behavioral effects of ongoing antidepressant therapy, such as fluoxetine [47]. In 
depressed rats, fluoxetine can boost the number of hippocampal neurons, enhance 
the stereology of synaptic structures, and restore the structure and functionality of 
the hippocampus [48].

4.1.5 Phenytoin

Phenytoin is an anti-seizure medication that has been studied in clinical trials for 
nearly eight decades. It is mostly used to treat tonic-clonic and partial seizures [49]. 
The motor region of the cerebral cortex is subject to a highly selective inhibitory effect 
from phenytoin. Phenytoin extends the neuronal refractory period by binding to the 
inactivated state of the Na+ channel as its mode of action [50]. Phenytoin prevents 
neurodegeneration by blocking the effects of chronic stress on the number of pyrami-
dal neurons in the hippocampal CA3 area and the length of all their apical dendrites 
[51]. It also prevents dendritic atrophy and inhibits glutamate release [52]. Phenytoin 
has several additional advantageous neuroprotective properties, for instance, increases 
right brain volume by 6% in PTSD and has antiseizure properties [53, 54].

4.1.6 Cerebrolysin

Cerebrolysin, an amino acid and peptide blend, mimics the biological effects 
of neurotrophic factors and has been shown to have positive effects when given to 
patients who have experienced an ischemic stroke while exhibiting a benign safety 
profile [55]. The mechanism of action of Cerebrolysin is multi-faceted and has been 
demonstrated in a range of studies, including animal and in vitro studies. One of the 
key mechanisms of action of Cerebrolysin is its impact on the hippocampus, which is 
a crucial area for learning and memory. By regulating the growth of synapses and pro-
moting neuroplasticity in the hippocampus, Cerebrolysin has been shown to improve 
memory and cognitive function in patients with ischemic stroke [55]. Additionally, 
Cerebrolysin activates the Sonic Hedgehog pathway, which boosts neurogenesis 
and oligodendrogenesis in the hippocampus, contributing to the development and 
structuring of the brain [56]. Cerebrolysin has been shown to reduce the production 
of free radicals and programmed cell death, control the inflammatory response, 
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and reduce the toxic effects of neurotransmitters (excitotoxicity) [55]. Cerebrolysin 
promotes neuroplasticity, neurogenesis, and oligodendrogenesis in the hippocampus, 
and reducing oxidative stress and inflammation to promote neuroprotection and 
neurorecovery. The biological agent, therefore, has the potential to improve cognitive 
function and reduce the risk of damage after brain lesions.

4.2 Drug use

Prescription medication used for diverse purposes can impact the hippocampus 
in varied ways, but it is also important to look at the way addictive substances affect 
it. Drug abuse and addiction are major global health issues, and both are frequently 
associated with various types of neurological impairment. Due to the hippocam-
pus’ high level of plasticity and its capacity to support declarative and contextual 
memories, drugs may cause changes in hippocampal function that have a significant 
impact on behavior. Drug-induced changes to hippocampus-dependent learning and 
memory appear to play a significant role in the emergence and maintenance of drug 
addiction, according to a large body of human and animal studies [57].

4.2.1 Cocaine

Cocaine use is typically characterized by compulsive behavior and obsessive 
drug seeking. It is a highly addictive psychostimulant derived from the leaf of 
the Erythroxylon coca plant [58]. It is the most prevalent illegal substance among 
patients who seek emergency care and has detrimental effects on the heart, lungs, 
and mind [59–61]. Cocaine directly affects several brain areas in the mesolimbic 
circuit, including reward-related areas such as the nucleus accumbens and ventral 
tegmental area, as well as areas that govern cognition like the prefrontal cortex 
and hippocampus [62]. Given its involvement in learning and memory, as well as 
reward, the hippocampus may be a key area for the rewarding effects of cocaine 
[58, 63]. Research has shown that the ventral hippocampus mediates cue-induced 
and cocaine-primed reinstatement of cocaine self-administration, in contrast to 
the dorsal hippocampus [64, 65]. Additionally, the dorsal and ventral hippocampus 
may play different roles in stress-related relapse to cocaine seeking. Studies have 
shown that stress has opposing effects on these regions’ synaptic plasticity, with 
stress increasing ventral hippocampal synaptic plasticity while decreasing synaptic 
plasticity in the dorsal hippocampus [66]. Therefore, during a time of high stress 
such as cocaine withdrawal, the ventral hippocampus may play a larger role in the 
resumption of cocaine-seeking behavior. Furthermore, cocaine CPP has been found 
to increase the phosphorylation of hippocampal cAMP-response element binding 
protein (CREB), a transcription factor that is crucial for the formation of long-term 
memory and synaptic plasticity [67, 68].

4.2.2 Amphetamine

Racemic a-methylphenethylamine (amphetamine, also known as “speed”) 
was first discovered in 1910. It was later synthesized and sold under the trade 
name Benzedrine to treat a variety of ailments, including narcolepsy, depression, 
Parkinson’s disease, and pulmonary dysfunction [69]. However, the euphoric effects 
of amphetamine were quickly recognized, leading to its abuse for its pleasurable 
effects, such as feelings of self-confidence, energy, and alertness [70].
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Research soon showed that amphetamine and its derivatives, such as dextroam-
phetamine, have procognitive effects, including improved intelligence, concentration, 
and intellectual performance [71, 72]. These effects were later supported by studies 
that showed that amphetamine and its derivatives enhance memory consolidation 
[73], memory recall [74], attention, and psychomotor performance [75, 76], informa-
tion processing [77], and logical reasoning [75].

Amphetamine was initially used to treat ADHD due to its attention-enhancing 
properties, but later, medications with fewer psychoactive side effects replaced it [78]. 
However, despite its acute procognitive effects, amphetamine and methamphetamine 
use has detrimental consequences for cognition, including impaired memory, atten-
tion, flexibility, inhibition, and decision-making. Additionally, its toxic impact leads 
to the degeneration of neuronal apoptosis and monoaminergic terminals [79].

4.2.3 Cannabis

Cannabis, a plant that has been used for therapeutic, recreational, and com-
mercial purposes for many years, has several products derived from it, such as hemp 
oil and hemp fiber. Hashish and marijuana are examples of recreational drugs made 
from cannabis subspecies that have been selectively bred to produce a high yield of 
D9-tetrahydrocannabinol (THC), the plant’s primary psychoactive component. Studies 
have shown that the administration of THC and cannabidiol impairs contextual fear 
conditioning and hippocampus-dependent spatial learning in the Morris water maze 
and radial arm maze [80, 81]. This is similar to the effects of opiates but different from 
the effects of cocaine and amphetamine [82]. Cannabinoids have been shown to impair 
all phases of memory processing, including encoding, consolidation, and retrieval. The 
amnestic effects of cannabinoids have been attributed to several mechanisms, includ-
ing effects on LTP and LTD, as well as the suppression of neurotransmitter (GABA, 
glutamate, acetyl choline, and dopamine) release [83]. Hippocampal plasticity deficits 
from acute cannabis use may be the cause of the disruption of hippocampus-dependent 
learning. For instance, in the hippocampus, acute THC decreased the amplitude of both 
spontaneous and conditioned stimulus-evoked potentials [84].

4.2.4 Opiates

Opiates are a group of psychoactive substances that are either synthetically made 
or naturally derived from the opium poppy. They include morphine, diacetylmor-
phine (also known as heroin or diamorphine), codeine, oxycodone, and methadone. 
Patients may receive a legal prescription for opiates such as oxycodone for pain relief. 
However, as tolerance grows, these legally prescribed opiates may lose their analgesic 
effects, which can lead to drug dependence as users attempt to increase their effec-
tiveness or prevent withdrawal effects [57]. The consequences of opioid exposure on 
hippocampus anatomy and hippocampus-dependent learning and memory imply 
that some of the cognitive dysfunction seen in opiate abusers may be related to altered 
hippocampal function. Despite this, several studies have suggested that opiate abuse-
related cognitive decline may also be linked to compromised frontal lobe function 
[85, 86]. For example, opioids have been shown to reduce adult neurogenesis in the 
hippocampus [87] and alter clathrin, a protein that is linked to the density of synapses 
in the hippocampal nucleus [88]. Furthermore, there is evidence that chronic use of 
heroin and morphine harms hippocampus-dependent spatial learning in the Morris 
water maze, radial arm maze, and Y-maze [89].
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5. Non-pharmacological interventions

5.1 The importance of sleep

The strong connection between sleep and neurological health is well-established, 
and interest in this subject is increasing. The natural process of aging brings about 
alterations in sleep patterns, which can further lead to neurodegenerative disorders. 
Finding viable solutions for confronting cognitive impairment has been a growing 
interest among researchers in recent years; as a result, focusing on sleep enhancement 
methods has become an important path to be followed in order to achieve this goal.

It has been observed that older adults are commonly affected by sleep fragmenta-
tion and a significant reduction in SWS [90], together with a reduction in SWA and 
sleep slow oscillations (SOs). These factors have a negative impact on sleep-mediated 
memory retention [91]. These factors are relevant for approaching neurodegenerative 
disorders because early intervention in sleep-wake calibration has been suggested as a 
potential factor in delaying or alleviating such conditions, such as Alzheimer’s disease 
(AD), where the focus is increasingly shifting to the early stages [92], using neuro-
modulation as a strategy for delaying the disease progression as much as possible [93].

Memory consolidation depends on neuronal processes that take place during sleep 
when information related to declarative memories (the ones linked to remembering 
facts and events, and not skills) is transferred from the hippocampus to the neocortex 
and integrated into long-term existing information [94]; the synchronization of 
different networks within the neuronal system during three essential waveforms 
(hippocampal sharp-wave ripples, SOs, and spindles) of SWS is what the consolida-
tion of sleep-dependent memory relies on [95]. Therefore, the solution for ensuring 
high-level functioning memory and cognition is represented by different interven-
tions developed for enhancing sleep, especially SWS and SWA.

5.2 Transcranial electrical stimulation (TES)

Transcranial electrical stimulation (TES) is a non-invasive method that modulates 
neuronal activity through the application of moderate electrical current via scalp 
electrodes [96]. Studies have focused on both short-term and long-term stimulation 
(transcranial direct current stimulation—tDCS) during wake, nap, or nighttime sleep 
in healthy individuals and older adults with conditions such as mild cognitive impair-
ment (MCI), Alzheimer’s disease (AD), Parkinson’s disease, multiple sclerosis, and 
stroke. Positive effects have also been observed in the treatment of psychiatric condi-
tions such as schizophrenia and depression [97]. The impact of tDCS on the nervous 
system is related to its ability to modulate neuronal excitability in polar coordinate 
systems. Anodal tDCS has been shown to increase excitability, while cathodal tDCS 
reduces it, producing lasting effects on the subjects’ motor cortex. This type of system 
has also been suggested to affect synaptic plasticity in the hippocampus, specifically 
related to LTP and LTD. However, the data indicate that the effects of tDCS on hippo-
campus plasticity are highly dependent on current polarity and the specific subregion 
studied. While the results are not homogenous and linear, the primary advantage of 
nap studies is that tDCS has been observed to enhance sleep, and as a result, sleep-
mediated declarative memory.

More research is needed to understand the effects of tDCS during nighttime sleep 
and wakefulness [98]. Anodal tDCS has been shown to enhance memory through 
molecular adjustments in the hippocampal synaptic system. When applied before the 
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acquisition step, tDCS is thought to increase proteins that enable glutamate signaling 
and ion channel activity, thereby strengthening memory performance [99].

5.3 Transcranial magnetic stimulation (TMS)

Transcranial magnetic stimulation (TMS) is a technique that uses a magnetic field 
to send electrical current pulses into the cerebral cortex, modulating cortical plastic-
ity in both human and animal models [100]. Repetitive TMS (rTMS) has been shown 
to produce significant benefits for memory function in healthy young adults and to 
enhance cognitive functions and memory in patients with Alzheimer’s disease (AD) 
and mild cognitive impairment (MCI). rTMS performed during sleep or immediately 
before sleep has been observed to increase sleep spindle-associated oscillations (SOs), 
positively impacting sleep-mediated memory [101]. Studies have also revealed the 
benefits of rTMS in enhancing spatial memory, due to its ability to calibrate and 
sustain hippocampal synaptic plasticity. Low-intensity magnetic stimulation (LIMS) 
has been shown to enhance synaptic activity and stimulate nerve regeneration and 
cell morphology maintenance, while high-intensity magnetic stimulation (HIMS) 
is thought to reduce synaptic plasticity [102]. The most common areas targeted for 
rTMS are the ones related to the frontal association (dorsolateral prefrontal cortex—
DLPFC), for its impact on several cognitive functions such as working memory, its 
important role in treating psychiatric conditions like severe depression and for being 
widely considered a safe region for performing rTMS. Left and right DLPFC seems 
to respond differently to rTMS. In previous research, rTMS to the left DLPFC has 
been linked to enhanced memory function, by increasing resting-state functional 
connectivity and brain activation patterns during encoding and retrieval in memory 
tasks [102]. That may be due to the prefrontal-mesiotemporal lobe circuitry potentia-
tion and hippocampal synaptic multiplications [103]. The angular gyrus (AG) is also 
targeted less frequently, for its high functional and structural connectivity to the 
brain areas that support declarative memory functions. Both areas are viable targets 
for rTMS due to their optimal location directly under the skull, within the typical 
TMS structures [102]. Most procedures involving rTMS have focused on a single 
brain area at a time, but there have also been studies in which rTMS targeted multiple 
brain regions, and this type of stimulation has also been proven to be beneficial in 
modulating neuronal activity, suggesting a high potential for cognitive improvement. 
Research involving multitarget stimulation, in which several focal points in both fron-
tal and parietal regions of the brain were simultaneously stimulated five days a week 
over a six-week period, showed significant improvements in AD patients regarding 
cognitive performance, lasting for up to 12 weeks, providing very encouraging 
results in the field and suggesting persistent modulation of the functional neuronal 
system [104].

5.4 Sensory stimulation

Sensory stimulation is a commonly used method for enhancing sleep and is 
represented by various techniques such as vestibular stimulation (induced through 
slow, gentle rocking, which has been observed to enhance SWA and the density of 
spindles in naps), olfactory stimulation (which is effective, especially when deal-
ing with targeted memory reactivation), or auditory stimulation. Among these 
techniques, acoustic stimulation [105] has been found to be the most efficient. It is 
a safe, non-invasive method that can be applied even in a familiar environment by 
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the beneficiaries themselves, but it is limited to those without any associated hearing 
impairment. The delivery of acoustic stimulation has been suggested to increase SWA 
and SOs, to show relevant effects on enhancing memory, and to also generate benefits 
beyond memory consolidation, such as improvements in cardiovascular and immune 
systems. Even if SOs originate in cortical and thalamic regions, they mirror global syn-
chronous neural activity, that spreads throughout the neocortex and also in subcortical 
structures, like the hippocampus [106]. In addition to their involvement in synaptic 
downscaling and homeostasis, SOs are causal in the consolidation of memory. The 
coordination of fast-spindle activity (12–15 Hz) and hippocampus ripples to the up-
depolarizing state appears to be crucial for this consolidating function, contributing, 
in this manner, to hippocampal plasticity [107]. The acoustic stimuli can be provided 
through headphones or even bone conduction. Some researchers have pointed out 
that unilateral stimulation can be as effective as bilateral stimulation in increasing SOs 
for both cerebral hemispheres. The most commonly used stimulus type in acoustic 
stimulation is pink noise, defined as one of the most prevalent noises in nature, which 
has a wide range of sound frequencies transferred in a 1/f distribution, with lower 
frequencies offering a more significant contribution [100]. Numerous studies have 
shown that acoustic stimulation using pink noise contributes to a lower complexity 
in neuronal activity during sleep, ensuring an increased balance in the sleep state 
resulting from optimal coordination of brain waves [100]. The methodology used for 
acoustic stimulation during sleep is also important because there is a fine line between 
beneficial stimulation for promoting slow waves and generating sleep fragmenta-
tion or arousal. This is why the search for optimal calibration of the stimulation is a 
continuous process, involving constant monitoring and adjustment. This calibration 
regards the intensity of sounds (the range present in most studies is 20–65 dB, either 
at a fixed or at a varied volume within these limits), timing (it has been observed that 
arbitrary acoustic stimulation or immediate delivery of stimulation following SOs low-
est level stage do not contribute to SOs or sleep-mediated memory enhancement, but 
coordinating stimulation with the high levels of SOs); so a particular endogenous SOs 
time window, with the help of EEG monitoring during sleep, is shown to be essential 
for obtaining these benefits [106].

5.5 Physical exercise and diet

Physical exercise has been observed to be an effective means of preserving 
overall health and promoting optimal function of the nervous and cardiovascular 
systems. Additionally, it has been identified as a non-pharmacological intervention 
for hippocampal modulation, as it has been shown to have significant beneficial 
effects on cognitive and metabolic functions, as well as on cerebral plasticity. This 
is achieved through the reduction of metabolic-related disorders and inflammation 
in adipose tissue, as well as by contributing to the balance of insulin resistance 
[108]. In particular, for aging individuals who are susceptible to a decline in 
cognitive and memory performance, an active lifestyle and regular exercise routine 
can have a significant impact, including a reduction in the risk of dementia, 
which is expected to become a major public health concern in the coming decade 
[109]. Many studies, including those involving both healthy adults and those with 
neurodegenerative disorders, have reported significant cognitive benefits from 
regular physical exercise. The minimal frequency for achieving these benefits is 
suggested to be at least 30 minutes per session, three times a week, for a minimum 
of 16–24 weeks [110].
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There have been several attempts to correlate the intensity of exercise to cognitive 
performance, but the measurement of memory capacity is too complex for a linear 
and clear cause-effect model to be identified. Most studies have revealed that dif-
ferent intensity levels in exercises engage and enhance different memory processes, 
and a determinant factor in cognitive performance is optimal recovery post-exercise. 
High-intensity physical exercise has been observed to affect cognitive processes and 
complex assignments during training or immediately after it, difficulties in verbal 
acquisition and focus have been noted, but can have beneficial effects on working 
memory enhancement after proper rest when fatigue does not weigh in the equa-
tion of cognitive performance. There are outcomes pointing to both aerobic exercise 
promoting improvement in executive memory skills and to more moderate exercise 
boosting overall memory performance, so the optimal approach would be combin-
ing and alternating the two [111]. Running has been proven to lower hippocampal 
basic metabolic panel (BMP) levels, and transgenic mice with decreased BMP 
signaling showed impressive improvements in hippocampal cognitive function and 
 neurogenesis [112].

The possible mechanisms behind linking memory improvement to exercise are 
multiple and on varied levels and are yet to be fully identified and assessed. It has 
been observed that an exercise routine enhances cerebral blood circulation, especially 
within the hippocampal area, which is mainly associated with memory and learning 
processes. The assumption is that this enriched blood circulation is a result of lactate, 
secreted by the skeletal muscles when contraction occurs and then used in different 
cerebral areas for optimal blood pumping and oxygenation and for boosting cerebral 
metabolism [111]. Lactate has also been associated with neurogenesis in some stud-
ies, being thought to be a contributor to increased cerebral gray matter integrity and 
reduced atrophy in the hippocampus, with a strong impact on memory and learn-
ing capacity [113]. Additionally, contraction of skeletal muscles has been shown to 
promote mitochondrial function, with a significant direct impact on resistance to 
oxidative stress, metabolism, cell survival, and proliferation of energy-productive 
proteins [114], but it was discovered that acute exercise can lead to mitochondria hav-
ing a negative impact on memory performance by producing reactive oxygen species 
(ROS). This is why an exercise is a beneficial tool for neuronal processes only when 
approached regularly, at moderate levels. Furthermore, the contraction of the skeletal 
muscles during exercise seems to secrete several proteins that generate an increase in 
neurotrophic factors, which promote and sustain long-term memory and plasticity 
within the hippocampus [111]. The endocannabinoid system (ECS) is a biological 
lipids network with an essential role in modulating the nervous system, by enhanc-
ing synaptic plasticity, neurogenesis, and other neurophysiological functions. The 
endocannabinoid (EC) has been revealed as an important factor in lowering cerebral 
inflammation, anxiety, and oxidative stress, so the fact that its levels are increased 
by physical exercise is another proof of the great potential exercise has in modulat-
ing neuronal plasticity and memory performance. Reduction of insulin resistance is 
another mechanism that relates physical exercise to improvements in hippocampal 
plasticity, as it has been observed to elevate the level of enzymes that increases insulin 
sensitivity and thus prevent neurodegeneration [111].

When it comes to diet, research has shown that it can have a direct and immedi-
ate effect on neuronal activity and efficiency. Studies have demonstrated a notable 
decline in the performance of hippocampus-reliable processes such as learning and 
memory after only four days of consuming a diet high in saturated fats and added 
sugars [115]. Recent literature on this subject also indicates that even a week of a 
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high-fat diet can affect memory and learning capacity, causing difficulty in recog-
nizing objects and leading to mood disruptions and impairments in hippocampal 
plasticity if this type of diet is continued for more than a week [115].

A high-fat diet can generate chronic inflammation, reducing the density of 
dendritic spines in granule neurons and altering LTP in the hippocampus. It can also 
increase the levels of ROS in body fat, triggering a neuroinflammatory response and 
damaging synaptic plasticity. This can activate metabolic syndromes, disrupting the 
secretion of inflammatory-regulator cytokines and having a significant impact on both 
peripheral metabolism and hippocampal microglial activation, resulting in significant 
damage to plasticity within the hippocampus [116]. Excessive ROS generated by 
hyperglycemia can also have a damaging effect on mitochondrial DNA and oxidative 
capacity, leading to a decrease in ATP formation and mitochondrial density within 
neurons and the emergence of insulin resistance, and reduced exercise endurance 
in skeletal muscles [117]. Neuronal plasticity can also be suppressed by a significant 
intake of palmitate, the most saturated fatty acid found in the cerebrospinal fluid and 
in circulation. Studies have shown that palmitate increases microglial activity, leading 
to lower insulin sensitivity and resulting in microglial inflammation, which can cause 
a serious decline in the growth of surrounding neurons and ultimately have damaging 
effects on learning and memory processes [116].

Caloric restriction has been identified as a feasible solution for cognitive and 
neurotrophic enhancement. It has the ability to regulate mitochondrial biogenesis, 
enabling synaptic plasticity within the hippocampus, thus, increasing memory and 
learning capacity. Intermittent fasting has also been shown to have a beneficial impact 
on hippocampus-reliant spatial memory function and on reducing seizure rate [116].

5.6 Environmental and lifestyle enrichment

The well-functioning of cerebral processes within the hippocampus can also be 
enhanced by environmental enrichment, as researchers have found in several studies. 
The hippocampus is the cerebral area that is most vulnerable to degeneration induced 
by aging, and its functional integrity and plasticity can be restored and maintained 
by multiple environmental stimulations on many and varied levels: cognitive, social, 
motor, and sensory. These stimulations are provided by continuously performing 
complex and challenging physical and mental activities, which are constituents of the 
paradigm called enriched environment (EE). In humans, exposure to a complex envi-
ronment as early as possible is of high importance and has a lifelong impact on cogni-
tive functions. Studies have revealed that people who benefit from elevated education 
are less likely to be affected by cognitive decline and the associated degenerative disor-
ders [118]. EE was found to trigger certain changes within the hippocampal transcrip-
tome, translating into lowered spatial learning deficits and other cognitive benefits. EE 
has also been observed to reduce anxiety levels and increase strength, specifically grip 
strength, as well as enhance muscle performance. The physical exercise performed in 
an EE is more stimulating and beneficial overall. The various stimuli offered by an EE 
trigger simultaneous signaling in multiple, different regions of the brain, facilitating 
learning and enabling the adaptive potential, thus maintaining a high level of cognitive 
functions and ensuring neuronal plasticity in the hippocampus.

For example, light has been shown to be an important factor that can influence 
neurogenesis, as it is related to sleep and the circadian rhythm. The body and brain 
can be negatively affected by the disruption of circadian rhythms, which can be 
caused by aging, neurodegenerative disorders, or harmful light regimes. Continuous 
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light can impede hippocampal neurogenesis and cognitive function. Additionally, 
exposure to low light at night can decrease the expression of hippocampus neuro-
trophic factors. These findings are highly relevant to the negative effects of nighttime 
light, such as that emitted by electronic devices, on mental and cognitive function. 
Light has been proven to be the most effective trigger for synchronizing circadian 
rhythms with their surroundings. Importantly, rhythmic light and dark cycles regu-
late psychiatry and behavior even when there is no functional molecular clockwork 
present. As different suprachiasmatic nucleus (SCN)-dependent and independent 
pathways deliver different types of light information to the hippocampus, it becomes 
clear that light exposure and intensity can affect hippocampus-dependent learning 
and memory. This effect is likely caused by an increase in active p21-activated kinase 
1 (PAK1) and an increase in CA1 LTP in the hippocampus. However, it is unclear 
whether rhythmic light and dark conditions, as opposed to persistently dark condi-
tions that do not change with the circadian cycle, promote neurogenesis [119].

The non-pharmacological factors that have been observed to modulate 
hippocampal plasticity are non-invasive methods adopted to improve memory and 
learning processes. Transcranial electrical and magnetic stimulation, which involves 
the use of scalp electrodes to send moderate electrical impulses to the brain, has 
been shown to have beneficial effects on sleep-dependent memory enhancement 
and cognitive function improvement in patients with neurodegenerative disorders. 
Sensory stimulation is another approach that can be used to enhance memory and 
learning performances, with acoustic stimulation using pink noise proving to be 
the most efficient. Adopting a ketogenic diet, practicing intermittent fasting, and 
engaging in physical exercise have also been shown to be beneficial in promoting 
learning processes and memory functional enhancement for not only overweight 
individuals but also for the general population, as long as they are approached in 
a prudent and balanced manner. An enriched environment is also a contributor to 
the modulation of hippocampal plasticity, as it enhances cerebral processes through 
positive pressure to adapt to multiple and diverse environmental stimuli, thus, 
enabling learning and memory functions.

Nevertheless, the presented non-pharmacological interventions are not intended 
to represent an exhaustive list of instruments with hippocampal plasticity modula-
tion effects. Studies and findings in this area are ongoing and continuously reveal 
new ways and means of approaching this sensitive and important matter. At the same 
time, it has been observed that these interventions have better results when combined 
in the same protocol. For example, physical exercise alone has beneficial results, but 
physical exercise in an enriched environment is even more effective in promoting hip-
pocampal plasticity [120] as well as caloric restriction-induced by intermittent fasting 
merged with physical exercise [116].

6. Conclusions

It is well-established that the optimal functioning and performance of the 
nervous system and cognitive processes depend on the overall well-being of the body. 
Imbalanced dietary habits, a sedentary lifestyle, lack of quality sleep, and various 
environmental conditions and stimuli have been shown in numerous studies on both 
humans and animals to negatively impact learning and memory. Additionally, the 
use of prescription drugs for other medical issues or the use of harmful substances 
like illicit drugs can also have detrimental effects. The hippocampus, a cerebral 
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region known to be associated with these processes, is characterized by its plasticity. 
While negative factors can negatively impact its performance, the activity of the 
hippocampus can also be proved or enhanced by exposure to interventions described 
in this chapter.

Currently, research on the hippocampus is focused on understanding the 
underlying mechanisms of various brain disorders, such as Alzheimer’s disease, 
temporal lobe epilepsy, and schizophrenia, as well as the neural basis of memory and 
emotion. One exciting avenue for future research is the study of the neural circuits 
connecting the hippocampus and the prefrontal cortex, as this can provide insight 
into how memories are stored and consolidated. Additionally, research on the role 
of sleep and SWA in the hippocampus is also gaining traction, as it has been shown 
to play a critical role in memory formation and consolidation. Another promising 
area of research is the use of neuroimaging techniques, such as functional magnetic 
resonance imaging (fMRI), to investigate the dynamics of the hippocampus and 
its subregions in real-time, which could provide a deeper understanding of the 
neural processes involved in brain disorders and memory formation. Overall, the 
hippocampus is a complex and multifaceted structure of the brain, and there is still 
much to be discovered about its functions and the mechanisms that underlie them.
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Abstract

Thymol is a natural phenolic compound that is present in various plants; the 
significant antioxidant activities of Thymol may be helpful in preventing the progress 
of various oxidative stress-related diseases. Recent studies have confirmed that  
antioxidant-rich foods play a vital role in the disease prevention of neurodegenerative 
diseases, including Alzheimer’s disease (AD). We examined the protective and thera-
peutic effects of Thymol on the Aβ-induced long-term potentiation (LTP) impairments 
in rats fed a high-fat diet. LTP is a type of synaptic activity that has been thoroughly 
studied in the hippocampus and is thought to be the neural correlate of learning and 
memory. If Thymol is protective against AD-related impairments, then natural thera-
peutic agents based on the structure of Thymol could be used to protect against oxida-
tive stress-related illnesses, such as AD.

Keywords: learning and memory, hippocampal synaptic plasticity, rat, amyloid beta, 
long-term potentiation, Thymol, high-fat diet

1. Introduction

Turning to a growing public health issue, Alzheimer’s disease (AD) is raising concerns 
worldwide with an increasing rate of occurrence [1, 2]. As the sixth leading cause of all 
deaths and the fifth in people over 65, AD is an irreversible neurodegenerative disorder 
marked by a progressive decline in cognition, function, and behavior [3–6].
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The contributing factor to this increased prevalence seems to be the global aging 
population [7]. The number of deaths resulting from AD in Americans over 65 
reached 700,000 in 2017. The estimated cost of healthcare and hospice services for 
those over 65 inflicted with AD or other forms of dementia is expected to exceed $250 
billion [3–8].

Neuronal and synaptic loss, progressive memory loss, personality changes, and 
dementia are among the pathological manifestations of AD, believed to be primar-
ily caused by the accumulation of extracellular beta-amyloid peptides (Aβ) and the 
intracellular hyperphosphorylated tau proteins [1, 3, 4].

Aβ aggregation is linked with ROS (reactive oxygen species) generation and 
metabolism disturbance, leading to synaptic dysfunction and neuronal death due to 
membrane lipid peroxidation [2, 3, 8].

Environmental and genetic factors are also pathogenic contributors, along with 
nutrition, inflammation, and oxidative stress; however, the AD pathophysiology is 
not yet fully comprehended. Although a high-fat diet (HFD) is among the risk factors 
for AD, few studies have been devoted to the link between nutrition and neurodegen-
eration. It is noteworthy that growing evidence indicates obesity and HFD are associ-
ated with cognitive function reduction among the elderly population [1, 9–16].

The dramatic rise in the prevalence of obesity is a grave danger to global health-
care, considering its association with neurodegenerative diseases [17]. One in three 
American adults is dealing with obesity. Reduced physical activity and diet changes 
are the outcomes of the modern lifestyle. The cognitive deterioration mechanisms 
caused by the interaction of aging and obesity are still unclear [16, 18].

Animal studies have shown a connection between a high-fat diet and higher 
cytokine levels, resulting in a general inflammatory state, increased Aβ aggregation, 
and behavior impairment [19–22]. The increased AD-like pathogenesis of obesity and 
HFD, regardless of sex, highlights long-term memory loss and cognitive impairment 
due to neuronal damage [11, 19]. Addressing obesity and its inflammatory effects 
could be an invaluable practical method to control the disease [11, 20, 21, 23].

Several complications, such as AD, Parkinson’s disease (PD), and aging, are associ-
ated with the elevation of oxidative stress, potentially damaging DNA, lipids, sugars, 
and proteins within cells [1, 7, 23]. The detrimental effects of oxidative stress in AD 
pathogenesis are well established [24, 25]. Maintaining a balance between oxidation 
and anti-oxidation through antioxidants can promote neuroprotection and heal the 
biological system. Thus, oxidative stress and subsequent inflammation are an under-
lying mechanism in AD pathogenesis, contributing to the Aβ formation. Obesity can 
generate systemic micro-inflammation, elevated oxidative stress, and reduced hip-
pocampal neurogenesis and function, leading to cognitive deficit [1, 7, 23, 24, 26, 27].

AD severely affects the hippocampus, entorhinal cortex, amygdala, neocortex, 
and some subcortical areas, damaging synapses and neurons due to high concentra-
tions of plaques and tangles. The hippocampus is crucial in learning and memory, 
emotion regulation and response, anxiety, stress, and fear [1, 9].

Long-term potentiation (LTP), a sort of long-lasting synaptic plasticity investi-
gated comprehensively in the hippocampus, is a significant study model for learn-
ing and memory [28, 29]. Learning and memory are formed through the constant 
alteration of synaptic communication in the central nervous system. The dentate 
granule neurons of the hippocampal dentate gyrus (DG), one of the few regions in 
the rat brain with post-birth neurogenesis, are responsible for learning and memory 
formation. With the stimulation reaching the perforant pathway (PP), field excitatory 
postsynaptic potential (EPSP) is produced in the neuron population [29, 30].
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Thyme essential oil obtained from Thymus vulgaris L. contains the main mono-
terpene phenol Thymol (2-isopropyl-5-methyl phenol). Listed in GRAS (generally 
recognized as safe) as a non-toxic molecule, the compound has antibacterial, anti-
inflammatory, antihyperglycemic, hyperlipidemic, and antioxidant properties, benefi-
cial for glycoprotein metabolism regulation in HFD-induced diabetic mice [1, 31].

With 35 million people suffering from AD, a rapidly growing number of afflicted 
individuals, and no decisive therapy available, more effective therapeutic targets 
are needed since the existing AD treatment concentrates on the progression delay 
[32, 33]. On the one hand, limited understanding of risk factors and potential thera-
peutic targets for neurodegenerative diseases such as AD and, on the other hand, the 
absence of an effective remedy for obesity-associated brain dysfunction may bring 
about serious public health ramifications, further emphasizing the identification of 
relevant preventive and medicinal strategies [2, 17].

In this chapter, we will summarize the current understanding of the AD pathogen-
esis associated with obesity, recent findings on the cross-link between the two, and 
their risk factors, which lead to the aggregation of Aβ peptides, synaptic plasticity 
impairment, and neuronal death. In addition, the potential neuroprotective effects of 
Thymol, as an option for AD treatment, in rats given HFD will be discussed. We hope 
to provide significant insights into the development of novel therapeutics for such 
memory impairments.

2. AD: a significant health problem worldwide

AD, described first in 1906 and named after Alois Alzheimer, is a progressive 
neurodegenerative disorder and the most prevalent form of dementia associated 
with old age. Accounting for 50–60% of dementia cases, AD predominantly affects 
the elderly population over 65 years old. There is an exponential rise with age in 
afflicted individuals, ranging from 3.0% in 65- to 74-year-olds to 47.2% in those over 
85 [12, 34]. The complications involve progressive memory decline, increased apathy, 
deterioration of intellectual functions, decreased speech function, gait irregularities, 
and disorientation [34, 35].

The stereotypical characteristic abnormalities include the loss of neurons and 
synapses, brain atrophy, neurotic plaques or senile plaques (SPs) created due to 
extracellular Aβ aggregation, the formation of neurofibrillary tangles (NFTs) 
within neurons in the hippocampus and cortex caused by tau-protein hyperphos-
phorylation, impaired energy metabolism, mitochondrial dysfunction, elevated 
activity of prodeath genes and signaling pathways, chronic oxidative stress, and 
DNA damage [36–40].

It is well established that Aβ results in neurotoxicity and neuronal death; however, 
the endogenous defense mechanism activated due to Aβ insult is less studied [41]. 
Early onset of AD affects the medial temporal lobes, hippocampus, and cholinergic 
neurons of the basal forebrain. The cognitive symptoms in the central nervous system 
are believed to arise from the loss of cholinergic function, marking a prominent 
deficit in AD [38, 40].

The increased age-related mortality rate of AD poses a striking social and 
economic risk to the ever-growing population of AD patients. Although the 
exact pathogenesis mechanisms remain unclear, oxidative stress and inflamma-
tion are hypothesized as the causal mechanisms of AD pathology [12, 34, 39, 40]. 
Furthermore, apart from age, which seems to be the primary risk factor, diabetes, 
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stroke, atherosclerosis, obesity, and consumption of a high-fat diet are among the risk 
factors for AD [12, 13].

2.1 Oxidative stress as a trigger of AD

The late-onset sporadic AD, the most common form, is supposed to rise from a 
combination of genetic susceptibility factors and environmental triggers, with oxida-
tive damage and a slow inflammatory process accepted widely as possible involved 
mechanisms [42].

Oxidative stress is the imbalance between ROS production and the antioxidant 
defense system. It is known that oxidative stress increases in parallel with age, smok-
ing, hyperhomocysteinemia, and insulin resistance, thus causing an insulin action 
impairment in type 2 diabetics, probably due to membrane fluidity alterations, 
decreased availability of nitric oxide, and increased intracellular calcium content [43].

Furthermore, oxidative stress is assumed to be a primary risk factor and a trig-
ger for AD pathology. Whether preceding oxidative damage is directly responsible 
for the accumulation of intracellular beta-amyloid 1–42 (Aβ 1–42) remains unclear. 
Concerning the studies, mitochondria are among the first affected organelles by oxi-
dative stress and Aβ 1–42 toxicity. These organelles serve as accumulation sites for Aβ 
1–42, promoting mitochondrial dysfunction and hindering energy metabolism [44].

2.2 AD and inflammation

Numerous amyloid plaque proteins are involved in an inflammatory response in 
AD, such as pro-inflammatory cytokines, acute-phase proteins, and activated comple-
ment factors, most having pleiotropic effects depending on their concentrations, mak-
ing it hard to assess their contribution to the amyloid formation. In addition, neurons 
have been shown to play an active role in the neuroinflammatory process of AD [45].

Damage signals such as infection, trauma, redox iron, oxidative agents, and t and 
b-amyloid oligomers induce neuroinflammation response. Regarding the relationship 
between the inflammatory process of the brain and neuronal damage, the over-
production of pro-inflammatory agents is linked with the progressive activation of 
microglial cells and astrocytes [8].

Neuroinflammation and microglia–neuron cross-talks present promising thera-
peutic targets for the treatment of AD. Studies have demonstrated that long-term 
treatment with anti-inflammatory drugs decreases AD progression via the disrup-
tion of the inflammatory response and t protein self-aggregation. Also, the reduced 
incidence of AD in patients subjected to anti-inflammatory prescription supports the 
neuroinflammatory hypothesis [8].

2.3  AD and cholinergic deficit: cholinergic deficit as a consistent and early 
finding in AD

The neuropeptide/neurotransmitter systems are significantly affected by meta-
bolic status [46]. The established evidence supports the association of cholinergic 
deficit with the pathogenesis of AD. Acetylcholinesterase inhibitors (AChEIs) have 
been used to treat AD symptoms through their acetylcholine-medicated boost of 
neuron-to-neuron transmission. AChEIs also promote antioxidant production against 
free radical toxicity and β-amyloid-induced injury and suppress cytokine release from 
monocytes and microglia through the cholinergic anti-inflammatory pathway [47].
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Although the cholinergic hypothesis has garnered substantial support and led to 
the production of the first licensed medication for AD symptoms, it targets a conse-
quential symptom of AD, not the underlying pathological cause, and amyloid neuro-
toxicity intensifies in the presence of AChE. Regardless, donepezil, rivastigmine, and 
galantamine are licensed in the UK [47].

The study of AChEI drugs has shown that cholinergic pathways in the cerebral 
cortex and basal forebrain are compromised in AD, resulting in cholinergic deficit 
and cognitive impairment; however, growing evidence suggests more of an anti-
inflammatory role for AChEIs through the inhibition of cytokine release from acti-
vated microglia, leaving the door open to further research. Multiple cholinesterase 
inhibitors (ChEI) are being developed, including ChEIs, naturally derived ChEIs, 
hybrids, and synthetic analogs. AD also affects many other neurotransmitters, with 
their clinical importance not fully clarified [42, 47–49].

3. Obesity: one of the most severe global health problems

High-fat diet consumption continues to increase human obesity, affecting 2 billion 
worldwide. Aside from the association with overweight pathology, obesity is consid-
ered a risk factor for dementia and neurodegenerative disorders and is associated with 
cognitive impairment, with some deeming the relation controversial [11, 15, 38, 50].

Few from the field of nutrition have turned their attention to neurodegenerative 
diseases [39].

Gustafson et al. considered obesity at older ages (ages seventy nine to eighty eight) 
as a risk factor for dementia, notably AD. A high-fat diet consumption reduces hippo-
campal neurogenesis, impairing attention and visual memory even in the short term. 
Although the underlying causes are not elucidated, a high-fat diet results in cognitive 
deficits and reduced hippocampal function [11, 12, 18].

Epidemiologic studies also argued that diets rich in saturated fats (especially in 
midlife) are a primary risk factor for AD development [51]. HFD-induced obesity 
may impact synaptic plasticity via insulin resistance and altered glucose metabolism, 
affecting learning, memory, and neuronal survival [14]. HF diet can also have detri-
mental effects on the brain independent of the explained factors, such as inducing Aβ 
deposition in the brains of mice or increased expression of amyloid precursor protein 
(APP) in humans [22].

A greater prevalence of AD is observed in countries with a higher intake of 
high-fat or high-calorie diets. Studies on transgenic AD mice on a high-fat diet show 
heightened disease neuropathology and behavioral deficits [12, 13]. Aside from the 
increased accumulation of the toxic Aβ, animal models show increased susceptibility 
to HFD-induced bodyweight gain following AD [19, 52].

Investigations in genetically obese animal models indicated impaired spatial 
memory and hippocampal synaptic plasticity. Since the consumption of HFD in 
humans is the common cause of obesity, animal models of HFD-induced obesity 
imitate the pathological obesity changes better [18].

3.1 HFD and oxidative stress

Oxidative stress is caused either by excessive ROS production or by antioxidant 
defense deficiency [53]. HFD has been shown to induce oxidative stress, mito-
chondrial dysfunction, inflammation, and adipokine dyshomeostasis, leading to 
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neurodegeneration [54]. As a worldwide epidemic, obesity is characterized by exces-
sive fat deposition, increased cardiovascular risk factors, and high oxidative stress. 
The early phases of being overweight involve increased ROS production, reduced NO 
bioavailability, and endothelial dysfunction. Unlike synthetic antioxidant supple-
mentation, diets enriched in natural antioxidants help regulate blood pressure, serum 
lipid composition, and oxidative stress [55].

3.2 HFD and inflammation

An essential component of neurodegenerative diseases is neuroinflammation. 
Neuroinflammation caused by the infiltration of inflammatory immune cells and acti-
vation of microglial cells, stress response, and the disruption of the blood–brain barrier 
(BBB) are probable outcomes of the increased metabolic flux in the brain as a result of 
obesity [17]. HFD consumption can also contribute to autoimmune encephalomyelitis 
(EAE), highlighting its significant effects on neuroinflammation further [56].

The increased cross-talk between the peripheral system and neuroinflammation 
is another consequence of HFD consumption, exhibiting an increased induction of 
pro-inflammatory cytokines in peripheral tissues and the hypothalamus, including 
interleukin (IL-1b), IL6, and tumor necrosis factor a (TNFa). Investigations show a 
connection between AD and the impairment of cognition and memory with HFD-
induced neuroinflammation. The mechanisms through which obesity promotes 
neuroinflammation require further investigations [16, 17].

3.3 HFD impairs learning, memory, and synaptic plasticity

Unlike the hypothalamus, few studies investigated the effects of HFD on the hip-
pocampus. Several articles have shown the impacts of obesity and HFD consumption 
on increased memory impairment, AD, and dementia [2]. The activation of NADPH 
oxidase activity caused by carbohydrate-enriched HFD consumption was shown 
to impair learning, memory, and synaptic plasticity [11]. Neurodegeneration is the 
neuronal loss of structure, function, and death within the regions associated with 
learning, memory, and emotion, such as the hippocampus and basal forebrain. The 
progressive nature of neurodegenerative diseases will eventually result in short-term 
memory loss, mood changes, and cognitive impairment. Memory formation depends 
on long-term potentiation (LTP), a form of synaptic plasticity. AD patients also suffer 
from LTP impairment [2]. AD development and reduction of spatial learning skills 
and hippocampal plasticity have been linked to HFD-induced obesity in rodents, with 
the promoted brain dysfunction considered a consequence of stress and neuroinflam-
mation [17, 39]. Systemic inflammation and oxidative stress in obesity worsen with 
age, disrupting the BBB even further. In another study, the neuroinflammation and 
oxidative stress in aged obese animals contributed to a significant cognitive decline 
and learning and memory impairment [11, 16].

4. Oxidative stress and AD

4.1 The production of free radicals

A free radical is a highly reactive molecule with an unpaired electron. The free 
radical binds to another molecule to acquire an electron, thus changing or breaking it 
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biochemically into another free radical or an altered chemical structure. A free radical 
can damage any molecule, including proteins, carbohydrates, lipids, and nucleic 
acids, resulting in apoptosis and cell death [26, 57].

Oxidative stress is responsible for the pathogenesis of several diseases, including 
memory deficits caused by oxidative damage in rats and humans. The brain undergoes 
severe damage under oxidative stress due to the abundance of unsaturated fatty acids, 
lower antioxidant protection, redox-active metals (Fe, Cu), and high oxygen concen-
trations [7, 23, 29].

Aging contributes to increased oxidative stress, probably playing a crucial role 
in the pathogenesis of AD [7]. The neuron capacity to regulate redox imbalance 
decreases with age, which might lead to irreversible impairment such as neurode-
generative diseases. MDA, HNE, carbonyls, and other indicators of oxidative stress 
increase in aging and neurodegenerative diseases; however, a quantifiable method to 
identify relevant complications is not developed [26].

Studies have recently emphasized the crucial role of oxidative stress in the patho-
genesis of various neurodegenerative diseases, such as AD, PD, and amyotrophic 
lateral sclerosis. Several common indicators are observed, including glutathione loss, 
DNA, and protein damage [7].

4.2 Antioxidant systems

Antioxidants have shown a promising effect on Aβ-induced neurotoxicity and cell 
death, improving impaired cognition and memory in AD. Antioxidants protect cells 
against damage induced by free radicals, preventing neuronal injury due to oxidative 
stress. The oxidative injury seems to be the factor initiating the neurodegeneration, 
not merely a byproduct or an end product of the process. However, AD treatment via 
antioxidants is met with great suspicion, as most of them can hardly cross the BBB. 
Accordingly, smaller antioxidant molecules or non-toxic carriers can provide favor-
able modifications for the current complications [25, 26, 29].

ROS substances, antioxidants, and non-enzymatic molecules can be used to assess 
oxidative stress status. The accepted evaluation method involves the total antioxidant 
status (TAS) and total oxidant status (TOS) measurements [58].

5. Hippocampus synaptic plasticity and LTP

Hippocampal synaptic plasticity is the principal means of information processing 
and memory formation [59]. The hippocampus goes through synaptic reorganization 
and neurophysiological changes in response to stimuli [60]. In the hippocampal input 
region, the DG is crucial to memory formation, converting the cortical inputs to new 
output, which then travels to the CA3 [61, 62].

Neurogenesis is preserved in various parts of the adult brain, especially the 
subventricular zone of the lateral ventricles and the subgranular zone of the 
DG. The process is induced under different physiological or pathological cir-
cumstances, ranging from exercise and environmental adaptations to seizures or 
injuries [63].

LTP is a continuous increase in synaptic strength, mainly through stimulation. 
Analyzing LTP in the hippocampus is a widely used cellular and molecular method 
to evaluate learning and memory. Coordinated gene transcription, protein synthesis, 
and degradation are needed for long-lasting synaptic plasticity [7, 64]. LTP induction 
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relies on several mechanisms, such as the activation of AMPA and NMDA receptors, 
changes in the number and shape of the spines, and the enhancement of transmitter 
release [30, 64].

5.1 Synaptic plasticity and AD

Aβ1–42 has a central role in the development of AD and its cognitive impairment, 
considerably inhibiting the hippocampal LTP at a cellular level [7, 65]. Reduced LTP 
and enhanced long-term depression (LTD) have been shown in acute exposure to Aβ, 
keeping the basal synaptic transmission unchanged. Studies suggest a shared molecu-
lar pathway between apoptosis and non-apoptotic functions, including synaptic 
plasticity. The activation of caspase-3 is essential for LTD and Aβ-induced inhibition 
of LTP [9, 66].

5.2 Synaptic plasticity and HFD

HFD-induced obesity has several detrimental effects on the hippocampal struc-
ture and function, affecting the normal growth of the CNS; impairing LTP, cognitive 
function, and learning; and disrupting neurogenesis [62, 67].

6. Thymol and potential to treat AD

Thymol obtained from thyme essential oil is a translucent crystal and a mono-
terpene aromatic alcohol with a boiling point of 232°C. It also has an herbaceous, 
sweet-medicinal, warm odor and a pleasant taste. The vast biological properties of 
Thymol include larvicidal, nematicidal, acaricidal, antifungal, antibacterial, anti-
inflammatory, and antioxidant activities [68, 69].

6.1 Thymol and antioxidant activity

In the aerobic environment, reactive oxygen species are the most lethal by-
products of metabolism that mediate many human diseases including AD, Parkinson’s 
disease, diabetes mellitus, atherosclerosis, and aging processes [70, 71].

Antioxidants protect cell membranes against free radicals and accelerate the excre-
tion of cellular wastes [69]. An oxidant and antioxidant balance is crucial for optimal 
physiological conditions. Therefore, oxidative stress can be described as redox 
signaling and control disruption. Such a devised definition can lead to new treatments 
for oxidative stress-related diseases. Several pieces of research have been devoted to 
replacing synthetic chemicals with natural substances, like natural antioxidants. Due 
to significant phenolic content, Thymol has a remarkable reducing power and great 
ferric-reducing ability. It also shows superb antioxidant properties through extensive 
scavenging activity. Its total amount of phenol is 0.36 ± 0.06 μg/ml. As a folkloric 
medicine, it might be helpful to prevent the progression of various diseases related to 
oxidative stress [24, 69–71].

DPPH radical scavenging activity was used to determine the antioxidant activity. 
The method represents a strong absorption maximum based on the reduction of 
DPPH at 517 nm. A hydrogen donor acts as a free radical scavenging antioxidant to 
pair with the odd electron and decrease absorption strength. Considering the number 
of captured electrons, Thymol presence shows a stochiometric de-colorization. The 
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reducing properties are demonstrated to be generally associated with the reductones, 
exerting antioxidant action by breaking the FR chain through the donation of a 
hydrogen atom. FRAP assay was also used to evaluate the ability of phytochemicals 
to reduce ferric ions. Thymol displayed a good reducing ability of ferric tripyridyl 
triazine complex into ferrous-(TPTZ) complex.

The results of the experiments approved a good antioxidant power and a free 
radical scavenging activity for Thymol. Hence, it can be a basis for herbal medicine 
development to prevent and treat disorders related to oxidative stress, such as 
Alzheimer’s disease [70].

6.2 Thymol and anti-inflammatory activity

As a natural monoterpene, it has considerable biological influences on cells, 
mainly through its antioxidant and anti-inflammatory effects. Airway inflammation 
in ovalbumin-induced mouse asthma was ameliorated by inhibition of NF-κB activa-
tion. Via the interference with the activation of nuclear factor kappa (NF-κB) and 
mitogen-activated protein kinase (MAPK) signaling pathways, the compound exerted 
its anti-inflammatory properties in lipopolysaccharide-stimulated mouse mammary 
epithelial cells. The results indicate the anti-inflammatory effects of Thymol through 
the suppression of several biomarkers involved in inflammation. Thymol is suggested 
to have significantly ameliorated inflammatory responses through protective anti-
oxidation, anti-inflammation, and anti-lipid peroxidation effects. Therefore, it is a 
promising compound to cure inflammatory processes [72].

6.3 Thymol and anticholinesterase activity

The inhibition of AChE, the predominant enzyme involved in the hydrolysis of 
acetylcholine (ACh), is a developed therapeutic strategy for AD treatment. Regarding 
traditional medicine, several plants are reputed to enhance cognitive function and 
alleviate other symptoms of AD, including depression. T. vulgaris essential oil 
indicates neuroprotective effects. With a small molecular size and lipophilicity, 
volatile constituents of essential oils and aglycones from glycosides are likely to cross 
the BBB. Thymol, carvacrol, and their derivatives, such as thymoquinone and thymo-
hydroquinone, can be used as inhibitors of AChE, though their possible application 
in Alzheimer’s treatment or other cognitive disorders needs further investigation. 
The probable link between the antioxidant and the AChE inhibitory activity of the 
mentioned compounds could also be interesting to study [73].

6.4 Thymol and anti-obesity activity

Thymol anti-hyperglycemic and anti-hyperlipidemic activities are yet to be 
explored [74]. As mentioned, obesity has become a worldwide health problem, and 
most synthetic anti-obesity drugs have failed to address the issue due to their inef-
fectiveness or adverse effects. Thymol prevents HFD-induced obesity in the murine 
model through several mechanisms, including the attenuation of visceral fat accu-
mulation, lipid-lowering action, improvement of insulin and leptin sensitivity, and 
enhanced antioxidant potential [75].

According to a study, rats given HFD exhibited significant enhancement of body 
weight gain (p < 0.001), visceral pad weight, lipids, alanine aminotransferase (ALT), 
aspartate amino transaminase (AST), lactate dehydrogenase (LDH), blood urea 
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nitrogen (BUN), glucose, insulin, and leptin levels compared to rats given a standard 
diet. Thymol treatment showed a significant decrease in (p < 0.001) body weight 
gain, visceral fat-pad weights, lipids, ALT, AST, LDH, BUN, glucose, insulin, and 
leptin levels in HFD-induced obese rats.

Furthermore, the treatment significantly decreased serum lipid peroxidation and 
increased antioxidant levels in HFD-induced obese rats, preventing HFD-induced 
obesity in the murine model through the discussed mechanisms. Interestingly, 
Thymol may also exhibit promising anti-diabetic effects [74, 75].

Recent studies have provided preliminary positive evidence for the effectiveness and 
safety of Thymol in alleviating cognitive impairments caused by increased Aβ levels 
or cholinergic hypofunction [76]. As a whole, it seems that antioxidant, anti-inflam-
matory, and anticholinesterase activities of Thymol might contribute to its beneficial 
effects. Our findings suggest that Thymol may be potentially a valuable source of natu-
ral therapeutic agents for AD treatment. However, further investigations are necessary 
to establish its efficacy and potential toxicity in clinical trials [76–78].

7. Conclusions

Despite the ever-increasing studies on AD, no final remedy has been developed, 
with palliative treatments presenting the best treatment options against AD symp-
toms until now. Considering the worldwide growth in obesity prevalence and the 
increasing number of dementia cases in an aging population, such a dual model may 
exhibit better results than the classical AD models.

In this case, Thymol presented a promising therapeutic potential against AD and 
HFD consumption that remains to be further investigated. It was hypothesized that 
antioxidant, anti-inflammatory, anticholinesterase, antihyperglycemic, and hyperlip-
idemic activities of Thymol may have contributed to its beneficial effects on learning 
and memory impairment, synaptic plasticity, oxidative stress, and tissue changes in 
HFD-induced animal models of AD.

The results stress the benefits of Thymol as a dietary antioxidant, providing pre-
liminary evidence for its effectiveness as a remedy against LTP impairments caused 
by the Aβ aggregation in AD rats given HFD. The antioxidant activity of Thymol 
may be the reason behind its beneficial effects on hippocampal synaptic plasticity. 
Therefore, natural therapeutic agents based on Thymol could be used to prevent and 
cure complications related to oxidative stress, such as AD. Further research is required 
to establish its efficacy and potential toxicity in clinical trials.
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Acronyms and abbreviations

Aβ  amyloid beta
AChE  acetylcholinesterase
AChEIs  acetylcholinesterase inhibitors
AD  Alzheimer’s disease
ALT  alanine aminotransferase
APP  amyloid precursor protein
AST  aspartate amino transaminase
BBB  blood–brain barrier
BUN  blood urea nitrogen
CNS  central nervous system
DG  dentate gyrus
EAE  experimental autoimmune encephalomyelitis
EPSP  excitatory postsynaptic potential
GRAS  generally recognized as safe
HFD  high-fat diet
IL  interleukin
LDH  lactate dehydrogenase
LDL  low-density lipoprotein cholesterol
LTD  long-term depression
LTP  long-term potentiation
MAPK  mitogen-activated protein kinase
MCI  mild cognitive impairment
NF-κB  nuclear factor kappa
NFTs  neurofibrillary tangles
NMDA  N-methyl-D-aspartate
Nrf2  nuclear factor
PD  Parkinson’s disease
PP  perforant pathway
ROS  reactive oxygen species
SPs  senile plaques
TAS  total antioxidant status
TOS  total oxidant status
TNFa  tumor necrosis factor a
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Chapter 8

Subtemporal Multiple
Hippocampal Transection
with/without CA1-Subiculum
Disconnection for Medically
Intractable Temporal Lobe Epilepsy
Tomokatsu Hori, Hideki Shiramizu and Hajime Miyata

Abstract

Transsylvian selective amygdalohippocampectomy resulted in postoperative
verbal memory decline in patients with mesial temporal lobe epilepsy of the language-
dominant side. Mapping whole-brain connectivity changes have been studied recently
of different surgical resection approaches for temporal lobe epilepsy. The subtemporal
resection is the least disruptive to long-range connectivity, which may explain its
better cognitive outcome. Finally, the authors introduced subtemporal multiple
hippocampal transections technique in a case of hippocampal sclerosis negative left
mesial temporal lobe epilepsy, and postoperative neuropsychological examinations
revealed improvement of cognitive function immediately after the operation
contrasting transsylvian multiple hippocampal transections in which verbal memory
remains dropped. The authors introduced another new operation to left mesial
temporal lobe epilepsy patient with hippocampal sclerosis by multiple hippocampal
transections plus disconnection between CA1 and subiculum at the hippocampal head.
Operative result is satisfactory in terms of neuropsychological and operative outcome.

Keywords: amygdalohippocampectomy, transsylvian, subtemporal, multiple
hippocampal transection (MHT), disconnection CA1 and subiculum,
neuropsychological outcome, hippocampal sclerosis (HS)

1. Introduction

The limbic lobe is located at the most medial portion of the cerebral
hemisphere, like as a band surrounding the orifice into the lateral ventricle. The
limbic lobe is mainly consisted of the hippocampal formation, the amygdaloid
complex, and the cingulate cortices. These areas are concerned with the basic brain
higher functions, such as emotion, memory, attention, cognition, and so on. Each area
has the specific structural organization and the fiber connections executing the spe-
cific function. The circuit of memory, so-called Papez circuit, is consisted of the
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hippocampal formation, mammillary body, anterior and midline thalamic nuclei,
posterior cingulate cortex, and the retrohippocampal cortices. On the other hand,
the circuit of the emotion, so-called Yakovlev circuit, is consisted of the amygdala,
the mediodorsal thalamic nucleus, anterior cingulate cortex, and the orbitofrontal
cortex. Although memory and emotion are processed on the independent circuit,
there are also several structures where the fibers from the two circuits meet
together, such as the nucleus accumbens, the entorhinal cortex, and the
hypothalamic area. Memory information is stored efficiently only when the brain is
in appropriate state for memory acquisition. This state, the motivating state for
memory, is determined by the levels of awareness, cognition, attention, emotion,
and other influences. The motivating state might change signal processing in the
hippocampus. Classical anatomical observations with Golgi staining of
hippocampal neurons are the basis for the simple trisynaptic circuit (dentate
granule cells (DG)-Cornu Ammonis 3 (CA3), CA3 to CA1 concept of hippocampal
function (Figure 1).

Recent anatomical work has revealed much richer synaptic connections between
hippocampal neuron subfields (DG, CA3, CA2, and CA1) and wide distribution of
axons along the longitudinal axis of the hippocampus [1].

Temporal lobe epilepsy (TLE) is involving the limbic system, especially amygdala
and hippocampus which influences emotion, memory, attention, and cognition.

Despite various medical drugs have been tried to control intractable TLE,
surgical treatment gives better seizure control comparing to prolonged medical

Figure 1.
Schema illustrating disconnection between CA1 and subiculum (red line). Yellow arrow is mossy fiber, blue arrow
is Schaffer collateral, green arrow is alveus hippocampi, and red line is disconnection between CA1 and subiculum
just until hippocampal sulcus. This histology is sectioned from normal hippocampus taken from cadaver without
central nervous lesion.
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treatment [2]. But in this randomized control study, substantial number
(around 5%) of surgical patients complained of postoperative memory difficulty,
but the authors acknowledge that although this complication is important, but the
benefit is worth the risk. Concerning such memory problems, in surgical population,
MR negative language-dominant-side mesial TLE group, so-called paradoxical tem-
poral lobe epilepsy (PTLE) [3], is at great risk of postoperative memory deficits.
Until now, neurosurgeons have made great efforts to stop such a postoperative
memory decline by adopting various operative approaches, such as reducing size of
temporal lobectomy, selective amygdalohippocampectomy, and recent radiosurgical
interventions [4].

In this chapter of this book, our further efforts to escape from such a postoperative
memory decline such as subtemporal multiple hippocampal transection (MHT) with
or without disconnection between cornu ammonis (CA1) and subiculum will be
presented in detail (Figure 1). These techniques and results are never reported in the
world literature.

2. Neuropsychological results of various surgical treatments for TLE

Temporal lobe epilepsy (TLE) is one of the most intractable epilepsy involving the
limbic system, especially amygdala and hippocampus which influences emotion,
memory, attention, and cognition.

Despite various medical drugs have been tried to control intractable TLE,
surgical treatment gives better seizure control comparing to prolonged medical
treatment [2]. Concerning memory problems, in surgical population, MR negative
language-dominant-side mesial TLE group, so-called paradoxical temporal lobe
epilepsy (PTLE) [3], is at great risk of postoperative memory deficits. Until now,
neurosurgeons have made great efforts to stop such a postoperative memory
decline by adopting various operative approaches, such as reducing size of
temporal lobectomy, selective amygdalohippocampectomy, and recent radiosurgical
interventions [4].

Morino et al. reported comparison of neuropsychological results after selective
amygdalohippocampectomy versus anterior temporal lobectomy (ATL) [5].
Transsylvian selective amygdalohippocampectomy (TSSAH) is an operative tech-
nique planned to spare unaffected brain region during surgical treatment for mesial
temporal lobe epilepsy (MTLE). In contrast to standard anterior temporal lobectomy
(ATL), the advantages of TSSAH with respect to postoperative cognitive outcome are
equivocal without randomized control study. Morino et al. compared cognitive func-
tion before and after surgery in 49 patients with unilateral mesial temporal lobe
seizures who underwent either ATL (n = 17) or TSSAH (n = 32). All patients received
neuropsychological testing before and 1 year after surgery. The intelligence quotient
(IQ) increased postoperatively in both surgical groups. Memory evaluation in the
ATL group revealed a postoperative decline in nonverbal memory after right-sided
resection and a postoperative decline in verbal memory after left-sided resection. In
the TSSAH group, there was a slight postoperative decline only in verbal memory
after left-sided resection, but other memory function was preserved. There was
significant postoperative improvement in verbal memory after right-sided resection.
Overall, memory function was better preserved in the TSSAH group than in the
ATL group.
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There is another change of operative procedure invented by Shimizu et al. [6], that
is, transsylvian multiple hippocampal transection (TSMHT).

Table 1 is a summary of memory scores by transsylvian multiple hippocampal
transection (TSMHT) for PTLE [6, 7]. Preoperative verbal memory score
dropped 1 month after surgery, but 1 year after surgery improved up to preoperative
level.

How about the neuropsychological results after subtemporal amygdalohippo-
campectomy (sSAH) for TLE [8, 9]. Figure 2 shows combined neuropsychological
results of sSAH by Takaya (left panel) [8] and Hori (right panel) [9]. Both WMS-R
and WAIS-R scores show significant improvements postoperatively comparing to
preoperative levels. This is the difference between TSSAH and sSAH.

Usami et al. reported their operative results by transsylvian approach with multi-
ple hippocampal transection and multiple subpial transection (MST) with
lesionectomy (TSMHT +MST/L) technique [10] for TLE. As it is clearly shown,
follow-up results show some deterioration of scores, especially VIQ. Figures 2 and 3
show the difference of postoperative cognitive function between TSSAHMHT +MST/L
and sSAH [8–10].

There were changes in neuropsychological function after surgery on the
verbally dominant side (n = 12). There were no significant differences between
the preoperative indices and those at the last visit. The values were as follows
(mean � SD preoperatively, at the last visit; p-value): verbal memory (85 � 13,
78 � 18; 0.14), visual memory (94 � 24, 102 � 16; 0.08), general memory (85 � 16,
82 � 19; 0.29), delayed recall (79 � 18, 87 � 19; 0.09), attention and concentration
(89 � 21, 88 � 22; 0.10). Regarding IQ, there was a significant difference in VIQ
(87 � 19, 80 � 19; 0.045*), but not in PIQ (89 � 28, 88 � 23; 0.42) or FIQ (86 � 25,
82 � 21; 0.16) [10].

3. Subtemporal amygdalohippocampectomy

There are many surgical techniques to cure medically intractable TLE such as
conventional temporal lobectomy. But, concerning the language-dominant-side TLE
without hippocampal sclerosis (PTLE) surgical removal of mesial temporal structures
may result in neuropsychological problems, especially decline of verbal memory.
Usually, temporal lobectomy 4–4.5 cm away from the temporal tip is used for
language-dominant-side TLE [2]. Postoperative verbal memory decline is a major
concern especially for language-dominant-side TLE without HS so-called PTLE [3, 7].
For mesial TLE of which amygdala and hippocampal head are epileptic foci, selective
amygdalohippocampectomy is used by various routes including transsylvian, through
superior temporal gyrus or sulcus (T1), middle temporal gyrus or sulcus (T2), and
inferior temporal gyrus or sulcus (T3) depending on the preference of neurosurgeons
(Figure 4). In 1993, subtemporal amygdalohippocampectomy (sSAH) technique has
been introduced for mesial temporal lobe epilepsy to abolish postoperative neuro-
psychological deterioration observed in usual anterior temporal lobectomy [11]. The
conventional subtemporal approach has been modified to diminish temporal lobe
compression pressure and the risk of damage to the temporal stem. In this technique,
the approach has been changed from usual anterolateral approach to posterolateral,
thereby avoiding the voluminous and deeply embedded anterior temporal lobe in
the middle fossa. By this approach, the retraction pressure is decreased and the
temporal stem which is important bottleneck of temporal information were spared. To
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Figure 3.
Adopted from Usami et al. [10].

Figure 2.
Left panel adopted from Takaya et al. [8], and right panel from Hori et al. [9]. Left panel: cognitive
improvement might result from a combined effect of good seizure control and minimize the regions
of the brain with postoperative functional impairment. Improved cerebral function in terms of WMS-R
scores in mesial temporal lobe epilepsy after sSAH was demonstrated [8]. Right panel: bar graphs showing
changes in IQs in patients in whom the language-dominant and nondominant hemisphere was resected by
sSAH [9].
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Figure 4.
A,B,C Microscopic procedure of subtemporal amygdalohippocampectomy. A: Temporal base is retracted, and
fusiform gyrus is identified (double arrows). A small bridging vein was just riding on the collateral sulcus, and the
vein is preserved. B: Fusiform gyrus, collateral sulcus is identified, and temporal horn is opened, then amygdala
and hippocampal head are identified. At the choroid plexus (arrow head), the anterior choroid artery (arrow) is
identified at the tips of the forceps. The suction tube touches the surface of the hippocampus. After the hippocampus
(about 2.5 � 3.0 cm usually in length) anterior to the choroidal point is removed, the amygdala, the
parahippocampal gyrus, and the uncus were removed, so that in every patient the amygdala can be removed en
bloc, and neuropathologically is examined. It is different point between TSSAH and sSAH. C: After sSAH, PCA
(black star), basal vein (small black star), optic nerve (short arrow), and anterior choroidal artery (long arrow)
are well exposed.
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date, the authors using this approach have operated on more than 50 patients with
medically intractable temporal lobe epilepsy whose epileptic foci were in the mesial
temporal lobe structure; the inferior temporal gyrus, the temporal tip, the vein of
Labbe, and the ventral bridging veins were preserved using with dissecting technique
without adverse events. It can be used to remove as much of the posterior hippocam-
pus as necessary, and it can be extended to conventional lobectomy if necessary. If
there is some drawback in this approach, a part of basal temporal language area is
sacrificed in order to reach temporal horn (Figure 5A-C). One patient among 50
patients with HS negative language-dominant-side TLE (PTLE) has shown postoper-
ative severe memory deficits. Although the patient has shown gradual improvement
of her memory in these 20 years during her postoperative period, she is still
complaining of memory problem and it is compromising her daily job, even if oper-
ated upon by sSAH.

4. Minimally invasive subtemporal approach

Recently, Busby et al. [12] reported whole-brain tract changes after mapping and
analyzed the potential impact of different surgical resection approaches for TLE. The
main aim of this study was to perform systematic “pseudo-neurosurgery” based on
existing resection methods on healthy neuroimaging data and measuring the effect on
long-tract connectivity. They use anatomical connectivity mapping (ACM) to deter-
mine long-range disconnection, which is complementary to existing measures of local
integrity such as fractional anisotropy or mean diffusivity. ACMs were generated for
each diffusion scan in order to compare whole-brain connectivity with an “ideal
resection,” nine anterior temporal lobectomy and three selective approaches. For en
bloc resections, as distance from the temporal pole increased, reduction in connectiv-
ity was evident within the arcuate fasciculus, inferior longitudinal fasciculus, inferior
front-occipital fasciculus, and the uncinate fasciculus.

Increasing the height of resections dorsally reduced connectivity within the unci-
nate fasciculus. sSAH was associated with connectivity modes most similar to the
“ideal” baseline resection, compared to TSSAH and middle-temporal approaches. In
conclusion, Busby N, et al. showed the utility of ACM in assessing long-range discon-
nections/disruptions during temporal lobe resections, where they identified the sSAH
as the least disruptive to long-range connectivity which may explain its better cogni-
tive outcome. Of course, magnetic resonance (MR)-guided focused ultrasound treat-
ment of mesial TLE is an ideal treatment if properly sonicated at the key structures of
intractable TLE.

In 2021, Whiting AC and Smith KA, et al. [13] reported seizure and neuropsycho-
logical outcomes in a large series of selective amygdalohippocampectomies with a
minimally invasive sSAH which is almost similar to our approach.

All patients in this study had at least 1 year of follow-up (mean [SD] 4.52 [2.57]
years), of whom 57.9% (88/152) had Engel Class I seizure outcomes.

Engel’s classification is as follows:
Class I: Seizure free or no more than a few early, nondisabling seizures; or seizures

upon drug withdrawal only.
Class II: Disabling seizures occur rarely during a period of at least 2 years; disabling

seizures may have been more frequent soon after surgery; nocturnal seizure.
Class III: Worthwhile improvement; seizure reduction for prolonged periods but

less than 2 years.
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Class IV: No worthwhile improvement; some reduction, no reduction, or worsen-
ing are possible.

The patients with at least 2 years of follow-up (mean [SD] 5.2 [2.36] years),
56.5% (70/124) had Engel Class I seizure outcomes. Of the 152 patients with at
least 1 year of clinical follow-up, only 38 (25%) completed both preoperative and
postoperative neuropsychological testing by a neuropsychologist. The mean differ-
ence in scores was statistically significant in the dominant hemisphere group for the
RAVLT–short delay test (p = 0.02) and the BNT (Boston Naming Test) (p = 0.04).
The mean difference in scores was statistically significant in the nondominant group
only with the BNT (p = 0.04). Many patients were unable to complete both preoper-
ative and postoperative neuropsychological examinations for a variety of reasons.
Concerning this decline, it might be influenced by some bias, that is, only 25% of all
patients are examined, and a small number of neuropsychologically declined group of
patients are prone to be examined.

Adverse events were low, with a 1.3% (2/152) permanent morbidity rate and 0.0%
mortality rate.

This study reports a large series of patients who have undergone sSAH, with a
minimally invasive technique. The sSAH approach described in this study appears to
be a safe, effective, minimally invasive technique for the treatment of MTLE among
the surgical methods ever reported in the literature.

Figure 5.
Types and Frequency of HS in our operative specimen in terms of ILAE Classification. HS type 1 (25 of 41 cases,
61%) is equivalent to ‘classical’ Ammon’s horn sclerosis in which neuronal loss and gliosis is most severe in CA1,
followed by CA3, CA4, with relative sparing of CA2 and often associated with loss of dentate granule cells and/or
dispersion. HS type 2 represents neuronal loss and gliosis almost confined to CA1 (CA1 sclerosis), and only 1 case
(2%) was identified in our study. HS type 3 (7 cases, 17%) is characterized by a reverse distribution of the sclerotic
lesion to HS type 1, in which neuronal loss and gliosis is the most severe in CA4 followed by CA3, with relative
sparing of CA2 and CA1, that is equivalent to endofolium sclerosis (EFS). In addition to these three HS types, we
also identified 8 cases (19%) without apparent neuronal loss and gliosis (no HS).
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5. Neuropsychological results after subtemporal
amygdalohippocampectomy

In 2007, the authors [9] evaluated operative, neuropathological, and
neuropsychological results after selective subtemporal amygdalohippocampectomy
(sSAH) for refractory temporal lobe epilepsy in patients who were observed for at
least 2 years after surgery. More than 26 consecutive patients underwent sSAH for
non-lesional, medically refractory TLE. Neuropsychological evaluation using the
Wechsler Adult Intelligence Scale (WAIS) was done before surgery in all patients,
2 months after surgery in 24 patients, and at 2-year follow-up in 19 patients. The
data were compared between the 13 patients in whom the language-dominant
hemisphere was surgically treated and the six patients in whom the language-
nondominant hemisphere was treated. After surgery, 84% of the patients
showed either Engel Class I or II seizure outcome. There were no permanent
subjective complications except postoperative memory impairment in one patient
with normal intelligence without HS. Neuropathological examination revealed HS in
19 patients. No significant differences in IQ and verbal memory test scores were
observed between the patients in whom the language-dominant hemisphere was
treated and those in whom the language-nondominant hemisphere was treated. One
patient without HS whose language-dominant hemisphere was treated by sSAH,
postoperative memory loss is only her complication. In this patient, although her
memory has slightly improved, her job is compromised by memory loss. Considering
this situation, neurosurgeons should explore better operative technique to escape
from such postoperative memory loss, especially for language-dominant-side TLE
without HS (PTLE).

Significant postoperative improvements in verbal IQ, performance IQ (PIQ), and
full-scale IQ (FIQ) were observed over time. No significant differences were found
between pre- and postoperative verbal memory test scores, and no subjective visual
field loss was marked in any patient. Thus, sSAH provides good surgical and neuro-
psychological results and does not cause significant postoperative decline of verbal
memory even if performed on the language-dominant side. In Figure 2, graphs
depicting changes in IQs in patients in whom the language-dominant hemisphere was
resected and patients in whom the language-nondominant hemisphere was resected,
changes were time-dependent (VIQ, P = 0.0107; PIQ, p = 0.0002; FIQ, p = 0.0003),
with no significant differences between the dominant and nondominant hemisphere
groups (VIQ, p = 0.9102, PIQ, p = 0.7454; FIQ, p = 0.8361), and significant increases
in VIQ, PIQ, and FIQ were observed over time.

Takaya et al. [8] evaluated the effects of sSAH on cerebral glucose metabolism and
memory function in 15 patients with medically intractable MTLE with HS using [18F]-
fluorodeoxyglucose PET (FDG-PET) and the Wechsler Memory Scale-Revised
(WMS-R). The patients were evaluated before and 1–5 years (mean 2.6 years) after
surgery. In patients with MTLE of the language-dominant hemisphere, the basal
temporal language area was preserved by this surgical approach. Postoperative glu-
cose metabolism increased in extratemporal areas ipsilateral to the affected side, such
as the dorsolateral prefrontal cortex, and the dorsomedial and ventromedial frontal
cortices. Glucose metabolism also increased in the bilateral inferior parietal lobules
and in the remaining temporal lobe regions remote from the resected mesial temporal
region, such as the superior temporal gyrus and the temporal pole. By contrast,
postoperative glucose metabolism decreased only in the mesial temporal area near the
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resected region. Postoperative verbal memory, delayed recall, and attention/concen-
tration scores were significantly better than preoperative scores regardless of the
resected side (Figure 2 Left). This study suggests that the selective removal of the
epileptogenic region in MTLE using subtemporal approach improved cerebral glucose
metabolism in the areas receiving projections from the affected mesial temporal lobe.
Cognitive improvement might result from a combination of good seizure control and
minimize the area of the brain with postoperative functional impairment. Improved
cerebral function in terms of WMS-R scores in mesial temporal lobe epilepsy after
sSAH was demonstrated in Figure 2 Left [8].

Judging from these figures, the difference between our neuropsychological results
and Takaya’s results is not clear, indicating that sparing incision of basal language area
in Takaya’s series may not influence the results.

6. Histological classification of hippocampal sclerosis

As demonstrated in Figure 5, HS type 1 (25 of 41 cases, 61%) is equivalent to
“classical” Ammon’s horn sclerosis in which neuronal loss and gliosis are most severe
in CA1, followed by CA3, and CA4, with relative sparing of CA2 and often associated
with loss of dentate granule cells and/or dispersion [14, 15]. HS type 2 represents
neuronal loss and gliosis almost confined to CA1 (CA1 sclerosis), and only one case
(2%) was identified in our study. HS type 3 (7 cases, 17%) is characterized by a reverse
distribution of the sclerotic lesion to HS type 1, in which neuronal loss and gliosis are
the most severe in CA4 followed by CA3, with relative sparing of CA2 and CA1, that is
equivalent to endofolium sclerosis (EFS). In addition to these three HS types, we also
identified eight cases (19%) without apparent neuronal loss and gliosis (no HS).
Subiculum was relatively well preserved in all cases. Granule cell dispersion is one of
the abnormal structural changes that has been shown in patients with temporal lobe
epilepsy. In a normal situation, the granule cells in dentate gyrus should be tightly
packed. But in granule cell dispersion, the compact formation was lost, and the axons
need to extend longer to reach the neighboring granule cells. It might be a conse-
quence of a migration disorder, and the first hypothesis considers an initial injury that
releases toxin(s) that affect the normal migration of granule cells. The second
hypothesis concerns the role of reelin. Reelin is required for normal neuronal lamina-
tion in humans, and the lack of this expression can lead to migration defect associated
with temporal lobe epilepsy.

Types of HS did not correlate with age at operation and duration of illness,
suggesting that these types represent distinct pathology of MTLE, the mean age of
onset in patients with type 1 sclerosis tends to be younger than those at least with no
HS but this is not statistically significant (Kruskal-Wallis test), the history of initial
precipitating injury is not correlated with histological subtypes or postoperative sei-
zure control, and type 1 sclerosis seems to correlate with better postsurgical seizure
outcome than other types [14, 15].

The choice of the operative procedure is important factor affecting the seizure
outcome, and that lateral temporal structure is also involved in the epileptogenicity in
a subset of patients with MTLE (Tables 2 and 3).

In 2019, Seki et al. [16] reported an analysis of proliferating neuronal progenitors
and immature neurons in the human hippocampus surgically removed from control
and epileptic patients. Adult neurogenesis in the mammalian hippocampus is a well-
known phenomenon (Figure 6).
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It remains controversial as to what extent adult neurogenesis actually occurs in
hippocampus, and how brain diseases, such as epilepsy, affect human adult
neurogenesis. We analyzed polysialylated neural cell adhesion molecule (PSA-NCAM)
cells and proliferating neuronal progenitor (Ki67+/mammalian Hu protein B (HuB)+/
doublecortin (DCX) + cells in the surgically removed hippocampus of epileptic
patients. In control patients, a substantial number of PSA-NCAM+ cells were distrib-
uted densely below the granule cell layer (GCL). In epileptic patients with granule cell
dispersion, the number of PSA-NCAM+ cells were reduced, and aberrant PSA-
NCAM+ cells were found. However, the numbers of Ki67+/HuB+/DCX+ cells were
very low in both control and epileptic patients. The large number of PSA-NCAM+
cells and few DCX+/HuB+/Ki-67+ cells observed in the controls suggest that
immature-type neurons are not recently generated neurons, and that the level of
hippocampal neuronal production in adult humans is low. These results also suggest
that PSA-NCAM is a useful marker for analyzing the pathology of epilepsy, but it is
not evident that these bizarre PSA-NCAM neurons are the results or cause of intrac-
table epilepsy (Figure 7). Different interpretations of the immunohistochemical
results between humans and rodents should be examined in future.

Figure 6.
Amygdala sclerosis. Amygdala sclerosis is detected in only one patient with HS type 1 (Table 2). Amygdala
basolateral nucleus, Left: Nissl’ stain, Right: glial fibrillary acidic protein (GFAP) stain.

HS
types

N (%) Onset (y)
Mean � SD

Duration (y)
Mean � SD

IPI (%) Engel’s class (n)

I II III IV n/a

Type 1 25 (61.0) 12.0 � 11.0 19.7 � 10.1 17/25 (68.0) 19 2 4 0

Type 2 I (2.4) 29 21 0/1 1

Type 3 7 (17.1) 17.9 � 14.0 16.1 � 9.7 2/7 (28.6) 3 1 2 1

No HS 8 (19.5) 22.1 � 10.0 15.4 � 13.2 4/6 (66.7) 5 1 1 0 1

Total 41 (100) 14.7 � 11.7 18.4 � 10.4 22/37 (59.5) 27 4 8 1 1

Abbreviations: IPI: clinical history of initial precipitating injury; SD: standard deviation.

Table 3.
HS types and clinical features.
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7. Technique of the multiple hippocampal transection (MHT)

The consequences of resection of the hippocampus, where its function is still
preserved, can be a decrease in verbal memory or visual–spatial memory, intelligence,
emotional and speech performance, as well as cognitive disorders. To solve this prob-
lem, Shimizu et al. [6] in 2006 reported the technique of the multiple hippocampal
transection (MHT). The concept of MHT originated on the basis of multiple subpial
transection in eloquent areas of the neocortex. Uda et al. [17] reported differences
based on the surgical side: MHT on the nondominant side resulted in significant
improvements in verbal but not visual memory, whereas MHT on the dominant side
did not lead to significant increase in verbal or visual memory.

The principle of surgical treatment of mesial temporal lobe epilepsy by multiple
transverse transection of the hippocampus is the mechanical disruption of the longi-
tudinal pathways of the hippocampus.

Recent anatomical evidence suggests a functionally significant back-projection
pathway from the subiculum to the CA1. A critical role for CA1-projecting subicular
neurons in object-location learning and memory show that this projection modulates
place-specific activity of CA1 neurons and their responses to displaced objects.
Together, these experiments reveal a novel pathway by which cortical inputs, partic-
ularly those from the visual cortex, reach the hippocampal output region CA1. It is
established that the hippocampus has two types of pathways: (1) trisynaptic path-
ways, which are located in parallel loops oriented orthogonally to the longitudinal axis
of the hippocampus; (1) from entorhinal cortex to granule cell layer (perforant fiber),
(2) from GCL to CA3 (mossy fiber), and (3) from CA3 to CA1 (Schaffer collateral
fiber). These fiber systems are so-called trisynaptic circuit of the hippocampus
(Figure 1).

There are two longitudinal pathways that run along the long axis of the hippocam-
pus [7]. Loops of trisynaptic pathways going into the entorhinal cortex are important
for processing and stabilizing memory. The longitudinal path of the hippocampus
does not play an important physiological role; on the contrary, it facilitates the

Figure 7.
In control patients, a substantial number of PSA-NCAM+ cells were distributed densely below the granule cell
layer (GCL). In epileptic patients with granule cell dispersion, the number of PSA-NCAM+ cells were reduced,
and aberrant PSA-NCAM+ cells were found.
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synchronization of pathological epileptic discharges and their propagation along the
hippocampus and, further, to extrahippocampal structures, thus contributing to the
development of a seizure. For the pathological electrical activity in the hippocampal
neurons to develop into an epileptic seizure, synchronization of the critical number of
neurons – exceeding 5 mm thickness – located in the hippocampal segment is neces-
sary. Therefore, if longitudinal horizontal interneuronal fibers along the axis of the
hippocampus are separated with an interval of 5 mm, then the pathological connection
is interrupted and, an epileptic seizure stop (Figure 8).

8. The results of long-term changes in cognitive function after MHT on
the verbally dominant side

Usami et al. [10] reported the results of long-term changes in cognitive function
after surgery on the verbally dominant side (n = 12). This clinical research is most
recent and reliable because of containing fair number of verbally dominant side. There
were no significant differences (Figure 3) between the preoperative indices and those
at the last visit. Regarding intelligence, there was a significant difference in VIQ
(8719,8019; 0.045*), but not in PIQ or FIQ. They concluded that, in all neuropsycho-
logical batteries, the average indices declined temporarily at 1 month, recovered to the
preoperative level at 6 months, and were maintained for a long time after MHT + mul-
tiple subpial transection/lesionectomy (MST/L). There were no statistically significant
differences between the preoperative and last-visit values in all batteries. In three
patients, verbal memory indices dropped >20 points from preoperative figures after
>5 years. Although VIQ (verbal intelligence quotient) and FIQ (full-scale intelligence
quotient) declined temporarily at 1 month, they recovered to preoperative levels at
6 months. PIQ (performance intelligence quotient) and FIQ were preserved at the last
visit, whereas VIQ had declined at the last visit in comparison with that on the
preoperative test (p = 0.045). Judging from these results, transsylvian approach

Figure 8.
Multiple subtemporal hippocampal transection every 5 mm apart.
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influenced this decline of VIQ comparing to our gain of VIQ for language-dominant
side by sSAH operation (Figure 2 Right Panel).

The important finding was that there was a significant discrepancy betweenmemory
indices and morphologic changes of the mesial temporal lobe and associated structures.

Memory preservation: postoperative cognitive impairment has been an important and
controversial issue in the surgical treatment of mTLE. Patients with PTLE have a signif-
icant risk of postoperative memory decline. Long-term observation after medial temporal
resection revealed that the memory impaired by surgery did not recover over time.

Although the Wada test (sodium amytal is injected into the internal carotid artery
to induce a temporary state of hemianesthesia during which language and memory
function of the unaffected hemisphere are tested) is not a reliable predictor of post-
operative memory decline, Usami et al. recently demonstrated that parahippocampal
high-gamma activity could provide predictive information about whether the mesial
temporal lobe can be resected without causing memory decline.

The postoperative decline in verbal memory impairs cognitive performance in
patients with MTLE. Verbal memory function after anterior temporal lobectomy or
transsylvian SAH deteriorates at the group level in patients with dominant-side MTLE,
whereas it tends to improve in patients with nondominant-side MTLE (Morino et al. [5]).

In our study, an improvement in verbal memory was observed regardless of the
resected side. Previous studies have reported that sSAHmight escape from verbalmemory
decline in patientswith dominant-sideMTLE [7, 18, 19]. Preservation of the basal temporal
language area resulted in improved verbal memory 1 year after the operation, even when
the anti-epileptic drug (AED)dosage remained unchanged.Mikuni et al. also shows a long-
lasting improvement in verbal memory following sSAH. The basal temporal language area
is located between 10mm and 75mm posterior to the temporal tip and is important in
processing verbal information. Verbal IQ is the ability to understand and reason using
concepts framed inwords, and it improved after 2 years. Performance IQ (PIQ) is designed
to provide a measure of an individual’s overall visuospatial intellectual abilities score and
full-scale IQ (FIQ) which is an overall score as well as scores for component abilities. Both
PIQ and FIQ improved after both 2 months and 2 years postoperatively.

9. Subtemporal multiple hippocampal transection (New technique to
preserve memory)

In 2021, a 51-year-old man showing left amygdala enlargement with medically
intractable epilepsy patient without hippocampal sclerosis (HS) was introduced to our
clinic. FDG-PET analysis (Figure 9) showed left mesial temporal lobe epilepsy with
normal intelligence; in this patient, the authors adopted subtemporal selective
amygdalotomy with multiple hippocampal transections (Figures 8 and 10). He has
shown improved neuropsychological examination scores 3 months after surgery, and
intractable seizure stopped after surgery (Engel’s Class I) and returned to his previous
job immediately after the operation (Figure 11, Table 4).

10. Pathophysiological characteristics associated with epileptogenesis in
human HS

In 2017, Kitaura et al. [20] reported pathophysiological characteristics associated
with epileptogenesis in human HS. Majority of seizures originate primarily from the
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hippocampus. They investigated epileptiform activities ex vivo using living hippocam-
pal tissue taken from patients with MTLE. Flavoprotein fluorescence imaging and local
field potential recordings revealed that epileptiform activities developed from the
subiculum. Moreover, physiological and morphological experiments revealed possible
impairment of K+ clearance in the subiculum affected by HS. K+ clearance is mainly
regulated by astrocytes Kir 4.1 so that these findings indicate the role of astrocytes in
epileptogenesis in HS. Stimulation of mossy fibers induced recurrent trans-synaptic
activity in the granule cell layer of the dentate gyrus, suggesting that mossy fiber
sprouting in HS also contributes to the epileptogenic mechanism presumably in addition
to bizarre PSA-NCAM positive immature neurons observed in our specimen. These

Figure 9.
MR showing left amygdala enlargement, hyperintensity (FLAIR lower left and lower middle), and FDG-PET
demonstrated hyper FDG activity at the amygdala (upper & lower right).

Figure 10.
After amygdalotomy multiple hippocampal transections (blue line) were performed to hippocampal head.
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Figure 11.
Postoperative MRI demonstrated removal of basolateral nucleus of amygdala and preservation of hippocampus byMHT.

2021/9/27: Ope date

2021/7/1 2021/12/25

VIQ 106 VIQ 119

PIQ 109 PIQ 137

TIQ 108 TIQ 129

VCI 105 VCI 111

PRI 121 PRI 146

WMI 113 WMI 113

PSI 102 PSI 118

VCI: verbal comprehension index, PRI: perceptual reasoning index,WMI: working memory index, PSI: processing speed index.

Table 4.
Pre- and postoperative neuropsychological examinations showing improvement in this patient.
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results indicate that pathophysiological alterations involving the subiculum and dentate
gyrus could be responsible for epileptogenesis in patients with MTLE (Figure 12).

In the No-HS group also, the activities in the subiculum and CA1 were temporarily
correlated with each other. The activity in the subiculum is always being followed by
that in CA1, suggesting that activity generated primarily in the subiculum was able to
propagate into CA1 via feedback projection from the subiculum to CA1.

The activity generated primarily in the subiculum was able to propagate into CA1
via feedback projection from the subiculum to CA1. Kitaura et al. proposed that
minimally invasive surgical approach involving disconnection of the circuit between
the subiculum and the CA1 might be effective to control seizure.

11. New technique proposal for the language-dominant left TLE with HS
(Type 1)

A 31-year-old woman is introduced to our clinic for the management of
intractable left TLE. Her MR demonstrated typical HS. In consideration of her
intractability, the amygdalotomy and multiple hippocampal transection by
subtemporal approach with disconnection of subiculum and CA1 are considered to

Figure 12.
Schematic representation of the results. (A) Control hippocampus showing anatomical orientation: from
entorhinal cortex to granule cell layer (perforant fiber), from GCL to CA3 (mossy fiber), and from CA3 to CA1
(Schaffer collateral fiber). These fiber systems are called trisynaptic circuit of the hippocampus. Please refer to
Figure 1. (B) No-HS. Enhanced activities are initiated in the subiculum and extend backward to the CA1. Please
refer to Figure 8. (C) HS. Epileptogenesis in the subiculum and MFS in GCL are evident. Adopted and modified
from Kitaura et al. [20].
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improve her seizure. Operative pictures show amygdalotomy and hippocampal
transection by subtemporal approach with disconnection of subiculum and CA1
(Figure 13).

Postoperative neuropsychological examinations have improved already 1 day
after the operation (Frontal Assessment Battery (FAB) and Hasegawa Dementia
Scale (HDS)-Revised in Table 5), and seizure stopped. Figure 14 demonstrated
preoperative coronal T2W image and postoperative coronal T2W images,

Figure 13.
Operative pictures showing amygdalotomy and hippocampal transection by subtemporal approach with
disconnection of subiculum and CA1. Upper left: collateral sulcus (aspirator and forceps) and temporal horn
opened showing hippocampus and amygdala. Upper right: After amygdalotomy (removal of basolateral nucleus),
internal carotid artery and anterior choroidal artery were seen beyond arachnoid membrane. Lower left: After
multiple hippocampal transection (blue line), continuous disconnection (yellow line) between CA1 and
subiculum from alveus to hippocampal sulcus (lower right schema, red arrow) was done.

Op. date: 2022/1/17.

2018/4/27 (Preop.)
• WMS-R

◦ Verbal Memory. 75
◦ Visual Memory 87
◦ General Memory 74
◦ Attention/concentration 87

• Delayed Recall 66
◦ FAB 16/18
◦ TMT A 1024″
◦ TMT B 20

◦ MMSE 26/30

2022/3/30 (Postop. 2 months)
• WMS-R

◦ Verbal Memory 78
◦ Visual Memory 89
◦ General Memory 78
◦ Attention/concentration 81

• Delayed Recall 83
◦ FAB 18/18 (Preop. 14/18)
◦ ADAS-J Cog 5.0/70
◦ TMT A 350

◦ TMT B 59”
◦ HDS-R 30 (Preop 28)

Table 5.
Results of preoperative and postoperative neuropsychological examinations in this patient.
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showing amygdalotomy (lower left) and MHT and disconnection between CA1 and
subiculum. Two months after surgery, neuropsychological examinations showed
slight improvement comparing to preoperative levels (Table 5 except FAB, HDS-R).
Seizure control is satisfactory, and only two auras were seen during 1 year after the
operation.

For disconnection between CA1 and subiculum for HS type 1, it is relatively easy to
disconnect, because in HS type 1, CA1 is extremely atrophic and longitudinal limit of
CA1 and subiculum is easy to identify.

12. Conclusion

1.Temporal lobe epilepsy, one of the most common forms of epilepsy involving
limbic system and intractable for medical treatment, is the most challenging
target for neurosurgeons, and various technical improvements are reported.
Among these procedures, subtemporal selective amygdalohippocampctomy is
seemingly least invasive in terms of neuropsychological function.

Figure 14.
Preoperative coronal T2W images showing amygdala (upper left) and HS (upper right), and postoperative
coronal T2W images showing amygdalotomy (lower left) and MHT and disconnection between CA1 and
subiculum.
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2.Technique and the operative and neuropsychological results of subtemporal
selective amygdalohippocampectomy for medically intractable temporal lobe
epilepsy have been demonstrated.

3.Using anatomical connectivity mapping technique, the subtemporal resection is
the least disruptive to long-range connectivity which may explain its better
cognitive outcome. These results have a direct impact on understanding the
amount and/or type of cognitive deficit postsurgery, which may not be
obtainable using local measures of white matter integrity.

4.New operative methods are demonstrated in this text, that is, subtemporal
multiple hippocampal transection with or without disconnection between
subiculum and CA1. These techniques might be useful to obtain good
neuropsychological functions and good seizure control for language-dominant
temporal lobe epilepsy.

5.Further operative experiences should be obtained to clarify the usefulness of
subtemporal multiple hippocampal transections and disconnection of subiculum
and CA1, especially for HS type 1, although randomized clinical trial is difficult
to perform.

Abbreviations

TLE temporal lobe epilepsy
TSSAH transsylvian selective amygdalohippocampectomy
sSAH subtemporal amygdalohippocampectomy
PTLE paradoxical temporal lobe epilepsy
MHT multiple hippocampal transection
TSMHT transsylvianl multiple hippocampal transection
STMHT subtemporal multiple transection
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Chapter 9

Beyond Memory in H.M., 
The World’s Most Famous 
“Hippocampal Amnesic”
Donald G. MacKay

Abstract

Patient H.M. (Henry Moliason) suffered a wide range of cognitive deficits 
attributable to the damage to his hippocampal formation but not to his well-established 
deficits in the ability to recall newly encountered facts, events, names, and objects, 
which formed the basis for his early diagnosis as a “hippocampal amnesic.” Among 
Henry’s “non-memory” or cognitive deficits that this chapter reviews are his impaired 
ability to create new and grammatical sentence plans, to identify who-did-what-to-
whom in novel sentences and to understand and read aloud novel sentences contain-
ing familiar words that he understood without difficulty in isolation, but not in novel 
sentence contexts such as metaphors. Also reviewed are his deficits in detecting novel 
forms concealed within complex visual arrays, in identifying anomalous objects 
in novel visual scenes, in detecting and describing what makes captioned cartoons 
funny, and in combining familiar concepts into new and useful ideas. The chapter 
concludes by relating Henry’s non-memory deficits to fundamental questions of this 
book, for example, What is the role of the hippocampal formation in human memory 
and cognition? And how does the hippocampal formation work?

Keywords: patient H.M., the hippocampal formation, language deficits, visual 
cognition deficits, memory deficits

1. Introduction

William Scoville discovered the link between memory and the hippocampal 
formation by chance in 1953 after he met Henry Moliason (age 27) in his office at the 
Hartford Hospital in Connecticut. Asked to eliminate or at least reduce the intensity 
and frequency of Henry’s life-threatening epileptic seizures, Scoville surmised that 
Henry’s convulsions probably originated in his hippocampus (in the middle of the 
brain, roughly between the ears: See Figure 1). With consent from Henry and his 
parents, Scoville drilled small holes in Henry’s skull above his eyes, and using X-ray 
imagery, inserted thin metal tubes into the hippocampal region, and suctioned out 
about half of Henry’s hippocampal formation bilaterally while leaving his neocortex 
virtually intact.
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This experimental operation essentially cured Henry’s epilepsy and perhaps saved 
his life. However, it immediately became clear that something was terribly wrong. 
Henry could no longer remember things he had done hours, minutes, or even seconds 
earlier. He could not even find his way back from the bathroom to his bed in the 
hospital [1].

Henry’s memory problems became a source of intense scientific scrutiny that soon 
made him famous around the world as “patient H.M.” However, Scoville informed 
other neurosurgeons that he had inadvertently removed the engine for forming new 
memories in Henry’s brain and warned against applying his surgical procedure in 
future cases.

Over the next fifty years, Henry participated in hundreds of psychological experi-
ments at the Massachusetts Institute of Technology (MIT), and after he died at age 
eighty-two, neuroscientists conducted sophisticated analyses of his brain (which he 
bequeathed to MIT) and wrote several books about how research with Henry helped 
advance the behavioral and brain sciences [1, 2]. I dedicated my own recent book to 
Henry, “an ordinary man who became famous by generously devoting his life to help-
ing scientists understand his memory, mind, and brain, trusting in the promise that 
what they learned about him would “help others.” [3]. Researchers reading the present 
review of Henry’s contributions to understanding the role of the hippocampal forma-
tion in human memory, visual cognition, language comprehension, and language 
production clearly represent the type of “others” that Henry wanted to help.

However, three limits to the scope of this review deserve comment. It only 
reviews studies that report deficits attributable to Henry’s damaged hippocampal 
formation (rather than to damage elsewhere in his brain, e.g., the cerebellum), 
studies that experimentally study Henry’s cognitive deficits independently of his 
memory deficits (by presenting, e.g., continuously displayed text, instructions, and 
pictorial stimuli that participants need not commit to memory), and studies that 

Figure 1. 
The human hippocampus shown through a “window” into the medial temporal lobe. (Artist’s rendition of an 
original illustration by Henry Vandyke Carter that appeared in Henry Gray’s 1918 Anatomy of the Human Body.) 
Neither Henry’s surgical damage nor the connections linking the hippocampus to surrounding structures in the 
hippocampal formation are shown.
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statistically compare performance for Henry versus control groups that resemble 
him in age, background, IQ , and education but lack damage in the hippocampal 
region. Also beyond the purview of this review are experiments with Henry not 
directly related to the memory versus non-memory issue (e.g., [4–11]), as well as the 
many experiments that established his famous deficits in recalling newly encoun-
tered names, facts, and events.

My UCLA lab conducted approximately twenty-five experiments with Henry at 
MIT and statistically compared his results in each study with those of 8–12 compa-
rable control participants tested under similar conditions at UCLA.

2. Henry’s non-memory deficits

This section reviews Henry’s visual cognition, language comprehension, and sen-
tence production deficits in studies that did not require the learning or recall of newly 
encountered names, facts, events, and objects (the classical definition of memory).

2.1 Henry’s visual cognition deficits

Henry’s performance on three tasks (hidden figure, what’s-wrong-here, and visual 
cartoon comprehension) illustrate the general nature of his visual cognition deficits.

2.1.1 Henry’s hidden figure deficit

Canadian neuropsychologist Brenda Milner accidentally discovered Henry’s hid-
den figure deficit when trying to confirm her personal impression that Henry func-
tioned without difficulty in his everyday visual world and only experienced problems 
when forced to remember where he had been or where he was going. To validate this 
impression, she had Henry complete the standard hidden figures test, a classic paper-
and-pencil measure of the ability to detect target figures camouflaged in complex 
visual scenes. On a typical hidden figures trial, instructions asked Henry to inspect 
a shape (shown to the left on a page) and trace that target shape hidden within a 
complex concealing array shown to the right. In a real-life analog of this task, soldiers 
try to detect an enemy combatant (the target) camouflaged in a forest (the conceal-
ing array). Unlike a soldier, however, Henry had to detect abstract target shapes that 
were unmoving, unfamiliar to him, and visible throughout each trial (rendering recall 
unnecessary).

Henry correctly traced significantly fewer camouflaged targets than the memory-
normal controls, a deficit indicating serious impairment to his ability to consciously 
recognize forms in complex visual scenes. However, Millner and many other neuro-
psychologists ignored Henry’s hidden figures deficit and continued to consider him a 
“pure memory” case, with memory problems but no cognitive deficits [12].

Undeterred by this lack of interest, my UCLA lab replicated and refined Henry’s 
hidden figures deficit by adding a condition where participants traced familiar hidden 
targets, which were forms that Henry experienced frequently in daily life before and 
after his lesion, e.g., squares, circles, right-angle triangles [13]. In this familiar target 
condition, Henry and the controls correctly traced the same number of targets, a 
seemingly minor fine-tuning of Henry’s hidden figure deficit that paved the way for 
theoretical ideas discussed in Section 5 about why Henry experienced the selective 
deficits in cognition and memory that he did.
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However, for the standard unfamiliar target condition, control participants in 
our study [14] traced reliably more targets in the concealing arrays than did Henry, 
a replication of Milner’s hidden figure deficit that addresses a hypothesis in Bussey 
et al. that perceptual deficits due to parahippocampal damage reflect a memory 
problem [15]. Henry’s hidden figure deficit in our study clearly reflected a percep-
tual problem [16].

2.1.2 Henry’s what’s-wrong-here deficits

Having confirmed and honed Henry’s hidden figures deficit, my UCLA lab 
re-examined Henry’s perceptual world in other ways. One involved a children’s game 
found in books such as What’s Wrong Here: Hundreds of Zany Things to Find. These 
books display complex everyday scenes, for example, a school classroom containing 
over a hundred busy people and objects, some of which are erroneous or anomalous, 
say, a bird flying upside down in a fish bowl filled with water, or an impossible-to-
open door with hinges on the same side as its doorknob. Children enjoy discovering 
what’s-wrong-here in pictures.

In our laboratory version of the game, Henry and suitable control participants 
inspected a series of what’s-wrong-here pictures, circled as many erroneous objects 
as possible within each picture, and explained why each circled object was anomalous 
within a generous time limit [17].

Henry correctly circled significantly fewer erroneous objects than the controls, 
and he misidentified many of his circled objects without correcting himself, some-
thing the controls never did. For example, Henry called a clearly drawn rabbit “a dog” 
and called an ordinary wastebasket on the floor beside a teacher’s desk “a window.” 
Because Henry always correctly identified the identical objects when depicted in 
isolation in a subsequent test, Henry’s object identification errors were clearly specific 
to the what’s-wrong-here scenes, consistent with a problem in disentangling unfa-
miliar forms from their unfamiliar surroundings in complex visual displays, as in the 
original hidden figure test [18].

2.1.3 Henry’s cartoon comprehension deficits

New higher-level deficits in Henry’s visual cognition and sentence comprehen-
sion emerged in an experimental test of his ability to understand captioned cartoons 
[19]. Participants in this UCLA study saw a sequence of cartoons with instructions to 
explain what made them funny and to read aloud their captions (which only con-
tained words Henry knew before his surgery). One example is Gary Larson’s cartoon, 
“Raising the dead,” which depicts two women in armchairs chatting —a normal scene 
except that both are ghosts. A ghost woman named Edith is listening to the other 
complain about problems raising her ghost children, Billy and Sally. Illustrating her 
difficulties, the cartoon shows Sally floating head first down a stairway, while Billy 
flits aimlessly around the room. The caption reads: “Oh, I don’t know. Billy’s been 
having trouble in school and Sally’s always having some sort of crisis. I tell you, Edith, 
it’s not easy raising the dead.”

Control participants in this study consistently detected humor in the cartoons 
and never misread their captions in ways that would preclude comprehension of why 
they were funny. Not Henry. For example, Henry misread the Larson caption as, “I 
tell Edith it’s not [long pause] easy, the raising the dead,” messing up the sentence 
prosody and omitting the critical word you in I tell you, Edith, it’s not easy raising the 
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dead, all without self-correction. Henry apparently thought the speaker was talking 
to someone not depicted in the cartoon, rather than to Edith, the ghost mother seated 
beside her.

Henry’s uncorrected caption-reading errors did not just render full understanding 
of cartoons impossible. They also suggested an inability to grasp who-said-what-to-
whom in the cartoons, reflecting a serious comprehension deficit that my UCLA lab 
established in a subsequent study (described shortly).

Nor was confusion about who spoke to whom Henry’s only problem. He did not 
grasp what the cartoons were about, another basic prerequisite to getting the jokes. 
For example, Henry did not see that the Larsen cartoon depicted ghosts. Noting that 
he could see through Larson’s ghost-speaker to the armchair on which she sat, Henry 
suggested that the cartoonist had drawn her wrong and complained that “she” (the 
cartoonist) just “bl. .. the. .. blackens the whole way, and everything.. .” using some 
kind of “blackening rule.” Unlike Henry, the control participants never misidentified 
visual forms in the cartoons nor mistakenly ascribed an outline to artistic error.

3. Henry’s language comprehension deficits

Consistent with Henry’s caption-reading errors, four sources of evidence indicated 
deficits in Henry’s ability to comprehend and read aloud various types of sentences, 
a skill he mastered in grade school and high school, many years before his age 27 
surgery.

3.1 Deficits in identifying who-did-what-to-whom in sentences

Henry’s failure to comprehend who-did-what-to-whom in Larson’s cartoon 
echoed an important finding in a 1966 experiment that I conducted at MIT [20]. In 
that study, Henry saw various types of ambiguous sentences on cards with instruc-
tions to describe the two meanings of each sentence as quickly as possible. Henry 
readily detected both meanings in some types of ambiguous sentences, but relative 
to controls, he displayed a major deficit in detecting the dual meanings of sentences 
resembling John is the one to help today, where John should help us is one meaning and 
we should help John is the other. Henry clearly had a problem working out who-did-
what-to-whom in ambiguous sentences.

But could Henry understand who-did-what-to-whom in unambiguous sentences? 
To find out, my UCLA lab ran an experiment in which Henry and memory-normal 
controls read unambiguous sentences on a computer screen, one at a time, and then 
answered a multiple-choice comprehension question displayed on the same screen 
[21]. For example, after reading The water that the mother spilled surprised the young 
child, participants answered the comprehension question who spilled the water: the 
mother, the young child, or nobody? Control participants correctly answered signifi-
cantly more comprehension questions than Henry, firmly establishing a deficit in 
his ability to understand the most important information that sentences can convey: 
who-does-what-to-whom [22].

3.2 Deficits in reading sentences aloud

Can Henry comprehend and accurately read aloud the individual words in 
unambiguous sentences? To find out, my UCLA lab first had participants read lists of 
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familiar words presented one at a time on cards, for example, GOT, ATE, STOMACH, 
HOT, WHO, DOGS, ACHES, BOYS, and THE. Henry made no more mistakes than the 
controls when reading those isolated words.

Days later, however, Henry experienced major deficits when asked to read the same 
words re-organized into sentences, for example, the boys who ate hot dogs got stomach 
aches, instead of GOT, ATE, STOMACH, HOT, WHO, DOGS, ACHES, BOYS, and THE.

Unlike the controls, Henry now made dozens of uncorrected reading errors that 
rendered his utterances ungrammatical. He also paused abnormally at critical points 
within the sentences, for example, misreading The boys who ate hot dogs got stomach 
aches as The boys [unusually long pause] ate hot dogs got stomach aches (Note Henry’s 
ungrammatical omission of the word who) [23].

3.3 Deficits in comprehending metaphors

Metaphors, such as Life is a Journey, are powerful linguistic tools. They shape 
everyday thinking and help people comprehend and learn ideas that are otherwise 
difficult to acquire [24]. Can Henry comprehend metaphors? To answer this question, 
my UCLA lab asked Henry and suitable controls to indicate what metaphoric sen-
tences mean. On each trial, participants saw a short metaphoric sentence on a com-
puter screen with instructions to choose the best of three possible ways to interpret it. 
By way of illustration, these were the three choices for the metaphor Maybe we should 
stew over his suggestion:

1. Let us think about it some more (correct metaphoric interpretation),

2. Maybe we should put more meat into his idea (incorrect but metaphoric 
 interpretation),

3. Let us make sure to cook the stew long enough (incorrect literal interpretation 
 containing the same critical word stew as the target sentence).

The memory-normal controls chose the correct metaphoric interpretation reliably 
more often than Henry, indicating a deficit in his ability to comprehend metaphors. 
Indeed, Henry performed worse than chance (random guessing) because he usually 
chose the incorrect interpretation with the same critical word as the target sentence; 
here the word STEW capitalized in the original metaphor Maybe we should STEW over 
his suggestion and the incorrect literal interpretation: Let us make sure to cook the STEW 
long enough [23]. Henry clearly understood the individual words but not the overall 
meaning of the metaphoric sentences.

3.4 Deficits in detecting what’s right versus wrong in sentences

Another UCLA study tested whether Henry could distinguish between 
 grammatical versus ungrammatical sentences. He could not. Asked to respond “Yes,” 
to grammatical sentences such as She hurt herself, and “No,” to ungrammatical sen-
tences such as He hurt herself, Henry answered correctly significantly less often than 
suitable control participants, with performance close to chance (50%). Henry clearly 
had a deficit in comprehending whether sentences are grammatical versus ungram-
matical [25].
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Did he fail to understand the instructions? Did he not care? To find out, my UCLA 
team reran the previous study, adding foil sentences and a test for guessing. The foil 
sentences thoroughly shuffled the words in grammatical sentences such as She has 
decided to buy a house, yielding ungrammatical strings such as Decided has house she a 
buy to. Like the control participants, Henry invariably called these foils ungrammati-
cal, indicating clear comprehension of the instructions.

To assess guessing, the experimenter immediately asked participants who 
responded, “No, ungrammatical,” to identify the wrong or misplaced word and then 
correct that word to make the sentence grammatical. This was easy for the control 
participants. For example, after identifying be as the misplaced word in Will be Harry 
blamed for the accident, they quickly produced a corrected version such as Will Harry 
be blamed for the accident.

Not Henry, however. He called correct words incorrect and failed to correct words 
he deemed wrong. For example, Henry identified blamed as the incorrect word in Will 
be Harry blamed for the accident, but insisted that further information about the blame 
was needed to correct this error. Henry was indeed guessing when he called sentences 
ungrammatical.

4. Henry’s language production deficits

Many sources of evidence indicate that Henry suffered language production 
deficits. Length constraints limit us to just one source here: His performance on the 
standardized test of language competence (TLC) [26]. In a typical TLC trial, partici-
pants see two words above a picture, together with continuously displayed instruc-
tions to use both words in a single grammatical sentence that accurately describes the 
picture.

Control participants found this task easy. For example, asked to use the words 
ALTHOUGH and WRONG in a single grammatical sentence that describes a woman 
in a sports store discussing a tracksuit with a salesman, one control participant 
quickly responded The woman decided to buy the suit ALTHOUGH it looked WRONG. 
A panel of judges blind to speaker identity later rated this transcribed response 100% 
correct on the three evaluative dimensions shown in Table 1.

Table 1 also shows Henry’s response to the same sportswear picture: “Because it’s 
wrong for her to be he’s dressed just as this that he’s dressed and the same way,” a response 
that the panel of judges rated as inaccurate, ungrammatical and incoherent, and 
a rambling series of non sequiturs (see Table 1). Across all trials, Henry included 
significantly fewer must use words than the controls, and the panel of judges rated his 
utterances ungrammatical, inaccurate, or incoherent significantly more often than 
those of the controls.

Why did Henry include significantly fewer must use words in his utterances than 
the controls? The coherence rating for Henry’s utterance in Table 1 suggests one 
reason. Henry was freely generating familiar phrases (e.g., the same way) without 
relating the picture to the must use words, a free association strategy that may also 
explain why the judges more often considered Henry’s TLC descriptions incoherent, 
ungrammatical, and inaccurate.

Did the damage to Henry’s hippocampal formation shape his free association 
strategy? Almost certainly. Henry could easily retrieve phrase memories formed 
before his age 27 surgery, for example, the common phrase the same way. However, 
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the damage to his hippocampal formation prevented him from forming new and 
situation-appropriate phrases and sentences. How do we know? Because my UCLA 
lab analyzed hundreds of unintended and uncorrected errors that rendered Henry’s 
TLC utterances ungrammatical, inaccurate, and incoherent errors that speak vol-
umes about how the hippocampal formation goes about creating new memories in 
the cortex.

Henry’s TLC errors fell into two categories: Omissions (where participants omit 
units that are essential in a grammatical sentence) and Combination errors (where 
participants conjoin two or more units into a sequence that is impermissible or 
ungrammatical). Table 2 illustrates both types of error in an utterance Henry 
produced on a single TLC trial. The TLC picture shows three people: a woman server 
at a cafeteria counter, a man ordering food from her, and a woman ahead of him in 
line who already has the food she ordered on a tray. PIE and EITHER are the must 
use words.

To describe this scene, a typical control participant produced both must use words 
in a single grammatical sentence, for example, “I want either some pie or some cake” 
(see Table 2). Not Henry, however. Instead of his intended utterance, I want some of 
what she had, Henry said “I want some her [long pause] what she had” (see Table 2).

How did this study determine what participants intended, planned or wanted to 
say? Determining what normal participants intended to say after they made an error 
was easy. Our experimenters simply asked them what they meant or noted how they 
spontaneously corrected their errors. For example, a normal speaker who says Put 
it on the chair, I mean table, clearly intended to say, Put it on the table. These scoring 
procedures indicated that control participants occasionally produced omission errors 
on the TLC but made no category-combination errors whatsoever.

For the hundreds of errors that Henry produced on the TLC, however, determin-
ing intent was more challenging because Henry never spontaneously corrected his 
omission and category-combination errors and never clarified what he meant to say 
when asked [27]. My UCLA lab therefore developed and adopted a more general set of 

Scene description A woman in a sports store is discussing a tracksuit 
with a salesman

Must use words
(in caps throughout)

ALTHOUGH WRONG

100% correct Response of a control participant “The woman decided to buy the suit ALTHOUGH it looked 
WRONG.”

Henry‘s response to the same scene “Because it’s WRONG for her to be he’s dressed just as this 
that he’s dressed and the same way.”

Henry’s must use words score 50% correct due to omission of the must use word 
ALTHOUGH

Henry’s accuracy evaluation INACCURATE: No two people in the scene are dressed 
“the same way.”

Henry’s grammaticality evaluation UNGRAMMATICAL: Henry’s utterance is not a sentence.

Henry’s coherence evaluation INCOHERENT: a rambling series of non sequiturs.

Table 1. 
An illustrative TLC trial, with scene description, must use words, the completely correct response of a control 
participant, and Henry’s response, rated on three evaluative dimensions and scored for inclusion of the must use 
words.
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scoring procedures that allowed us to specify participants’ intent (independent of the 
speaker) as the “best possible correction” of an anomalous utterance (see [28]).

Henry’s missing word of is clearly an omission error that renders his utterance 
ungrammatical (see Table 2). However, why is his phrase “SOME HER” ungram-
matical? The reason is that only common nouns (e.g., fun and games) can follow an 
indefinite determiner such as some in grammatical English sentences (e.g., We played 
some games and had some fun). When the pronoun her follows some in a phrase, an 
utterance becomes ungrammatical.

Another important observation about Henry’s SOME HER is that the word HER 
intrudes some aspect of the upcoming word SHE in Henry’s intended utterance, 
I want some of what SHE had. What aspect of SHE intruded? It was not its syntax 
because unlike SHE, HER is a possessive pronoun. It was not its speech sounds 
because SHE and HER share no speech sounds whatsoever.

Rather Henry’s HER almost certainly reflects intrusion of the CONCEPT “female,” 
which underlies three aspects of what he was trying to say: the forthcoming word SHE 
in his intended utterance, the lady server in the TLC picture, and the woman leaving 
with food on her tray, an analysis suggesting that Henry’s TLC errors may reflect a 
breakdown in the uniquely human ability to combine conceptual units when creating 
situation-appropriate sentences such as I want some of what she had.

The next section expands on this idea, arguing that Henry’s errors lay bare the 
sophisticated and elegant functions of the neural machinery that allow the human 
hippocampal formation to conjoin smaller concepts into larger internal representa-
tions in the cortex including internal representations for comprehending, perceiving, 
remembering and describing experiences, and events and the visual world.

5.  The hippocampal formation in cognition and memory: Lessons from 
H.M

What possible lessons can the Brain and Cognitive Sciences take from the research 
with Henry reviewed here? This section outlines five categories of lessons: 1). 

Scene description A man is ordering food at a cafeteria counter, 
and a woman ahead of him in line already has 
her food on a tray.

Must use words (in caps throughout) PIE and EITHER

Henry‘s actual response “I want some her. .. what she had.”

Henry’s intended response I want some of what she had.

Omission error analysis (omitted word of in 
parentheses in Henry’s intended utterance)

I want some (of) what she had.

Combination error analysis (ungrammatical word 
combination some her in caps and italics)

“I want SOME HER.”

Actual response of a typical control participant “I want EITHER some PIE or some cake.”

intended response of that control participant I want EITHER some PIE or some cake.

Table 2. 
Omission and combination errors illustrated in a single TLC trial, with scene description, must use words, and 
Henry’s errors analyzed by comparing his actual versus intended utterance and the correct response of a typical 
control participant.
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Different brain mechanisms create new memories versus retrieve old or preformed 
ones, 2). Distinguishing between pre-formed versus newly formed memories in the 
brain can be tricky, 3). The hippocampal formation performs the same basic func-
tion in visual cognition, language comprehension, and language production, 4). And 
performs the same basic function in memory for facts, names, events, and common 
objects, and 5). Lessons from future tests of hypotheses derived from research with 
Henry reviewed here.

5.1 Distinct mechanisms create new memories vs. retrieve old ones

Why did Henry misread the sentence, The boys who ate hot dogs got stomach 
aches, as the boys ate hot dogs [abnormally long pause] got stomach aches (omitting 
the critical word WHO), whereas he easily and correctly read the same words pre-
sented one at a time in isolation, for example, GOT, ATE, STOMACH, HOT, WHO, 
DOGS, ACHES, BOYS and THE?

This type of finding (repeated across every domain of cognition that we have 
examined with H.M.) indicates that mechanisms in the hippocampal formation 
create new internal representations, whereas a separate mechanism located elsewhere 
retrieves old or pre-formed neural representations. For example, current evidence 
indicates that memories for familiar words reside in the language areas of the neocor-
tex whereas mechanisms for retrieving those words reside in the frontal lobes. Because 
Henry’s frontal lobes and cortical language areas were intact, he could, therefore, 
retrieve and read without difficulty isolated words learned before his surgery.

However, word retrieval is insufficient to make novel sentences sound like sentences 
when reading aloud. Engaging the hippocampal formation to create new internal repre-
sentations of the relations between words and phrases in novel sentences is necessary to 
do this. For example, to correctly read the sentence The boys who ate hot dogs got stomach 
aches, the hippocampal formation must create three new neocortical phrase units to 
represent the boys, ate hot dogs, and got stomach aches, and to signal the relations between 
them by adding the word who and inserting pauses of varying lengths, as in The boys 
[short pause] who ate hot dogs [major pause] got stomach aches. The damage to Henry’s 
hippocampal formation, therefore, prevented him from doing this.

Nevertheless, Henry deserves thanks for trying to read the sentences as sentences. 
He might have adopted a word-by-word reading strategy throughout our reading 
studies, pausing after each word in the sentences as if reading a list. This strategy 
would have precluded the mysterious pauses and word omissions that my lab was at 
pains to explain. Because Henry did not adopt this strategy, science now has a clear 
understanding of how the hippocampal formation contributes to normal sentence 
reading.

5.2 New versus old memories in the brain: Lessons from H.M.

The distinction between new versus old or preformed memories in the brain 
was a source of confusion in early research with Henry. For example, Dr. Brenda 
Milner, the famous Canadian neuropsychologist, defined any never previously 
encountered stimulus as new, an assumption that led her to falsely conclude 
that the hippocampus plays no role in processing new perceptual information. 
To refine Milner’s new versus old definition and demonstrate the critical role of 
the hippocampal formation in novel perceptual processing required decades of 
research.
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To see why, consider in detail the Gollin fragmented-figures test of perceptual 
abilities that Milner administered to Henry and memory-normal controls in the 
1960s. On the first trial of this test, participants see a picture of a familiar object, 
say, an elephant, that is so fragmented that nobody can correctly guess what it is. 
In subsequent trials (2–5), participants see the same picture with progressively less 
fragmentation until everyone can correctly identify version 5. The participant’s goal is 
to correctly name all of the fragmented objects in as few trials as possible.

The results indicated that Henry could initially identify a fragmented image as 
readily as controls, even though that exact fragment pattern had not been viewed 
before. Her conclusion: Henry’s hippocampal lesion did not prevent him from pro-
cessing new perceptual information.

But were the fragmented pictures as overall stimulus patterns really the basis for 
participants’ responses? It seems more likely that they correctly guessed, for example, 
“elephant,” as soon as a fragment in the progressively less fragmented picture of an 
elephant revealed a unique elephant feature, say, its distinctive tusk, trunk, or tail. 
If so, Henry’s non-deficit merely indicates what the present research has shown: that 
retrieving and recognizing visual features that Henry acquired long before his lesion 
does not require hippocampal engagement. Based on his childhood experiences with 
elephants and elephant pictures, Henry could respond “elephant” with no need to cre-
ate a new internal representation for the complete fragmented elephant picture per se.

We can, therefore, return to the original question: Does hippocampal engagement 
play a role in processing new perceptual information? Results from two other conditions 
in Milner’s fragmented-figure study suggest that maybe it did. One involved a simple 
rerun of the test one hour later. When Milner’s participants again saw the same progres-
sively less fragmented pictures repeated, performance improved significantly more for 
the memory-normal controls than for Henry. Why? Milner suggested that the normal 
controls achieved this benefit by learning the verbal labels of the Gollin figures during 
the first test, allowing them (but not Henry because of his verbal memory deficits) to 
quickly sample from the correct population of names on the retest. However, another 
retest 20 weeks later contradicted this name recall hypothesis. Although interference 
should have obliterated Henry’s memory for the names by then, Henry performed better 
on the hidden figure test after the 20-week delay than after the one-hour delay.

Finally, Milner’s results do not contradict a plausible alternate hypothesis that the 
intact hippocampal system of the normal participants created new internal represen-
tations of the evolving perceptual information on the fragmented-figures test so that 
they (but not Henry) could remember how, say, fragments of the elephant’s trunk 
evolved from unrecognizable to recognizable as the elephant picture became progres-
sively less fragmented, thereby enabling faster correct recognition of the objects per se 
(and not just their names).

In summary, the distinction between new versus old in cognition and the brain is 
subtle, multidimensional, and dependent on the functional stimuli in a task. The func-
tional stimuli can be new when normal participants initially experience a sequence 
of hidden figures but not when they experience the same sequence a second time. 
Similarly for reading isolated words versus sentences. To read isolated words, list-
like prosody (fixed pause durations between the words) suffices, but instructions to 
correctly read a novel sentence creates a functionally different stimulus that requires 
speakers to compute the relations between words in the sentence and adjust their 
prosodic intonation and pause lengths accordingly.

Another important dimension to the new versus old distinction is the state of 
a participant’s memories. To count as old rather than new, a stimulus must have an 
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internal representation in the participant’s brain that is pre-formed and functional 
for the task at hand. In a lexical decision task, for example, where participants must 
respond YES to words and NO to nonwords, a once familiar but now forgotten word 
can represent a new rather than old stimulus if aging and infrequent use has degraded 
the participant’s internal representation for that word (see e.g., [29]).

5.3  The hippocampal formation functions similarly across different cognitive 
domains

Despite obvious differences in how language comprehension, sentence planning, 
and visual cognition are tested, Henry’s deficits indicate that the hippocampus serves 
to create new internal representations in all three domains. For example, Henry’s 
deficit in the standard hidden figures test indicated that lacking a hippocampus, he 
could not form the new internal representations required to detect unfamiliar targets 
in concealing arrays. However, he readily detected familiar targets, for example, 
squares, circles, and right-angle triangles, because he acquired pre-formed internal 
representations of those target forms long before the lesion to his hippocampal 
formation.

Henry’s deficits in detecting anomalous objects in what’s-wrong-here scenes, for 
example, an impossible-to-open door with hinges on the same side as its doorknob, 
demands a similar account. For Henry, an impossible-to-open door looks normal 
because, lacking an intact hippocampal formation, he could not form a new internal 
representation of the novel relations between hinges and doorknob that distinguish 
normal from impossible doors.

Henry’s language comprehension deficits require a similar account. For exam-
ple, grammatical sentences such as She hurt herself and ungrammatical sentences 
such as He hurt herself were equivalent for Henry because, without a functional 
hippocampal system, he could not form new internal representations of the 
relations between the words in either type of sentence. Similarly for metaphors, 
Henry’s damaged hippocampal system prevented him from creating the new 
internal representations required to comprehend one kind of event, for example, 
taking the time to talk and think about something—in terms of another— cooking 
slowly, as with a stew in the metaphoric sentence Maybe we should stew over his 
suggestion.

Similarly in language production. Why did Henry produce hundreds of ungram-
matical utterances on the TLC, saying, for example, “I want some her [long pause] 
what she had,” when asked to use two continuously displayed words in a single 
grammatical sentence describing a picture of a man, a cafeteria counter, and a woman 
with food on a tray? The answer is that without an intact hippocampal formation, 
Henry could not relate the TLC picture to the must use words in order to create a new 
internal representation for producing grammatical sentences such as I want either 
some cake or some pie.

5.4  The hippocampal formation functions similarly in cognition and the classical 
domains of memory

To compare how the hippocampal formation functions in cognition (previous 
section) versus the four classical domains of memory, this section examines the role 
of the intact hippocampal system in creating memories for newly encountered facts, 
names, events, and objects.
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Memory for facts. How would a young child form a memory for 2x2 = 4 as a 
newly encountered fact? Via hippocampal engagement that creates a new internal 
representation resembling a sentence that means Two multiplied by two is four.

Memory for names. How would normal speakers of English create an internal 
representation of the newly encountered name of my son: Ken MacKay? Via hip-
pocampal engagement that simultaneously and powerfully activates two preformed 
units in the cortex, one representing his familiar given name, KEN, and the other 
representing his family name, MACKAY (familiar to anyone reading this chapter). 
The powerful co-activation of these preformed units will quickly create strong new 
synapses that link KEN and MACKAY to a new or “uncommitted” neural unit that 
will represent his combined first and last names.

However, weak new connections can also be formed without hippocampal engagement 
when preformed units are repeatedly activated over prolonged periods of time. This 
explains why, for example, Henry slowly came to recognize and occasionally use the name 
Suzanne Corkin after encountering her name virtually daily over decades, one of many 
observations suggesting that normal hippocampal engagement simply speeds up the 
fundamental process of massive repetition that underlies all new connection formation.

Memory for events. How would a normal adult form memories of recently expe-
rienced events such as a visit to the dental clinic? Via hippocampal engagement that 
creates an internal representation that conjoins neural units in event categories such 
as [actor] + [action] + [where] + [when], much like the hippocampal engagement 
process that creates sentences such as I stupidly scheduled my dentist for that day or He 
happily clobbered the ball out of the stadium: by conjoining neural units in the linguistic 
categories [pronoun] + [adverb] + [verb] + [noun phrase] + [prepositional phrase].

Memory for common objects. How do children create memories for frequently 
encountered objects such as a classic American penny? By engaging their hippocam-
pus to form an internal representation that is good enough to distinguish pennies 
from other coins and objects. This good enough internal representation consists of a 
surprisingly small number of perceptual features, for example, small, round, copper-
colored, and engraved with the profile of Abraham Lincoln that children then use to 
guide their subsequent interactions with pennies [30, 31].

As a consequence, naturally acquired penny memories are quite unlike an eidetic 
image in the brain that one might inspect and report as an adult. Such an eidetic image 
would include at least 37 penny features resembling those in Table 3 below (all of 
which are easy to see in the photographs of a penny shown in  Figure 2).

So children’s ability to recall only three or four features of a penny represents an 
accuracy level of about 10%, and adult participants in memory experiments, e.g., 
[32], achieve a similar accuracy level, reflecting virtually no improvement relative to 
children. Why do decades of everyday interactions with pennies yield so little learn-
ing? The reason is that adults only rarely, if at all engage their hippocampal formation 
to add new penny features to their “good enough” internal representation of a penny 
that they formed as children and have continued to use in everyday financial transac-
tions since then.

5.5  Possible lessons from future tests of hypotheses derived from research with 
Henry

New lessons for the field may come from future tests of hypotheses derived from 
the research with Henry reviewed here. To illustrate just one of many such testable 
hypotheses, consider the claim in Section 5.1 (on Memory for names) that engagement 
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1. GENERAL, small

2. round,

3. copper-colored.

4. FRONT SIDE, ABRAHAM LINCOLN PROFILE,

5. rightward-facing,

6. curved at bottom.

7. DATE,

8. below chin,

9. chest level,

10. small font.

11. LIBERTY,

12. caps,

13. small font,

14. behind profile,

15. neck level.

16. IN GOD WE TRUST,

17. caps,

18. medium font,

19. centered above head,

20. curved.

21. Cravat tucked into shirt.

22. BACK SIDE: Lincoln Memorial,

23. centered on coin.

24. E PLURIBUS UNUM,

25. with dots e.pluribus.unum.,

26. above the Lincoln Memorial,

27. all caps,

28. small font.

29. ONE CENT,

30. caps,

31. below Memorial,

32. curved,

33. large font.

34. UNITED STATES OF AMERICA,

35. curved,

36. caps,

37. medium font.

Table 3. 
Thirty-seven Features of a Classic American Penny, with major features in caps and subordinate and minor 
features in lower case. To verify the features, see the photographs in Figure 2.

Figure 2. 
Photographs that verify the 36 penny features analyzed in Table 3.
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of activating mechanisms in the hippocampal formation serves to simultaneously and 
powerfully activate two preformed units in the cortex, thereby quickly creating strong 
new synapses that link both preformed units to a new or “uncommitted” neural unit 
that constitutes the internal representation for a newly encountered name such as Ken 
MacKay. A future study employing advanced technology will be able to test whether 
two preformed units in the cortex become simultaneously and powerfully activated 
when participants learn a newly encountered combination of familiar proper names. 
That same study will also be able to determine whether the strong co-activation of those 
preformed cortical units originated somewhere within the hippocampal formation. 
And the study that reports both of these hypothetical results will feature H.M. in its 
reference section. So will a possible follow-on study that precisely localizes where in the 
hippocampal formation the mechanisms for co-activating proper names are located.

6. Conclusions

In addition to his well-known deficits in memory for newly encountered names, 
events, facts, and objects, H.M. experienced a wide range of non-memory deficits 
reviewed here. Four conclusions emerged: 1). The hippocampal formation cre-
ates new internal representations in the cortex for comprehending novel linguistic 
information, perceiving novel visual forms, and creating novel sentences, 2). The 
hippocampal formation likewise creates new internal representations for freshly 
encountered facts, names, events, and objects, the classical domains of memory, 3). 
The hippocampal formation does not store preformed memories, nor is it essential for 
their retrieval. Mechanisms for retrieving preformed internal representations from 
the cortex reside elsewhere in the brain, for example, the frontal cortex, 4). Finally, 
Henry’s contributions to the Brain and Cognitive Sciences seem unlikely to end soon 
as future studies continue to test hypotheses derived from research with Henry, espe-
cially recent hypotheses about how the hippocampal formation works in memory, 
visual cognition, language comprehension, and sentence production.

Author details

Donald G. MacKay
Psychology Department, University of California Los Angeles, CA, USA

*Address all correspondence to: mackay@ucla.edu

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 



Hippocampus – More than Just Memory

196

References

[1] Corkin S. Permanent Present Tense: 
The Unforgettable Life of the Amnesic 
Patient, H.M. New York: Basic Books; 
2013. p. 363

[2] MacKay DG. Remembering: What 
Fifty Years of Research with Famous 
Amnesia Patient H. M. Can Teach us 
about Memory and How it Works. New 
York: Prometheus Books; 2019. p. 400

[3] MacKay DG. Remembering: What 
Fifty Years of Research with Famous 
Amnesia Patient H. M. Can Teach us 
about Memory and How It Works. New 
York: Prometheus Books; 2019. p. 6

[4] James LE, MacKay DG. Word 
knowledge and aging: Support for a new 
theory of long-term retrograde amnesia. 
Psychological Science. 2001;12:485-492. 
Also available at http://mackay.bol.ucla.
edu/publications.html

[5] MacKay DG, Stewart R, Burke DM. 
H.M. revisited: Relations between 
language comprehension, memory, and 
the hippocampal system. Journal of 
Cognitive Neuroscience. 1998;10:377-394

[6] MacKay DG, Burke DM, Stewart R. 
H.M.’s language production deficits: 
Implications for relations between 
memory, semantic binding, and the 
hippocampal system. Journal of Memory 
and Language. 1998;38:28-69. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[7] MacKay DG, James LE. Aging, 
retrograde amnesia, and the binding 
problem for phonology and orthography: 
A longitudinal study of “hippocampal 
amnesic”. Aging, Neuropsychology 
and Cognition. 2002;9:298-333. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[8] MacKay DG. Aging, memory and 
language in amnesic H.M. Hippocampus. 
2006;16:491-495. Also available at http://
mackay.bol.ucla.edu/publications.html

[9] MacKay DG, Hadley C. Supra-
normal age-linked retrograde amnesia: 
Lessons from an older amnesic (H.M.). 
Hippocampus;19:424-445. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[10] MacKay DG, Goldstein R. Creativity, 
comprehension, conversation and the 
hippocampal region: New data and 
theory. AIMS Neuroscience. 3:105-142. 
Available at http://www.aimspress.com/
journal/neuroscience

[11] MacKay DG. The earthquake that 
reshaped the intellectual landscape of 
memory, mind and brain: Case H.M. In: 
Macpherson SE, Della Sala SD, editors. 
Single Case Studies of Memory. New 
York: Routledge; 2019. pp. 16-39

[12] Milner B. Memory and the temporal 
regions of the brain. In: Pribram KH, 
Broadbent DE, editors. Biology of 
Memory. New York: Academic Press; 
1970. pp. 29-50

[13] MacKay DG, James LE. Visual 
cognition in amnesic H.M.: Selective 
deficits on the what’s-wrong-here 
and hidden figure tasks. Journal 
of Experimental and Clinical 
Neuropsychology. 2009;31:769-789. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[14] MacKay DG, James LE. Visual 
cognition in amnesic H.M.: Selective 
deficits on the what’s-wrong-here 
and hidden figure tasks. Journal 
of Experimental and Clinical 
Neuropsychology. 2009;31:769-789. Also 



Beyond Memory in H.M., The World’s Most Famous “Hippocampal Amnesic”
DOI: http://dx.doi.org/10.5772/intechopen.111609

197

available at http://mackay.bol.ucla.edu/
publications.html

[15] Bussey TJ, Saksida LM, Murray EA. 
Impairments in visual discrimination 
after perirhinal cortex lesions: Testing 
“declarative” vs. “perceptual mnemonic” 
views of perirhinal cortex function. 
European Journal of Neuroscience. 
2003;17:649-660

[16] MacKay DG, James LE. Visual 
cognition in amnesic H.M.: Selective 
deficits on the what’s-wrong-here 
and hidden figure tasks. Journal 
of Experimental and Clinical 
Neuropsychology. 2009;31:769-789. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[17] MacKay DG, James LE. Visual 
cognition in amnesic H.M.: Selective 
deficits on the what’s-wrong-here 
and hidden figure tasks. Journal 
of Experimental and Clinical 
Neuropsychology. 2009;31:769-789. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[18] MacKay DG, James LE. Visual 
cognition in amnesic H.M.: Selective 
deficits on the what’s-wrong-here 
and hidden figure tasks. Journal 
of Experimental and Clinical 
Neuropsychology. 2009;31:769-789. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[19] MacKay DG. Remembering: What 
Fifty Years of Research with Famous 
Amnesia Patient H. M. Can Teach us 
about Memory and How it Works. New 
York: Prometheus Books; 2019. pp. 
233-336

[20] MacKay DG. The Search for 
Ambiguity by an Amnesic Patient: 
Implications for the Theory of 
Comprehension, Memory, and 
Attention. Psychology Department, 

University of California Los Angeles; 
1972 [Unpublished MS]

[21] MacKay DG, James LE, Taylor JK, 
et al. Amnesic H.M. exhibits parallel 
deficits and sparing in language and 
memory: Systems versus binding theory 
accounts. Language and Cognitive 
Processes. 2007;22(3):377-452. 
available at http://mackay.bol.ucla.edu/
publications.html

[22] MacKay DG, James LE, Taylor JK, 
et al. Amnesic H.M. exhibits parallel 
deficits and sparing in language and 
memory: Systems versus binding theory 
account. Language and Cognitive 
Processes. 2007;22(3):377-452. 
available at http://mackay.bol.ucla.edu/
publications.html

[23] MacKay DG, James LE. The binding 
problem for syntax, semantics, and 
prosody: H.M.’s selective sentence-
reading deficits under the theoretical-
syndrome approach. Language and 
Cognitive Processes. 2001;16:419-460

[24] Materials were from Wiig E.H.M. and 
Secord W. The ‘Thematic Roles’ Subtest, 
Test of Language Competence. New 
York: The Psychological Corporation, 
Harcourt, Brace, Jovanovich; 1988

[25] MacKay DG, James LE. The binding 
problem for syntax, semantics, and 
prosody: H.M.’s selective sentence-
reading deficits under the theoretical-
syndrome approach. Language and 
Cognitive Processes. 2001;16:419-460. 
Also available at http://mackay.bol.ucla.
edu/publications.html

[26] MacKay DG, James LE, Hadley CB, 
Amnesic HM. Language production, 
and memory: Selective deficits on 
the Test of Language Competence. 
Journal of Clinical and Experimental 
Neuropsychology. 2008;30:280-300. Also 



Hippocampus – More than Just Memory

198

available at http://mackay.bol.ucla.edu/
publications.html

[27] MacKay DG, James LE, Hadley CB, 
Amnesic HM. Language production, 
and memory: Selective deficits on 
the Test of Language Competence. 
Journal of Clinical and Experimental 
Neuropsychology. 2008;30:280-300. Also 
available at http://mackay.bol.ucla.edu/
publications.html

[28] MacKay DG, Johnson LW. Errors, 
error detection, error correction and 
hippocampal-region damage: Data 
and theories. Neuropsychologia. 
2013;2013:2633-2650. DOI: 10.1016/j.
neuropsychologia.2013.08.009

[29] James LE, MacKay DG. Word 
knowledge and aging: Support for a new 
theory of long-term retrograde amnesia. 
Psychological Science. 2001;12:485-492. 
Also available at http://mackay.bol.ucla.
edu/publications.html

[30] McCurdy HG. Coin perception 
studies and the concept of schemata, 
Word knowledge and aging: Support for 
a new theory of long-term retrograde 
amnesia. Psychological Review. 
1956;63(3):160-168. DOI: 10.1037/
h0046614

[31] Kikuno H. Schema of coins and 
memory for features of coins. Perceptual 
and Motor Skills. 1993;77(3):1235-1238

[32] Nickerson RA, Adams MJ. Long term 
memory for a common object. Cognitive 
Psychology. 1979;11:287-307





Hippocampus 
More than Just Memory

Edited by Douglas D. Burman

Edited by Douglas D. Burman

Ever since side effects from bilateral hippocampectomy were identified in Henry 
Molaison (patient “HM”) during the 1950s, a critical role of the hippocampus has 

been recognized in the formation of declarative episodic memories. Other cognitive 
functions have since been proposed, such as a role in navigation, but memory has often 
been suggested to explain hippocampal involvement. Proving a distinct functional role 
in cognition is difficult, as memory can be implicated in most cognitive activities. Even 

when a behavior relies on memory, however, the functionality of the hippocampus 
extends far beyond, especially evident during activities requiring interactions between 
cognitive systems. Relational memory is supported by hippocampal connections with 
widespread regions of the cortex; these interconnections also play a fundamental role 

in children’s writing abilities and expertise in musical performance. Besides enhancing 
individual lives, such activities can play a vital role in sustaining cultural values 

across generations. Interactions with the environment that do not directly depend on 
mnemonic activity can affect plasticity in hippocampal connections, modified through 

natural chemicals, pharmacological drugs, and non-pharmacological behaviors. 
Navigational properties of the hippocampal system are not limited to memory, 

containing the same navigational elements as our Global Positional System (GPS). 
Even cognitive deficits arising from hippocampal lesions in “HM” were not limited to 

memory, as they included deficits in understanding cognitive relationships available in 
visual scenes, novel sentence contexts, and humorous situations. This book shows an 

expansive role of the hippocampus in cognition that goes beyond its recognized role in 
generating new episodic memories.

Published in London, UK 

©  2023 IntechOpen 
©  Jezperklauzen / iStock

ISBN 978-1-83768-712-1

H
ippocam

pus - M
ore than Just M

em
ory

ISBN 978-1-83768-714-5


	Hippocampus - More Than Just Memory
	Contents
	Preface
	Section 1 - Introduction
	Chapter1
Introductory Chapter: A Brief Survey of the Functional Roles of the Hippocampus

	Section 2
Functional Properties of the Hippocampus
	Chapter2
Hippocampus: Its Role in Relational Memory
	Chapter3
Perspective Chapter: Role of the Hippocampal Formation in Navigation from a Simultaneous Location and Mapping Perspective

	Section 3
Hippocampal Role in Skill Acquisition
	Chapter4
The Fundamental Role of Memory Systems in Children’sWriting Skills
	Chapter5
Performing Music on Stage: The Role of the Hippocampus in Expert Memory and Culture

	Section 4
Hippocampal Plasticity
	Chapter6
The Modulation of Hippocampus Plasticity ț
	Chapter7
Learning and Memory Impairment Induced by Amyloid Beta Peptide and Effects of Thymol on Hippocampal Synaptic Plasticity in Rats Fed a High-Fat DietThat Received Amyloid Beta

	Section 5
Effects of Hippocampal Lesions
	Chapter8
Subtemporal Multiple Hippocampal Transection with/without CA1-Subiculum Disconnection for Medically IntractableTemporal Lobe Epilepsy
	Chapter9
Beyond Memory in H.M., TheWorld’s Most Famous “Hippocampal Amnesic”




