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Preface

Meeting the continuously evolving challenges in industrial process control requires 
efficient control strategies that can yield improved performance compared to con-
temporary methods. In industrial process control, disturbance rejection is more vital 
than setpoint tracking. This is because in scenarios like manufacturing processes, the 
production rate is hardly altered, whereas the plant is prone to encounter disturbance 
at any instance. This book covers a range of topics within the realm of disturbance 
rejection control for various industrial processes.

Chapter 1 introduces the theme of the book, discussing the different types of distur-
bance rejection control techniques and their applications at a surface level.

Auto-tuning PID controllers have attracted much attention in recent times among con-
trol engineers. Though there are several analytical techniques existing for auto-tuning 
PID controllers, Chapter 2 presents a genetic algorithm-based heuristic approach. 
This auto-tuning procedure is generic and extendable to various classes of industrial 
processes. Controllers have also found applications in enhancing network efficiency.

Chapter 3 presents an ant colony optimizer-tuned PI controller for the aforementioned 
purpose. The findings in this chapter are validated through extensive simulations.

Chapter 4 presents an observer-based disturbance rejection technique for switched 
nonlinear networked systems under an event-triggered scheme. The chapter provides 
an observer-based, event-triggered disturbance rejection controller that ensures the 
resulting closed-loop form of the examined systems is exponentially stable.

Chapter 5 presents a robust control technique for space robots by considering friction 
characteristics. It gives an overview of space robots, including modeling the robot and 
designing a controller based on the obtained model.

My sincere thanks to all the chapter authors and Author Service Manager Ana Cink 
at IntechOpen who provided excellent support throughout the publication process. I 
believe that the contents of this book will help engineers and researchers working in 
the domain of PID controller design for various applications. We also acknowledge 
our respective organizations (Billington Process Technology and National Institute of 
Technology Patna) for providing us with the necessary facilities and infrastructure 
during this editorial task. Also, it would have been impossible to successfully edit this 
book without the support and cooperation of our families.
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Chapter 1

Introductory Chapter: Introduction 
to Disturbance Rejection Control
G. Lloyds Raja and Mohammad Shamsuzzoha

1. Introduction

Disturbing dynamic systems on a regular basis can have a significant impact on 
their performance and stability. Disturbance rejection control techniques seek to 
mitigate the impact of disturbances while preserving desirable system behavior. This 
chapter delves further into the definition, goals, control mechanisms, and applica-
tions of disturbance rejection control. The theoretical foundations and practical 
applications of various disturbance rejection control systems are also discussed, with 
an emphasis on the importance of robustness and adaptability. Any dynamic system 
will experience disturbances, which can be caused by both internal and external 
uncertainties. These disruptions have a substantial impact on the system’s perfor-
mance and can cause it to deviate from target setpoints or trajectories [1]. Disturbance 
rejection control strategies are used to lessen the effects of disturbances and preserve 
desirable system behavior. An overview of disturbance rejection control and its 
significance in many applications will be given in this introduction. This chapter 
concludes by summarizing the prospects for the future of this field and prospective 
future research endeavors.

2. Objectives and definition

Disturbance rejection control is a subfield of control engineering that aims to 
reduce the impact of disturbances on the output or performance of the system [2]. In 
the face of disturbances, the major goal of disturbance rejection control is to keep the 
system stable, accurate, and resilient. The control system strives to make sure that the 
output closely resembles the desired reference signal or trajectory, even in the pres-
ence of disturbances, by actively compensating for them [3].

3. Types of disturbances

Depending on the characteristics of the system and its surroundings, disturbances 
can take many distinct forms. Internal and external disturbances are two major 
groups into which they might be divided. External disturbances come from the 
environment and can be caused by things like temperature fluctuations, wind loads, 
or adjustments to the input signals [4]. On the other side, internal disturbances result 
from uncertainties within the system itself, such as parameter changes, sensor noise, 
or model errors [5, 6].

XIV
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4. Techniques for disturbance rejection control

To reject disturbances and preserve desirable system performance, a variety of 
control strategies are used. Among the methods that are frequently utilized are:

4.1 Feedforward control

This technique uses an estimated disturbance model and a compensating control 
action to mitigate the effects of the disturbance before they have an impact on the 
system output. This method works best when the disturbance can be precisely quanti-
fied or predicted in advance [7–11].

4.2 Feedback control

The classic strategy of feedback control compares the system’s output continually 
to the intended reference signal and modifies the control action to minimize error. 
Feedback control aids in making up for disturbances that cannot be precisely pre-
dicted or measured in advance [12–28].

4.3 Adaptive control

Adaptive control approaches modify the control action in response to  shifting 
 system dynamics and disturbance characteristics by using online parameter 
estimation and adaptation algorithms. In situations when the system parameters 
or disturbance characteristics change over time, adaptive control is especially 
 helpful [29–34].

5. Robustness and adaptability

Techniques for disturbance rejection control must be resilient and adaptable 
to provide efficient disturbance compensation. The term “robustness” describes a 
system’s capacity to continue operating consistently and accurately in the face of 
unknowns and interruptions. Robust design methodologies and uncertainty modeling 
are used into robust control algorithms to ensure stability and performance guaran-
tees even when disturbances are greater than expected [12].

A control system’s adaptability is its capacity to change its structure or 
parameters in response to varying environmental factors. Using adaptive control 
techniques, the system may continually estimate and update the properties of the 
disturbance and modify the control action as necessary. In the face of time-varying 
disturbances or shifting system dynamics, this adaptability aids in maintaining 
system performance [7].

6. Applications

Disturbance rejection control is used in a variety of industries, including process, 
manufacturing, robotics, and aerospace.
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6.1 Aerospace

Disturbance rejection management is essential in aerospace applications for 
stabilizing aircraft during turbulence and fending off outside disturbances like wind 
gusts. By successfully adjusting for disturbances that impact the aircraft’s trajectory 
and performance, it provides safe and stable flight [35].

6.2 Robotics

In order to maintain exact positioning and tracking of robotic arms in the face 
of external forces, uncertainties, or disturbances, disturbance rejection control is 
crucial. It makes it possible for robots to complete jobs reliably and precisely even in 
changing environments [35].

6.3 Manufacturing

To obtain accurate control of diverse operations, disturbance rejection control 
is used in manufacturing processes. For instance, disturbance rejection control in 
CNC machining helps maintain precise tool positioning and tracking by adjusting for 
outside influences or uncertainties that can impair the quality of the cutting [36].

6.4 Process industries

Maintaining product quality and stability is crucial in process industries, such as 
chemical plants, therefore, disturbance rejection control is essential. In order to main-
tain constant process performance and product quality, it enables the control system 
to account for disturbances, variations in input parameters, or uncertainties [17].

7. Motivation for this book

Disturbance rejection control is a fundamental aspect of control engineering that 
addresses the challenges posed by disturbances in dynamic systems. By employing 
various control techniques such as feedforward, feedback, and adaptive control, 
disturbance rejection control mitigates the effects of disturbances and ensures stable 
system behavior. The robustness and adaptability of control algorithms are essential 
to handle uncertainties and changing conditions effectively. Disturbance rejection 
control has broad applications in aerospace, robotics, manufacturing, and process 
industries, enabling systems to operate reliably and achieve desired performance even 
in the presence of disturbances. Future research in this field should focus on devel-
oping advanced disturbance modeling techniques, robust control algorithms, and 
adaptive strategies to enhance disturbance rejection capabilities and address emerging 
challenges.
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Chapter 2

Auto-Tuning PID Controller Based
on Genetic Algorithm
Rodrigo de Figueiredo, Bruno Toso and Jean Schmith

Abstract

The PID controller is widely used in industry and its tuning is always a concern for
the plant stabilization. Several methods for auto-tuning the PID have been proposed
over the years, however, the relay method is the most used even though this method
may determine nonideal PID gains and cause some physical stress on the plant. Here is
presented a proposal for an auto-tuning PID controller based on a genetic algorithm.
Genetic algorithm is a well-known method that imitates the natural selection process
in order to obtain approximate solutions to optimization problems. Here, the method
is presented in underdamped plants with the hypothesis that any plant can be
approximated to a second-order function. From the unit step response of the system,
the maximum overshoot and peak time were used in the GA evolution to obtain
optimal PID parameters. The system was tested with a set of parameters and com-
pared to MATLAB PID tuner function. Using the rising time and the settling time of
unit step response from the closed loop system as validation parameters, the GA
presented better results than the MATLAB tuner for most cases.

Keywords: auto-tuning PID, genetic algorithm, artificial intelligence, PID controller,
underdamped second order plants

1. Introduction

The PID (Proportional–Integral–Derivative) controller is widely used in industry
for process control and robotics. The auto-tuning is an important feature embedded in
some commercial PID controllers. This feature is responsible for tuning the PID
controller by using the plant’s unit step response and changing the Kp, Ki e Kd gains in
order to obtain the plant stability [1–3]. The performance characteristics of a control
system are often specified in terms of the transient response to unit step input. The
transient response of a stable physical system frequently presents damped oscillations
before achieving its steady state. The specification of the transient-response charac-
teristics of a control system to unit step input is given by the determination of the Td
delay time, Tr rise time, Tp peak time, Mp maximum overshoot, and Ts settling time.

Figure 1 presents a typical unit step response from a second-order system with the
parameters indication. The Td represents the time from zero until the amplitude of
the response reaches 0.5, the Tr is the time to the response to reach the amplitude of
1.0, and the Tp is the time to the response to reach the maximum overshoot Mp.

9



At last, but not the least, the Ts is the time to the response to achieve the steady state
condition. It is noteworthy that Ts depends on the chosen allowable oscillation toler-
ance in a steady-state condition. Although the parameters were presented for an
under-dumped example, they are applicable to critically damped and over damped, as
well. Therefore, the same procedure may be applied to any second-order plant [4, 5].

The PID controllers are tuned by the Kp proportional, Ki integral, and Kd deriva-
tive gains and are directly responsible for the system stability. A well-tuned PID
controller works to decrease the oscillation in the system. The stability of the system
may impact directly the productivity of a manufacturing process or the precision of a
robot, for example. Thus, the tuning and auto-tuning methods are important, as
evidenced by works [2, 6].

There are well-established auto-tuning algorithms that implement the relay and
Ziegler-Nichols methods [7]. The Ziegler-Nichols method requires the parameters
from the system in an oscillatory fashion to obtain the critic Ku gain and the oscillation
period Tu to compute the PID gains. However, this procedure may cause some stress
on the plant. To avoid that issue, the relay method is an alternative to the parameter
extraction procedure. This method is based on restricting the controller’s output in
order to create controlled oscillation on the plant. The procedure yields the same two
parameters obtained from the previously mentioned method and used to obtain the
PID gains. It consists of replacing the controller with a relay, which operates with a
hysteresis and limited output. Although the relay method may be less stressful to the
system, oscillatory behavior is still needed for a certain amount of time, which may be
impractical for certain plants [8].

Another approach is the usage of artificial intelligence [9]. Applications using Fuzzy
Logic [10] for PID tuning are based on a predetermined expert system, which uses a rule
table for each of the controller parameters. By using this set of rules, it was possible to
reach a satisfactory result. Other works using fuzzy [11–13] and flower pollination algo-
rithms [14] presented good results for obtaining the PID parameters. The point here is
that auto-tuning of PID controllers using artificial intelligence is a possibility.

Figure 1.
Unit step response of a second-order plant with the parameters Td, Tr, Tp, Ts, and Mp indication.
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The artificial neural network (ANN) has the disadvantage in the need of a large
quantity of data from the plant. Whereas, the use of genetic algorithm (GA) uses only
the unit step response parameters. The GA is able to produce better results than
Ziegler-Nichols in terms of performance [15, 16]. Therefore, this work proposes the
usage of GA for tuning the values of Kp, Ki, and Kd gains from the unit step param-
eters Mp and Ts. The novelty here is the usage of a single-unit step response to the
closed system for the PID tuning.

This method allows the tuning of the PID controller with minimal physical plant
stress. The method allows the parameter computation from any physical plant of
unknown mathematical model since the idea is the approximation to a second-order
function.

2. Methodology

The proposed system uses the extraction of temporal parameters from the plant unit
step response. The method uses the extracted temporal data to apply it to a transfer
function. This transfer function (second-order mathematical model) was used by the
GA to validate the parameters Kp, Ki, and Kd and its result is compared with an ideal
one, which is a function with a stable response in the set point, low overshoot, and low
ripple. Figure 2 presents the block diagram for the proposed system.

A unit step signal is applied to the plant. Next, from the unit step response of the
plant is possible to obtain the peak time Tp and maximum overshoot . For the GA
design, the maximum ripple tolerance in steady state condition assumed for Ts deter-
mination was 0.5%. This 0.5% ripple is, on purpose, a restricted value in relation to the
values assumed in control plants for regulatory response [17–19]. Further, the
damping factor ξ and the undamped natural frequency ωn are computed by Eqs. (1)
and (2), respectively.

ξ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log MPð Þ

π

� �2

1þ log MPð Þ
π

� �2

vuuuut (1)

Figure 2.
Block diagram of the proposed method.
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ωn ¼ π

TP:
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ξ2

p� � (2)

Hence, the idea is to approximate any plant to a second-order system. By the ωn
and ξ computation it is possible to determine the Laplace transformation of an
approximate second-order transfer function as presented in Eq. (3), where s denotes
the Laplace variable.

H sð Þ ¼ ω2
n

s2 þ 2ξωnsþ ω2
n

(3)

The PID controller is determined by Eq. (4).

G Sð Þ ¼ Kp þ Ki

s
þ Kds (4)

The feedback model of the system yields Eq. (5).

Y sð Þ
X sð Þ
¼ G sð ÞH

1þG sð ÞH
(5)

At this point, the control structure is established. Now the question is how to
determine the parameters to improve the G sð Þ to produce a stable system. Again, the
unit step signal is applied to the closed system. From the feedback model, the inverse
Laplace transform was computed to obtain the unit step response of the controlled
system. The error was computed by Eq. (6), where y is the desired output and a0 is the
output of the controlled system. The brackets denote the discrete form of the signal.

ξ ¼
Xn
i¼0

y i½ � � a0 i½ �ð Þ2 (6)

The ideal desired output y tð Þ is computed by Eq. (7), in order to obtain a response
approximated to a Heaviside function stable in the set point with low overshoot and
low ripple.

y tð Þ ¼ 1� e100:TP:t (7)

This error was used to improve the GA algorithm that computes new values for Kp,
Ki, and Kd to achieve a stable output to the system. With this system evaluating the
plant has minimal physical stress. The PID tuning was given by the GA evolution.

The genetic algorithm is a method to seek approximate solutions to optimization
problems. The main idea is to look for better solutions from a population of abstract
solution representations. The evolution starts with a random population to form the
generation, in each generation, each solution is evaluated, some are selected, some are
discarded, and some are recombined or mutated to form the next generation. The next
generation is used in the next interaction of the algorithm.

In the presented method, the parameters to be tuned in the PID are the Kp
proportional, Ki integrative, and Kd derivative gains. Therefore, the GA genome is
created with the PID gains as its chromosomes. The chromosomes are the elements
that evolve through the GA process. The GA genome is formed by the parameters Kp,
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Ki, and Kd, as floating-point chromosomes. There was the possibility of establishing
limits in variation of values of each chromosome of the genome, however, this prac-
tice limits the evolutionary capacity of the GA. Here it was decided not to create this
limit and to work only on the hyperparameters of the GA. In this way, there is an
evolutionary freedom of the parameters Kp, Ki, and Kd, not limiting the exploration.

The GA optimal hyperparameters were defined after testing. In these tests, the
hyperparameters were varied individually over a well-known plant (a classic
underdamped system of second order). We used some different plants to realize these
tests and validate the system. Their step response was generated using MATLAB and
fed into the system in order to analyze different overshoot levels. With these tests, the
optimum hyperparameters were a population with 100 individuals (genomes), 50
generations (50 times that the GA has the opportunity to evolve), and a mutation
chance of 6% (a random factor responsible to avoid locals optimum).

3. Discussion and results

In order to check the effectiveness of the proposed method for PID tuning, we
compared the tuning capability with the pidtune function from MATLAB, which is a
well-known tool for mathematics and very robust for control analysis. Our method
was developed in MATLAB, as well, for a fair comparison.

Table 1 presents the results for the MATLAB pintune and the proposed GA
method for a second-order plant with different values of ξ and ωn. The chosen values
for ξ were 0.1, 0.3, 0.6, and 0.9. For each ξ, the frequencies of 2 and 10 rad/s were
used as ωn. A steady-state error for all numerical experiments was not observed.
The performance of each system was compared in terms of rising time Tr and
settling time Ts.

Observing the Tr and Ts, in the most cases the proposed GA method reached better
results than the MATLAB function. Considering the rising time Tr, the only situation
that the MATLAB function presented a better result than GA was with ξ = 0, 6 and ωn
= 10 rad/s. In the case of Ts, the MATLAB achieved better results only in three
situations, with ξ = 0.3, 0.6, and 0.9, in cases with ωn = 10 rad/s. One might note that
the situations that the GA did not achieve better results than the MATLAB function
were with ωn = 10 rad/s. This behavior may be explained by the chosen y tð Þ function
and the higher oscillatory aspect of the plant unit step response, which yields a higher
error and, therefore, an additional difficulty to the GA correction of the Kp, Ki, and
Kd gains.

Figure 3 presents the unit step response of the second order plant and the closed
loop with the MATLAB function and the GA method with ξ = 0.1 and ωn = 2 and
10 rad/s. One might note that we tacitly changed the scale of the graphics in order to
present the most interesting behavior on each one. Note the better performance of the
GA method against the MATLAB function. For the MATLAB function, ξ = 0.1 and ωn
= 2 rad/s, it was observed a maximum overshoot of 2%, for the other closed-loop
systems with MATLAB function computations there was no overshoot.

Figure 4 presents the results for ξ = 0.3 and ωn = 2 and 10 rad/s. Note the worst
results of GA for ωn = 10 rad/s, as discussed before, taking a long period to achieve the
stability. On the other hand, for ωn = 2 rad/s, the GA method presented better results.

Figure 5 presented the results for ξ = 0.6 and ωn = 2 and 10 rad/s. For ωn = 2 rad/s,
the GA method achieved better results and for ωn = 10 rad/s the MATLAB function
performed better. For ωn = 10 rad/s the GA method presented an overshoot of 8%.
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Finally, Figure 6 presents the results for ξ = 0.9 and ωn = 2 and 10 rad/s. Note,
again, that for ωn = 2 rad/s, the GA method presented better results than the MATLAB
function, although, for ωn = 10 rad/s, the MATLAB function presented better results.
For ωn = 10 rad/s, the GA presented an overshoot of 2%. For the other commented
closed-loop systems with GA computation, there were no overshoots.

It was possible to observe that both techniques eliminated the overshoot and
searched for the smallest rising time Tr, which are good features for a tuning system.
As aforementioned, the GA method presented better results for the most cases and the
cases that the MATLAB pidtune function presented better results were with higher
oscillations of the plant unit step response, in which, with a better choice of y tð Þ may

Figure 3.
Unit step response for ξ = 0.1 and (a) = 2 rad/s and (b) ωn = 10 rad/s.
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mitigate this issue. The MATLAB function uses all available knowledge about control
systems in order to provide optimal PID parameters, in addition to rising time Tr,
settling time Ts, and overshoot Mp, it also uses stability and disturbance robustness.
The GA proposed method uses only the error computation to compare the obtained
response of the chromosome with an ideal unit step response. Therefore, the
MATLAB function requires prior knowledge to configure the pidtune and the idea of
the method proposed in this article is to depend as little as possible on the user’s
knowledge and avoid the stress of the plant.

Hence, the proposed method was developed to obtain the better performance in
terms of Tr, Ts, and Mp. The disturbance robustness and other important features
were not considered. The GA method presented good results in most cases, and it is
possible to reach better results by adjusting the y tð Þ function in order to consider more
characteristics of the plant.

Figure 4.
Unit step response for ξ = 0.3 and (a) = 2 rad/s and (b) ωn = 10 rad/s.
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4. Conclusion

The presented work proposed a method for auto-tuning PID controllers using
genetic algorithm. The method was applied to different parameters of a second order
plant and compared to the MATLAB pidtune function. The GA method presented
better results than MATLAB function for the most cases. The cases in that GA had a
poor result were with high oscillations in unit step response of the plant. The expla-
nation may the choice of the simple error function, thus a more sophisticated and
complete error determination shall be studied. Although the advantage of the pro-
posed GA method is that any prior knowledge of control system is not necessary to
avoid complex analysis of high-order mathematical models.

Figure 5.
Unit step response for ξ = 0.6 and (a) = 2 rad/s and (b) ωn = 10 rad/s.
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Chapter 3

Perspective Chapter: Enhancing
Network Efficiency Using Ant
Colony Optimization and Pareto
Optimality for Tuning PI Controller
in Congested Routers
Samira Chebli

Abstract

The objective of this manuscript is to stabilize the queue of the router congestion
window by designing an active queue management (AQM). The problem is dealt with
under the theory of the command by using the regulator PI for that purpose. The
tuning of this controller is based on a new approach of stabilization that relies on an
extension of Hermite-Biehler theorem applied to quasi-polynomials. This stabilization
method turns out relevant to seek the optimized results achieved within this stability
region. For that, the optimization is performed using an improved multi-objective ant
colony optimization (ACO) algorithm. The performance of the proposed control
scheme is evaluated via a series of numerical simulations in MATLAB and Simulink.

Keywords: congestion control, AQM, PI controller, Hermite-Biehler theorem, ant
colony optimization (ACO), time delay system, Pareto optimality, multi-objective

1. Introduction

The exponential increase in size and diversity of communication networks in the
current era has become an issue for today’s communities and a fertile field for
researchers. In recent decades, researchers have been increasingly motivated to
generate new and more reliable computer network structures that can handle the
dimensions of current networks.

The TCP/IP protocol, a standard of network languages, is adopted on the
Internet to facilitate communication between machines around the world. This
universal language ensures that IP packets do not get lost or arrive in duplicate and
confirm that the packet has arrived at its destination. However, as traffic increases,
the network may become congested, a common phenomenon in routing. Routers
may not be able to handle the traffic and lose packets because there is no place to
store them. Queue saturation exacerbates congestion, as the time for a packet to
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reach the head of the queue becomes too long. In addition to queue saturation, these
factors contribute to a slowdown of routers [1–5].

To quantitatively analyze the phenomenon of congestion, the behavior of the TCP
protocol was modeled using a system of delayed differential equations based on the
analogy of fluid flow. Previous research has shown that this system can be analyzed
using the theory of control [6, 7].

Delay times resulting from congestion in Internet management give rise to char-
acteristic functions known as quasi-polynomials. The first research on quasi-
polynomials was conducted by Pontryagin [8], who developed a formal and highly
relevant mathematical tool for analyzing the stability of time-invariant delayed sys-
tems. Pontryagin’s necessary and sufficient condition for the roots of a quasi-
polynomial to have a negative real part ensures Hurwitz stability for the quasi-
polynomials in terms of a property of roots interlacing.

The issue with stabilizing delayed systems is that the characteristic equations of
these models have an infinite number of roots, in contrast to systems without delay. The
study of delayed systems presents a significant level of complexity, but a solution to this
dilemma has been proposed in the work of [9–11]. This solution involves adopting an
extension of the Hermite–Biehler theorem applied to quasi-polynomials, which is used
to stabilize the TCP model using a proportional integrator (PI) controller [12, 13].

According to a survey conducted by the Japan Electric Measuring Instrument Man-
ufacturers Association in 1989, the PI controller is used in more than 90% of industrial
processes. This high usage is due to the unique characteristics of the PI controller, which
provide stability, regardless of how optimal it may be. The proportional (P) and integral
(I) actions of the PI controller complement each other to ensure immediate and rapid
correction of any deviation of the quantity being adjusted. The PI controller eliminates
large system inertias and residual steady-state error, while also accelerating system
response and improving loop stability. Additionally, the PI controller can be combined
with transmitters and logic, making it a strong candidate for use in the regulation of
information transport, such as in TCP/IP networks.

The manuscript presents a problem that can be considered as a multi-objective
optimization or Pareto optimality problem [14, 15]. The aim of the study is to minimize
the rise time, settling time, and overshoot rate of the step response of the closed-loop
system. However, these performance criteria are often conflicting, making simulta-
neous optimization challenging. To address this issue, the authors propose a multi-
objective ant colony optimization (MOACO) technique based on the concept of Pareto
optimality [16]. This technique guarantees reliable data transmission and is commonly
used in routing problems. While previous studies have discussed ACO optimization for
routing in TCP networks [17–19], this paper focuses on optimizing the flow of packets
in a congested router by tuning the PI controller using the MOACO technique. Finally,
the authors present a MATLAB simulation to demonstrate the performance of the
proposed method (MOACO) for the PI-AQM control system.

2. Problem statement

2.1 The linearized fluid-flow model of TCP

Transmission control protocol/Internet protocol (TCP/IP) is the most
widespread family of protocols that manage routing on the Internet. TCP provides a
secure service to deliver packages as IP, it ensures the delivery of these packages.
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The notoriety of the TCP/IP protocol is due to several factors including its reliability
and its ability to allow a significant development of the Internet.

The reliability of transmission in TCP/IP networks is reflected in the use of
acknowledgment packets (ACQs) and sequence numbers. When a node receives a
packet, it sends an acknowledgment. A second acknowledgment for the same sequence
number (duplicate acknowledgment) may be issued, meaning that a previous packet
has been destroyed in the network or is delayed. This delay may be the result of
increased traffic in the network, which may lead to the rejection of incoming frames in
the buffers of the switches; this characterizes the phenomenon of congestion.

To address this issue, several active queue management (AQM) algorithms have
been suggested, including random early detection (RED), adaptive RED (ARED) and
Blue algorithms [20]. Such mechanisms which are basically heuristic methods tend to
bring certain advantages such as drop tail enhancement by focusing on the length of
the queue in order to reduce end-to-end delays and losses and, on the other hand,
maximize the useful throughput in the network.

In this study, we focus on sharing a communication link between several senders
as shown in Figure 1. It is assumed that the IP network has only one bottleneck, and
that the link downstream of the router is borrowed by N flows.

The behavior of TCP underwent numerous studies, which have subsequently
given rise to a mathematical representation of TCP analogous to fluid flow. This
fluid modeling makes it possible to carry out a quantitative analysis of the
congestion phenomenon. In this article, we consider the fluid model proposed by
[6, 7]. The system is represented by a couple of stochastic differential equations
taking into account the evolution of the congestion window but neglecting the
mechanisms of slow start and time out. The linearization of the system model around
a point of equilibrium [21] gives rise to the following expression:

G sð Þ ¼ R3C3

2 N2
e�Rs

R3C
N s2 þ Rþ R2C

N

� �
sþ 2þ Rse�Rs

(1)

Figure 1.
Network topology studied.
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2.2 The time-delay system model

Algorithms designed to regulate the length of queues may not always achieve their
objectives, resulting in residual gaps. To compensate for these gaps, control theory
approaches are employed. The aim of these approaches is to regulate the queue length
to a specific threshold.

By reducing the congestion problem to a regulation problem, the system can be
approximated as a first-order delay system, which is suitable for quantitative
analysis without compromising the relevance of the results. This system model is
described by

G sð Þ ¼ Ke�Ls

Tsþ 1
(2)

Where
K ¼ R3C3

4N2 is the state gain,

T ¼ R R4C2

4N2 þ 2RC
N � 2R2C

N þ 2
� �1

2
is the constant time, and

L ¼ R2C
2N þ 2R� T is the time delay of the plant.

3. PI controller description

The focus of this section is on closed-loop stabilization using the PI controller for
delayed linear invariant time systems (LTI).

The equation describing the PI regulator is given by

C sð Þ ¼ Kp þ Ki

s
(3)

Where Kp represents the proportional gain, and Ki represents the integral gain.
The essential point of this study is the computation of the stability region defined by
the parameters Kp and Ki.

The selection of the PI controller is based on its ability to minimize system
error due to its various characteristics. Broadly speaking, the PI regulator
achieves regulation by adjusting the system input based on the size of the error
(which is the responsibility of the proportional or P action) and the duration
for which the error has persisted (which is the responsibility of the integral or I
action).

3.1 Hermite-Biehler theorem

This study utilizes an extension of the Hermite-Biehler theorem to
quasi-polynomials that are characteristic equations of system models with delay,
for stabilizing the system model with the PI regulator after modeling congestion as a
first-order delay system. The challenge of studying this class of systems is due to the
fact that the number of roots is infinite, unlike polynomials where the number of roots
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is finite. Early work in this field by Pontryagin [8] formulates a necessary and suffi-
cient condition for the roots of a quasi-polynomial to have a negative real part. This
work is later extended and enriched by Batcharaya, Silva, et al. [9–11, 13] for the study
of quasi-polynomials.

This approach has been applied to congestion control and is elaborated
upon in [21–23]. The approach allows for obtaining a complete set of parameters
Kp and Ki, which ensures the stability of the closed-loop system, in contrast to
conventional methods that rely on a single parameter. This is an essential step
for finding optimal stabilizing parameters, which will be discussed in the following
section.

3.2 Ant colony optimization

This section focuses on seeking optimal stabilization parameters Kp and Ki from
the region of stability computed using the Hermite-Biehler theorem extension
approach discussed in the previous section.

When faced with multiple paths between a starting point and an endpoint, the goal
is to identify the most efficient route. Ants achieve this by exploring the different
paths and leaving a trace (pheromone) along the way. Over time, the preferred paths
are marked with more pheromone while less-used paths have their pheromones
evaporate (as shown in Figure 2).

The ant colony optimization (ACO) approach, introduced by Marco Dorigo et al.,
is a population-based method inspired by the behavior of real ant colonies in finding
food sources. This concept has been applied to complex combinatorial optimization
problems that aim to identify optimal solutions within the constraints of the problem,
such as congestion control in TCP networks [24, 25].

There are three essential phases in the ant colony algorithm:

1.Initialization: a set of ants is generated at the starting point.

2.Path construction: each ant selects a path to traverse based on the pheromone
level and heuristic information.

3.Pheromone update: the amount of pheromone on the path is updated based on
the quality of the solution found by the ant.

The ACO algorithm has been used to search for the optimal set of parameters Kp

and Ki for the congestion control problem in TCP networks. In this case, the algorithm
seeks to identify the best values for Kp and Ki that lead to stable performance within
the constraints of the system [24, 25].

In the following, the three steps of ACO algorithm are elaborated.

Figure 2.
Ants converge to shortest path from their nest to the food.
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3.2.1 Initialization

The objective is to identify the shortest Hamiltonian cycle within a graph, wherein
each vertex of the graph symbolizes a distinct city. The distance between cities i and j
is represented by dij, and the pair i, jð Þ represents the edge between these two cities.
We first initialize the quantity of pheromone on edges with τinit, and each ant tra-
verses the graph and constructs a complete path (a solution).

3.2.2 Constructing ant solution

During each phase of the solution-building process, the ant must determine which
location to move to, and this determination is made probabilistically based on the
levels of pheromones present as well as statistical information. This approach enables
the ant to discover a high-quality solution. The probability that an ant k moves from
vertex i to vertex j, which belongs to a set of vertices that are not yet visited by the ant
k denoted by Ski , is [26]:

Pk
ij ¼

τij tð Þ
� �α

: ηij

� �β

P
l∈ Ski

τi lð Þð Þα: ηilð Þβ
(4)

α and β are two parameters that influence the importance of the pheromone
intensity τij, and the statistical information called visibility ηij. This value guides the

choice of ants to nearby towns and avoids those that are too far away ηij ¼ 1
dij

� �
. For

α ¼ 0, one takes into account just the visibility, that is to say that the choice will have
fallen each time on the nearest city. If β ¼ 0, only the pheromone tracks play on the
choice. To avoid too fast selection of a path, a suitable compromise between these two
parameters is mandatory.

3.2.3 Updating pheromone

When all the ants have constructed a solution, an amount of pheromones Δτkij is
deposited by each ant k on its path.

For any iteration t, if the path i, jð Þ is in the round of the ant k the quantity of
pheromones deposited on this path is [27]:

Δτkij tð Þ ¼
Q

Lk tð Þ (5)

Where Lk tð Þ is the total length of the ant tour k, and Q is a constant.
The quantity of pheromones added is contingent upon the quality of the solution

achieved, whereby lower pheromone amounts correspond to better solutions. To
prevent disregard of inferior solutions and to prevent convergence toward local
optima of inferior quality, a parameter is introduced to simulate the evaporation of
pheromone trails. This parameter, ρ, called the evaporation rate 0< ρ< 1 is described
as follows:
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τij tþ 1ð Þ  1� ρð Þτij tð Þ þ Δτij tð Þ (6)

Where Δτij tð Þ ¼
Pm

k¼1Δτ
k
ij tð Þ, t represents a given iteration and m the number of

ants.

4. Design of PI controller using ACO with multiple objective optimization

In this section, we introduce the PI-MOACO controller, which employs an ACO
algorithm to optimize the gains Kp and Ki used in congestion control by AQM, as
demonstrated in Figure 3.

The ACO algorithm generates the gains Kp and Ki of the PI controller from the
stability region. To leverage the ACO algorithm, it is preferable to represent the
optimization problem using a direct path in the form of a construction graph, as
illustrated in Figure 4.

The population is represented by a matrix (nx2), with the ant selecting the
optimal parameters Kp and Ki of the PI controller by minimizing the objective func-
tion. Figure 5 depicts the design problem utilizing the ant colony PI algorithm.

4.1 Cost functions used for the multi-objective ACO

Each parameter of Kp and Ki is encoded by n nodes in this study. Hence, a solitary
node symbolizes the optimal values of Kp and Ki. The primary step in utilizing the

Figure 3.
Ant colony optimization flowchart for a PI proportional-integral controller.
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optimization technique is to select the criteria for optimization that assess fitness.
Four performance indices, namely integrated-absolute error (IAE), integrated-
squared error (ISE), integrated-time-absolute error (ITAE), and integrated-time-
squared error (ITSE), are employed to minimize the error signal e(s). Their expres-
sions are as follows:

Figure 4.
ACO graph.

Figure 5.
Stabilizing region of (Kp, Ki) for the PI controller in the congestion control.

30

Disturbance Rejection Control



ISE ¼
Xtmax

0

e tð Þ2

IAE ¼
Xtmax

0

e tð Þj j

ITAE ¼
Xtmax

0

t e tð Þj j

ITSE ¼
Xtmax

0

te tð Þ2

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

(7)

where e tð Þ is the error signal in time domain.
In the following, the ACO is characterized by a number of ants m ¼ 300, evapora-

tion rate ρ ¼ 0:7, and the number of iterations = 50, α ¼ 0:8, and β ¼ 0:2 .

5. Simulation results and analysis

In this section, we assess the efficacy of the closed-loop system using the MOACO
with PI controller via simulation. The simulation is performed using MATLAB, with
an example from the literature model system used to illustrate the study presented
throughout the paper, with the aim of optimally stabilizing the system.

Ĝ sð Þ ¼ 2:34:105e�0:77s

5:03sþ 1
(8)

By applying the Hermite–Biehler extension approach, we find that the set of
Kp stabilizing values is given below:

Kp ∈ �4:27:10�6; 3:89:10�5
� �

: (9)

Figure 5 provides a two-dimensional representation of the complete set of stabi-
lizing PI controller variables Kp and ki for the TCP/AQM system. The MOACO
method provides the PI controller’s optimum parameters, which are given in Table 1.
Figure 6 presents the step response for the different PI controllers optimized by
MOACO.

To analyze the dynamic performance of the system studied, we consider three
performance criteria, namely settling time, rise time, and overshoot rate, among
others.

Performances criteria Kp (10�5) Ki (10�5)

IAE 1.85 1.08

ISE 1.60 1.02

ITAE 2.1 1.11

ITSE 2.35 1.12

Table 1.
Optimum parameters of PI controller.
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Settling time is the time taken to reach the final value of the output to within 5%.
Rise time is the time at which the output signal crosses its asymptote for the first

time. The rise time is a relevant parameter for encrypting the speed of a closed-loop
system, which is the ultimate objective of our study.

Overshoot rate measures how much the output exceeds the steady-state value
before settling.

Table 2 summarizes these standard performance measures.
The results show a conflict between the performance indices, which is expected

since we use an approach based on the Pareto optimality principle. From Table 2, we
can see that ITSE provides the best rise time among all the other objectives. The best
value of settling time is given by the IAE criterion, and the smallest overshoot rate is
provided by the ISE cost function. It has been highlighted that the main purpose of
this study is to minimize the time delay occurring through the TCP network, with
guaranteed stability. From the table above, we can conclude that these objectives are
achieved since we obtain quite small rise and settling times.

Figure 6.
Step response by different objectives with MOACO-PI controller.

Performances criteria Rise time (s) Settling time (s) Overshoot (%)

IAE 0.79 9.80 59.15

ISE 0.89 11.14 56.17

ITAE 0.72 10.31 62.15

ITSE 0.66 9.96 65.58

Table 2.
Numerical values of standard performance measures.
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6. Conclusion

This paper addresses the problem of congestion, one of the most common chal-
lenges encountered in communication networks. The proposed approach involves
computing the stability region for a first-order delay system controlled by a PI con-
troller using an extension of the Hermite-Biehler theorem applied to quasi-
polynomials. The next step involves using a multi-objective optimization method
based on the ant colony optimization (ACO) algorithm to search for optimal PI
controller gains Kp and Ki within the stability region. Four performance criteria
calculated in closed-loop plant are used as objective functions. Simulation results
demonstrate the effectiveness of the proposed method in terms of dynamic perfor-
mance, including reduction of maximum overshoot, rise time, and settling time. The
MOACO algorithm allows for rapid convergence in local research, highlighting the
flexibility and efficiency of the proposed approach.

Overall, the simulation results support the effectiveness of the proposed approach
in addressing the problem of congestion in communication networks.

Funding

This research received no external funding.

Conflict of interest

The author declares no conflict of interest.

Author details

Samira Chebli
Control, Management and Monitoring of Electrical Energy’s Lab, Mines School of
Rabat, Rabat, Morocco

*Address all correspondence to: samira.chebli@gmail.com

©2023TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

33

Perspective Chapter: Enhancing Network Efficiency Using Ant Colony Optimization…
DOI: http://dx.doi.org/10.5772/intechopen.110898



References

[1] Jacobson V. Congestion avoidance
and control. ACM SIGCOMM Computer
Communication Review. 1995;25(1):
157-187

[2] Chiu D, Jain R. Analysis of the
increase/decrease algorithms for
congestion avoidance in computer
networks. Journal of Computer
Networks and ISDN. 1989;17(1):
1-14

[3] Ohsaki H, Sugiyama K, Imase M.
Congestion propagation among
routers with TCP flows, international.
Journal of Computer Networks &
Communications. 2009;1(2):112-127

[4] Alshimaa HI, el Sayed A, Elsaghir Z,
Morsi IZ. Enhanced random early
detection (ENRED). International
Journal of Computer Applications. 2014;
92:9

[5] Low HS, Paganini F, Doyle JC.
Internet congestion control. IEEE
Control Systems Magazine. 2002;22:
28-43

[6] Misra V, Gong W, Towsley D.
Stochastic differential equation
modeling and analysis of TCP
windowsize behavior. In: Proceedings of
PERFORMANCE. Vol. 99. USA:
University of Massachusetts; 1999

[7] Misra V, Gong W, Towsley D. Fluid-
based analysis of a network of AQM
routers supporting TCP flows with an
application to RED. In: Proceedings of
the Conference on Applications,
Technologies, Architectures, and
Protocols for Computer
Communication. Stockholm, Sweden.
2000. pp. 151-160

[8] Pontryagin LS. On the zeros of some
elementary transcendental function.

American Mathematical Society
Translation. 1955;2:95-110

[9] Silva GJ, Datta A, Bhattacharyya SP.
New results on the synthesis of PID
controller. IEEE Transactions on
Automatic Control. 2002;47(2)

[10] Silva GJ, Datta A, Bhattacharyya SP.
Stabilization of time delay systems. In:
Proceedings of the American Control
Conference. Chicago, IL, USA. 2000.
pp. 963-970

[11] Silva GJ, Datta A, Bhattacharyya SP.
PID Controllers for Time Delay Systems.
London: Springer; 2005

[12] Silva GJ, Datta A, Bhattacharyya SP.
Stabilization of first-order systems with
time delay using the PID controller. In:
Proceedings of the American Control
Conference. Arlington, VA, USA. 2001.
pp. 4650-4655

[13] Bhattacharyya SP, Datta A, Keel LH.
Linear Control Theory: Structure,
Robustness and Optimization. USA: CRC
Press, Taylor & Francis; 2009

[14] Chinchuluun A et al. Pareto
optimality, game theory and equilibria.
In: Springer Optimization and Its
Applications. Berlin, Germany. 2008

[15] Censor Y. Pareto optimality in
multiobjective problems. Applied
Mathematics and Optimization. 1977;
4(1):41-59s. DOI: 10.1007/BF01442131

[16] Zheng Z et al. Meta-heuristic
techniques in microgrid management: A
survey. Swarm and Evolutionary
Computation. 2023;2023:101256

[17] Rathore S, Khan MR. Performance of
TCP and UDP protocols for secure

34

Disturbance Rejection Control



multipath aco communication in manet.
International Journal of Development
Research. 2017;07(01):11214-11218

[18] Ring S et al. Ant colony optimization
based model for network zero-
configuration. In: Signal Processing and
Communications International
Conference, Bangalore, India. 2004.
DOI: 10.1109/SPCOM.2004.1458494

[19] Ramamoorthy R, Thangavelu M. An
enhanced distance and residual energy-
based congestion aware ant colony
optimization routing for vehicular ad
hoc networks. International Journal of
Communication Systems. 2022;35(11):
e5179

[20] Giménez A et al. New RED-type
TCP-AQM algorithms based on beta
distribution drop functions. Applied
Sciences. 2022;12(21):11176

[21] Chebli S, Elakkary A, Sefiani N,
Elalami N. New PI stabilization of first-
order congestion control of active queue
management routers. In: Proceeding of
Electrical and Information Technologies
(ICEIT) Conference; March 2015;
Marrakech, Morocco. pp. 12-217

[22] Chebli S. PI stabilization for
congestion control of AQM routers with
tuning parameter optimization.
International Journal of Interactive
Multimedia and Artificial Intelligence.
2016;4(1):52-55

[23] Chebli S, Elakkary A, Sefiani N.
Design of an Optimal PI (Proportional–
Integral) Controller for the Robust
Control of Uncertain TCP Traffic. USA:
NOVA Science Publisher; 2021.
pp. 39-106

[24] Dorigo M. Optimization, Learning
and Natural Algorithms (in Italian).
Italy: Dipartimento di Elettronica,
Politecnico di Milano; 1992

[25] Dorigo M, Maniezzo V, Colorni A.
The ant system: Optimization by a
colony of cooperating agents. IEEE
Transactions on Systems, Man, and
Cybernetics – Part B. 1996;26(1):
29-41

[26] Abolhasan M, Wysocki T,
Dutkiewicz E. A review of routing
protocols for mobile ad hoc networks.
Ad Hoc Networks. 2004;2(1):1-22

[27] Bullnheimer B, Hartl RF, Strauss C.
An improved ant system algorithm for
the vehicle routing problem. Annals of
Operations Research. 1999;89:319-328

35

Perspective Chapter: Enhancing Network Efficiency Using Ant Colony Optimization…
DOI: http://dx.doi.org/10.5772/intechopen.110898





Chapter 4

Observer-Based Disturbance
Rejection Control for Switched
Nonlinear Networked Systems
under Event-Triggered Scheme
Arumugam Arunkumar and Jenq-Lang Wu

Abstract

This paper employs the disturbance rejection technique for a class of
switched nonlinear networked control systems (SNNCSs) with an observer-based
event-triggered scheme. To estimate the influence of exogenous disturbances on
the proposed system, the equivalent input disturbance (EID) technique is employed
to construct an EID estimator. To provide adequate disturbance rejection perfor-
mance, a new control law is built that includes the EID estimation. Furthermore, to
preserve communication resources, an event-based mechanism for control signal
transmission is devised and implemented. The primary goal of this work is to
provide an observer-based event-triggered disturbance rejection controller that
ensures the resulting closed-loop form of the examined systems is exponentially
stable. Specifically, by employing a Lyapunov–Krasovskii approach, a new set of
sufficient conditions in the form of linear matrix inequalities (LMIs) is derived,
ensuring the exponential stabilization criteria are met. Eventually, a numerical
example is used to demonstrate the efficacy and practicality of the proposed control
mechanism.

Keywords: nonlinear networked systems, disturbance rejection control,
event-triggered scheme, equivalent input disturbance, Lyapunov techniques

1. Introduction

The switched system is a very flexible modeling tool consisting of a family of
distinct subsystems, operated according to a specific switching rule, that determines
which subsystem is active at any given time [1, 2]. Switched systems are employed in a
variety of real-world settings, including power systems, networked control systems,
communication networks, electrical devices and circuits, underwater vehicle systems,
manipulator robots, and many more areas [3, 4]. In recent years, a considerable
amount of research has been conducted on the stability and stabilization of switched
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systems using Lyapunov techniques. For instance, the existence of a common
Lyapunov function for individual systems that ensures stability of the switched sys-
tem in the context of arbitrary switching sequence, see [5, 6]. The authors in [7]
discussed the stability and stabilization problem of switched linear systems along with
average dwell time approach, where as in [4], the issue of switched nonlinear systems
under multiple time delays is discussed.

On the other hand, networked control systems (NCSs) have received considerable
attention due to their advantages over traditional point-to-point wired control tech-
niques, including convenience extension, information sharing, affordability, ease of
installation and maintenance, and high reliability [8]. As a result, they have recently
been widely used in many different fields, such as robotic manipulators, vehicle
highway systems, spacecraft systems, teleoperation systems, smart grids, and other
areas. It is common for NCSs to use wired and wireless communications networks to
link the various components of the system, including sensors, controllers, and actua-
tors, which are situated in separate locations, in order to form a feedback control
system [5, 9]. During the past few years, switched NCS’s have received a great deal of
attention from researchers [10, 11] due to the fact that these kind of systems can well
describe numerous practical systems with abrupt parameter variations. However, the
communication network introduces some new difficulties to the controller design of
switched NCSs [12].

Furthermore, some interesting issues may arise due to the characteristics of
the network, such as congestion on the network, data loss, and disorder, and delay
due to the network. In order to reduce the network resources, the time-triggered
technique has been established in several versions. Over a specified time period,
every data is sampled and transmitted, whether required or not. In the case that if
the difference between the latest transmitted signal and the current sampling signal is
relatively small, then a significant amount of the same data will be transmitted in
the network, which will cause unnecessary traffic on the network and unwanted
communication resources. To tackle these issues, quite of few researchers devote
themselves in developing extremely effective data transmission techniques, for
example, [13, 14]. Motivated by [5], an event-triggered technique has been
developed to further reduce the limited bandwidth and enhance the usage of
communication resources. The authors in [10] propose an event-triggered H∞
communication control problem for switched networked systems with the
assistance of the LKF theory. Further, the authors in [9] discussed an
event-triggered H∞ control strategy for NCSs under communication delay. Under
an adaptive event-triggered communication scheme framework, an H∞ tracking con-
trol problem for nonlinear networked systems is derived with limited network com-
munication [15]. In particular, the distributed H∞ control problem for switched
networked linear control system is discussed in [16] subject to quantization and
packet dropouts. In [3], an observer-based controller design has been developed for
the switched networked nonlinear systems with packet dropouts and average dwell-
time mechanisms.

As a result, it is more important from the perspective of the control system to
evaluate exogenous disturbances affecting the control input channel since they are a
source of not only the collapse of the system’s control performance but also machine
malfunctions, vibrations, and other issues. In order to achieve good disturbance
rejection performance, the EID method, such as the one described in [17, 18], is an
active disturbance rejection technique with two degrees of freedom, which actively
processes disturbance information and constructs compensation signals for them.
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The main advantage of employing the EID technique is that no restrictions are
imposed or demand any information concerning disturbances [2]. As a general rule,
EID is capable of rejecting and estimating both matched and mismatched external
disturbances, and its configuration allows for easy modeling. Several design method-
ologies have been proposed in order to take into account the energetic performance of
EID, as recently examined in the literature, see, for example, [19, 20]. Based on the
disturbance rejection method, the switched neutral time-delay system is relaxed in [2]
via EID approach. The authors in [18] derived an effective disturbance rejection
method for time delay system based on the EID approach. She et al. [21] explored the
problem of enhancing the disturbance-rejection performance for servo systems,
which involves the estimate of an EID and an improved servo system design using the
EID technique.

Moreover, it has been reported that innumerable advanced techniques on an
event-triggered control of switched networked systems have already been published,
but as far as we are aware, this has not yet been explored for an observer-based event-
triggered control scheme for SNNCSs, especially for disturbance rejection technique
and ADT approach. As stipulated by the author’s perspective, the main intention of
this paper is to investigate the EID method to reject disturbances for SNNCSs in the
presence of observer-based event-triggered control mechanism. Roughly stated, the
novelty of this paper is contributed as follows:

• Anunified disturbance rejection and observer-based control design for SNNCSswith
external disturbances and an event-triggered scheme is developed in this study.

• One aspect of the proposed event-triggered DRC scheme is that in contrast to the
traditional time-triggered-DRC scheme [22, 23], it can significantly reduce
communication frequency while achieving satisfactory closed-loop system
performance by utilizing a new event-triggered transmission scheme. However,
many existing event-triggered approaches without direct disturbance
compensation have a tendency to violate the event triggering conditions when
disturbances occur [15], while the ET-ADRC can be effectively used to reduce the
occurrence times of triggering conditions by utilizing active disturbance
compensation.

• The proposed controller includes an EID estimator to efficiently estimate and
reduce external disturbances in the system understudy.

• Furthermore, by resorting to a Lyapunov–Krasovskii functional, adequate
constraints are attained in the context of LMIs. It follows that the requisite
controller gain matrices are determined by solving the established conditions.

Finally, to show the utility of the proposed control scheme, a realistic example is
given.

2. Problem description

In this article, we focus on obtaining an observer-based event-triggered control
strategy for SNNCSs with disturbance and achieving disturbance rejection. To save
the limited network resources, an event-triggered generator is employed.
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2.1 Controlled plant

As illustrated in Figure 1, the controlled plant is modeled by the following SNNCSs
with external disturbance:

_X tð Þ ¼ Aσ tð ÞX tð Þ þ Bσ tð ÞU tð Þ þ BGσ tð ÞG X tð Þð Þ þ BWσ tð ÞW tð Þ,
Y tð Þ ¼ Cσ tð ÞX tð Þ,
Z tð Þ ¼ Eσ tð ÞX tð Þ þ F σ tð ÞW tð Þ,

(1)

where X tð Þ∈NX is the state vector; Y tð Þ∈NY and Z tð Þ∈NZ are the measured
and the controlled outputs of the system; W tð Þ∈NW is the disturbance input signal,
which belongs to L2 0,∞½ Þ; U tð Þ∈NU is the ideal control signal generated by the
controller; σ tð Þ represents the switching signal that accepts values from a finite
collection I ¼ 1, 2,⋯,Rf g; for example, when σ tð Þ ¼ i∈ I , it implies that the ith

subsystem has been enabled, where R denotes the number of subsystems; The
matrices Ai,Bi,BGi,BWi,Ci, E i and F i, i ¼ 1,⋯,R, are known real constant matrices
with appropriate dimensions; furthermore, G Xð Þ ¼ G1 Xð Þ,G2 Xð Þ, …Gn Xð Þ½ �T
is a nonlinear vector function, which fulfills the global Lipschitz requirement
G t,Xð Þ � G tð , X̂Þ�� ��≤ βG X � X̂

�� ��,∀X , X̂ ∈NX , where βG is a positive scalar.
In order to use the EID-based technique to analyze SNNCSs, we must first examine

the EID’s definition.
Definition 1 Let the input U tð Þ in the SNNCSs plant Eq. (1) be zero. A signal,

We tð Þ, on the control input channel is called an EID of the disturbance W tð Þ, if it
produces the same impact on the output as the disturbance W tð Þ does for all t≥0:

2.2 Configuration of the EID-based SNNCSs

For the purpose of enhancing disturbance-rejection performance for the SNNCSs,
Liu et al. [18] suggest an EID technique. The EID-based control system setup has two
degrees of freedom. As a consequence, it makes it possible for this technique to
actively examine the information from the disturbance and develop a compensation
for it. A disturbance estimator is crucial in this procedure for compensating the
disturbances. It has a significant impact on disturbance rejection.

Figure 1.
Controlled plant.
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It should be noted that since Bσ tð Þ and BWσ tð Þ may have various dimensions, the
disturbance may be imposed on a channel other than the control input channel and
that the number of disturbances and related input channels may also be greater than
one. However, if we suppose that a disturbance is exclusively placed on the control
input channel, as illustrated in Figure 2, then the plant in terms of Definition 1 as

_X tð Þ ¼ Aσ tð ÞX tð Þ þ BGσ tð ÞG X tð Þð Þ þ Bσ tð Þ U tð Þ þWe tð Þð Þ: (2)

In practical implementation, it should be noted that the entire states of the physical
plant Eq. (2) are not completely measurable. Taking this fact into account, an
observer-based controller can be constructed by means of measurement output to
estimate the states. The state observer is:

_̂X tð Þ ¼ Aσ tð ÞX̂ tð Þ þ Bσ tð ÞUF tð Þ þ BGσ tð ÞG X̂ tð Þ� �þ Lσ tð Þ Y tð Þ � Ŷ tð Þ� �
,

Ŷ tð Þ ¼ Cσ tð ÞX̂ tð Þ,
(3)

Figure 2.
Controlled plant with EID.

Figure 3.
Controlled plant with EID-based event-triggered mechanism.
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where X̂ tð Þ∈NX and Ŷ tð Þ∈NY are the reconstructed state and output
vectors of X tð Þ and Y tð Þ, respectively; UF tð Þ is the control input vector of the
system, introduced below; and Li, i ¼ 1,⋯,R, are the observer gain matrix to be
determined.

The observer-based feedback control law UF tð Þ, shown in Figure 3 is designed as
follows:

UF tð Þ ¼ Kσ tð ÞX̂ tð Þ (4)

where Ki, i ¼ 1,⋯,R denotes the control gain matrices.
It should be emphasized that SNNCS Eq. (1) may contain disturbances, which

could result in the system’s poor performance or instability. In order to estimate and
reject both matched and unmatched disturbances, the EID technique does not require
a priori knowledge of the disturbances. In this SNNCSs, an EID technique is employed
in the control channel, which yields satisfactory disturbance rejection performance.
According to discussed in [17, 18], the optimal EID estimated disturbance can be
represented by

Ŵ tð Þ ¼ Bþσ tð ÞLσ tð ÞCσ tð Þ X tð Þ � X̂ tð Þ� �þ UF tð Þ � U tð Þ,

where Bþσ tð Þ ¼ BT
σ tð ÞBσ tð Þ

� ��1
BT
σ tð Þ:

(5)

In order to filter the measurement noise in the estimated disturbance, let Ŵ tð Þ pass
through a filter represented as

_XF tð Þ ¼ AFσ tð ÞXF tð Þ þ BFσ tð ÞŴ tð Þ,
~W tð Þ ¼ CFσ tð ÞXF tð Þ

(6)

where XF tð Þ∈NXF is the state of the filter F sð Þ, whereas ~W tð Þ represents the
output of the filter, and AFσ tð Þ,BFσ tð Þ and CFσ tð Þ are known parameters. Moreover, the
transfer function of the filter F sð Þ satisfies F jωð Þj j≈1, ∀ω∈ 0,ωr½ �, where ωr is the
maximum frequency selected for the disturbance estimation [18]. An appropriate
filter has a cutoff frequency that is more than ten times greater than ωr.

2.3 Event-triggered mechanism

To decrease the network usage, an event-triggered sampling method is used
in place of the traditional periodic sampling technique [1, 11]. In this technique,
sensor measurement is only communicated when the previously transmitted
value and the value of a specific function of the current sensor measurement
reach a threshold value [5]. The event detector considers the following
conditions while deciding whether or not to transmit the current signal to the
controller:

tkþ1h ¼ tkhþmin
s shĵeT tkhþ shð ÞΨ1σ tð Þê tkhþ shð Þ> ςσ tð Þx̂

T tkhð ÞΨ2σ tð Þx̂ tkhð Þ
n o

, (7)

where 0< ςi < 1, i ¼ 1, 2,⋯,R are known parameters, Ψ1σ tð Þ and Ψ2σ tð Þ are sym-
metric positive definite matrices to be constructed, h>0 is the sampling period, and
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ê tkhþ shð Þ is the difference between the two state estimations at the last transmission
instant and the present sampling instant, that is, ê tkhþ shð Þ ¼ X̂ tkhð Þ � X̂ tkhþ shð Þ:

When the data provided by the event monitor is transferred to the controller at tk,
a communication delay known as the sensor-to-controller delay τsc tkð Þ is produced.
Similarly, the controller’s transmission of actuation signals to the actuator at tk causes
another communication delay known as the controller-to-actuator delay τca tkð Þ: The
sum of these two delays is represented by τtk ¼ τsc tkð Þ þ τca tkð Þ with 0< τtk < τM,
where τM represents the maximum delay bounds of τtk [9]. Finally, the
actuator actuates at the time specified by tkhþ τtk . During the network transmission,
the input of the controlled plant at the time interval tkhþ τtk , tkþ1hþ τtkþ1

� �
is

denoted by

ÛF tð Þ ¼ Kσ tð ÞX̂ tkhð Þ (8)

We decompose the holding interval of zero-order-hold (ZOH)
tkhþ τtk , tkþ1hþ τtkþ1
� �

into the following subintervals as in [24]:

tkhþ τtk , tkþ1hþ τtkþ1
� � ¼ ∪tkþ1�tk�1

s¼0 Ts, where Ts ¼ ikhþ τik , ikhþ hþ τikþ1
� �

and
ikh ¼ tkhþ sh, s ¼ 0, 1,⋯, tkþ1 � tk � 1 signify the sampling instants that occur
between the present sampling instant tkh and the future sampling instant tkþ1h: If s
takes the value of tkþ1 � tk � 1, then τikþ1 ¼ τtkþ1, otherwise τik ¼ τtk . The network
permissible equivalent delay τ tð Þ is now defined as τ tð Þ ¼ t� ikh, t∈Ts, then we have
0≤ τ tð Þ≤ τM:

2.4 Analysis and design of the closed-loop SNNCSs

Eventually, the filter estimated disturbance ~W tð Þ together with observer-based
control law UF tð Þ yields a new controller, which is given by

U tð Þ ¼ ÛF tð Þ � ~W tð Þ ¼ Kσ tð ÞX̂ tkhð Þ � ~W tð Þ (9)

The system internal stability condition does not depend on exogenous signals,
hence the exogenous signals W tð Þ assumed to be zero when analyzing the internal
stability. Furthermore, we define the error between the state Eq. (1) and the observer
Eq. (3) with the configuration ΔX tð Þ ¼ X tð Þ � X̂ tð Þ: We use the states of the control

system X̂ tð Þ,ΔX tð Þ,XF tð Þ� �
to define φ tð Þ ¼ X̂ tð Þ ΔX tð Þ XF tð Þ� �T

and use it to
describe the closed-loop system. Since

_̂X tð Þ ¼ Aσ tð ÞX̂ tð Þ þ Bσ tð ÞKσ tð ÞX̂ t� τ tð Þð Þ þ Bσ tð ÞKσ tð Þê ikhð Þ
þBGσ tð ÞG X̂ tð Þ� �þ Lσ tð ÞCσ tð ÞΔX tð Þ,

Δ _X tð Þ ¼ Aσ tð Þ � Lσ tð ÞCσ tð Þ
� �

ΔX tð Þ þ BGσ tð ÞG tð Þ � Bσ tð ÞCFσ tð ÞXF tð Þ,
_XF tð Þ ¼ AFσ tð Þ þ BFσ tð ÞCFσ tð Þ

� �
XF tð Þ þ BFσ tð ÞB

þ
σ tð ÞLσ tð ÞCσ tð ÞΔX tð Þ:

(10)

where G tð Þ ¼ G X tð Þð Þ � G X̂ tð Þ� �
and the state-space representation of the

closed-loop system is

_φ tð Þ ¼ Aσ tð Þφ tð Þ þ B1σ tð Þφ t� τ tð Þð Þ þ B2σ tð Þê ikhð Þ þ B3σ tð Þφ G X tð Þð Þð Þ (11)
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and the system matrices are given as

Aσ tð Þ ¼
Aσ tð Þ Lσ tð ÞCσ tð Þ 0

0 Aσ tð Þ � Lσ tð ÞCσ tð Þ �Bσ tð ÞCFσ tð Þ

0 BFσ tð ÞB
þ
σ tð ÞLσ tð ÞCσ tð Þ AFσ tð Þ þ BFσ tð ÞCFσ tð Þ

2
664

3
775,

B1σ tð Þ ¼
Bσ tð ÞKσ tð Þ 0 0

0 0 0

0 0 0

2
664

3
775,B2σ tð Þ ¼

Bσ tð ÞKσ tð Þ

0

0

2
664

3
775,

B3σ tð Þ ¼
BGσ tð Þ 0 0

0 BGσ tð Þ 0

0 0 0

2
664

3
775,φ G X tð Þð Þð Þ ¼

G X tð Þð Þ
G tð Þ
0

2
664

3
775:

Moreover, the upcoming definitions and lemma are more significant for substan-
tiating the required results in the forthcoming section.

Definition 2 [7] For any T 2 > T 1 >0, let N σ T 1, T 2ð Þ denote the switching number
of σ tð Þ on an interval T 1, T 2ð Þ: If N σ T 1, T 2ð Þ≤N0 þ T 2�T 1

τa
, holds for given τa >0 and

N0 ≥0, then τa is the ADT, and N 0 be the chatter bound.
Definition 3 [7] The augmented error system Eq. (11) is said to be exponentially

stable under the switching signal σ tð Þ, if there exist two constants M>0 and ℵ>0
such that the following inequality holds:

φ tð Þk k≤Me�ℵ t�t0ð Þ ϕk kL, t≥ t0, (12)

ϕk kL ¼ sup0≤ θ≤ t0 φ θð Þk k and ℵ is the decay rate.
Lemma 1 [25] Assume τ tð Þ∈ 0, τM½ �, for any matricesRi ∈n�n andMi ∈n�n that

satisfy
Ri Mi

MT
i Ri

� �
≥0, the following inequality holds:

�τM
ðt
t�τM

_xT sð ÞRi _x sð Þds≤ ζT1 tð ÞΓiζ tð Þ (13)

where

ζ1 tð Þ ¼
x tð Þ

x t� τ tð Þð Þ
x t� τMð Þ

2
64

3
75,Γi ¼

�Ri ∗ ∗
RT

i �MT
i �2Ri þMi þMT

i ∗
MT

i RT
i �MT

i �Ri

2
64

3
75:

3. Main results

The prime intention of this section is to design the observer-based event-triggered
scheme for SNNCSs by dint of EID technique. More precisely, based on the appropri-
ate Lyapunov stability theory, we establish a new set of sufficient criterion for the
existence of observer based disturbance rejection event-triggered control designs that
can be expressed in terms of LMIs, which makes the augmented error system Eq. (11)
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is exponential stable. For analytical convenience, we define the positive definite
matrices as follows: P i ¼ diag P1i,P2i,P3if g,Qi ¼ diag Q1i,Q2i,Q3if g,Ri ¼
diag R1i,R2i,R3if g:

3.1 Average dwell-time analysis

In this subsection, we derive sufficient conditions for the exponential stability of
the closed-loop SNNCS Eq. (11) along with observer-based disturbance rejection
event-triggered scheme by using the average dwell time technique.

Theorem 3.1 For given trigger parameter ςi, nonnegative real scalar τM, and
parameters α, μ, the controller gain matrices Ki,Li, the closed-loop SNNCS Eq. (11)
with event-triggered sampling scheme is exponentially stable if there exist matrices
P i,Qi,Ri,Ψ1i,Ψ2i and scalars βG, βH such that the following LMIs hold for all i∈ I :

Θi ¼

Θi,1,1 Θi,1,2 ⋯ Θi,1,17

Θi,2,1 Θi,2,2 ⋯ Θi,2,17

⋮ ⋮ ⋮
Θi,17,1 Θi,17,2 ⋯ Θi,17,17

2
6664

3
7775<0, (14)

where,

Θi,1,1 ¼ αP1i þQ1i � e�ατMR1i,Θi,2,2 ¼ αP2i þQ2i � e�ατMR2i,

Θi,3,3 ¼ αP3i þQ3i � e�ατMR3i,Θi,4,1 ¼ e�ατM R1i �M1ið Þ,
Θi,4,4 ¼ ςiΨ2i þ e�ατM �2R1i þM1i þþMT

1i

� �
,Θi,5,2 ¼ e�ατM R2i �M2ið Þ,

Θi,5,5 ¼ e�ατM �2R2i þM2i þMT
2i

� �
,Θi,6,3 ¼ e�ατM R3i �M3ið Þ,

Θi,6,6 ¼ e�ατM �2R3i þM3i þMT
3i

� �
,Θi,7,1 ¼ e�ατMM1i,

Θi,7,4 ¼ e�ατM R1i �M1ið Þ,Θi,7,7 ¼ �e�ατMQ1i � e�ατMR1i,

Θi,8,2 ¼ e�ατMM2i,Θi,8,5 ¼ e�ατM R2i �M2ið Þ,Θi,8,8 ¼ �e�ατMQ2i � e�ατMR2i,

Θi,9,3 ¼ e�ατMM3i,Θi,9,6 ¼ e�ατM R3i �M3ið Þ,Θi,9,9 ¼ �e�ατMQ3i � e�ατMR3i,

Θi,10,1 ¼ 2PT
1i þ 2N 1iAi,Θi,10,2 ¼ 2N 1iLiCi,Θi,10,4 ¼ 2N 1iBiKi,

Θi,10,10 ¼ τ2MR1i � 2N 1i,Θi,11,2 ¼ 2PT
2i þ 2N 2iAi � 2N 2iLiCi,

Θi,11,3 ¼ �2N 2iBiCF i,Θi,11,11 ¼ τ2MR2i � 2N 2i,Θi,12,2 ¼ 2N 3iBF iB
þ
i LiCi,

Θi,12,3 ¼ 2PT
3i þ 2N 3iAF i þ 2N 3iBF iCF i,Θi,12,12 ¼ τ2MR3i � 2N 3i,

Θi,13,10 ¼ 2BT
F iN

T
1i,Θi,13,13 ¼ �βG,Θi,14,11 ¼ 2BT

F iN
T
2i,Θi,14,14 ¼ �βH,

Θi,15,10 ¼ 2KT
i B

T
i N

T
1i,Θi,15,15 ¼ �Ψ1i,Θi,16,1 ¼ GT,Θi,16,16 ¼ �βG,

Θi,17,2 ¼ GT,Θi,17,17 ¼ �βH,

and the remaining terms are zero. Then the average dwell-time scheme

τa > τ ∗a ¼
ln μ

α
, (15)

where μ≥ 1 satisfies (for all i, j∈ I)

P i ≤ μP j,Qi ≤ μQj,Ri ≤ μRj: (16)

45

Observer-Based Disturbance Rejection Control for Switched Nonlinear Networked Systems…
DOI: http://dx.doi.org/10.5772/intechopen.111434



Moreover, the estimation of state decay is given by

φ tð Þk k≤
ffiffiffiffiffi
β2
β1

s
e�ℵ t�t0ð Þ φ t0ð Þk kL,

ffiffiffiffiffi
β2
β1

s
≥ 1 (17)

where

ℵ ¼ 1
2

α� ln μ

τa

� �
, β1¼min

i∈ Iλmax P ið Þ,

β2¼max
i∈Iλmax P ið Þ þ τMe�ατMmax

i∈ Iλmax Qið Þ þ τ2M=2
� �

e�ατMmax
i∈Iλmax Rið Þ:

Proof: To achieve the desired result, the LKF for the closed-loop SNNCS Eq. (11) is
constructed in the following form:

V i φ tð Þð Þ ¼ φT tð ÞP iφ tð Þ þ
ðt
t�τM

eα s�tð ÞφT sð ÞQiφ sð Þds

þτM
ðt
t�τM

ðt
θ
eα s�tð Þ _φT sð ÞRi _φ sð Þdsdθ:

(18)

Then, computing the time derivatives of Vi φ tð Þð Þ along the trajectories of SNNCS
Eq. (11), we can get

_Vi φ tð Þð Þ þ αVi φ tð Þð Þ ¼ 2φT tð ÞP i _φ tð Þ þ φT tð Þ αP i þQið Þφ tð Þ
�e�ατMφT t� τMð ÞQiφ t� τMð Þ þ τ2M _φT tð ÞRi _φ tð Þ

�τMe�ατM
ðt
t�τM

_φT sð ÞRi _φ sð Þds:
(19)

According to Lemma 1 for matrices Mia a ¼ 1,2,3ð Þ, the integral terms in Eq. (19)
can be expressed as

�τMe�ατM
ðt
t�τM

_φT sð ÞRi _φ sð Þds≤ e�ατMζTa tð ÞΓaζa tð Þ, a ¼ 1,2,3ð Þ (20)

where

ζ1 tð Þ ¼
x tð Þ

x t� τ tð Þð Þ
x t� τMð Þ

2
664

3
775, ζ2 tð Þ ¼

Δ x tð Þð Þ
Δ x t� τ tð Þð Þð Þ
Δ x t� τMð Þð Þ

2
664

3
775, ζ3 tð Þ ¼

XF tð Þ
XF t� τ tð Þð Þ
XF t� τMð Þ

2
664

3
775,

Γa ¼
�Ria ∗ ∗

Ria �Mia �2Ria þMia þMT
ia ∗

Mia Ria �Mia �Ria

2
664

3
775:

Furthermore, it is to be specified that

β�1G XT tð ÞGTGX tð Þ � βGG
T X tð Þð ÞG X tð Þð Þ>0, (21)
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β�1H ΔT X tð Þð ÞGTGΔ X tð Þð Þ � βHG
T tð ÞG tð Þ>0: (22)

On the other hand, for any matrices N i the following equality holds

_φT tð ÞN i Aiφ tð Þ þ B1iφ t� τ tð Þð Þ þ B2iê ikhð Þ þ B3iφ G X tð Þð Þð Þ � _φ tð Þ½ � ¼ 0 (23)

where N i ¼ N T
1i N T

2i N T
3i

h iT
.

By unifying Eq. (18)-Eq. (23) along with Eq. (7) and applying Schur complement,
it can be easy to obtain that

_V i φ tð Þð Þ þ αVi φ tð Þð Þ � êT ikhð ÞΨ1iê ikhð Þ þ ςix̂
T t� τ tð Þð ÞΨ2ix̂ t� τ tð Þð Þ

¼ ΞT tð ÞΘΞ tð Þ (24)

where ΞT tð Þ ¼ φT tð Þ φT t� τ tð Þð Þ φT t� τMð Þ _φT tð Þ GT X tð Þð Þ GT tð Þ êT ikhð Þ� �T
and the element of Θ is detailed in Eq. (14).

Similar to the work in [26] the inequality Eq. (24) can equivalently be rephrased in
the following form:

_V i φ tð Þð Þ þ αV i φ tð Þð Þ≤0: (25)

Suppose, t∈ tk, tkþ1½ � and from Eq. (18), we can get

V i φ tð Þð Þ≤ e�α t�tkð ÞV i φ tkð Þð Þ: (26)

From Eq. (16), at switching instant tk, we have V i φ tið Þð Þ≤ μV i t�kð Þ φ t�k
� �� �

: Then, it

follows from Eq. (10) and the relation ρ ¼ N σ t0, tð Þ≤ t�t0
τa

, t0 ¼ 0 that

V i φ tið Þð Þ ≤ e�α t�tkð ÞμV i t�kð Þ φ t�k
� �� �

≤ e�α t�tkð Þμ2V i t�kð Þ φ t�k
� �� �

⋯

≤ e�α t�tkð ÞμρV i t0ð Þ φ t0ð Þð Þ

≤ e� α�lnμ
τað Þ t�t0ð ÞV i t0ð Þ φ t0ð Þð Þ:

(27)

Furthermore, from Eq. (18) and Eq. (27), we can get

β1 φ tð Þk k2 ≤V i φ tð Þð Þ≤ e� α�lnμ
τað Þ t�t0ð ÞV i φ t0ð Þ, i t0ð Þð Þ≤ β2 φ t0ð Þk k2L,

φ tð Þk k2 ≤ β2
β1

e� α�lnμ
τað Þ t�t0ð Þ φ t0ð Þk k2L,

φ tð Þk k≤
ffiffiffiffiffi
β2
β1

s
e�ℵ t�t0ð Þ φ t0ð Þk kL:

(28)

Hence, by using τa one can easily obtain ℵ< 1: Then, from Definition 3, it can
be concluded that the SNNCS Eq. (11) is exponentially stable. The proof is now
completed.
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Theorem 3.2 For given trigger parameter ςi, nonnegative real scalar τM, parame-
ters α, μ, and a very small ρ>0, the closed-loop SNNCS Eq. (11) with event-triggered
sampling scheme is exponentially stabilizable if there exist matrices X i, ~Qi, ~Ri, ~Ψ1i, ~Ψ2i
appropriate dimensioned matrices Y i,Z i, and scalars βG, βH such that the following
LMIs hold for all i∈ I :

~Θi ¼

~Θi,1,1 ~Θi,1,2 ⋯ ~Θi,1,17

~Θi,2,1 ~Θi,2,2 ⋯ ~Θi,2,17

⋮ ⋮ ⋮
~Θi,17,1 ~Θi,17,2 ⋯ ~Θi,17,17

2
66664

3
77775
<0, (29)

�ρI CTi X 2i � X 2iC
T
i

0 �I

" #
<0 (30)

where

~Θi,1,1 ¼ αX 1i þ ~Q1i � e�ατM ~R1i, ~Θi,2,2 ¼ αP2i þ ~Q2i � e�ατM ~R2i,

~Θi,3,3 ¼ αP3i þ ~Q3i � e�ατM ~R3i, ~Θi,4,1 ¼ e�ατM ~R1i � ~M1i
� �

,

~Θi,4,4 ¼ ςi ~Ψ2i þ e�ατM �2 ~R1i þ ~M1i þ ~M
T
1i

� �
, ~Θi,5,2 ¼ e�ατM ~R2i � ~M2i

� �
,

~Θi,5,5 ¼ e�ατM �2 ~R2i þ ~M2i þ ~M
T
2i

� �
, ~Θi,6,3 ¼ e�ατM ~R3i � ~M3i

� �
,

~Θi,6,6 ¼ e�ατM �2 ~R3i þ ~M3i þ ~M
T
3i

� �
, ~Θi,7,1 ¼ e�ατM ~M1i,

~Θi,7,4 ¼ e�ατM ~R1i � ~M1i
� �

, ~Θi,7,7 ¼ �e�ατM ~Q1i � e�ατM ~R1i,

~Θi,8,2 ¼ e�ατM ~M2i, ~Θi,8,5 ¼ e�ατM ~R2i � ~M2i
� �

, ~Θi,8,8 ¼ �e�ατM ~Q2i � e�ατM ~R2i,

~Θi,9,3 ¼ e�ατM ~M3i, ~Θi,9,6 ¼ e�ατM ~R3i � ~M3i
� �

, ~Θi,9,9 ¼ �e�ατM ~Q3i � e�ατM ~R3i,

~Θi,10,1 ¼ 2XT
1i þ 2β1iAiX i, ~Θi,10,2 ¼ 2β1iCiZ i, ~Θi,10,4 ¼ 2β1iBiY i,

~Θi,10,10 ¼ τ2M ~R1i � 2β1iX 1i, ~Θi,11,2 ¼ 2XT
2i þ 2β2iAiX 2i � 2β2iCiZ i,

~Θi,11,3 ¼ �2β2iBiCF iX 3i, ~Θi,11,11 ¼ τ2M ~R2i � 2β2iX 2i,

~Θi,12,2 ¼ 2β3iBF iB
þ
i CiZ i, ~Θi,12,3 ¼ 2XT

3i þ 2β3iAF iX 3i þ 2β3iBF iCF iX 3i,

~Θi,12,12 ¼ τ2M ~R3i � 2β3iX 3i, ~Θi,13,10 ¼ 2β1iB
T
F i, ~Θi,13,13 ¼ �βG, ~Θi,14,11 ¼ 2β2iB

T
F i,

~Θi,14,14 ¼ �βH, ~Θi,15,10 ¼ 2β1iY
T
i B

T
i , ~Θi,15,15 ¼ �~Ψ1i, ~Θi,16,1 ¼ GTX 1i,

~Θi,16,16 ¼ �βG, ~Θi,17,2 ¼ GTX 2i, ~Θi,17,17 ¼ �βH,

and the remaining terms are zero. If the above LMIs are feasible, the state and

observer controller gain matrices are computed by Ki ¼ Y iX
�1
1i ,Li ¼ Z iX

�1
2i : Then the

average dwell-time scheme

τa > τ ∗a ¼
ln μ

α
, (31)
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where μ≥ 1 satisfies (for all i, j∈ I)

X i ≤ μX j, ~Qi ≤ μ ~Qj, ~Ri ≤ μ ~Rj: (32)

Moreover, the estimation of state decay is given by

φ tð Þk k≤
ffiffiffiffiffi
β2
β1

s
e�ℵ t�t0ð Þ φ t0ð Þk kL,

ffiffiffiffiffi
β2
β1

s
≥ 1 (33)

where

ℵ ¼ 1
2

α� ln μ

τa

� �
, β1¼min

i∈ Iλmax ~X i
� �

,

β2¼max
i∈ Iλmax ~X i

� �þ τMe�ατMmax
i∈ Iλmax ~Qi

� �þ τ2M=2
� �

e�ατMmax
i∈ Iλmax ~Ri

� �
:

Proof: The proof of this theorem is obtained by following the similar technique
together with the same Lyapunov–Krasovskii functional Eq. (18) as in Theorem 3.1.
For obtaining the controller gain matrices, let us define N i ¼ βaiPai, a ¼ 1,2,3ð Þ, here
βai are the designing parameter. Then pre- and post- multiplying the matrix Θi in
Eq. (14) by X i,X i,X i,X i, I, I,X 1i, I, If g, and its transpose, respectively, where X i ¼
diag X 1i,X 2i,X 3if g: Note that if (30) holds for a very small ρ>0, then CiX 2i almost
equals to X 2iCi: Further, by setting CiX 2i ¼ X 2iCi,X i ¼ P�1i ,X iQiX i ¼ ~Qi,X iRiX i ¼
~Ri,X iMaiX i ¼ ~Mai, a ¼ 1,2,3ð Þ,X 1iΨ1iX 1i ¼ ~Ψ1i,X 1iΨ2iX 1i ¼ ~Ψ2i,Y i ¼ KiX 1i,Z i ¼
LiX 2i: The LMI in Eq. (29) can thus be easily obtained. As a consequence, if the LMI-
based condition Eq. (29) holds, the closed-loop augmented system Eq. (11) is
exponentially stable. This concludes the proof.

Remark 1 It should be noted that the condition CiX 2i ¼ X 2iCi is not a strict LMI and
is difficult to deal with using an existing LMI package, such as Matlab. In order to
tackle such complication, let us consider the optimization strategy procedure for

CiX 2i ¼ X 2iCi, it may be appropriately rewritten as CiX 2i � X 2iCi
� �T

CiX 2i � X 2iCi
� ��

ρ2I<0, where ρ>0 is very small [27]. Hence, the aforementioned optimization issue
can be rewritten as Eq. (30), using the Schur Complement.

4. Simulation results

Example 1 The mass-spring-damping system is one of the most common simplified
models that are used in mechanical engineering, such as the human exoskeleton back
frame model [28] or the bridge dynamics model [29], etc. This is one of the most
practical systems in regard to our lives and technology. Therefore, it is extremely
beneficial to study the system of mass-spring-damping in more detail.

In this study, we consider the following mass-spring-damping system Eq. (34) as
shown in Figure 4a.

M€x tð Þ þR1 þR2 ¼ U tð Þ (34)
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where M indicates the mass; R1 ¼ c _x with c>0 and R2 denotes the friction force
and the restoring force, respectively; U tð Þ represents for the external input. According
to Figure 4b, the restoring force R2 contains a linear component and a hardening
spring force. In other words, R2 ¼ kxþ ka2x3 with constants k and a, where x
signifies the displacement from a reference point.

Further, let x tð Þ ¼ x1 tð Þ x2 tð Þ½ �T, in the meantime, consider a 6¼ 0 and a ¼ 0 the
nonlinear system Eq. (34) could be described by the following two subsystems as
given in [30]:

A1 ¼
0 1

�k� 4ka2

m
� c
m

2
64

3
75,B1 ¼

0

1
m

2
4

3
5,A2 ¼

0 1

� k
m
� c
m

2
4

3
5,B2 ¼

0

1
m

2
4

3
5:

The following parameter values are employed in this scenario: m ¼ 1kg, c ¼
2N:m=s, k ¼ 8N=s and a ¼ 0:3m�1 [30]. Furthermore, the following system parame-
ters have been listed:

BG1 ¼
0:2974 0

0 0:2648

" #
,BW1 ¼

0:0737

0:0637

" #
, C1 ¼

0:1536

0:5438

" #T

,

BG2 ¼
0:08750

00:0691

" #
,BW2 ¼

0:1391

0:0139

" #
, C2 ¼

0:4167

0:2345

" #T

:

Let us consider the remaining parameters in Theorem 3.2 to be α ¼ 0:1, μ ¼
1:1, ς1 ¼ 0:5, ς2 ¼ 0:5, ρ ¼ 0:5, β1i ¼ 0:2114, β2i ¼ 0:3835, β3i ¼ 0:1885, τM ¼ 0:1, the
nonlinear term defined as G X tð Þð Þ ¼ 0:1 tan X tð Þð Þ: Moreover, the low-pass filter
parameters are determined as follows: wc ¼ 100,AF i ¼ �101,BF i ¼ 100, CF i ¼ 1:
Furthermore, the network-induced exogenous disturbance is addressed by W tð Þ ¼
0:4 sin πt=2ð Þ þ 0:35 tanh t� 37ð Þ � 0:35 tanh t� 27ð Þ: The LMI constraints derived
in Eq. (29) are then solved using the MATLAB LMI toolbox, and the feasibility with
the aforementioned parameter values can be determined. The feedback and observer
gain matrices are provided below based on the parameters discussed in this article:

K1 ¼ 3:6688 � 0:8039½ �,L1 ¼ �5:7747 0:0034½ �T,
K2 ¼ 1:4785 �0:4722½ �,L2 ¼ �4:2569 �0:0143½ �T:

Figure 4.
(a) Mass-spring-damping system, (b) Restoring force R1 [30].
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Furthermore, during the simulation process, the initial values for the state and
observer systems are determined as follows: X 0ð Þ ¼ 0:7 �0:8½ �T and X̂ 0ð Þ ¼
�0:7 0:8½ �T : The simulation results for the SNNCS Eq. (11) are computed from the
aforesaid gain values, and the simulation results are displayed in Figures 5–10.

So based on the aforementioned controller gain matrices, the real concentration of
the actual state and its observer are shown in Figure 5a and Figure 5b, respectively,
concluding that the estimated state closely resembles the actual state. The
corresponding switching signal σ tð Þ and the disturbance signals are then displayed
Figure 6a and Figure 6b, respectively. Additionally, the estimated error between real
state and their observer is displayed in Figure 7. Moreover, Figure 8a and Figure 8b

Figure 5.
Simulation results of state and its observer signal. (a) State X1(t). (b) State X2(t).

Figure 6.
Simulation results of switching and disturbance signals. (a) Switching signals, (b) disturbance signals.
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depict the real state and the observer state in the presence and absence of the EID
estimator. The trajectories for an event-triggered release’s instants, intervals, error,
and threshold values are shown in Figure 9a and Figure 9b, respectively. The phase
portrait of the actual and observer state are then shown in Figure 10a and Figure 10b,
respectively.

Additionally, the ADT is determined to be τa > τ ∗a ¼ 0:9531 for the same parameter
values used above. Also, by setting τa ¼ 1, the decay rate for the system is determined
as ℵ ¼ 0:0023 and the state decay is estimated as
φ tð Þk k≤ 1:6003e�0:0023 t�t0ð Þ φ t0ð Þk kL, ∀t≥ t0 which means that the suggested observer-

based event-triggered controller ensures the exponential stability of the resulting
closed-loop augmented SNNCS Eq. (11).

Figure 7.
Simulation results of error signals.

Figure 8.
Simulation results of state responses with and without EID. (a) State X1(t), (b) State X2(t).
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Eventually, we have clearly concluded from the above simulation results that the
proposed controller with observer-based event-driven controller has better
disturbance rejection performance for the considered SNNCSs.

5. Conclusion

This paper examined an EID-based disturbance rejection approach for SNNCSs with
an event-triggered mechanism under observer-based control. A particular focus was
placed on the problem of rejecting disturbances in SNNCSs and proposed an EID-based
framework to address this issue. By using our method, we are able to reject both
matched and unmatched disturbances with no prior knowledge about their

Figure 9.
Responses of release instants and release interval, error, and theresholds for SNNCS Eq. (11).

Figure 10.
Phase portrait.
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characteristics. A new delay-dependent condition is developed utilizing the Lyapunov-
Krasovskii functional in conjunction with the ADT technique to ensure the exponential
stability of even-triggered closed-loop SNNCSs. It is possible to achieve the appropriate
controller gain matrices through the use of LMIs. Ultimately, a numerical example is
presented in order to demonstrate the significance of the suggested control strategy.
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Chapter 5

Robust Control of Space Robots
Considering Friction
Characteristics
Xinye You

Abstract

In this chapter, a planar two-bar space robot is taken as the research object, and the
dynamics equations of fully rigid and joint flexible space robot systems are derived by
using momentum conservation and Lagrange equation of the second kind. Aiming at
flexible joint space robot system, the system is decomposed into fast and slow sub-
systems based on singular perturbation. Considering the friction characteristics of
joints, a robust controller based on the friction upper bound was designed to offset the
influence of friction torque and improve the flat roof phenomenon in joint trajectory
tracking control. For flexible joint space robot system, a fast variable subsystem
controller is designed using moment differential to actively suppress flexible vibra-
tion. The controller of slow subsystem is designed by robust method and a bounded
friction compensation term is introduced to offset the influence of joint friction
torque. The effectiveness of the proposed manipulator control scheme is verified by
numerical simulation experiments.

Keywords: free-floating space robot, flexible joint, robust control, nonlinear friction,
friction characteristics

1. Introduction

Space robot systems play an irreplaceable role in the construction of space labora-
tories, in-orbit maintenance of spacecraft, and recycling of space garbage. Space
robots have the ability to perform tasks in the space environment that poses a threat to
human life, reducing the risk of debris and strong radiation to astronauts. Therefore,
the research on space robots has been widely valued by scholars at home and abroad
[1–9].

In low Earth orbit environment, there are various disturbances acting on the space
robot system, such as thin atmosphere, joint friction torque, liquid propellant slosh of
spacecraft and so on. Therefore, when designing the controller of space robot, it is
necessary to consider the influence of system uncertainty and external disturbance, as
well as the influence of joint friction torque on the response.
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2. Kinematics and dynamics modeling of floating-based space robots

The space robot system is in free-floating state, and its base does not form rigid
connection with the inertial system object, so there is a strong coupling effect between
the base of the space robot system and each rod of the robot arm.

In order to establish the relationship between trajectory point kinematics and
control force, the robot dynamics model should be built. The commonly used multi-
body dynamic modeling methods for robot dynamics include Newton-Euler method
[1], Kane method [2], Lagrange method of the second kind [3], virtual robotic arm
method [4] and Roberson-Weittenberg method [5]. The above modeling method can
be extended to rigid space robot system modeling after proper transformation.

In this chapter, the second Lagrange equation and momentum conservation rela-
tionship are used to establish a dynamic model of space robot with uncontrolled
carrier position and controlled carrier attitude, and the dynamic equation of flexible
joint floating space robot system is established based on the simplified linear torsion
spring joint model of flexible joint. The work in this chapter lays the foundation for
the space robot dynamic control scheme in the following paper.

2.1 Dynamics model of space robot system with attitude controlled but carrier
position not controlled

As shown in Figure 1, the model is a planar motion fully rigid two-bar space robot
consisting of a free-floating carrier B0 and two rigid arms B1, B2.

The symbols involved in formula derivation in Figure 1 and this section are
defined as follows:

OXY : inertial coordinate system;
O0X0Y0: space robot carrier coordinate system;
OiXiYi: coordinate system of each manipulator i ¼ 1, 2ð Þ;
C: total center of mass of space robot system;
Oci: center of mass of each part Bi i ¼ 0, 1, 2ð Þ;
O0: the origin of the carrier coordinate system coinciding with the center of

massOc0;
O1, O2: respectively are the rotary joint axis of the arm rod B1, B2;

Figure 1.
Free-floating space manipulator system.
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x0: line direction from the origin O0 to O1 of the carrier coordinate system;
xi: mechanical arm Bi along the bar direction;
ei: a unit vector along the axis xi i ¼ 0, 1, 2ð Þ;
zi: unit vector perpendicular to the axis of each joint of the plane OXY;
ri: position vector of centroid of each part of inertial system OXY, where

i ¼ 0, 1, 2ð Þ;
rc: vector pointing from the origin O of inertial system to the total center of mass C

of the system;
l0: the distance along the axis O0 to O1;
li: length of each arm Bi along the axis xi i ¼ 1, 2ð Þ;
a1: the distance between the center of mass Oc1 of rod 1 and the rotating hinge

jointO1;
a2: the distance between the center of mass Oc2 of rod 2 and the rotating hinge

jointO2;
mi: the mass of each part Bi i ¼ 0, 1, 2, 3ð Þ, where m3 represents the end-load mass;
M: total mass of space robot system, where M ¼P3

i¼0mi;
Ii: the central inertia tensor of each part i ¼ 0, 1, 2, 3ð Þ, where I3 represents the end-

load mass;
Iim: the moment of inertia of the motor at the ith joint;
q0: attitude Angle of the carrier;
qi: relative joint Angle of the ith arm i ¼ 1, 2ð Þ;
ωi: the rotation angular speed of the carrier and each arm bar i ¼ 0, 1, 2ð Þ;
By analyzing the geometric position relation of the system in Figure 2, the position

vector relation of the center of mass Oci of each part of the floating based rigid space
robot in the inertial system OXY can be expressed as follows:

r1 ¼ r0 þ l0e0 þ a1e1 (1)

r2 ¼ r0 þ l0e0 þ l1e1 þ a2e2 (2)

where, the position vector r0 ¼ x0, y0
� �

of the carrier’s centroid, the unit vector
eialong the axis xi, the attitude Angle of the carrier q0 and the Angle of each arm joint
qi i ¼ 1, 2ð Þ are expressed as follows:

Figure 2.
Friction characteristics of joints.
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e0 ¼ sin q0 cos q0
� �T (3)

e1 ¼ sin q0 þ q1
� �

cos q0 þ q1
� �� �T (4)

e2 ¼ sin q0 þ q1 þ q2
� �

cos q0 þ q1 þ q2
� �� �T (5)

The velocity vector relationship between the centroid Oci i ¼ 0, 1, 2ð Þ of each com-
ponent and the terminal P point can be obtained:

_r1 ¼ _r0 þ l0 _e0 þ a1 _e1 (6)

_r2 ¼ _r0 þ l0 _e0 þ l1 _e1 þ a2 _e2 (7)

_rp ¼ _r0 þ l0 _e0 þ l1 _e1 þ l2 _e2 (8)

rp: the position vector at the end P of the manipulator in the inertial frame.

Where _e0 ¼ _q0 cos q0 � sin q0
� �T, _e1 ¼ _q0 þ _q1

� �
cos q0 þ q1

� � � sin q0 þ q1
� �� �T,

_e2 ¼ _q0 þ _q1 þ _q2
� �

cos q0 þ q1 þ q2
� � � sin q0 þ q1 þ q2

� �� �T.
The relationship between the velocity of P point at the end of the deduced arm and

the generalized velocity _qp0 in the inertial system is as follows:

_rp ¼
_xp
_yp

" #
¼ J011 J012 J013 J014 J015

J021 J022 J023 J024 J025

� �
_x0
_y0
_q0
_q1
_q2

2
6666664

3
7777775
¼ J0 _qp0 (9)

The generalized velocity _qp0 ¼ _x0, _y0, _q0, _q1, _q2
� �T, J0 is the Jacobian velocity

matrix of the floating space robot system with fully controllable position and attitude.
Considering that the space robot studied in this chapter is based on the assumption

that the attitude of the carrier is controlled and its position is not controlled; that is,
the attitude of the carrier is controlled by the reaction wheel driven by the motor, and
the system itself is not controlled by external forces. The free-floating space robot
system follows the momentum conservation relationship without the weak gravity
effect. From the definition of the total centroid of the system, we can see the following
relation:

Mrc ¼
X2
i¼0

miri (10)

rc ¼ 0, the centroid position of the initial state space robot system is selected as the
origin O of the inertial system. Therefore, by substituting Eq. (31) into Eq. (35), the
vector expression of the carrier centroid position can be obtained:

r0 ¼ L00e0 þ L01e1 þ L02e2 (11)

Where L00 ¼ � M�m0ð Þl0=M, L01 ¼ � m1a1 þm2l1 þm3l1ð Þ=M,
L02 ¼ � m2a2 þm3l2ð Þ=M.
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Suppose that the initial momentum of the system is zero, that is _rc ¼ 0, from the
conservation of momentum:

M _rc ¼
X3
i¼0

mi _ri ¼ 0 (12)

The relationship between the velocity of point P at the end of the space robot arm
in the inertial system and the generalized velocity _q is deduced as follows:

rp ¼
_xp
_yp

" #
¼ J11 J12 J13

J21 J22 J23

� � _q0
_q1
_q2

2
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3
75 ¼ J _q (13)

where _q ¼ _q0 _q1 _q2
� �T, J is the Jacobian matrix of system velocity controlling

carrier attitude. The items are as follows:
J11 ¼ L30 cos q0 þ L31 cos q0 þ q1

� �þ L32 cos q0 þ q1 þ q2
� �

,
J12 ¼ L31 cos q0 þ q1

� �þ L32 cos q0 þ q1 þ q2
� �

, J13 ¼ L32 cos q0 þ q1 þ q2
� �

;
J21 ¼ �L30 sin q0 � L31 sin q0 þ q1

� �� L32 sin q0 þ q1 þ q2
� �

,
J22 ¼ �L31 sin q0 þ q1

� �� L32 sin q0 þ q1 þ q2
� �

, J23 ¼ �L32 sin q0 þ q1 þ q2
� �

where L10 ¼ L00 þ l0, L11 ¼ L01 þ a1, L12 ¼ L02; L20 ¼ L00 þ a0, L21 ¼ L01 þ l1,
L22 ¼ L02 þ a2; L30 ¼ L00 þ a0, L31 ¼ L01 þ l1, L32 ¼ L02 þ l2.

In this section, the deduced velocity Jacobian matrix J of the space robot system
with no carrier position control and attitude control establishes the basis for the
discussion of tracking the inertial space trajectory of the manipulator end of the space
robot system in the following chapters.

The structure diagram of a fully rigid space robot system that does not
control the position of the carrier but controls the attitude of the carrier is shown in
Figure 1. Based on the velocity-vector relationship and the kinematics Jacobian matrix
derived in Section 1.1, the dynamics equation of the system will be established in this
section by combining the Lagrange equation of the second kind and the momentum
conservation relationship.

According to the multi-body dynamics theory, according to aforesaid Eq. (13), the
kinetic energy of each part of the space robot can be expressed as follows:

Ti ¼ 1
2
mi _ri2 þ 1

2
Iiωi

2 (14)

Where i ¼ 0, 1, 2, 3, ω0 ¼ _q0z0, ω1 ¼ _q0 þ _q1
� �

z1, ω2 ¼ _q0 þ _q1 þ _q2
� �

z2.
The kinetic energy of the system is expressed as follows:

T ¼ T0 þ T1 þ T2 þ T3 ¼ 1
2

X3
i¼0

mi _ri2 þ Iiωi
2� �

¼ 1
2
ϕ1W1 q, _qð Þ þ 1

2
ϕ2W2 q, _qð Þ þ 1

2
ϕ3W3 q, _qð Þ þ ϕ4W4 q, _qð Þ þ ϕ5W5 q, _qð Þ

þ ϕ6W6 q, _qð Þ
(15)
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Where W1 ¼ _q0
2, W2 ¼ _q0 þ _q1

� �2, W3 ¼ _q0 þ _q1 þ _q3
� �2, W4 ¼ _q0 _q0 þ _q1

� �
cos q1, W5 ¼ _q0 _q0 þ _q1 þ _q2

� �
cos q1 þ q2

� �
, W6 ¼ _q0 þ _q1

� �
_q0 þ _q1 þ _q2

� �
cos q2,

ϕi i ¼ 1� 6ð Þ is the inertial parameter term, the specific items are as follows:

ϕ1 ¼ m0L00
2 þm1L10

2 þm2L20
2 þm3L30

2 þ I0

ϕ2 ¼ m0L01
2 þm1L11

2 þm2L21
2 þm3L31

2 þ I1

ϕ3 ¼ m0L02
2 þm1L12

2 þm2L22
2 þm3L32

2 þ I2 þ I3

ϕ4 ¼ m0L00L01 þm1L10L11 þm2L20L21 þm3L30L31

ϕ5 ¼ m0L00L02 þm1L10L12 þm2L20L22 þm3L30L32

ϕ6 ¼ m0L01L02 þm1L11L12 þm2L21L22 þm3L31L32

If the weak gravitational factor is ignored and the system’s gravitational potential
energy V ¼ 0 is ignored, the system’s electromotive force is L ¼ T � V ¼ T. The space
robot system takes the generalized coordinates q ¼ q0 q1 q2

� �T and puts the
Lagrange function of the system’s dynamic force into the second Lagrange equation L
as shown below:

d
dt

∂L
∂ _q

� �
� ∂L

∂q
¼ Q 0 (16)

Where Q 0 is the generalized force vector. As shown in Figure 1, the dynamics
equation of the space robot system is as follows:

D qð Þ€qþH q, _qð Þ _q ¼ τ (17)

Where D qð Þ∈R3�3 is a symmetric, positive definite mass matrix, H q, _qð Þ _q∈R3�1

is a vector containing Coriolis force and centrifugal force. q ¼ q0 q1 q2
� �T is the

column vector of the generalized coordinates of the system. q0 is the carrier attitude
Angle, q1, q2 is the joint Angle of the boom, τ∈R3�1 is the vector formed by the carrier
attitude control moment and joint control moment.

The terms of the matrix H q, _qð Þ are not unique, which can be properly selected
D qð Þ and H q, _qð Þ distinguished as follows:

D11 ¼ ϕ1 þ ϕ2 þ ϕ3 þ 2ϕ4 cos q1 þ 2ϕ5 cos q1 þ q2
� �þ 2ϕ6 cos q2,

D12 ¼ ϕ2 þ ϕ3 þ ϕ4 cos q1 þ ϕ5 cos q1 þ q2
� �þ 2ϕ6 cos q2, D13 ¼ ϕ3 þ

ϕ5 cos q1 þ q2
� �þ ϕ6 cos q2

D21 ¼ D12, D22 ¼ ϕ2 þ ϕ3 þ 2ϕ6 cos q2, D23 ¼ ϕ3 þ ϕ6 cos q2, D31 ¼ D13, D32 ¼ D23,
D33 ¼ ϕ3.

H11 ¼ �ϕ4 _q1 sin q1 � ϕ5 _q1 þ _q2
� �

sin q1 þ q2
� �� ϕ6 _q2 sin q2,

H12 ¼ �ϕ4 _q1 þ _q2
� �

sin q1 � ϕ5 _q0 þ _q1 þ _q2
� �

sin q1 þ q2
� �� ϕ6 _q2 sin q2,

H13 ¼ �ϕ5 _q0 þ _q1 þ _q2
� �

sin q1 þ q2
� �� ϕ6 _q0 þ _q1 þ _q2

� �
sin q2,

H21 ¼ ϕ4 _q0 sin q1 þ ϕ5 _q0 sin q1 þ q2
� �� ϕ6 _q2 sin q2,

H22 ¼ �ϕ6 _q2 sin q2H23 ¼ �ϕ6 _q0 þ _q1 þ _q2
� �

sin q2,
H31 ¼ ϕ5 _q0 sin q1 þ q2

� �þ ϕ6 _q0 þ _q1
� �

sin q2,
H32 ¼ ϕ6 _q0 þ _q1

� �
sin q2, H33 ¼ 0.
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Then, D qð Þ and H q, _qð Þmatrix satisfies the following relation:

zTHz ¼ 1
2
zT _Dz (18)

Where z∈R3�1is any vector.

2.2 Kinematic modeling of flexible joint floating-based space robot system

As shown in Figure 3, the research object is a plane-moving flexible joint space
robot. The space robot system consists of a floating carrier B0, two flexible joints and
rigid arms B1, B2. The dynamics model of space robot system established in this
section is aimed at the situation that the position of the carrier is not controlled but the
attitude of the carrier is controlled.

The symbol definitions involved in formula derivation in Figure 3 and this section
is supplemented as follows:

K: represents the diagonal stiffness matrix of the joint of the manipulator;
qi: actual joint Angle of the ith arm i ¼ 1, 2ð Þ;
qmi: respectively refers to the Angle of the motor of the ith joint i ¼ 1, 2ð Þ;
ωi: the rotation angular speed of the carrier and each arm i ¼ 0, 1, 2ð Þ.
As shown in Figure 4, the joint of mechanical arm is generally composed of servo

motor, harmonic reducer and arm rod. According to the flexible joint manipulator
model studied by Spong [6], the joint flexibility can be simplified into a subsystem
composed of joint actuator, linear torsional spring with constant inertia coefficient
and arm.

Where K is the equivalent joint stiffness.
As shown in Figure 4, the floating space robot system satisfies the law of conser-

vation of momentum without loss of generality. Assuming that the initial momentum
of the system acting without external force is 0, the following formula can be
obtained:

Figure 3.
Flexible-joint space robot.
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M _rc ¼
X3
i¼0

mi _ri ¼ 0 (19)

By taking the derivative of time t and combining with the total centroid relation
(19), the expression of centroid velocity vector of each part can be obtained:

_r0 ¼
� _q0L00 sin q0 � _q0 þ _q1

� �
L01 sin q0 þ q1

� �� _q0 þ _q1 þ _q2
� �

L02 sin q0 þ q1 þ q2
� �

_q0L00 cos q0 þ _q0 þ _q1
� �

L01 cos q0 þ q1
� �þ _q0 þ _q1 þ _q2

� �
L02 cos q0 þ q1 þ q2

� �
" #

(20)

_r1 ¼
� _q0L10 sin q0 � _q0 þ _q1

� �
L11 sin q0 þ q1

� �� _q0 þ _q1 þ _q2
� �

L12 sin q0 þ q1 þ q2
� �

_q0L10 cos q0 þ _q0 þ _q1
� �

L11 cos q0 þ q1
� �þ _q0 þ _q1 þ _q2

� �
L12 cos q0 þ q1 þ q2

� �
" #

(21)

_r2 ¼
� _q0L20 sin q0 � _q0 þ _q1

� �
L21 sin q0 þ q1

� �� _q0 þ _q1 þ _q2
� �

L22 sin q0 þ q1 þ q2
� �

_q0L20 cos q0 þ _q0 þ _q1
� �

L21 cos q0 þ q1
� �þ _q0 þ _q1 þ _q2

� �
L22 cos q0 þ q1 þ q2

� �
" #

(22)

_rp ¼
� _q0L30 sin q0 � _q0 þ _q1

� �
L31 sin q0 þ q1

� �� _q0 þ _q1 þ _q2
� �

L32 sin q0 þ q1 þ q2
� �

_q0L30 cos q0 þ _q0 þ _q1
� �

L31 cos q0 þ q1
� �þ _q0 þ _q1 þ _q2

� �
L32 cos q0 þ q1 þ q2

� �
" #

(23)

The kinetic energy of each part of the system carrier and the boom is expressed as
follows:

Ti ¼ 1
2
mi _ri2 þ 1

2
Iiωi

2 (24)

Where i ¼ 0, 1, 2, 3, ω0 ¼ _q0z0, ω1 ¼ _q0 þ _q1
� �

z1, ω2 ¼ _q0 þ _q1 þ _q2
� �

z2.
Kinetic energy of motor rotor component at the ith joint:

Figure 4.
Simplified model of flexible joint.
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Tmi ¼ 1
2
Iim _qmi

2, i ¼ 1, 2ð Þ (25)

Potential energy accumulated by elastic deformation at the ith joint:

Vmi ¼ 1
2
kim _qmi � _qi

� �2, i ¼ 1, 2ð Þ (26)

The Lagrange emotive force of the system can be expressed as follows:

L ¼ T � V

¼ 1
2

X3
i¼0

mi _ri2 þ Iiωi
2� �þ

X2
i¼1

Tmi �
X2
i¼1

Vmi
(27)

According to the hypothesis (20)-(23), the space robot system satisfies the law of
conservation of momentum. From the second Lagrange equation, the system dynam-
ics equation of this kind of space robot can be obtained, which controls the attitude of
the carrier but not the position of the carrier, without external force and without
considering the weak gravity factor:

D qð Þ€qþH q, _qð Þ _q ¼ τ0 τ�T
�

(28)

I€qm þ τ ¼ τm (29)

Where €qm ¼ €qm1 €qm2

� �T, θ ¼ q1 q2� T
h

are the actual response Angle of the two

boom bars, the diagonal stiffness matrix K ¼ diag k1 k2ð Þ∈R2�2, and τm ∈R2�1 is
the control torque vector actually generated by the servo motor at the joint. And
termsD qð Þ and H q, _qð Þ are the same as in Eq. (18).

Similarly, the easy proof formulae (28) and (29) always satisfy the following
formula:

ζTHζ ¼ 1
2
ζT _Dζ

Where ζ∈R3�1 is any vector.
For the purpose of controller design, Eqs. (28) and (29) is decomposed as follows:

D qð Þ€qþH q, _qð Þ _q ¼WΦ (30)

Where Φ ¼ ϕ1 ϕ2 ϕ3 ϕ4 ϕ5 ϕ6ð ÞT is the combination vector of inertial
parameters, W is the function matrix containing q, _q, and €q, all items do not contain
inertial parameters, and the specific items are shown as follows:

W ¼
W11

W21

W31

W12

W22

W32

W13

W23

W33

W14

W24

W34

W15

W25

W35

W16

W26

W36

2
6664

3
7775

Where W11 ¼ €q0, W12 ¼ €q0 þ €q1, W13 ¼ €q0 þ €q1 þ €q2, W14 ¼ 2€q0 þ €q1
� �

cos q1�
2 _q0 _q1 þ _q1

2� �
sin q1,
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W15 ¼ 2€q0 þ €q1 þ €q2
� �

cos q1 þ q2
� �� 2 _q0 _q1 þ 2 _q0 _q2 þ 2 _q1 _q2 þ _q1

2 þ _q2
2� �

sin q1 þ q2
� �

,

W16 ¼ 2€q0 þ 2€q1 þ €q2
� �

cos q2 � 2 _q0 _q2 þ 2 _q1 _q2 þ _q2
2� �

sin q2, W21 ¼ 0,
W22 ¼W12, W23 ¼W13,

W24 ¼ €q0 cos q1 þ _q0
2 sin q1, W25 ¼ €q0 cos q1 þ q2

� �þ _q0
2 sin q1 þ q2

� �
, W26 ¼W16,

W31 ¼ 0, W32 ¼ 0, W33 ¼W13, W34 ¼ 0, W35 ¼W25,
W36 ¼ €q0 þ €q1

� �
cos q2 � _q0 þ _q1

� �2 sin q2.

3. Robust adaptive control of space robot considering friction
characteristics

The joint friction of space robot is complicated and nonlinear. The friction torque
is the internal force of the system, and its coupling effect will affect the steady-state
tracking error of the system. Conventional PID or robust method for trajectory track-
ing control has large steady-state error or limit cycle oscillation, and crawling occurs at
low speed, which is difficult to achieve the expected real-time trajectory tracking
effect [7, 8, 10]. At present, most control schemes considering frgziction use observer
or neural network, which requires a large amount of computation and is not condu-
cive to real-time online control of space robots [11].

In this chapter, a robust adaptive control strategy based on friction compensation
is proposed by combining robust control theory and adaptive thought. The Lyapunov
function of the system was constructed, and the tracking error convergence was
proved and verified by numerical simulation. The proposed control strategy can
effectively offset the influence of friction torque, improve the flat roof phenomenon
in real-time tracking control, and improve the real-time trajectory tracking perfor-
mance of the space robot.

As shown in Figure 1, based on the assumption that the attitude of the carrier is
controlled and its position is not controlled, the dynamics equation of the fully rigid
two-bar space robot system can be expressed as follows by reference in Eq. (17):

D qð Þ€qþH q, _qð Þ _q ¼ τ (31)

According to the analysis in Section 1, Eq. (30) shows that the dynamics equation
of space robot can be expressed in the following form:

D qð Þ€qþH q, _qð Þ _q ¼WΦ (32)

Where Φ is the combination vector of the inertial parameters, and W is the
function matrix containing q, _q and €q.

To represent the nominal value Φ0 of the inertia parameter vector of the system
and the error Φe between the nominal value and the actual value of the inertia
parameter vector, then:

Φ ¼ Φ0 þΦe (33)

The space robot dynamics equation of the nominal model can be expressed as
follows:
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D0 qð Þ€qþH0 q, _qð Þ _q ¼WΦ0 (34)

So the dynamics equation of the actual space robot system can be expressed as
follows:

D0 qð Þ€qþH0 q, _qð Þ _qþ ΔH q, _qð Þ ¼ τ (35)

Where ΔH q, _qð Þ represents the uncertainty caused by the inaccuracy of system
structure parameters.

Considering the influence of joint friction factors on the system, the joint friction
has strong nonlinear characteristics. When the joint rotation speed approaches zero,
the friction torque at the joint is large. When the joint velocity is not zero, the friction
torque is small, and the friction characteristics of the joint can be approximated by the
nonlinear function shown in Figure 2.

It is difficult to accurately establish the specific function form f _qð Þ of friction
torque, but its upper bound f̂ _qð Þ is known and can be expressed in the following form:

f̂ _qð Þ ¼ μs _qð Þλ _qð Þ þ μm _qð Þ 1� λ _qð Þð Þ
μs _qð Þj j≤ γs, μm _qð Þj j≤ γf

(36)

Where μm, μs represents the unknown static friction force and dynamic friction
force, and γf , γsrepresents the upper bound of static friction and dynamic friction,
respectively, and the switching function λ _qð Þ is expressed as follows:

λ _qi
� � ¼ 1, _qi

�� ��> ε

0 _qi
�� ��≤ ε

(
, i ¼ 1, 2 (37)

Where ε>0 and sufficiently small.
The dynamics equation of the actual space robot model considering friction char-

acteristics can be expressed as follows:

D0 qð Þ€qþH0 q, _qð Þ _qþ ΔH q, _qð Þ ¼ τ� f (38)

Where f represents the friction torque, and the rotation of the carrier relative to
the inertial system is not affected by the friction torque, f 1ð Þ ¼ 0.

Let qd be the expected trajectory of the system, the design control law is as follows:

τ ¼ uþD0 qð Þ€qd þH0 q, _qð Þ _qd (39)

Joint tracking error e ¼ q� qd is defined. The actual space robot system error
equation can be expressed as follows:

D0 qð Þ€eþH0 q, _qð Þ_eþ ΔH ¼ u� f (40)

Define state variables as follows:

x1 ¼ e
x2 ¼ _eþ e

�
(41)
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The state equation of system error can be obtained from Eqs. (38) and (41) as
follows:

_x1 ¼ x2 � x1

D0 _x2 ¼ D0 x2 � x1ð Þ �H0 x2 � x1ð Þ þ u� f � ΔH

�
(42)

The design control law u is as follows:

u ¼ ur þ uc þ uf (43)

Where ur is the error compensation term, uc represents the structural
uncertainty fitting term, and uf is the friction compensation term. The specific form is
as follows:

ur ¼ �D0 x2 � x1ð Þ �H0x1 � x1 � p2x2 þ 1
4γ2

x2

uc ¼WΦ̂e

uf ¼ �λ _qð Þ sgn x2ð Þγs � 1� λ _qð Þ sgn x2ð Þγf
� �

8>>>><
>>>>:

(44)

Where Φ̂e represents the estimated error of the nominal value Φe and the actual
value of the inertial parameter vector, which P2 is greater than zero and is a positive
constant.

The uncertainty caused by the inaccuracy of system structure parameters ΔH q, _qð Þ
is compensated by the fitting merge uc:

ΔH q, _qð Þ ¼WΦ̂e þ εf (45)

Where εf is the fitting error of structural uncertainty term.
The law of design adaptation is as follows:

_̂Φe ¼ �λWTx2 (46)

Where λ>0 is a constant. Defined estimation error ~Φe ¼ Φ̂e �Φe.
The evaluation signal Z ¼ P1x1 is defined, and the fitting error εf of the uncertain

term is regarded as the perturbation term of the closed-loop system. To prove that the
closed-loop system satisfies L2 gain condition, the Lyapunov-like function of the
system is constructed, which makes the dissipation inequality as shown below valid:

_V ≤ γ2 εfk k2 � z tð Þk k2
n o

(47)

Where γ >0 represents the interference suppression level.
Construct the Lyapunov function as follows:

V ¼ 1
2
x1

Tx1 þ 1
2
x2

TD0x2 þ 1
2λ

tr ~Φe
T ~Φe

� �
(48)

By taking the derivative of the above equation with respect to time, we can obtain
from the dissipation inequality (47):
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H ¼ _V � γ2 εfk k2 � z tð Þk k2
� �

¼ x1
T _x1 þ x2

T D0 _x2 þ 1
2
_D0x2

� �
�WTΦ̂ex2 � γ2 εfk k2 � z tð Þk k2

� �

¼ 1� P1
2� �

x1k k2 � x2
Tεf � 1

λ
tr _~Φe

T
~Φe

� �
� γ2 εfk k2

þx2
T �P2x2 þWTΦ̂e þ 1

4γ2
x2 þ uf � f

� �

≤ � η x1k k2 � P2 x2k k2 þ x2
T uf � fð Þ

(49)

Where η< 1� P1
2 is a positive constant.

By analyzing the friction compensation term uf , the following inequality relation is
established:

x2 >0,
�γs � μs _qð Þ<0, _qj j> ε

�γf � μm _qð Þ<0, _qj j≤ ε

8<
:

x2 <0,
γs � μs _qð Þ>0, _qj j> ε

γf � μm _qð Þ>0, _qj j≤ ε

8<
:

Therefore, x2
T uf � fð Þ<0 is true, H<0 is always true, and the closed-loop system

meets L2 gain condition J < γ. According to Lyapunov’s stability theorem, the closed-
loop system satisfies the asymptotic stability condition, that is,
lim e
t!∞

tð Þ ¼ 0, lim _e
t!∞

tð Þ ¼ 0.

The research object of value simulation experiment is the planar two-bar space
robot as shown in Figure 1.

The inertia parameters of the system are selected as follows:
Quality of each component m0 ¼ 40kg, m1 ¼ 2kg, m2 ¼ 1kg; the moment of iner-

tia are respectively J0 ¼ 34:17kg �m2, J1 ¼ 1:5kg �m2, J2 ¼ 0:75kg �m2; the mechanical
arm is set as a uniform rod, and the length of the rod is respectively l1 ¼ 3m, l2 ¼ 3m,
where the distance along the axis x0 is l0 ¼ 1:5m from point O0 to O1. The unknown
load at the end of the nominal arm mp ¼ 2kg, from the end load to the moment of
inertia Oc2 is J3 ¼ 1:5kg �m2. The actual load acting on the end of the manipulator is
mpe ¼ 4kg, other parameters are the same as the nominal model. Initial configuration
of system simulation q0 0ð Þ ¼ 0:1rad, q1 0ð Þ ¼ 0:22rad,q2 0ð Þ ¼ 0:79rad and expected
trajectory are as follows:

qd0 ¼ π=6rad
qd1 ¼ π=8‐ sin πt=3ð Þrad
qd2 ¼ cos πt=3ð Þrad

8><
>:

The continuous smooth static friction law proposed by Feeny was adopted to
represent the friction characteristics of joints [12]:

f _qð Þ ¼ fv _qþ fc þ fcssech β _qð Þ tanh α _qð Þð Þ
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The viscous friction factor f v ¼ 0:00986; f c ¼ 0:743 is coulomb friction factor;
f cs ¼ 3:99 and α ¼ 3:24 structure Stribeck friction; β ¼ 0:799 ensure the continuity of
the equation when the relative sliding velocity is zero, f 1ð Þ ¼ 0.

The simulation results are as follows:
As can be seen in Figure 5, when friction compensation control is not enabled, the

coupling effect of joint friction torque will cause interference to the attitude of the
carrier, making it difficult to maintain the desired attitude Angle stably. Figures 6 and
7 show the tracking response of the system to the command trajectory. Due to the
existence of friction factors, the joint Angle tracking has obvious response hysteresis,
and the actual trajectory lags behind the expected trajectory, that is, _qj j≤ _qd

�� ��. With
the friction torque compensation control turned on, the simulation results show that
the friction compensation term can effectively offset the coupling effect of joint
friction torque on the carrier, and can maintain the desired attitude of the carrier
stably. After friction compensation control, the hysteresis phenomenon of joint Angle
tracking is effectively improved, and the real-time trajectory tracking performance is
improved.

Figure 5.
Carrier attitude angle.

Figure 6.
Joint angle of arm 1.
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3.1 Summary

1.This section discusses the trajectory tracking control problem of a fully rigid
space robot with uncertain structural parameters under the influence of joint
friction torque, and designs a robust adaptive control strategy based on friction
compensation.

2.The Lyapunov function of the system was constructed, and the convergence of
tracking errors was proved and verified by numerical simulation. The design
scheme can effectively improve the response hysteria caused by friction factor,
and effectively reduce the influence of joint coupling factors on the carrier
attitude control.

3.The designed controller has the advantages of simple structure and small amount
of calculation, and can be applied to real-time trajectory tracking control of
three-dimensional space robots by extension.

4. Robust control and active suppression of elastic vibration of flexible
joint space robot considering friction characteristics

In practical engineering applications, the space manipulator mostly uses harmonic
reducer as the joint transmission mechanism. The application of harmonic reducer
makes the joint of the manipulator have inevitable flexibility, which brings the cou-
pling between the servo motor Angle and the joint Angle, and easily causes the
manipulator jitter and the system response hysteretic problems [12–14]. In the
undamped space environment, the vibration attenuation is slow, which brings great
difficulty to the control of space robot. At present, there are few control schemes for
space robots that take joint friction into consideration, and most studies take friction
into consideration the disturbance term [7, 15–17]. In most control schemes, friction
compensation is based on on-line observer, and the friction torque is observed and
compensated as the disturbance term. Moreover, the structure of most controllers is
complex or dependent on neural network, which is not conducive to real-time joint
control [18–20].

Figure 7.
Joint angle of arm 2.
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In this section, a flexible joint space robot with uncontrolled carrier position and
attitude is taken as the research object, and the control problem of space robot under
the influence of strong nonlinear friction torque is explored. Based on the joint flexi-
bility compensation idea and singular perturbation theory, a L2 gain robust controller
based on the upper bound of friction force was designed, and the Lyapunov function
of the system was constructed. The convergence of tracking errors was proved and
verified by co-simulation.

As shown in Figure 3, the object of study is a space robot system with flexible
joints that moves in a plane. The system whose attitude is controlled by the reaction
wheel satisfies the law of conservation of momentum. Let the initial momentum be 0.
Based on the assumption that the attitude of the carrier is controlled without control-
ling its position, the system dynamics model of the flexible joint space robot is derived
from Eqs. (28) and (29):

D qð Þ€qþH q, _qð Þ _q ¼ τ0 τ�T
�

(50)

J€θm þ τ ¼ τm (51)

τ ¼ K θm � θð Þ (52)

The rotational inertia J∈R2�2 of the motor is the diagonal and constant matrix,
andK∈R2�2 is the diagonal stiffness matrix of the joint.

q ¼ q0 q1 q2
� �T,θ ¼ q1 q2

� �T is the actual rotation Angle of the boom, θm ¼
qm1 qm2

� �T is the motor rotation Angle vector, τ∈R2�1 is the control torque vector
acting on the mechanical arm, τm ∈R2�1 represents the actual control torque vector of
the servo motor.

The dynamic equation of torque can be obtained from Eqs. (51) and (52):

JK�1€τþ τ ¼ τm � J€θ (53)

Let the motor control input be as follows:

τm ¼ Krτr þ ufs (54)

Where Kr ¼ Iþ Kb, Kb ∈R2�2 is the diagonal, positive invariant matrix, I is the
identity matrix; τr ∈R2�1 is the control quantity to be designed; Joint flexibility com-
pensation controller ufs ¼ �Kbτ. According to Eqs. (54) and (53), it can be obtained
that:

JKe
�1€τþ τ ¼ τr �Kr

�1J€θ (55)

Where Ke ¼ KKr is the equivalent stiffness matrix after flexibility compensation.
The control input τr based on singular perturbation is designed as follows:

τr ¼ τrl þ τrf (56)

Where τrl ∈R2�1 is the control input of slow variable subsystem and τrf ∈R2�1 is
the control input of fast variable subsystem.

Define sufficiently small positive numbers μ>0, let Ke ¼ Ka1=μ2; Ka1 ∈R2�2 is of a
similar order of magnitude to the variable in the slow subsystem. The fast subsystem
equation is derived from Eq. (55) as follows:
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μ2J€τþKa1τ ¼ Ka1 τrl � Kr
�1J€θ

� �þKa1τrf (57)

The torque differential controller is designed as follows:

τrf ¼ �μKa2K _θm � _θ
� �

(58)

Let μ ¼ 0, the dynamic equation of the slow subsystem is as follows:

D qð Þ€qþH q, _qð Þ _q ¼ τ0 τrl½ �T (59)

Among them D qð Þ ¼ D11 D12

D21 D22

" #
, D11 ¼ D11, D12 ¼ D12, D21 ¼ D21,

D22 ¼ D22 þKr
�1J; where Kr

�1J is a constant matrix, the first derivative is always
zero, and Eq. (17) can be proved similarly. For any column vector z∈R3�1, it is
always:

zTHz ¼ 1
2
zT _Dz (60)

The dynamic equation of slow subsystem considering the influence of joint friction
can be expressed as follows:

D qð Þ€qþH q, _qð Þ _q ¼ τ0 τrl½ �T � f (61)

Where f represents the friction torque, f 1ð Þ ¼ 0.
The robot joint friction shows strong nonlinear characteristics at low speed, as

shown in Figure 8. When the joint rotation speed approaches zero, the friction torque
at the joint is large. When the joint velocity is not zero, the friction torque is small.
Many scholars have studied the friction characteristics of joint, and the precise friction
model is complicated, which makes the calculation amount surge. Consider using the
nonlinear function shown in Figure 8 to approximate the friction characteristics of the
joint.

Figure 8.
Friction characteristics of joints.
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In this section, it is studied that the form of joint friction characteristic function is
difficult to accurately establish, but its upper bound f̂ _qð Þ is known, which is expressed
as follows:

f̂ _qð Þ ¼ μs _qð Þλ _qð Þ þ μm _qð Þ 1� λ _qð Þð Þ
μs _qð Þj j≤ γs, μm _qð Þj j≤ γf

(62)

Where μf , μs represent the unknown static friction force and dynamic friction
force, γf and γs are the upper bound of static friction and dynamic friction, respec-
tively, λ _qð Þ is the switching function, expressed as follows:

λ _qi
� � ¼ 1, _qi

�� ��> ε

0 _qi
�� ��≤ ε

(
, i ¼ 1, 2 (63)

Where ε>0 and sufficiently small.
Set qd as the expected output of the system, and define the joint Angle tracking

error as follows:

e ¼ q� qd (64)

By introducing the control quantity u to be designed, the space robot tracking
problem is transformed into an asymptotic stability control problem:

D qð Þ€qd þH q, _qð Þ _qd þ u ¼ τ0 τrl½ �T (65)

Considering the external interference torque d∈R3�1 acting on the system, the
dynamics model of the slow subsystem is as follows:

D qð Þ€qþH q, _qð Þ _q ¼ τ0 τrl½ �T þ d� f (66)

Let x1 ¼ e, x2 ¼ _eþ e and the state-space equation of the dynamics model of space
robot system considering friction characteristics and external interference torque is as
follows:

_x1 ¼ x2 � x1

D _x2 ¼ D x2 � x1ð Þ �H x2 � x1ð Þ þ uþ d� f

�
(67)

The controller u is designed as follows:

u ¼ ur þ ud þ uf (68)

Where ur is the tracking error compensation term, ud is the disturbance compen-
sation term and uf is the friction compensation term. The evaluation signal
Z ¼ P1e1 P2e2½ �T, P1 ≥0, P2 ≥0 is defined as the given weighting coefficient, which
is expressed as follows:

ur ¼ �D x2 � x1ð Þ �Hx1 � x1

ud ¼ 2P2
2x1 �Kdx2

ufs ¼ � λ _qð Þ sgn x2ð Þγs þ 1� λ _qð Þ sgn x2ð Þγf
� �� �

8>><
>>:

(69)
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Construct the energy function V. If the system satisfies L2 gain condition, then the
following dissipation inequality holds:

_V ≤ γ2 d tð Þk k2 � z tð Þk k2
n o

(70)

Where γ >0 represents the suppression level of system interference, and the value
γ reflects the influence of external disturbance on system tracking error.

The Lyapunov function of the closed-loop system is constructed as follows:

V ¼ 1
2
x1

Tx1 þ 1
2
x2

TDx2 (71)

The derivative of V with respect to time T is:

H ¼ _V � γ2 d tð Þk k2 � z tð Þk k2
� �

¼ x1
Tx1 þ P1

2 x1k k2 þ P2
2 x2 � x1k k2 � γ2 d tð Þk k2

þx2
T D x2 � x1ð Þ þHx1 � x1 þ uþ d� f
� �

≤ � δ1 x1k k2 � δ2 x2k k2 þ x2
T ufs � fð Þ

(72)

Where δ1 and δ2 are sufficiently small but greater than 0, and satisfies the follow-
ing formula:

1� P1
2 � P2

2 ≥ δ1

Kdk k � P2
2 � 1

4γ2
≥ δ2

8<
: (73)

From Eq. (69), we can see that the following inequality relationship is valid:

x2 >0,
�γs � μs _qð Þ<0, _qj j> ε

�γf � μm _qð Þ<0, _qj j≤ ε

(

x2 <0,
γs � μs _qð Þ>0, _qj j> ε

γf � μm _qð Þ>0, _qj j≤ ε

(

Therefore, H<0 is always true, and the closed-loop system meets L2 gain
conditionJ < γ. According to Lyapunov’s stability theorem, the closed-loop system
satisfies the asymptotic stability condition, that is, lim e

t!∞
tð Þ ¼ 0, lim _e

t!∞
tð Þ ¼ 0.

The inertia parameters of the system are selected as follows:
Carrier parameters are m0 ¼ 40kg, I0 ¼ 34:17kg:m2, l0 ¼ 1:5m; the inertia param-

eter of boom rod 1 is m1 ¼ 2kg, I1 ¼ 1:5kg:m2, l1 ¼ 3m, and the inertia parameter of
boom rod 2 is m2 ¼ 1kg, I2 ¼ 0:8kg:m2, l2 ¼ 3m. The stiffness of the flexible joint is
set K ¼ diag k1, k2ð Þ, where k1 ¼ 100N �m=rad,k2 ¼ 100N �m=rad; the moment of
inertia of the motor J ¼ diag J1, J2ð Þ, where J1 ¼ 0:08kg �m2, J2 ¼ 0:08kg �m2. Select
the controller parameter P1 ¼ 0:5, P2 ¼ 0:5, Kd ¼ diag 50, 50, 50ð Þ, Kb ¼ diag 65, 65ð Þ,
γ ¼ 1, γs ¼ 2, γf ¼ 4, Ka1 ¼ diag 0:05,0:05ð Þ, Ka2 ¼ diag 25, 25ð Þ, ε ¼ 0:01. Initial sys-
tem configuration q0 0ð Þ ¼ 0rad, q1 0ð Þ ¼ qm1 0ð Þ ¼ 0:22rad, q2 0ð Þ ¼ qm2 0ð Þ ¼ 0:79rad.
The expected trajectory of the system is as follows:
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qd0 ¼ π=6rad
qd1 ¼ π=8‐ sin πt=3ð Þrad
qd2 ¼ cos πt=3ð Þrad

8><
>:

The continuous smooth static friction law proposed by Feeny was adopted to
represent the friction characteristics of joints [21]:

f _qð Þ ¼ fv _qþ fc þ fcssech β _qð Þ tanh α _qð Þð Þ

The viscous friction factor f v ¼ 0:00986; f c ¼ 0:743 is coulomb friction factor;
f cs ¼ 3:99 and α ¼ 3:24 structure Stribeck friction; β ¼ 0:799 ensure the continuity of
the equation when the relative sliding velocity is zero, f 1ð Þ ¼ 0 (Figure 9).

The simulation results are as follows:
Figure 10 shows the tracking control of the carrier attitude Angle. It can be seen

that without friction compensation control, the coupling effect of joint friction torque
will cause interference to the carrier attitude, making it difficult to maintain the
desired attitude Angle stably. Under the action of friction compensation control, the
friction compensation term can effectively offset the coupling effect of joint friction

Figure 9.
Carrier attitude angle.

Figure 10.
Joint angle of arm 1.
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torque on the carrier, and the carrier can maintain the desired attitude stably after 5 s.
Figure 10 and Figure 11 show the joint angle tracking control situation. Due to the
existence of friction factors, the joint angle tracking has obvious response hysteresis,
the actual trajectory lags behind the expected trajectory, _qj j≤ _qd

�� ��, and the real-time
tracking error is large. After friction compensation control, the hysteresis phenome-
non of joint angle tracking is effectively improved, and the real-time trajectory track-
ing performance is improved.

In Figures 12 and 13, τ0, τ1 and τ2 represent the carrier attitude, joint 1 and joint 2
control input, respectively. By comparison, it can be seen that the controller designed
in this chapter can effectively track the expected trajectory stably, the torque differ-
ential controller can effectively suppress the vibration caused by flexible joints, and
the L2 gain robust controller based on friction compensation for the slow subsystem

Figure 11.
Joint angle of arm 2.

Figure 12.
Control input with friction compensation turn off.
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Figure 13.
Control input with friction compensation turn on.

Figure 14.
Joint angle and error without vibration suppression. (a) Carrier attitude angle, (b) joint 1 angle, (c) joint 2 angle,
(d) tracking error.
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can effectively improve the response hysteria caused by joint friction torque and
reduce the interference of friction torque coupling on the carrier attitude.

Figure 14 shows the joint Angle tracking curve and tracking error of the space
robot system when the torque differential controller τrf and friction compensation
control uf of the fast variable subsystem are turned off. By comparing Figures 9-11
and 13, it can be seen that after closing the torque differential controller τrf , the
vibration caused by joint flexibility causes the instability of the carrier and joint
motion, and the system oscillates and diverges, and the joint angle tracking control
cannot be effectively implemented. It can be proved that the torque differential
controller given by Eq. (58) can effectively suppress the vibration caused by joint
flexibility.

4.1 Summary

In this section, the trajectory tracking control problem of flexible joint space robot
system influenced by joint flexibility and joint friction torque is discussed. Based on
joint compensation and singular perturbation method, the torque differential control-
ler for the fast subsystem is designed. For the slow subsystem, the L2 gain controller
based on the upper bound of friction is robust. The scheme can restrain the influence
of friction factors well. Through the co-simulation, it can be seen that the space robot
with floating base is different from the ground robot with fixed base. Its base attitude
is affected by the coupling effect of joint friction torque. The controller designed can
reduce the influence of joint coupling effect on the carrier attitude angle and effec-
tively improve the response hysteretic problem caused by the friction factor.

The Lyapunov equation of the system is constructed, the convergence of the
control law is proved by the stability theory, and the simulation proves that the
controller designed in this chapter can effectively improve the response hysteretic
problem caused by friction, and effectively reduce the influence of joint coupling
factors on the attitude control of the carrier.
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