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Preface

The brain, as the most complex organ of the body, has long been the focus of many 
researchers. Researching cognitive aspects of brain activity, such as emotion, helps us 
to understand how the brain works in different situations.

Recognizing human emotions is an important field of affective computing. 
Emotion is a very complex phenomenon and varies from person to person. The 
complex nature of emotions makes the cognitive process challenging. Emotion 
affects many cognitive processes, such as perception, decision-making, creativity, 
learning, memory, and attention. Different emotional states of a person can be 
inferred through external and internal reactions that change in different situations. 
Emotion recognition has become a research milestone in many fields, including 
cognitive science, neuroscience, computer science, psychology, and artificial intel-
ligence [1]. 

What are emotions? Researchers have not yet been able to reach an agreement 
on the best definition of emotion. First, emotional phenomena are diverse. For 
example, some of the things we call “emotions”, such as fear, seem to be associated 
with certain emotional experiences, while others seem to be a state we experience at 
a particular time or period. Second, emotions are usually divided into types such as 
fear, anger, joy, sadness, or pride, to name just a few. The problem is that we cannot 
assume that what is true of one type of emotion is true of others. Third, emotional 
episodes are complex. Typical emotional cycles include sensory perceptions, physi-
ological changes, conscious emotions, cognitive processes, motivational compo-
nents, and, according to many, some form of evaluation. So, what are emotions, 
or what are their main components, and how do the different parts relate to each 
other? [2].

Emotions are usually investigated in the two-dimensional space of valence arousal. 
In the two-dimensional model, the valence axis ranges from negative to positive and 
the arousal axis ranges from low to high stimulation. In emotional states, there is a 
rewarding and punishing behavior, for example, when a person experiences a posi-
tive emotion, they engage in behaviors that cause it to be reproduced, and when they 
experience a negative emotion, they avoid behaviors that cause it to reoccur.

Emotion recognition research mainly uses non-physiological signals such as facial 
expression, speech, and body movement, as well as physiological signals and images 
such as electrical skin resistance (GSR), heart rate (HR), electrocardiogram (ECG), 
functional magnetic resonance imaging (fMRI), electroencephalogram (EEG) and 
magnetoencephalogram (MEG) [3–10]. Recognizing different emotional states can 
also be obtained from facial images, but sometimes this method does not lead to the 
desired results. Compared to non-physiological signals, physiological signals are not 
influenced by the external environment and volition; therefore, physiological signals 



and especially EEG signals are more suitable for estimating the state of emotions. This 
book discusses the evaluation of emotions using different methods and examines 
recent developments, perspectives, and applications in the field.

Seyyed Abed Hosseini
Department of Electrical Engineering,

 Mashhad Branch,
 Islamic Azad University,

Mashhad, Iran
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Chapter 1

Perspective on Dark-Skinned 
Emotion Recognition Using  
Deep-Learned and Handcrafted 
Feature Techniques
Martins E. Irhebhude, Adeola O. Kolawole  
and Goshit Nenbunmwa Amos

Abstract

Image recognition has been widely used in various fields of applications such as 
human—computer interaction, where it can enhance fluency, accuracy, and naturalness 
in interaction. The need to automate the decision on human expression is high. This 
paper presents a technique for emotion recognition and classification based on a com-
bination of deep-learned and handcrafted features. Residual Network (ResNet) and 
Rotation Invariant Local Binary Pattern (RILBP) features were combined and used as 
features for classification. The aim is to classify, identify, and make judgment on facial 
images from dark-skinned facial images. Facial Expression Recognition 2013 (FER2013) 
and self-captured dark-skinned datasets were used for the experiment and validated. 
The result showed 93.4% accuracy on FER dataset and 95.5% on self-captured dataset, 
which proved the efficiency of the proposed model.

Keywords: emotion recognition, facial expression, ResNet learned features,  
facial emotion, self-constructed features

1. Introduction

The comprehension of pictures and classification is a very simple job for humans 
but a costly task in the case of computers [1]. Computer vision gives the computer 
similar capability to understand information from images as the human brain [2]. 
Identifying and classifying human facial expression is a challenging and interesting 
research area; it involves understanding the facial features and their behaviors. A 
number of facial characteristics must be retrieved from the expression of a certain 
individual in order to perform expression recognition. Emotion recognition has been 
widely used in several fields of applications like security surveillance, teaching, and 
neuromarketing. Classifying facial features into one of the many different categories 
of emotion is necessary for emotion recognition [3].
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Emotion is a state of mind that includes multiple behaviors, acts, thoughts, and 
feelings; throughout communication, emotion plays a central role [4]. According to 
Pal and Sudeep [5], emotion recognition is the process of identifying human emotion, 
most typically from facial expressions. The different types of expressions namely joy, 
sadness, surprise, angers human emotions are spontaneous, consciously felt mental 
states that are accompanied by physical changes in the muscles of the face that suggest 
facial expression. Happy, sad, angry, disgusted, fearful, surprised, and neutral emo-
tions are only a few crucial facial expressions that are used to recognize emotion [3].

The term Deep Neural Network (DNN) or Deep Learning (DL) refers to multi-
layered Artificial Neural Network (ANN). This has been considered one of the most 
discussed Artificial Intelligence (AI) techniques in image classification in the last few 
decades, with strong instruments, and is very common in the literature as it has a 
large amount of data to manage. DL achieved its successes over the classical machine 
learning models because of the multiple deeper layers [6]. There are several DL mod-
els that are trained using large labeled datasets and neural network architectures that 
learn features automatically from the data without using manual feature extraction.

Recent technological advances have led to the use of the Artificial Intelligence 
System, as these systems are capable of understanding and realizing emotion rec-
ognition through facial features. This is also an attempt to prove the existence of 
the latest technical advances for human-computer interaction using Deep Learning 
or Convolution Neural Network (CNN) models [7]. Recently, Deep Learning has 
become a vital tool for numerous applications; they are made up of various processing 
layers for data representations with various degrees of abstraction. These layers are 
composed of simple but non-linear modules, each transforming the representation at 
one level (starting with the raw input) into a representation at a higher, slightly more 
abstract level [8]. Deep-learning techniques perform well in tackling a wide range 
of computer vision issues that cannot be solved by conventional machine-learning 
methods. The accuracy of deep-learning applications has surpassed that of traditional 
applications in a number of computer-vision tasks, along with breaking previous 
records for tasks like image recognition [9]. Though deeper neural networks are more 
difficult to train, He and Zhang [10] offered a Residual learning framework (ResNet) 
to make it simpler to train networks that are much deeper than those previously 
employed. Instead of learning unreferenced functions, the study deliberately refor-
mulated the layers to learn residual functions with reference to the layer inputs. Zhang 
offered in-depth empirical proof that these residual networks are simpler to optimize 
and can improve accuracy over considerably increased depth. The current popular 
CNN algorithm, combined with the ResNet-50 residual network, has achieved a good 
effect in the multi-classification tasks [11].

Image recognition, most especially the need to automate the decision on human 
expression, is on the high need, bearing in mind that determining the features to 
extract is next to impossible because of the variance in the facial features of different 
races and gender and individual specific differences like accident victims or those 
disfigured from birth [12].

In this research, image classification is carried out using a combination of deep-
learned and handcrafted features for classification of facial expressions. A Rotation 
Invariant Local Binary Pattern (RILBP) and a pre-trained ResNet representation of 
images are employed for feature extraction from the set of data, which have been 
proven to increase accuracy in training deeper neural networks by eliminating the 
problem of degradation and vanishing/exploding gradient, which has been largely 
addressed by introducing a deep residual network and normalized initialization.
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The limited work done with images of some races, the Negroid specifically, leads 
to little or no dataset of such in recent time, which, in turn, affects the accuracy of 
results if tested with this race [13]. Hence, automating this process would go a long 
way in balancing the request and service, and also, allowing the dataset to be trained 
by deep-learning algorithm is most likely the optimized solution in solving this 
problem. This study will also generate dataset that will help handle dark-race emotion 
classification.

The remainder of this paper is organized as follows: Section 2 provides the back-
ground of the study; Section 3 reviews the related works. The proposed method is intro-
duced and detailed in Section 4. The experiments and results are illustrated in Section 4. 
Finally, Section 5 provides the conclusion and some perspectives for future researches.

2. Background of the study

Residual Network and Rotation Invariant Local Binary Pattern background 
subjects will be discussed in this section.

2.1 Residual networks architecture

The accuracy of the CNN-based emotion classification system has been improved 
through pre- or post-processing and the development of new algorithms and models 
in the architecture. Szegedy and Liu [14] reveal that network depth (stacking more 
layers) is of great importance, but this comes with a problem of vanishing/exploding 
gradients, which hamper convergence from the beginning. Normalized initialization 
and immediate normalization layer solve these problems [15].

In deep-learning models, more layers are added to learn more complex problems, 
but this addition leads to degradation of the performance and saturated accuracy; 
the degradation does not cause overfitting [16], When a network overfits, training 
error decreases, while test errors increase; with degradation, higher training error is 
reported as deeper networks are difficult to train [17].

He and Zhang [10] introduced the deep ResNet learning framework made from 
residual blocks to address these problems. The core idea of the residual block is the 
skip connection in which there is a connection that skips one or more layers. Skipping 
effectively simplifies the network by using fewer networks in the initial training stage. 
ResNet has different architectures in which their difference is in the number of layers 
such as ResNet-34, which uses 34 layers; ResNet-152 with 152 layers; and ResNet-18 
with 18 layers. These are plain network architectures inspired by VGG-19 in which the 
shortcut connection is added [16]. ResNet is made up of convolutional layers, residual 
blocks, and fully connected layers. It has the concept of residual learning in which the 
subtraction of a feature is learned from the input of that layer by using shortcut con-
nections. It has proven that the residual learning can improve the performance of model 
training and also revolve the problem of degrading accuracy in deep network [18].

ResNet makes it simpler to train networks that are much deeper than those 
previously employed. Instead of learning unreferenced functions, they deliberately 
reformulated the layers to learn residual functions with reference to the layer inputs. 
They offer in-depth empirical proof that these residual networks are simpler to 
optimize and can improve accuracy over considerably increased depth. The current 
popular convolutional neural network algorithm, combined with the ResNet-50 
residual network, has achieved a good effect in the multi-classification task [11]. 
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ResNet-18 model has been used by Huang and Liu [19] in identification of differ-
ent grades of aluminum scrap with improved identification efficiency and reduced 
equipment cost. The ResNet-18 network model trained the three different datasets 
using the RGB, HSV, and LBP, and the results showed that RGB was the best dataset. 
Authors concluded that with hyperparameter optimization of the ResNet-18 model, 

Figure 1. 
Architecture of ResNet [20].
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the accuracy of final classification and recognition could reach 100% and effectively 
achieve the classification of different grades of aluminum scrap.

Figure 1 shows image of the ResNet-18 architecture; the structure indicates an 
aluminum block image with an input size of 224 pixels × 224 pixels × 3 channels. In 
the neural network structure, conv represents the convolutional layer, which uses 3×3 
filters; downsampling is performed by the convolution layer with a stride of 2.

Max pool is the maximum pooling layer, avg. pool is the average pooling layer, and 
FC is the fully connected layer, such that the size of the convolutional kernel is 
7 × 7conv, the number of channels is 64, and the step size is 2 [19]. A total of eighteen 
layers exist in the architecture (17 convolutional layers, a fully connected layer, and an 
additional softmax layer to perform classification task). Throughout the network, 
residual shortcut connections are inserted between layers. There are two types of 
connections; the first is denoted by solid lines and is used when input and output have 
the same dimensions. The second type of connections, denoted by dotted lines, is 
used when dimensions increase. The layers are stacked to learn a residual mapping; 
the mapping function, denoted by ( )H x  and depicted in Eq. (1), is fitted by a few 
stacked layers. The hypothesis behind residual layer is if several nonlinear layers can 
asymptotically estimate a challenging mapping function, then they do the same for 
the residual function denoted as ( )F x  in Eq. (2) [21].

The underlying mapping is given by:

 ( ) ( )= +H x F x x                                                              (1)

The residual function is given by

 ( ) ( )= −F x H x x                                                              (2)

With x representing the input layer.

2.2 Rotation invariant local binary pattern (RILBP)

The RILBP is based on uniform local binary pattern (LBP) histograms. LBP 
descriptor is widely used in texture analysis because of its computational simplicity 
and robustness in illuminating changes. The LBP approach labels the image pixels by 
thresholding the 3×3 neighborhood of each pixel with the center value and summing 
the thresholded values weighted by powers of two [22]. It is the extension of LBP 
through the use of different neighborhood sizes. Rotation invariant texture analysis 
provides texture features that are invariant to the rotation angle of input texture 
image. These features are used to train different classifiers such as neural networks, 
Nearest Neighbor, and SVM [23]. Further details are as reported in [24].

3. Review of related literature

Emotion identification aims at recognizing a human’s emotions; the emotion may 
be taken either from face or from verbal contact. Bodapati and Veeranjaneyulu [25] 
recognized human emotions from facial expressions using Extended Cohn-Kanade 
(CK+) benchmark dataset. Based on the experimental results, authors stated that the 
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images were better portrayed by unsupervised features as compared to the handmade 
features. When face-detection algorithm was used, the accuracy was 86.04%, and 
without using the face-detection algorithm, the proposed model gave an accuracy of 
81.36%.

To maximize the efficiency of the emotional recognition system, Cai and Hu 
[26] suggested a multimodal model of emotion recognition from speech and text. 
CNN and long-term short-term memory (LSTM) were combined in a form of binary 
channels to learn the features of acoustic emotion; textual features were captured 
with an effective bidirectional long short-term memory (Bi-LSTM) network. To learn 
and identify the fusion features, they used a deep-learning neural network (DNN). 
Experiments were carried out on the Interactive Emotional Dyadic Motion Capture 
(IEMOCAP) database yielding an overall increased accuracy of text recognition by 
6.70%, and the accuracy of speech emotion recognition increased by 13.85%. Their 
experimental findings show that the multimodal recognition performance is higher 
than that of the single modal and outperforms other multimodal models reported on 
the test datasets with an accuracy of 71.25%.

Fei and Jiao [27] proposed real-time facial expression classification based on 
voting mechanism to increase recognition rates of facial expression classification 
in real-time; various models of neural networks were designed to learn the facial 
features. Experiment showed that the average recognition rates for fer2013, CK+, 
and JAFFE database were 74.58, 100, and 100%, respectively. Comparing the results 
to other models, their methods of recognition had superior performance, improved 
recognition, and algorithm robustness.

Ansari and Singh [28] presented the implementation of deep-learning model of 
CNN. The architecture was an adaptation of an image-processing CNN, programmed 
in Python using Keras model-level library and TensorFlow backend. For five emotions 
(happiness, fear, sadness, neutral, anger), the model achieved a mean accuracy of 
79.33%, which was comparable with performances reported in scientific literatures.

Sujanaa and Palanivel [29] used datasets comprising of mouth images in the form 
of video frames to categorize emotions into happy, normal, and surprise. Histogram 
Oriented Gradient (HOG) and LBP were used to extract features, while the SVM and 
one-dimensional neural network were trained to detect these emotions, and accuracy 
of 97.44 and 98.51% were achieved, respectively.

Minaee and Minaei [30] proposed a deep-learning approach based on attentional 
convolutional network that concentrated on important sections of the face and 
made substantial improvements on multiple datasets, including Facial Expression 
Recognition 2013 (FER2013), Cohn-Kanade (known as CK+), Facial Expression 
Research Group Database (FERG), and Japanese Female Facial Expression (JAFFE), 
compared with previous models. A visualization technique was employed based on 
the performance of the classifier, and it was able to identify key facial regions for 
different emotions, showing sensitivity to different parts of the face.

Haar cascade classifier and CNN model were used by Shirisha and Buddha [31]. 
The study reported an accuracy of 62% from facial emotion detection on FER 2013 
datasets and suggested use of transfer learning, more datasets, and different combi-
nations in designing convolution layers.

Kalaivani and Sathyapriya [12] addressed methods for extraction and detection 
of mouth regions with the use Viola-Jones and image-cropping techniques for facial 
expression detection. The mouth area was extracted, and facial emotions were graded 
according to white pixel values in the face’s picture. Edge-based segmentation and 
operation was applied to extract the mouth region features. By measuring the area 
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of the mouth region and from the shape and size of the region, the expression was 
detected.

According to Kim and Saurous [32], machine-based emotion recognition is a 
daunting job, but it does have great potential to allow empathic human—machine 
communication. The authors proposed a model that incorporated features proven to 
be useful for emotion recognition and DNN to leverage temporal information when 
recognizing emotional status. A Berlin Emotion Speech Database (EMO-DB) bench-
mark was used for evaluation, achieving an efficiency of 88.9% recognition rate, 
outperforming other state-of-art algorithms.

Santhoshkumar and Kalaiselvi [33] analyzed human emotional states by predict-
ing full-body movements using feed-forward deep CNN architecture and Block 
Average Intensity Value (BAIV) feature. Both models were tested on emotion-action 
dataset (University of YORK) with 15 forms of emotions. The experimental result 
showed the better recognition efficiency of the feed-forward deep CNN architecture 
with 90.09% accuracy compared to BAIV with 80.03% accuracy.

According to Selvapriya and Maria [34], identifying human facial expression is 
not a simple task due to lighting, facial occlusions, face color/shape, and other cir-
cumstances. Social emotional classifications were defined in their research by artifi-
cial neural network (ANN), deep learning, and a rich hybrid neural network (HNN). 
The study also focused on a state-of-the-art hybrid deep-learning approach, incor-
porating a CNN for individual-frame spatial features and long short-term memory 
(LSTM) for the temporal features of consecutive frames. Using Matlab, the analyzed 
methodologies were applied. The CNN model achieved greater classification accuracy 
compared to the rich HNN and ANN schemes. With a specific number of data, CNN, 
HNN, and ANN performed with an accuracy of 90, 70, and 58%, respectively. The 
performance assessment was shown to have specific advantages and disadvantages for 
each and every process among themselves.

Classification is very important to organize the data, so that it is easily available. 
Mohamed [35] explored four popular machine-learning and data-mining techniques 
used for classification such as Decision Tree, ANN, K-Nearest-Neighbor (KNN), and 
SVM. The study showed that each technique applied different datasets in different 
places; each technique had its own advantages and disadvantages, and it was discov-
ered that it was very difficult to find a classifier that could identify all the datasets 
with the same accuracy. SVM reported the highest overall accuracy of all learning 
algorithms with 76.3%. The other approaches also performed well and could be a fair 
choice as they were all over 70% accurate. The learning algorithm’s output was highly 
dependent upon the existence of the dataset. Krishna and Neelima [1] described the 
classification of images as a classic problem of the fields of image processing, com-
puter vision, and machine learning. They investigated image classification using deep 
learning and AlexNet. Four test images were chosen from the ImageNet database and 
were classified correctly with 95% accuracy, and this demonstrated the efficacy of 
using AlexNet deep-learning-based image classification.

Luna-Jimenez and Kleinlein [36] proposed an automatic emotion-recognizer 
system that had a speech emotion recognizer (SER) and a facial emotion recognizer 
(FER). Eight emotions were classified, and they achieved 86.70% accuracy on the 
RAVDESS dataset using a subject-wise 5-CV evaluation.

Kaviya and Arumugaprakash [37] proposed a human group facial sentiment 
recognition system using a deep-learning approach. Haar filter was used to detect and 
extract facial features, with a CNN model developed to recognize facial expressions 
and classify them into five basic emotional states, namely, happy, sad, anger, surprise, 
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and neutral; then, the predicted group emotions were fed into an audio synthesizer 
to get audio output. An accuracy rate of 65% was achieved for Facial Expression 
Recognition (FER)-2013 and 60% for custom datasets.

Babajee and Suddul [38] analyze how the CNN algorithm is used to identify 
human facial expressions using deep learning. Their system employed a labeled 
dataset of over 32,298 images with varied facial expressions for training and testing. 
A noise reduction facial detection subsystem with feature extraction was part of the 
pre-training process. Without the use of optimization techniques, an accuracy of 
79.8% was recorded in recognizing each of the seven basic human emotions.

Awatramani and Hasteer [39] trained the fundamental architecture of CNN to 
recognize human emotions in children with Autism Special Disorder (ASD). The 
model was validated using a pre-existing dataset from the literature, and an accuracy 
of 67.50% was attained.

The Shanghai Jiao Tong University (SJTU) Emotion EEG dataset (SEED) was 
used with ResNet-50 and Adam optimizer; a CNN model was presented by Ahmad 
and Zhang [40] to simultaneously learn the features and recognize the emotions of 
positive, neutral, and negative states of pure electroencephalograms (EEG) signals. 
Negative emotion had the highest accuracy of 94.86%, while neutral and positive 
had 94.29 and 93.25%, respectively. An average accuracy of 94.13% was reported; 
this showed that the model’s classification abilities were excellent and could improve 
emotion recognition.

Sandhu and Malhotra [41] classified human emotions into subcategories based 
on the hybrid CNN approach used to recognize them. In order to achieve the best 
accuracy and loss, the study used the FER13 dataset for emotion recognition and 
trained the model accordingly. Seven fundamental emotion classes were effectively 
recognized by the system. The suggested approach was therefore demonstrated to be 
successful in terms of increased accuracy with an average rate of 88.10% and minimal 
loss for facial emotion recognition.

Santoso and Kusuma [42] adopted the state-of-the-art models in ImageNet 
and modified the classification layer with Spinal Net Kabir, Abdar [43], and 
ProgressiveSpinalNet Chopra [44] architecture to improve the accuracy. The cat-
egorization was done using the FER2013 dataset; after the training procedure was 
completed and its hyperparameter adjusted, an accuracy of 74.4% was achieved. The 
study in [45] provided an end-to-end system that used residual blocks to identify 
emotions and improve accuracy in the research field. After receiving a facial image, 
the framework returned its emotional state. The accuracy obtained on the test set of 
FERGIT dataset (an extension of the FER2013 dataset with 49,300 images) was 75%.

Zhu and Fu [46] integrated CNN with VGGNet, AlexNet, and LeNet-5. They also 
introduced optimized Central Local Binary Pattern (CLBP) algorithm into the CNN 
to construct a CNN-CLBP algorithm for facial emotion recognition. The experi-
ment yielded accuracy of 88.16% for the hybrid CNN-LBP, while LBP, LeNet-5, and 
VGGNet gave 48.63, 73.22, and 83.17% accuracy, respectively.

Durga and Rajesh [47] proposed a 2D-ResNet convolutional neural network to 
detect maskable images of facial emotions; better performance metrics were obtained 
in terms of accuracy of 99.3%, recall of 99.12%, F1 score of 0.98%, and sensitivity of 
99.16%. The proposed model reduced the problem of overfitting.

Irhebhude and Kolawole [24] focused on presenting a technique that categorized 
gender among dark-skinned people. The classification was done using SVM on sets of 
images gathered locally and publicly. Analysis includes face detection using Viola-
Jones algorithm, extraction of Histogram of Oriented Gradient and Rotation Invariant 
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LBP (RILBP) features, and training with SVM classifier. PCA was performed on both 
the HOG and the RILBP descriptors to extract high dimensional features. Various suc-
cess rates were recorded; however, PCA on RILBP performed best with an accuracy of 
99.6 and 99.8%, respectively, on the public and local datasets.

Irhebhude and Kolawole [48], in their study, implemented an age estimation sys-
tem from facial images using the Rotation Invariant Local Binary Pattern Descriptor 
(RILBD) feature, which was combined with Principal Component Analysis (PCA) 
for feature high dimensional data, and the Support Vector Machine (SVM) algorithm 
was used for classification. The facial images were grouped into four classes, namely, 
class 1 (0–10 years), class 2 (11–20 years), class 3 (21–35 years), and class 4 (above 
35 years). Experiments were carried out on the local dataset captured within Kaduna 
metropolis in the northern part of Nigeria and the FGNET dataset, which is publicly 
available online, to test the performance of the proposed method. They reported that 
the system achieved overall accuracy result of 95.0 and 95.7% on the two datasets. 
This was reported to show the impact self-constructed features could have in the 
overall accuracy of a recognition task.

In this work, the conventional ResNet features will be extracted and combined with 
RILBP features and used as a feature set to recognize seven different facial emotions.

4. Methodology

The proposed method is based on the combination of information from both the 
deep-learned features and RILBP, as shown in Figure 2. The methodology consists 

Figure 2. 
Proposed methodology.
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of four steps: input image, face detection/cropping, feature extraction, and feature 
classification.

The proposed methodology is made up of the following steps: input image, face 
detection & cropping, feature extraction and concatenation, and feature classifica-
tion and emotion recognition as illustrated in Figure 2.

4.1 Input image

In this step, captured facial images with various sizes were loaded into the system 
for further processes to take place. The images in its original form were fed to the next 
stage of the methodology; these images consist of the entire face captured.

For this study, experiments were carried out on self-captured dataset and the 
FER2013 database [49]. The focus is to recognize and classify seven (7) different emo-
tions from facial images using deep convolutional neural network.

The self-captured database consists of 5509 images of Black faces. The images 
were gotten from snapshots of different people, both male and female, with the use 
of a digital camera. The faces consisting of facial details and expressions were saved 
and used to make up the dataset. The images were of various sizes, consisting of 652 
‘angry’ images, 778 ‘disgust’ images, 519 ‘fear’ images, 1168 ‘happy’ images, 908 
‘neutral’ images, 830 ‘sad’ images, and 654 ‘surprise’ images.

4.2 Face detection & cropping

The image part of the face was detected automatically, and the detected face 
position was cropped accordingly [50]. The Viola-Jones algorithm, as described in 
Irhebhude, Kolawole [24], was used for face detection. The feature works with images 
in squares, with multiple pixels in each box. Per box is then processed, yielding vari-
ous values, indicating dark and light areas. These values serve as the basis for image 
processing. To improve image quality, the pictures were cropped and standardized to 
224×224×3 (ResNet specifications).

Figure 3 shows sample images of each of the seven classes of emotion in the 
dataset: angry, disgust, fear, happy, neutral, sad, and surprised. These seven facial 
emotions were formed by each subject after careful examination of the FER2013 
datasets. This was done so that dark-skinned faces can be adequately captured for the 

Figure 3. 
Sample images of different classes of emotions before and after face detection from self-captured dataset.
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purpose of the experiment. Each class has two sample images, one in original form 
and the other after detection; the detected faces are used for the experiment.

The FER2013 dataset consists of grayscale images of 48x48 pixels in size. The 
faces have been automatically registered so that the face is centered and occupies 
about the same amount of space in each image. Each face is categorized based on the 
emotion shown in the facial expression into one of seven categories: angry, disgust, 
fear, happy, sad, surprise, and neutral images [49]. The training set consists of 28,709 
images; the database was created using Google image search API; the FER has more 
variations, including occlusion, partial faces, eye glasses, and low contrast [30]. 
Sample images are shown in Figure 4.

4.3 Feature extraction

Two feature extraction algorithms, ResNet and RILBP, were used to extract facial 
emotion features. The ResNet features are extracted from the pooling layer of the 
input image, while RILBP extracts texture features that are invariant to rotation [23].

ResNet-18 was used in order to extract deep-learned features from the detected 
and cropped facial images; the network uses an 18-layer plain network architec-
ture as inspired by VGG-19 in which the shortcut connection is added [16]. This 
network is adapted for the emotion classification task as it is suitable to extract 
learned image features. Optimization was done with Bayesian optimization, with 
features automatically extracted before the fully connected layer giving a feature 
length of 512.

To enhance the description ability, the RILBP descriptor was used; this encodes the 
local facial features in a multi-resolution spatial histogram and combines the distribu-
tion of local intensity with the spatial information [23]. Studies have shown good 
results for gender recognition and age estimation Irhebhude, Kolawole [24], using 
the RILBP descriptor. Following the steps as reported by the authors, the technique 
extracted texture features with a dimension length of 36 for further classification.

Concatenating the RILBP and ResNet features takes benefits from their advantages 
to yield a good performance. The combined/concatenated features were presented to 
the SVM classifier.

Figure 4. 
Sample images of different classes of emotions from FER2013 dataset [49].
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4.4 Feature classification: SVM classifier

The feature sets extracted are used as input in the classification stage. SVM 
was used for model training, because of its popularity and simplicity. Optimizable 
SVM was used to train the classifier to help select the best parameter for classifying 
facial images into the seven different emotion categories. The best hyper-plane that 
can separate samples of one class from those of other classes using different types 
of support vectors was obtained using the SVM method by Dammak, Mliki [23]; 
the hyperparameter optimization automatically selects the hyperparameter values 
for classification. This model seeks to minimize the model classification error and 
returns a model with the optimized hyperparameters. In the proposed method, the 
optimizable parameters were: the kernel function, box constraint level, multiclass 
method, and standardize data. The linear kernel function with box-level constraint 
parameter was set to 1 to prevent overfitting and multiclass method of one-vs-one; 

Figure 5. 
Minimum classification error plot. (a) FER dataset; (b) Self-captured dataset.
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model hyperparameters were set to optimize. These parameters were used in training 
the model, and the minimum classification error plot (Figure 5) shows the optimized 
results.

Figure 5 illustrates the minimum classification error plot. At each iteration, a dif-
ferent combination of hyperparameter value is tried and updated on the plot with the 
minimum validation classification error observed up to that iteration; this is indicated 
in dark blue. On completion of the optimization process, a set of optimized hyperpa-
rameters is selected, which is indicated by a red square.

The red square indicates the iteration that corresponds to the optimized hyperpa-
rameters. The yellow point indicates the iteration that corresponds to the hyperpa-
rameters that yield the observed minimum classification error.

5. Experimental result

To evaluate performance of the proposed technique, 70% of the data was used 
for training, while 30% was used as test data. The test results were visualized and 
explained using confusion matrix, scatter plot, and ROC curve.

Experiments were conducted to validate the use of concatenating ResNet and 
RILBP as feature extractors on each of the datasets. Optimizable SVM was used and 
hyperparameters were automatically as kernel function: linear, box constraint:1, mul-
ticlass method: one-vs-one and standardize data set as true. An accuracy of 93.4% was 

Figure 6. 
Scatter plot visualization of sample images. (a) FER dataset; (b) Self-captured dataset.
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obtained on the FER dataset and 95.5% on the self-captured dataset; this indicates the 
percentage of correctly classified observations.

The scatter plot in Figure 6 gives a visual representation of the scatter plot 
obtained; the plot uses different colors to represent the classes of emotions.

The scatter plot in Figure 6 helps to visualize the training data and misclassified 
points for emotion detection on FER dataset (Figure 6a) and self-captured dataset 
(Figure 6b). Each colored dot represents the plot, which shows a strong relation-
ship between the variables as the data points cluster more tightly. We also see the 
values tending to rise together, indicating a positive correlation; few outliers are also 
observed from the plot. The results show a similar pattern in the two datasets. The x 
indicates the misclassified instances.

The confusion matrix and ROC curve are used to check the performance of the classi-
fier in each class. Figure 7 displays the confusion matrix, showing the number of observa-
tions in each cell. The matrix is plotted as the true class against the predicted class; the row 
represents the true class, and the columns correspond to the predicted class.

The classes labeled as 1 to 7; angry is represented by class 1, while disgust, 
fear, happy, neutral, sad, and surprise are represented by classes 2,3,4,5,6, and 

Figure 7. 
Confusion matrix showing number of observations. (a) FER 2013 (b) Self-captured dataset.
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7, respectively. The blue diagonal boxes show observations with the correctly 
predicted class; the off-diagonal cells correspond to the incorrectly classified 
observations. We can see for the FER dataset (Figure 7a) that class 7 has the least 
classification error rate, having 222 correct observations as class 7 and total of 10 
observations wrongly placed when compared to the other classes. Similarly, from 
the self-captured data (Figure 7b), classes 6 and 7 had the least error rate, report-
ing 3 wrong observations each.

Figure 8 illustrates confusion matrix performance of the classifier per class, 
indicating the True Positive Rate (TPR) and False Negative Rate (FNR). The TPR is 
the proportion of correctly classified observations per true class. The FNR is the pro-
portion of incorrectly classified observations per true class. From Figure 8(a), class 
2 has the highest FNR of incorrectly classified points as 15.2%, which is shown in the 
FNR column. Class 4 has the highest TPR value of 96.0% correctly classified points in 
this class. For the self-captured set in Figure 8(b), class 6 recorded the least FNR and 
highest TPR values of 1.2 and 98.8%, respectively.

Figure 8. 
Confusion matrix showing true positive rate and false negative rate. (a) FER 2013 (b) Self-captured dataset.
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Figure 9 shows confusion matrix performance per predictive values to investigate 
the False Discovery Rate (FDR). The Positive Predictive Value (PPV) is the proportion 
of correctly classified observations per predicted class. The FDR is the proportion of 
incorrectly classified observations per predicted class. PPV is indicated in blue for 
the correctly predicted points in each class, and the FDR is shown in orange for the 
incorrectly predicted points in each class. The class 5 had the highest FDR of 15.5% 
incorrectly predicted class for the FER dataset, while class 1 had the highest FDR of 
11.4% for the self-captured dataset, as shown in Figure 9.

The ROC curve in Figure 10 shows the plot of TPR and FPR for classification 
scores computed by the classifier. For the FER dataset, TPR and FPR of 0.02 and 0.94, 
respectively, showed that 2% observations were incorrectly classified to other classes, 
while 94% were correctly classified to their classes. The self-captured dataset recorded 
a similar pattern with TPR and FPR values of 0.02 and 0.92, respectively. The overall 
performance is indicated with an Area Under Curve (AUC) value of 0.99 for the two 

Figure 9. 
Confusion matrix of positive predictive values and false discovery rates recognition. (a) FER dataset (b) Self-
captured dataset.
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datasets. This shows that the classifier has 99% overall performance; AUC values are in 
the range of 0 to 1, and larger values indicate better performance of classifier.

6. Comparison with selected state-of-the-art methods

The proposed technique used in this study showed a more promising result when 
compared with other selected methods, as presented in Table 1.

With a fusion of handcrafted and deep-learned features, [46] reported 88.61% 
accuracy, indicating that the proposed technique performed better with 5% improve-
ment in accuracy. Referring to datasets and ResNet methods used, the proposed 
method achieved a gain of 10% when compared to the study in [27], which used vot-
ing technique on the FER dataset. From the experimental results, the study concludes 

Figure 10. 
ROC curve showing the classifier performance. (a) FER dataset; (b) Self-captured dataset.



Emotion Recognition – Recent Advances, New Perspectives and Applications

18

that the proposed method provides a more promising result in terms of accuracy 
on recognition. This was a result of the combination of more transfer learning and 
rotation invariant features. The approach showed considerable improvements when 
compared with existing methods in [27, 46].

7. Conclusion

Facial emotion recognition among dark-skinned people has been addressed 
in this paper by adopting the technique of concatenating handcrafted and deep-
learned ResNet features extracted from facial images. The ResNet transfer learn-
ing model was used to extract deep-learned features and combined with RILBP 
features, which helped capture local features that were invariant to scale and 
rotation. The method was evaluated on two datasets: self-captured (which com-
prised of dark-skinned facial images) and FER2013 datasets (which formed the 
base dataset to validate the technique). The SVM classifier was used for classifica-
tion into various emotion categories. The study showed that ResNet and RILBP 
complement each other in terms of achieving a good recognition accuracy. Future 
work will look into data balancing and generating more datasets, especially of 
dark-skinned people.
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Author Method Accuracy Dataset

Zhu et al. [46] CNN-CLBP 88.61% CK+ and JAFFE

LBP 73.22%

VGGNET 83.17%

Fei et al. [27] VGG19, ResNet18 and 
DNN + SVM (VOTE)

74.58% FER 2013

CK + JAFFE100%

100%

Proposed method RILBP + ResNet18 93.3% FERET

95.5% Self-Captured

Table 1. 
Comparison with other methods.
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Chapter 2

Perspective Chapter: Emotion 
Detection Using Speech Analysis 
and Deep Learning
Alexander I. Iliev

Abstract

Speech reflects the sentiment and emotions of humans. People can identify the 
emotional states in speech utterances, but there is a higher chance of perception 
error, which is generally termed as human error to identify the proper emotion when 
only using speech signals. Thus, artificial intelligence plays an important role in 
the detection of emotion through speech. Deep Learning is the subset of Machine 
Learning (ML) and artificial intelligence through which speech signal processing can 
be performed and the detection of emotions can be accomplished using speech. In 
this chapter, the classifiers of Machine Learning and Deep Learning will be reviewed. 
From the comparison in various studies and performances we will conclude what 
methods work better than others. We will discuss the limitations of these approaches 
as well. Accuracy scores will be discussed for each proposed system.

Keywords: emotion recognition, emotional intelligence, speech analysis, deep learning, 
machine learning

1. Introduction

1.1 Paul Eckman

We are expressing our emotions through text, speech, songs, facial expressions, 
and body language. Recognizing emotions from text is gaining more and more 
popularity. Emotions expressed in terms of text are many times confusing and 
unexpected because they mostly depend on both context and language. The detec-
tion of human emotions from one’s image or video recording then further classifying 
it into one of several emotion categories is still rather challenging task and many 
researchers proposed various methods to achieve this goal. The general framework 
of emotion detection through images is given in Figure 1. It may contain blocks such 
as: image preprocessing, face detection, facial landmark detection, feature vector 
creation, emotion classification, and finally the output of the system.

The first stage is used to remove noise present in the image, contrast adjustment 
and/or image resizing, if required. The second stage contains the detection of face 
from the given image and removing unwanted portion. In the third stage facial 
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landmark detection takes place. This process includes eyes detection, nose detection, 
eyebrows detection, and hips detection. After detecting the landmarks, in the next 
stage feature vector is formed which is given to the last stage i.e., emotion classifica-
tion. This stage outputs the category of the detected emotion in the given input image 
of a person.

Consistent with Don Hockenberry and Sandra E. Hockenberry, emotions can be 
thought of as a mentally complex phenomenon that involves three distinct psycho-
logical states, subject, response, and expression. But in 1972, Paul Ekman was able to 
classify these states into 6 different expressions that we call Emotions. He classifies 
them as:

• Fear

• Disgust

• Anger

• Surprise

• Happiness

• Sadness

He explains that emotions are a result of an automated response that is gener-
ated in reply to a speech or any form of information that has been relayed and was 
found important. These replies are influenced by our years of evolution and past 
experiences.

Simply put, emotions help us prepare for expected and unexpected events with-
out even thinking about it. Although people are separated by various forms such as 
culture, language, and geographical boundaries, the 6 emotions mentioned here are 
what connect us and are believed to be expressed in the same way all over the world.

The image shown in Figure 2 perfectly illustrates the different types of emotions 
that Paul Eckman has specified. There are various situations that can trigger any of 
the above-mentioned emotions. The situations can be:

• Any physical occurrence

• A social gathering

• Recurrence of nostalgic about any previous event

• Talking about an experience

Figure 1. 
General framework of emotion detection through images.
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1.2 Robert Plutchik

Although these being the common factors, it does not stop here. It may vary 
person to person and an emotion expressed by one individual may or may not be the 
same as for another individual for the same given situation. However, Psychologist 
Robert Plutchik differentiated emotions in a more complex way. He derived the 
Plutchik model as shown in Figure 3.

In 1980, in reply to his early 2D model, Plutchik developed a 3D model of emo-
tions. The wheel can be sought as a map to explain the various complexities associated 
with every emotion. He explains, emotions start out as simple, but depending on an 
individual’s ethnic and socio-cultural background, can branch to various forms of 
other high-level emotions. Further, he divides basic emotions in pair of two. They are:

• Sad and Joy

• Disgust and Trust

• Anticipation and Surprise

• Anger and Fear

Taking the help of the 3D wheel illustrated above, we can now divide these  
emotions to more complex ones.

• Joy + Anticipation = Optimism (Opposite: Disapproval)

• Trust + Joy = Love (Opposite: Remorse)

• Fear + Trust = Submission (Opposite: Contempt)

• Surprise + Fear = Awe (Opposite: Aggression)

Figure 2. 
Six different emotional states from top left to bottom right: Joy, anger, disgust, sadness, surprise, and fear [source: 
https://www.theatlantic.com/].
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• Surprise + Sadness = Disapproval (Opposite: Optimism)

• Sadness + Disgust = Remorse (Opposite: Love)

• Disgust + Anger = Contempt (Opposite: Submission)

• Anticipation + Anger = Aggressive (Opposite: Awe)

This wheel of emotion can be considered as a good starting point, but it also has its 
own limitations.

1.3 The importance of emotions

1.3.1 Expression of feelings

Brain performs some processes which help us associating a type of emotion to 
a kind of experience we are facing. From the smell of fresh baked bread to a late 
night horror show, various stimuli can elicit different emotional responses. This is 
one of the most important tasks the brain performs. It is also the main reason that 
we feel comfortable with certain situations and react accordingly. For example, 
listening to an old song makes us feel nostalgic and happy whereas listening to a 
sad song makes us sad. In today’s world, it is very much said that to work and feel 
healthy, expressions of emotions are necessary. There are many benefits associated 
with it like,

Figure 3. 
Robert Plutchik 2D model [source: spring.co.uk].
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• Helps solving long-standing problems,

• Decision-making gets easier,

• Depression is eased off,

• Anxiety reduces.

Failure to express emotions may have some detrimental effects too.

• A state of flight or fight.

• It puts a stress on our body.

• Increases heart rate and makes us depressed or anxious.

In research that was carried out in 2013–2014, the authors [1] help us understand 
how a particular individual is feeling on a given day of the week as well as in given 
time of the day. The participants particularly were given a questionnaire and told to be 
filled whenever they were experiencing a given set of emotions at any given time and 
day. Unsurprisingly, the participants faced the maximum number of emotions from 
7 AM to 8 PM. This can be regarded to the fact that most of us are active during this 
time. Among emotions, Joy was particularly experienced by majority of the popula-
tion followed by Love and Anxiety.

In another research, authors only focus on teenagers from United States who use 
social media. There are many comments and observations that can be inferred from 
the study, but the main points are as follows: around 25% of the teenagers felt less 
lonely while using social media apps whereas 21% felt more popular while using them. 
20% of the people felt confident with themselves whenever they used various social 
media apps.

Both research papers give us a good idea of the important role emotions play in 
today’s world. Further, we discuss about how globally important emotions are across 
cultures.

1.3.2 Emotions as a tool for globalization

A case study carried out in 2008 [2], explained various modes of communication 
between the Filipino staff and their Australian clients. Data generated was in the 
form of phone calls collected over period of months talked about how the cultural 
difference could have adverse effects on the success ratio of the staff and the approval 
ratings of the clients. Ultimately, it was concluded that if there was a good under-
standing of cultures between the staff, the ratings would have been better.

Due to globalization, there has a been a lot of interaction between various cultures. 
It becomes utmost important to carefully understand what the person in front is 
speaking to formulate response based on that. Misunderstanding may lead to unfor-
tunate consequences.

Historically, Speech has been the greatest form of communication. World leaders, 
and great orators have time and again used speech to motivate and inspire the crowd. 
Emotions play a vital role in such situations and can have a positive impact on the crowd.
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1.3.3 Emotional intelligence

Emotional intelligence is the ability to comprehend, organize emotions positively, 
to ease off the stress, communicate in a better way, relate to others, and fight dif-
ficult situations and relax conflicts. Emotional Quotient also is an important factor in 
building strong relationships, which brings success at home and office. It also helps 
to achieve personal milestones. According to a https://www.helpguide.org/ from July 
2021 [3], emotional intelligence is mainly influenced by 3 factors.

• Self-Management: This is the ability to control strong feelings and manage our 
emotions in a better way.

• Self-Awareness: Able to understand our own emotions and how it has various 
effects on thoughts and processes.

• Managing Relationships: Can develop good and strong relationships which are 
long lasting.

1.4 Emotional Process

Another report published at University of Alabama [4], assesses emotion based on 
3 factors.

1.4.1 Subjective experiences

Emotions are typically associated with past experiences and can be triggered by 
certain stimuli. Whether it is a familiar smell leading to a happy emotion or the loss 
of a loved one causing a more complex emotional response, individuals are always 
expressing one emotion or another. Moreover, the same experience can evoke an array 
of emotions across different individuals.

1.4.2 Physiological responses

Everyone has, at one time or another, felt their heart beating fast in situations such 
as waiting for expected results, which is often expressed as fear. When entering a new 
relationship, the feeling is often described as butterflies flying in the stomach.

1.4.3 Behavioral responses

This part talks about the actual expression of any emotion. They include anything from 
Smile, a sigh or laugh depending on situations. There has been numerous research under-
taken that explains how facial expressions are universally expressed in the same way.

These expressions are very important to show how an individual is feeling to oth-
ers, and they are also essential for one’s wellbeing.

2. Emotion vs. mood

Affect is termed as general keyword used to describe a broad range of feelings 
experienced by people. It is a superficial concept that has both emotions and moods 
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associated with it. Emotions are just some strong feelings experienced or expressed at 
someone. Mood is less intense and does not need a context to be true.

Many researchers have said that emotions are temporary as compared to moods. 
For example, if something goes wrong and not as expected by an individual, he/she 
will get angry but that anger feeling fades quickly. But if there is a bad mood, it will 
stay on for a longer period.

Emotions can be triggered by a situation or something someone has said, causing 
an individual to feel a range of emotions such as anger, happiness, or sadness. These are 
contextualized as strong feelings. Whereas mood is necessarily not expressed at a person. 
They might be the result of emotions not being resolved quickly. They generally happen 
when you lose concentration over a certain thing. For example, if a colleague questions 
you on the way an individual spoke to a client, that individual might get angry. You show 
emotion at a specific thing, but as that dissipates, your emotion gets generalized.

As Figure 4 shows, affect is a highly generalized term. There are significant differ-
ences between Mood and Emotions. This image also describes how emotions and mood 
can influence each other. If an emotion is intense and stable enough, it can transform 
into a mood. Getting a job make us happy, and this feeling can last for several days. 
Similarly, if you are experiencing a positive or negative mood, you may feel strong 
positive or negative emotions in response to situations that arise at that moment.

Some aspects to be considered for emotion are:

• Intensity: Individuals give varied feelings for same emotional stimuli. There may be 
some people who almost never show any feelings. Those people rarely get angry. Also, 
there would be people who are highly emotional and show emotions all day long.

• Frequency and Period: Emotions cannot be expressed for a long period of time. 
Also, the emotional demands are too hard to maintain.

3. Speech analysis and properties

3.1 Properties of speech signal

The resonance architecture of the auditory tract, specifically the two bottom reso-
nances known as formants, can be easily examined by drawing an “envelope” over the 

Figure 4. 
Emotions vs. mood.
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spectrum. This involves drawing a continuous line immediately above the spectrum, 
as shown in the picture on the right [5]. As a result, researchers receive the spectral 
envelope that describes the macro-shape of a voice signal’s spectrum and is frequently 
used to describe speech signals. The basic frequency of a spoken transmission, or its 
lack thereof, conveys a great deal of information. Voiced and unvoiced parts of speech 
are those that have or do not have a vibration in the vocal cords. Researchers classify 
phonemes into voiceless or voiced categories based on their predominance. A speech 
signal with its spectral properties is shown in Figure 5a and b [6].

As mentioned in [6], when developing a speech processing system, data will be 
used for:

a. Speech analysis in order to observe the signal from speech production process. 
This way we can identify different properties of speech that can help us improve 
performance and increase our comprehension of features importance.

b. Use Machine Learning so that we can successfully train any given model for 
specific automation and smart development of subsequent systems.

c. Performance evaluation of the speech system. This stage is vast and can take 
different shapes and forms as it is developed for various needs. Therefore, the 
speech corpus must be such that can be used both in training, validation, and 
testing for the specific environment for which it is intended to be used.

A sample, limited-vocabulary speech recognition data for speech commands can 
be found in [7].

3.2 Speech linguistic structure

Several linguistic features of speech, including consonants and phrases, have 
written language equivalents. Nevertheless, it is critical to distinguish between 
the two: Speech signals always are uninterrupted and non-categorical, but writ-
ten language is made up of discrete category pieces. This really is owing to the 
motor activity in speech generation, which acts in real time and at a limited pace 
while being constrained by physiological and neurophysiologic restrictions [8–10]. 
Therefore, the generated voice signal is similarly constant in time and frequency. 
Furthermore, since voice conveys additional data in regards of how items are spoken 
and the qualities of the speaker, recorded language is deficient in these areas. Written 
language, on the other hand, employs lexical and grammatical techniques, as well 
as unique characters, to distinguish finer-grained interpretations, such as commu-
nicating emotional content or distinguishing inquiries from assertions. The speech 
structure is shown in Figure 6 [6].

3.3 Speech waveforms

The speech signals are categorized as audio or sound pulses that can travel from 
one place to another regarding the internal energy in it. The waveform of speech 
signals contains different components such as the frequency, magnitude, phase etc. In 
the present environment, we are particularly concerned with waveforms processing 
and analysis in digital systems. As a result, researchers would always presume that the 
acoustic voice signals were caught by a microphone and translated to digital format. 
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The consonants in speech signals contain crucial information, that ranges from 300 
to 3500 Hz, implying that a lower threshold for sampling frequency is roughly 7 or 
8 kHz [11]. Most power, though, stays below 8 kHz, implying that wide band, that 
really is, a sampling frequency of 16 kHz, is enough for most applications.

3.4 Speech signal windowing

Windowing of speech signals involves dividing or sub-sampling speech pulses into 
several short segments [12]. Windowing functions are seamless operations that return 
to zero at the edges. With the application of the windowing process, the audio signals 
can be truncated into pieces from which the overall features and properties of the 
speech signals can be identified rather than considering a long speech pulse. A simple 
window is shown in Figure 7 [6].

Figure 5. 
(a) Speech signal in time domain [6] (b) Formants in a speech signal [6].
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In Figure 8, we see a window applied over a speech sample with its resulting signal 
in time and frequency domains respectively.

Figure 8. 
Windowed speech signal [6].

Figure 6. 
Hierarchical organization of speech in terms of phones, syllables, and words [6].

Figure 7. 
Speech signal window [6].
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3.5 Speech spectrogram

Speech signals, on the other hand, are non-stationary indicators. When we convert 
a spoken phrase to the frequency response, then get a spectrum that is an aggregate 
of all phonemes in the phrase, although we typically want to view the spectrum of 
every single phoneme independently [12]. Researchers can concentrate on signal 
qualities at a certain point in time by dividing the information into shorter parts. 
This type of segmentation already was covered in the windowing part. One of the 
most utilized techniques in speech processing and analysis is the Short-Time Fourier 
Transform (STFT). It illustrates how frequency components change over time. One 
of the advantages of STFTs is that its characteristics have a simple physiological and 
understandable explanation.

3.6 Speech cestrum and Mel-frequency cepstral coefficient (MFCC)

Cestrum refers to the properties of the speech signals that help detect the informa-
tion of the speech signal [12]. It can be obtained by extracting the features from the 
speech signals so that the essential components of the speech audio can be identified 
[6]. This component can be extracted using the application of speech processing and 
the Mel-Frequency Cepstral Coefficient (MFCC) method where the cepstral compo-
nents are achieved through numerical data. This is essential in Machine Learning and 
Deep Learning as the algorithms require numerical features to classify and detect the 
type of speech and to identify the emotions.

4. Speech emotion detection using machine learning

According to Qing and Zhong [13], the rise of big data handling in recent times, 
coupled with the continual improvement of computers’ computational power and 
the ongoing improvement of techniques, has led to significant advancements in the 
field. Also, with the advancement of artificial intelligence studies, individuals are not 
always content that the computer does have the same problem-solving abilities as the 
human mind. Still, they also wish for a much more humanized artificial intelligence 
with the same emotions and character. It may be utilized in students’ learning to 
recognize students’ feelings in real time and analyze them appropriately and in intelli-
gent human-computer interaction to detect the speaker’s emotional shifts in real time. 
Researchers primarily investigate the Mel-Cepstral Coefficient settings and K-Nearest 
Neighbor algorithm (KNN) for speech signals and implement MFCC extraction of 
features using MATLAB and emotion classification using the KNN method. The 
CASIA corpus is utilized for training and validation, and it eventually achieved 78% 
accuracy. As per Kannadaguli and Bhat [14], humans see feelings as physiological 
changes in the composition of consciousness caused by various ideas, sentiments, 
sensations, and actions. Although emotions vary with an individual’s familiarity, they 
remain consistent with attitude, color, character, and inclination. Researchers employ 
Bayesian and Hidden Markov Model (HMM) based techniques to study and assess 
the effectiveness of speaker-dependent emotion identification systems. Because all 
emotions may not have the same prior probability, researchers must calculate the 
conditional probability by multiplying the pattern’s chances by each class’s previous 
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distribution and dividing by the pattern’s likelihood function derived by summing 
its potential for all categories. An emotion-based information model is constructed 
using the acoustic-phonetic modeling technique to voice recognition. Following that, 
the template classifier and pattern recognition are built using the three probabilistic 
methodologies in Machine Learning.

As described by Nasrun and Setianingsih [15], emotions in daily language 
are often associated with feelings of anger or rage experienced by an individual. 
Nevertheless, the fact that action is predisposed as a property of emotions does not 
necessarily make things simpler to describe terminologically. Speech is a significant 
factor in determining one’s psychological response. The Mel-Frequency Cepstral 
Coefficient (MFCC) approach, which involves extracting features, is commonly 
used in human emotion recognition system that are based on sound inputs. 
Support Vector Machine (SVM) is a novel data categorization approach developed 
in the 1990s. SVM is guided Machine Learning, frequently used in various research 
to categorize human voice recognition. The RBF kernel has been the most often 
used kernel in SVM multi-Class. This is because SVM employs the Radial Basis 
Function (RBF) seed to improve accuracy. This report’s most incredible accuracy 
ratio was 72.5%.

According to Mohammad and Elhadef [16], emotion recognition in speech may 
be defined as perceiving and recognizing emotions in human communication. In 
other respects, speech- emotion perception means communicating with feelings 
between a computer and a human. The proposed methodology comprises three major 
phases: signal pre-processing to remove noise and decrease signal throughput, feature 
extraction using a combination of Linear Predictive Rules and 10-degree polynomial 
Curve fitting Coefficients over the periodogram power spectrum feature of the 
speech signal, and Machine Learning that utilizes various machine learning algo-
rithms and compares their overall accuracy to determine the best accuracy. Several 
of the causes are that the recognition approach selects the best elements for a method 
to be powerful enough to distinguish between different emotions. Another factor is 
the variety of languages, dialects, phrases, and speaking patterns. As per Bharti and 
Kekana [17], speech conveys information and meaning via pitch, speech, emotion, 
and numerous aspects of the Human Vocal System (HVS). Researchers suggested an 
outline that recognizes sentiments using Speech Signal (SS) with the highest average 
accuracy and effectiveness when compared to techniques such as Hidden Markov 
Model and Support Vector Machine. The detection step can be easily implemented 
on various mobile platforms with minimal computing effort, as compared to previ-
ous approaches. The ML model has been trained successfully using the Multi-class 
Support Vector Machine (MSVM) approach to distinguish emotional categories 
based on selected features. In machine learning, Support Vector Machines (SVMs) 
are popular models used for classification and regression analysis. They’re especially 
known for their effectiveness in high-dimensional spaces. However, traditional SVMs 
are inherently binary classifiers. When there are more than two classes in the dataset, 
adaptations like MSVMs are used, which can handle multi-class classification prob-
lems. The MSVM classification was used to extract features Gammatone Frequency 
Cepstral Coefficients (GFCC) and remove elements to achieve a high success rate of 
97% on the RAVDESS data set (ALO). The GFCC is a feature extraction method used 
often in the field of speech and audio processing. The GFCC features try to mimic 
the human auditory system, capturing the phonetically important characteristics of 
speech, and are robust against noise. Whenever extracted features using MFCC are 
applied to existing databases, all classifiers achieve an accuracy of 79.48%.
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As described by Gopal and Jayakrishnan [18], emotions are a very complicated 
psychological phenomenon that must be examined and categorized. Psychologists 
and neuroscientists have performed extensive studies to analyze and classify human 
emotions over the last two decades. Emotional prosody is used in several works. 
The goal of this project was to develop a mechanism for annotating novel texts with 
appropriate emotion. With the SVM classifier, a supervised method was used. The 
One-Against-Rest technique was utilized in a multi-class SVM architecture. The 
suggested approach would categorize Malayalam phrases into several emotion classes 
such as joyful, sad, angry, fear, standard, etc., using suitable level data with an overall 
accuracy of 91.8%. Throughout feature vector choice, many aspects such as n-grams, 
semantic orientation, POS-related features, and contextual details are analyzed to 
determine if the phrase is conversational, or a question.

5.  Predictive visual analysis of speech data using machine learning 
algorithms

Goyal and Rathore [19] state that there is a vast amount of digital and social media 
data available on the internet, including platforms like Twitter, LinkedIn, message 
boards, blogging sites, customer groups, and feedback on products. In the modern 
environment, product feedback has become quite vital. The specific approaches, such 
as Max Monitoring, SVM, Naive Bayes, logistic regression, or KNN classification, can 
be used to detect faces and classify the displayed mood. The approaches mentioned 
here are utilized for document-level categorization. In this study, we apply the 
ME-based text technique to examine the level sense of neural networks using recur-
sive nerve sensor networks that evaluate emotion at the phrase level. According to the 
investigation, real.

emotion, including audio and video, is identified by specific words with a senti-
ment component. This study lays the groundwork for future research to concen-
trate on phrases that influence decision-making and discover generic public mass 
assessments.

According to Ali et al. [20], there are numerous methods to define microaggres-
sions (MAs). Derogatory stereotype representations that are “put setbacks” by such an 
offender often are subtle, shocking, frequently reflexive, and nonverbal encounters. 
Computerized MA detection introduces a new and difficult topic in Natural Language 
Processing (NLP) research and sentiment evaluation. A better understanding of how 
machine algorithms are constructed and how MAs are categorized in writing can help 
to enhance our understanding of sentiment in documents. Regarding MA identifica-
tion, the outcomes of the two classification tests were encouraging. The characteristics 
recovered from the annotated dataset reinforce this point, with phrases/attributes that 
can be seen as slightly racist, such as darkish and minority, being picked in the first 20. 
There are not very harsh or obscene words/blasphemes on the listing. While employing 
these parameters, advancements in classification accuracy have also shown encourag-
ing outcomes, with similar trends throughout all systems examined.

As stated by Tasha et al. [21], an emotion detection element could be added 
to spoken conversation systems. It can be used as a component of the interaction 
program’s architecture to impact the interaction program’s responsiveness to the 
customer’s verbal statements or to improve the user interface in those other ways. The 
traditional GMM technique has the worst efficiency of 38%. Correspondingly, using a 
DNN or an ELM to assign various values to distinct characteristics improves accuracy 
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to 48 and 51.6%. The DNN-ELMK algorithm continues to be the highest performer, 
with 57.9% accuracy. Researchers measured the effectiveness of numerous GMM-
based algorithms that calculate the statistics of the complete speech first and then do 
classification, to our cutting-edge DNN-ELMK technique, which conducts a variety 
of segments first and then computes statistics. Ultimately, GMM-based algorithms 
cannot match the accuracy of the DNN-ELMK approach when showing emotion 
identification on 0.25-second components.

6. Speech emotion detection using deep learning

According to Tariq et al. [22], speech emotion detection has received a lot of 
interest in recognizing people’s emotional states. Speech is an excellent mode of 
communication for identifying the speakers and many sorts of feelings. Researchers 
created an IoT system that predicts patients’ moods in real time. Researchers used the 
SED model on actual data.

They discovered that female audio has a higher accuracy of 78% than male per-
formers, who have an accuracy of 71% owing to the purity of their voices. They saw 
that their network was running quite well. We employed a 2D CNN model using 
Peak, RMS, and EBU normalization and data augmentation approach to train and test 
speech emotion detection. They discovered that combining the normalization and 
augmentation approaches acquired the greatest accuracy, superior to state-of-the-art 
techniques in audio-based emotions categorization and forecasting.

As stated by Zhang et al. [23], being one of the greatest natural forms of human 
interaction, speech signals include not just explicit language information but also 
implicitly paralinguistic data about the speaker. The suggested technique is tested on 
four available datasets: the Berlin database of the RML audio-visual dataset, German 
emotional speech (EMO-DB), the eNTERFACE05 audio-visual dataset, and the 
BAUM-1 s audio-visual set of data. Researchers offer a new automated emotional 
feature learning technique that combines DCNNs with DTPM. A DCNN is being 
used to train discriminative segment-level characteristics from triple channels of log 
Mel-spectrograms, analogous to RGB picture representations. DTPM is intended 
to combine learned segment-level elements into a universal utterance-level feature 
extraction for emotion identification.

According to Singh and Sharma [24], sentiments are “strong sentiments aris-
ing from one’s surroundings, mood, or interactions with others.” Emotions are the 
most important aspect of human communication in everyday life. Deep Learning 
approaches surpass shallow classifiers because external classifiers can only acquire 
high-level characteristics, but Deep Learning methods can develop insights through 
low-level information. There is a significant increase in accuracy from the SVM 
approach (86.75) to the LSTM approach (91.75). The CNN design with a two-layer 
deep network produces the greatest results (95.4%). Generally, SVM has the greatest 
outcomes in shallow structures. Deep Learning feeds on large amounts of data and 
would operate considerably better with large amounts of data.

As stated by An and Shi [25], due to urbanization and industrialization, social 
rivalry is rising in economic building and automation, leading to a dramatic increase 
in different psychological sources of stress, mental diseases, and mental health issues. 
A CNN architecture consists of six layers, including two convolution layers, two 
max-pooling layers, and two fully connected layers. The negative repercussions of a 
mental health issue are often dramatic and result in outrageous conduct. The testing 
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set included 198 statements written by students with negative feelings and individuals 
with neutral feelings.

The findings indicated that the training model’s accuracy was 78.4%, the test set’s 
accuracy was 70.5%, and the final model’s experimental outcomes were more than 
70.5%.

According to Mokonyane and Sefira [26], Deep Learning is a Machine Learning 
approach that mimics the human brain’s operations in the analysis of organized and 
unstructured information for application areas such as translation software, voice 
recognition, object identification, and many others. Deep Learning techniques may 
think of making judgments without human intervention. Researchers discovered 
that the Sigmoid Kernel fails to meet state-of-the-art accuracy, coming in last at 58%, 
followed by polynomial, linear, and RBF kernels, which achieved state-of-the-art 
accuracy at 81%, 85%, and 88%, correspondingly. After evaluating the models, deep 
neural networks outperformed Machine Learning methods in emotional speaker 
recognition from voice signals, achieving the most excellent accuracy of 92% and 
beating state-of-the-art designs.

As stated by Qidwai and Al-Meer [27], human emotion is crucial in human-
human interaction since it conveys the person’s unspoken mood. A CNN is typically 
composed of three layers: convolution, pooling, and fully linked layers. In CNN, the 
feature extractors are the convolution and pooling layers. A series of filters are con-
volved with the input picture in the convolution layer to extract features like vertical 
or horizontal lines. Emotion recognition garnered interest in human-centered design 
as computer technology advanced, particularly in Human-Computer Interaction. The 
suggested model obtains an overall accuracy of 81% on unseen data. Accordingly, it 
recognizes positive and negative feelings with 87% and 85% accuracy. The accuracy at 
distinguishing neutral emotion, on the other hand, is just 51%.

According to Gunathilake et al. [28], recently, text-to-speech synthesis has been 
challenging since the voices produced by these algorithms sound robotic and thus are 
easily distinguished from human agents. Despite extensive study into creating natural-
sounding voices, delivering an emotional speech is a reasonably young topic. Expressive 
TTS has several uses, such as supporting the visually challenged, and emotion recogni-
tion from text is a critical module in this process. The technique of detecting emotions 
begins with identifying what emotions are. Researchers combine bi-directional long-
short memories with an attention layer for higher prediction accuracy. To enhance future 
outcomes, researchers use text preparation. Researchers run the tests on three different 
data sets, as well as the algorithms are graded based on their classification results.

As stated by Lin and Yang [29], because of the rapid progress of Machine Learning 
and deep understanding in recent years, studies on using these technologies to aid 
in elderly care and children have become widespread. This research offers an intel-
ligent system for distinguishing emotional sounds such as laugh, weep, scream, wail, 
or sigh to help caretakers comprehend the needs of the elderly and kids. They can 
receive appropriate care more rapidly. Empirical mode segmentation is utilized to 
improve the identification and recognition of emotional sounds. Furthermore, deep 
ensemble learning is used to address the issue of overfitting. Experiments reveal that 
the suggested technique has a classification accuracy of 91.6%, which is significantly 
higher than without using EMD. Researchers think that this technology will improve 
the care of the aged and young. According to Wani and Guna Wan [30], speech emo-
tion recognition is an expanding topic of research currently, and as a result, multiple 
researchers have developed different technologies in this field. This procedure is 
required to categorize a voice signal to detect a specific mood. Many people strive to 
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discover aspects of voice signals that range from efficient to salient to discrimina-
tive. The algorithms were fed spectrograms created from the speech dataset. As the 
number of test epochs increased from 500 to 1200 and 1500, the efficiency of both 
models improved. The provided model Depthwise Separable Convolutional Neural 
Networks (DSCNN) surpasses the current state-of-the-art model CNN by a wide 
margin. DSCNN achieved an accuracy of 87.8%, while CNN attained an accuracy 
of 79.4%. DSCNN is a variant of the standard convolutional neural network (CNN) 
and is part of the family of convolutional networks which are designed to be more 
efficient.

In a DSCNN, the convolution operation is split into two separate operations aim-
ing to reduce the model’s complexity and size. The first is a depthwise convolution 
which applies a single filter per input channel. The second is a pointwise convolution, 
a simple 1x1 convolution, which is used to build new features through computing 
linear combinations of the input channels.

This structure is a key element of several efficient and compact network archi-
tectures such as MobileNet developed by Google, which is used for tasks like object 
detection and image segmentation on mobile and embedded devices where computa-
tional resources are limited. More work is required to enhance the provided architec-
ture for convincingly recognizing emotions.

7. Contributions and summary

As evident from the facts given, it is clear how important emotions are in our day 
to day lives. Globalization across the world has accelerated the need for better under-
standing of emotions. The interactions between various cultures at such a fast pace 
underlines the importance of expressing ourselves and our intentions to the crowd for 
maximum effect. Good orators and leaders have always used emotions to drive home 
their views and have a positive impact on their followers.

Numerous research has been undertaken to understand how important emotions 
are. They are explained by the multiple case studies discussed in the previous chap-
ters. It is worth to note that emotions can have both positive and negative impact on 
our health. Thus, researchers advice that an individual should always express emo-
tions from time to time to avoid depression and anxiety. In professional life, under-
standing your colleague from other country or culture helps in better communication 
and leads to increased success.

Therefore, we can see how emotions have played a vital role in all aspects of life. 
Going forward, we see the emergence of AI and how it helps to understand and 
express emotions even better.

The main contributions of this chapter are that it summarizes the latest state of 
the art in emotion recognition through various use case in different environments. A 
short summary is provided next:

8. Machine learning

Machine learning is a branch of AI that makes applications to have better and 
accurate predictions without hard coding it to do so. It uses historical data to predict 
new values. Common use cases include recommendation engines, credit detection, 
fraud, predictive maintenance.
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It is necessary as it gives extended view of various behaviors and patterns as well 
as supporting new products. Almost all corporate giants like Google, Microsoft, 
IBM, Uber use ML as a core part of its operations. It has become so important to gain 
advantage over other companies, ML is seen as a solution. There are various types of 
Machine Learning:

• Supervised Learning: In this method, labeled historical data is given based on 
which models train and learn to associate various results. Then a user provides 
unseen data and based on metrics, we understand how accurate the model is.

• Unsupervised Learning: This type is totally opposite to Supervised learning. The 
model trains on unlabeled data and learns to associate results on its own. It looks 
for meaningful results and gives out relevant output.

• Semi-Supervised Learning: This is a combination of the two previous types. Some 
labeled data maybe be given as well as unlabeled data. In this, the model is free to 
make its own assumptions and give out results.

• Reinforcement Learning: The model starts by making a few predictions and out-
comes. The user based on what results it receives gives out incentives or positive 
and negative reactions. The models take in the feedback given by the user and the 
future predictions are reliant on such feedbacks.

9. Machine learning use cases

The supervised machine learning can be used for a variety of tasks and will require 
labeled data to give outputs. The various tasks are:

• Binary Classification

• Multi-Class Classification

• Regression Technique

• Ensembling Technique

The unsupervised machine learning does not require labeled data. They analyze 
unlabeled data to identify patterns that can be utilized to classify data into various 
categories. Almost all Deep Learning techniques are unsupervised learning techniques. 
The various tasks for which unsupervised learning technique could be used are.

• Clustering

• Dimension Reduction techniques

• Associate

Reinforcement learning has a set of rules to accomplish a particular goal. DSs use 
algorithms with positive rewards, meaning when a model performs an action which 
leads to the goal, it gets a reward and when it performs badly, it leads to punishment. 
Such learning is often used in areas like.



Emotion Recognition – Recent Advances, New Perspectives and Applications

42

• Resource management

• Videogames

• Robotics

As we can see, ML is used for a variety of reasons. One of the most famous exam-
ples is the recommendation engine employed by Netflix. Based on search results and 
movies an individual has seen, Netflix is able to suggest some other movies or shows 
for that individual. Other ways we can use ML is:

• Customer Relationship Management systems (CRM): Based on importance of 
certain notifications, it tells the sales team to answer to important notifications 
first. A more complex system can also suggest the type of response.

• Business Intelligence (BI) and its analytic sellers use ML to analyze important data, 
see the trends and various deviations.

• Chatbots: They usually employ supervised as well as unsupervised learning 
techniques to give out curated results to the customers coming on the websites.

Advantages and Disadvantages of ML methods are summarized in Table 1.
As ML grows in demand, new techniques and applications will surface. Today’s 

models need intense work before it gets optimized for one task. Some researchers are 
performing various operations to make ML models that are flexible and inexpensive 
with requiring low infrastructure. It will be not quick but once achieved, can pave way 
for more accurate and better results. A ML model generally goes through a common 
lifecycle as explained below.

• Data Collection

• Choosing a ML technique

• Finetuning

• Final model

9.1 Deep learning

It is a ML technique that makes computer learn things that a human can do natu-
rally. It is the driving force behind many tasks which could be termed as complex for 
machines. Tasks such as self-driving cars, recognizing stop signal, drive in a straight 

Advantages Disadvantages

Help analyze customer behaviors. Expensive

Customized product High salaries for DS

Primary source for products High infrastructure

Table 1. 
Advantages and disadvantages of ML.



43

Perspective Chapter: Emotion Detection Using Speech Analysis and Deep Learning
DOI: http://dx.doi.org/10.5772/intechopen.110730

line and avoid collision. It also can be used for various control devices. DL can achieve 
better accuracy than classic ML algorithms. This helps in meeting various customer 
demands. Recent advancement has been so much that it outperforms humans in tasks 
like classification of objects.

Despite being discovered earlier, it has only achieved success in recent times. The 
reason being

• It requires large amount of labeled data.

• It requires a very high computing power.

There are various types of Deep Learning networks available in the market. Some 
of them are listed below.

• Feed Forward Neural Network: It is a basic kind of network in which data flows 
from one layer to another. It has only one kind of layer or just a hidden layer. 
There are no backpropagation techniques available. The weight sum is fed as an 
input to the next layer.

• Radial-Basis Function (RBF) Neural Networks: They have more than one type of 
layer. In such networks, the distance between any point to the center is calculated 
and passed as an input to the next layer.

• Multi-Layer Perceptron: It has multiple layers and used to classify non-linear data. 
They have fully connected layers.

• Convolutional Neural Network (CNN): It has n number of layers. It can have more 
than one convolutional layer and is very deep with few parameters.

• Recurrent Neural Network (RNN): An output from a particular neuron is fed as an 
input to the same node. It helps in getting better output. It has memory storage 
and utilizes past results to optimize future outcomes.

• Modular Neural Network: Such networks are a collection of smaller neural 
networks. Combination of smaller networks leads to a big neural network and all 
networks work independently to achieve results.

• Sequence to Sequence models: There are generally a combination of RNN networks. 
It works on encoding and decoding.

9.2 Deep learning use cases

• Speech Recognition

• Image Recognition

• Natural Language Processing

• Recommender Systems

• Customer Relationship Management systems
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Advantages and Disadvantages of Deep Learning methods are summarized in Table 2.
The Deep Learning lifecycle is like the one used for Machine Learning.

• Collection of Data

• Creation of model

• Training of model

• Deploying
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Advantages Disadvantages

Features are finetuned automatically Require large amount of data

Same network used for various tasks Expensive

Flexible and can be adapted for various problems. No tool to formulate correct neural network models

Table 2. 
Advantages and disadvantages of DL.
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Abstract

Infant facial expression recognition is one of the most significant areas of research
in the field of computer vision and surveillance parental care. It is essential for both
the early diagnosis of medical conditions and intelligent interpersonal interactions.
Despite recent improvements in face detection, feature extraction techniques, and
expression categorization methods, it is still difficult to develop an automated system
employing deep learning methods that achieves the goal of recognizing infant emo-
tions. The prime aim of this chapter is to present a comprehensive framework for
recognizing infant emotions using machine learning and deep learning algorithms on
the dataset for infant emotions currently accessible. The proposed model directs
future research on early detection of infant emotions and has the ability to identify
emotional-related medical problems. This article will incorporate the findings on
infant emotion recognition required to address the parental supervision and enhance
intelligent interpersonal relationships.

Keywords: infant emotion recognition, machine learning, deep learning, facial
emotion, surveillance parental care

1. Introduction

Facial expressions, which are a vital aspect of communication, are one of the most
important ways humans communicate facial expressions. There is a lot to comprehend
about the messages we transmit and receive through nonverbal communication, even
when nothing is said explicitly. Nonverbal indicators are vital in interpersonal rela-
tionships, and facial expressions communicate them. There are seven universal facial
expressions that are employed as nonverbal indicators: laugh, cry, fear, disguise,
anger, contempt, and surprise.

From the moment of birth, babies can convey their interest, pain, disgust, and
enjoyment through their body language and facial expressions. Around 2–3 months
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old, babies start smiling spontaneously, and around 4 months old, they start laughing.
Although your infant may make eye contact with you, itis likely that crying will be the
predominant behavior your baby exhibits. For instance, your baby may scream just
because they want to be cuddled or because they are hungry, upset, wet, or
uncomfortable.

Facial expressions are one of the key methods that infants communicate their
needs and emotions. As a result, it’s critical to comprehend their facial expressions and
pay attention to them in order to provide appropriate treatment. Understanding their
emotions is essential for early diagnosis and treatment of diseases like Autism
Spectrum Disorder (ASD) and Attention-Deficit Hyperactivity Disorder (ADHD).
Empirical evidence suggests that early intervention for certain problems affects
children’s development in the long run.

Recently, the field of computer vision has accorded facial emotion recognition a lot
of attention. However, adult facial expressions are the main focus of the research.
Adult and newborn face structures differ from one another. Infants have rounder
faces, eyes that are closer together and much bigger, shorter lips, and lips that resem-
ble a “cupid bow.” Their faces feature big fat pads and elastic skin, which prevents
folds and wrinkles while allowing them to portray any emotion. Many newborn
emotional expressions, such as anxiety, anger, and disgust, are not morphologically
the same as emotions used by adults. These factors led to the development of the Baby
Facial Action Coding System (Baby FACS), which is dedicated to the analysis of
infants’ Action Units (AU) and Emotional Facial Action Coding System (EMFACS).

Automatic facial expression recognition using these universal expressions could be
a key component of natural human-machine interfaces, as well as in cognitive science
and healthcare practice. Even though humans understand facial expressions almost
instantly and without effort, reliable expression identification by machines remains a
challenge. In that, Infant facial expression recognition is developing as a significant
and technically demanding computer vision difficulty as compared to adult facial
expressions recognition. The ability to accurately interpret infant facial expressions is
important for the formation of professional parental care through surveillance footage
analysis. Since there is a scarcity of infant facial expression data, the recognition is
mostly based on the building of a dataset. There are no datasets publicly available or
created particularly to analyze the expression of infants. The creation of a dataset for
infant facial expression analysis is a big and challenging task. The ability to accurately
interpret a baby’s facial expressions is critical, as most of the expressions resemble the
same. This process leads to the development of identifying the action behind the
scenario. Despite recent advances in face detection, feature extraction procedures,
and expression categorization approaches, designing an automated system that
accomplishes this objective remains challenging.

This chapter provides an overview of the different datasets that are available for
baby emotions. Additionally, it recommends the process for recognize newborn emo-
tions through shot boundary detection, key frame extraction, Face detection algo-
rithm, emotion classification through machine learning and deep learning approaches.
The video sequence serves as input to the proposed methodology and is collected from
a wide variety of available environments, including videos with known surroundings
for infants and adults, cluttered background, stimulated situations, and videos with
complex backgrounds. The video sequence is then separated into frames in order to
retrieve key frames. From the retrieved key frames, faces are recognized using an
integrated imaging technique and the identified faces are then divided into infants
and adults using the CNN classifier model.
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2. Available datasets

2.1 The city infant faces database

This database consists of 195 infant faces and it include 40 images of neutral infant
faces, 54 images of negative infant faces, and 60 images of positive infant faces. High
criterion validity and good test-retest reliability may be found in the images. There are
154 portrait images in the database, available in both color and black and white
(Figure 1).

2.2 Babyexp

The dataset contains 5400 images depicting three different types of infant’s face
facial expressions: cry, laugh, and neutral. To appropriately describe additional uni-
versal facial expressions, these three expressions must first be recognized. For that
process, initially, the images of infant actions such as crying and laughing are gathered
from the private database named infant action database. The database contains foot-
age of children performing various actions from which images of various actions have
been taken. The images of neutral activity and some images of laughing were collected
from the internet (Figure 2).

2.3 Rebel dataset

It comprises of 50 videos of infants aged 6–10 months that were gathered from the
University of Nevada, Las Vegas’ Department of Psychology (UNLV). There are a lot
of unlabeled videos of infants in the Rebel collection that need to be labeled [2].

2.4 Tromso infant faces (TIF) database

In addition to rating the images’ intensity, clarity, and valence, over 700 adult
images divided them into 7 emotion categories: joyful, sad, disgusted, furious,
terrified, astonished, and neutral.

2.5 The child emotion facial expression set

The seven induced and posed universal emotions as well as a neutral expression
were utilized to build a video and image database of 4- to 6-year-old children.

Figure 1.
Sample dataset images (city infant faces database) [1].
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Participants were involved in video and image shoots intended to evoke certain
emotions, and the resulting photos were then judged in two rounds by impartial
judges. For each emotion, there were 87 stimuli for neutrality, 363 stimuli for joy,
170 stimuli for disgust, 104 stimuli for surprise, 152 stimuli for fear, 144 stimuli for
sadness, 157 stimuli for anger, and 183 stimuli for contempt [3].

2.6 EmoReact

Children between the ages of 4 and 14 make up this multimodal emotion dataset.
The collection includes 1102 audio-visual clips with annotations for 17 different emo-
tional states, including 9 complicated emotions like frustration, doubt, and curiosity,
as well as neutral and valence [4].

2.7 Child affective facial expression set (CAFE)

The CAFE collection includes 1192 color images of a racially and culturally varied
group of children aged 2–8 who posed for six emotional facial expressions: angry,
afraid, sad, joyful, astonished, and disgusted [5].

2.8 The multimodal dyadic behavior dataset

A solitary collection of multimodal (video, audio, and physiological) recordings
of infants and toddlers’ social and communicative behavior that was collected during
a semi-structured play interaction with an adult. According to an IRB process
endorsed by the university, the sessions were videotaped in the Georgia Tech Child
Study Lab (CSL).

Figure 2.
Sample dataset images (Babyexp).
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2.9 The NIMH Child Emotional Faces Picture Set (NIMH-ChEFS)

There are 482 images in the database of child faces in 2 different gaze states direct
stare and averted gaze including those who are scared, angry, joyful, sad, and neutral [6].

3. Shot boundary detection method

A video is composed of a variety of scenes that capture the order of events, shots,
and frames. As a result, it consists of interconnected images taken from various
camera angles. The smallest unit of temporal visual information, a shot is composed of
a series of related frames continuously recorded by a single camera. These time and
space-related acts or events are represented by these frames [7]. In order to manage
the immense volumes of video data created by massive multimedia applications, video
abstraction technologies were required due to the rapid expansion of network infra-
structure and the usage of advanced digital video technology. As a result, users may
readily access and retrieve the necessary portions of the video without having to
watch the whole thing. The key frame extraction module, where the number repre-
sentative frames are recognized and chosen, and the shot boundary recognition mod-
ule, which divides shots from video frames.

To streamline video analysis and processing, shot boundary detection/temporal
video segmentation is the technique of dividing video frames into several shots by
identifying the border between subsequent video shots. The primary objective of shot
boundary detection methods is to identify differences in visual content. These differ-
ences between succeeding images are calculated, and a threshold comparison is
formed. Three fundamental components make up the shot boundary detection (SBD)
method algorithms: frame representation, dissimilarity measure, and thresholding.
Finding transitions in the context of abrupt illumination changes and significant
camera/object movement is one of these SBD approaches’ biggest challenges, which
might result in the extraction of incorrect keyframes.

4. Key frame extraction

Based on shot boundary, visual information, movement analysis, and cluster
approach, key frame extraction techniques may be loosely divided into four catego-
ries. By removing or deleting the duplicated frames from the source film and
extracting a group of representative frames, keyframe extraction is an appropriate
technique for communicating effectively the key components of a video clip. These
removed keyframes are anticipated to represent and offer thorough visual data for the
entire video [8]. To make indexing, retrieval, storage management, and video data
recognition more convenient and effective, the keyframe technique is used to reduce
the computational cost and amount of data required for video processing. These
approaches can be classified into three main classes viz., shot based, sampling-based,
and clustering-based techniques.

4.1 Sampling-based technique

This sort of technique, which does not prioritize the video content, chooses repre-
sentative frames by equally or randomly sampling the video frames from the original
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video. The idea behind this method is to select every kth frame from the source
video [9]. The length of the video determines this value of k. A typical range for a
video summary is 5–15% of the entire video. Every 20th frame is chosen as the
keyframe in the case of 5% summarizing, whereas every 7th frame is chosen in the
case of 15% summarization. Although these keyframes were extracted from the video,
they do not accurately depict everything. They can also result in duplicate frames with
the same content.

4.2 Shot-based technique

In this method, the shot boundary/transition is initially detected using an effective
SBD method. The keyframe extraction method is then carried out after the video
frames have been divided into multiple shots. Different key frame selection methods
have been covered in various literary categories. The first and last frames of the
candidate shot are often chosen as the key frames in the conventional method. These
snipped key frames are the shots’ representative frames, which results in a more
simplified synopsis of the original video.

4.3 Clustering-based technique

Unsupervised learning techniques such as clustering group together collections of
related data points. With this technique, video file frames with comparable visual
contents are divided into various numbers of clusters. The frame that is extracted as
the key frame from each cluster is the one that is closest to the candidate cluster’s
center. The qualities that the frames display, such as color histograms, texture,
saliency maps, and motion, define the similarities between them [10]. The funda-
mental problem with the clustering-based approach is that, before completing the
clustering operation, it can be challenging to count the number of clusters in each
video file.

5. Face detection algorithm

Object detection is one of the computer technologies that is connected to image
processing and computer vision. It is concerned with detecting instances of an object
such as human faces, buildings, trees, cars, etc. The primary aim of face detection
algorithms is to determine whether there is any face in an image or not.

• Viola-Jones: In order to find Haar-like characteristics, this method slides a square
of a predefined size across the image. Then, these characteristics can be identified
as components of a face.

• One-shot detector (SSD): This one overlays the image with a grid and many
“anchor boxes,” the latter of which are produced during the training phase. These
boxes are used to identify the necessary items’ characteristics and locations, such
as faces.

• You Only Have to Look Once (YOLO): Because it just takes one “look” at the
image to detect all the objects of interest, it boasts better performance than SSD.
only needs one “look” at the picture to find all the objects of interest.
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6. Classification methods

6.1 Machine learning

Automatic facial expressions classifiers have made significant progress, according
to researchers. Facial Action Coding System (FACS) has been developed for classify-
ing facial movements by AU [11]. Traditional machine learning-based classifiers such
as Hidden Markov Model, Support Vector Machine (SVM), Bayesian network were
proposed for face facial expressions recognition. Audio and video clips are used to
recognize and classify emotions by SVM and Decision Level Fusion [12]. Utilizing the
compound emotion recognition of children experiencing meltdown crises, a preven-
tive strategy was developed and implemented. Unusual facial expressions linked to
complex emotions are clearly connected to the symptoms of meltdowns. Experimental
evaluation is done on several deep spatiotemporal geometric features of autistic chil-
dren’s micro expressions during a meltdown. To choose the qualities that most clearly
distinguish compound emotion in a meltdown crisis in autistic children from com-
pound emotion in a normal state, Compound Emotion Recognition performance and
several collections of micro expressions features are compared. For learning and
categorizing the features extracted from many images, the nearest neighbor method
was introduced.

6.2 Deep learning

Deep learning-based face expression detection has gained popularity as a result of
the growth of huge data and computer efficiency. YOLOv3-tiny is used to detect the
face and body of infants, and it has a classification accuracy of 94.46% for the face and
86.53% for the body of infants. For extracting local temporal and spatial features, a
two-stream CNNs model is used. Models based on transfer learning, including VGG16,
Resnet 18, and 50, have been suggested for recognizing adult facial emotions [13–15].
In order to distinguish the newborn’s facial emotions from images, a deep neural
network must be built since infant facial expression recognition is necessary in parent-
ing care. The transfer learning model-based techniques suffer from overfitting since
there is a dearth of data on newborn facial expressions. Based on IOT edge computing
and a multi-headed 1-dimensional convolutional neural network (1D-CNN), a real-
time infant facial expression detection system. It was suggested to use face recognition
and emotion recognition algorithms to monitor toddlers’ emotions. To lower the num-
ber of parameters and save computational resources, this suggests a lightweight net-
work structure constructed using the deep learning approach. A methodology for AI-
based facial emotion recognition that uses many datasets, feature extraction methods,
and algorithms. The datasets are broken down into three groups: children, adults, and
senior citizens in order to better understand the vast application of facial expression
identification. Modern CNN models are utilized for preprocessing, feature extraction,
and classification while using a variety of techniques. Additionally, it evaluates the
benchmark accuracy of various CNN models as well as some architectural traits.

7. Shallow CNN architecture

An eleven-layer shallow convolutional neural network was developed to
recognize newborn facial expressions. The suggested shallow network architecture is
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shown in Figure 3. The network is composed of two groups of convolutional layers,
two maxpool layers, a fully connected layer, a SoftMax layer, and a layer for classifi-
cation output. One convolution layer, batch normalization, and the relu activation
function are all present in the group. The input layer is fixed to be 224 � 224 � 3 with
zero center normalization. Following that, 64 filters with a 7 � 7 grid size are con-
volved with the input layer. Batch normalization of the convolution filter output is
done for independent learning, and then a relu activation layer is applied to provide
linearity.

Following that, the maxpool operation is used to extract the low-level characteris-
tics. This prevents hazy problems and draws attention to the key details of an infant
image. The features are once more convolved with 64 3 � 3 sized filters, 64 batch
normalized filters, an activation function, and a maxpool layer. The representation of
features is enhanced and the learning parameters are decreased by this structure. The
completely linked layer, a SoftMax, and the classification output layer are attached to
the structure’s end.

7.1 Training

In order to maintain a constant image size, the data is initially supplemented
throughout the training phase. The learning rate, which is inversely proportional to
the gradient descent, is one of the most significant adjustments hyperparameters.
Dynamic learning rate adjustment has been employed to get the best feature learning
of the infant’s facial expressions. For that, the initial learning rate is set at 0.01, and the
learning rate is multiplied by 0.1 after every 100 iterations. In order to prevent
overfitting, a simple and generalized architecture with stochastic gradient descent and
momentum has been developed. It is ideally suited for the new infant images. The best
training model is chosen after the model has undergone several modifications.

7.2 Testing

The model is trained and tested using MATLAB 2021b with a GPU processor. The
dataset primarily includes the three newborn facial expressions of scream, laugh, and
neutral, as seen in Figure 4. Each infant has a different set of facial expressions.
However, they do possess a few defining characteristics that make identification
difficult. There are roughly 1800 photos in each class. Resizing is one of the data

Figure 3.
The proposed shallow CNN model [16].
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augmentation techniques used to equalise the size distribution because the photos
collected in the dataset and on the website are of different sizes. This method increases
the diversity and adaptability of the model. Along with validation and testing accu-
racy, the review process currently includes precision and recall and it is depicted in
Eqs. (1), (2) and (3)

Accuracy ¼ True Positiveþ True Negativeð Þ
True Positiveþ False Positiveþ True Negativeþ False Negativeð Þ

(1)

Precision ¼ True Positive
True Positiveeþ False Positiveð Þ (2)

Recall ¼ True Positive
True Positiveeþ False Negativeð Þ (3)

Resnet 18, Resnet 50, and VGG 16 are the traditional and benchmark facial
expression recognition networks. These are more sophisticated network models that
employ complicated elements to deliver the best outcomes for facial expression rec-
ognition. As a result, this study compares different topologies to the suggested shallow
network. Table 1 displays the suggested shallow network’s architectures with Resnet
50 and VGG 16.

The suggested shallow network’s input picture has a size of 224 � 224 pixels. 64
stride 2 and 7 � 7 convolution kernels are used in the Conv1 layer’s filters. The output
size is consequently decreased to 112 112 pixels. The next step is to establish a batch
normalization with the same scale, offset, relu activation layer, and max pool layer.
The same set of Conv2 layers is created with only a 3 � 3 change in the convolution
layer kernel size. This shrinks the output to a 56 � 56 size. To determine the type of
infant facial expressions, a fully connected layer with three categories and a classifi-
cation layer is implemented.

The overall design process contributes in stabilizing learning and significantly
reduces the quantity of epochs required to train the networks. It avoids the exponen-
tial growth of the compute needed to learn the network. Other networks require more
time to execute and train since they are spatially more complicated. The suggested
network has a less complex structural level than the other networks in Table 1. By
using less hardware resources, it also saves time and makes the training process less
challenging. The proposed approach is therefore more computationally effective and

Figure 4.
Sample dataset images (TIF) [17].
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yields better performance results. The Pareto principle is utilized to divide the
dataset’s photos, with 15% of the images being used for validation and 70% being used
for training. The remaining 15% is used only for testing. Thus, 1260 images are
selected for training, 270 for validation, and 270 for testing out of a total of 1800
images. The suggested method’s training curve, depicted in Figure 5, comprises data
on the loss curve as well as training and validation accuracy.

The experiments have been conducted using a local dataset that had been trained
and validated using current techniques (Table 2). In general, the learning capacity
grows along with the number of layers. However, overfitting difficulties could occur if
the learning capacity is sufficiently large. It will perform incredibly well during train-
ing but poorly during testing. Performance of the proposed network is contrasted with
that of the current network, as shown in Table 3. It demonstrates that the suggested
strategy produces improved accuracy. The accuracy, precision and recall are calcu-
lated the values (True Positive, True Negative, False Positive, False Negative) taken
from confusion matrix. For example, when the accuracy of 1260 samples is calculated,
the proposed model gets True Positive of 1136 and True Negative of 94, and it
obtained an average training accuracy of 97.16%.

On the local dataset and the BabyExp dataset, respectively, are used to operate the
suggested network’s outcomes. Table 3 compares these two networks and demon-
strates that the suggested approach performs better. The suggested approach is shal-
low in comparison to VEFSO-DLSE [18], CNN gets a better average accuracy result of

Layer
name

Resnet-18 Resnet-50 VGG-16 Shallow CNN

Conv1 7 � 7, 64,
stride 2

7 � 7,64,
stride 2

3 � 3 max pool, stride 2
3�3,64
3�3,64

h i
� 2

7 � 7, 64, stride 2
Batch normalization, Relu,
3 � 3 max pool, stride 2

Conv2 3 � 3 maxpool,
stride 2

3�3,64
3�3,64

h i
� 2

3 � 3 max
pool, stride 2

1�1,64
3�3,64
1�1,256

" #
� 3

3 � 3 max pool, stride 2
3�3,128
3�3,128

h i
� 2

3 � 3, 64, stride 2
Batch normalization, Relu,
3 � 3 max pool, stride 2

Conv3 3�3,128
3�3,128

h i
� 2 1�1,128

3�3,128
1�1,512

" #
� 3

3 � 3 max pool, stride 2
3 3,256
3�3,256
3�3,256

" #
� 3

—

Conv4 3�3,256
3�3,256

h i
� 2 1�1,256

3�3,256
1�1, 1024

" #
� 3

3 � 3 max pool,
stride 2

3x3,512
3x3,512
3x3,512

" #
� 3

—

Conv5 3�3,512
3�3,512

h i
� 2 1�1,512

3�3,512
1�1, 2048

" #
� 3

3 � 3 max pool, stride 2
3�3,512
3�3,512
3�3,512

" #
� 3

—

Average pool,
1000-d fc

Average pool,
1000-d fc

fc with 4096 nodes —

6-d fc,softmax 6-d fc,softmax fc with 4096 nodes,
softmax with 1000 nods

3-dfc, softmax, classification

Table 1.
Architectures of ResNet-18, ResNet-50, VGG16, and the proposed shallow CNN.

56

Emotion Recognition – Recent Advances, New Perspectives and Applications



97.4% and a cross-validation accuracy of 96.21%. The computational advantage of the
proposed method achieves through the compact in size with the floating point opera-
tions per second of 1.54M. The experimental finding demonstrates that the proposed
strategy extracts more useful features than alternative approaches. Similar relation-
ships between actual and anticipated facial expressions are demonstrated by other
models. The matrix shows that certain neutral photos are incorrectly grouped with
other images. The similarity between the images, which can be seen by examining
them, increases the complexity. The suggested approach, however, produces greater
accuracy while avoiding the overfitting issue.

Figure 5.
Training and validation curve.

Laugh Cry Neutral Overall

Precision Recall Precision Recall Precision Recall Average accuracy

VFESO-DLSE [18] 93.18 78.5 85.07 96.27 86.71 88.86 93.6

Shallow CNN 97.8 98 96 97.2 98 97.8 97.4

Shallow CNN
(10 fold validation)

95.6 96.4 95.3 96.8 97 96.2 96.21

Table 2.
Performance comparison (pretrained CNN vs. proposed shallow CNN).
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8. Conclusion

In the field of computer vision, the ability to recognize baby emotion is significant
as it provides prognostic data for diagnosing ADHD and ASD. This chapter outlines
the methods for identifying and preventing these conditions in the earlier stage. It also
provides empirical support for infant development by learning subtle information
from their faces. Infant facial expression recognition study raises some significant
issues, such as the transfer learning model’s decreased learning capacity and the
recognition system’s low stability. A thorough framework for early medical condition
diagnosis and parental oversight using machine learning and deep learning techniques
is presented in this chapter. The suggested network resolves these problems by
recommending a two-stage model with a shallow neural network to save space. The
minimal quantity of data generated from the videos and obtained from the websites is
used in the suggested shallow network model. With 97.8% accuracy throughout test-
ing, this model performs well. It also needs less time to train because it has the ideal
learning capacity. Therefore, the suggested chapter offers superior intelligent inter-
personal interactions and is well suited to the field of parental surveillance and care.
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Laugh Cry Neutral Overall

Precision Recall Precision Recall Precision Recall Testing
accuracy

Average
accuracy

Resnet-18 91.21 94.7 93 92.7 89 93.2 96 94

Resnet-50 94.3 95.6 91.74 90.6 94.3 95.6 92.6 90.26

VGG-16 92.1 94 89.91 90.3 94.26 94 95 93.6

Shallow CNN 97.8 98 96 97.2 98 97.8 97.8 97.4

Table 3.
Performance comparison of proposed method vs. VFESO-DLSE [18].
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Chapter 4

Facial Emotion Recognition Feature
Extraction: A Survey
Michele Mukeshimana, Abraham Niyongere
and Jérémie Ndikumagenge

Abstract

Facial emotion recognition is a process based on facial expression to automatically
recognize individual emotion expression. Automatic recognition refers to creating
computer systems that are able to simulate human natural ability of detection, analy-
sis, and determination of emotion by facial expression. Human natural recognition
uses various points of observation to make decision or conclusion on emotion
expressed by the present person in front. Facial features efficiently extracted aid in
improving the classifier performance and application efficiency. Many feature extrac-
tion methods based on shape, texture, and other local features are proposed in the
literature, and this chapter will review them. This chapter will survey some recent and
formal feature expression methods from video and image products and classify them
according to their efficiency and application.

Keywords: facial emotion recognition (FER), feature extraction, human computer
interaction, automatic emotion recognition, machine learning

1. Introduction

Recent research in Computer Science is more driven by constructing a solution
smarter product (hardware and software). Computing is becoming ubiquitous and
pervasive, with human at the center. Devices are attaining more ability to average
human intelligent actions and interactions. Human beings are basically emotional and
affective. They express their emotion in many ways and they require emotion expres-
sion in their natural interaction no matter what they interact with (human, machine,
or nature) [1]. Together with the objective of having human-centered digital solu-
tions, affective computing aims to endow computers with the ability of sensing,
recognition, and expressing emotion [2, 3].

Automatic emotion recognition is one of the recent research trends in Artificial
Intelligence, especially in the field of Machine Learning. Based on scientific ground,
emotion recognition is about a mapping from feature space to emotion descriptors or
label space. This feature space is built from different identified cues extracted from an
original element, which is the subject of study [4]. These cues seem to help distinguish
two different situations or cases during a classification task and minimize differences
within elements of the same class.
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In order to recognize human affect state automatically, some of the steps studied
and worked on consist of data collection, data preprocessing, feature extraction, and
emotion recognition, as represented in Figure 1.

Data collection as the first step in automatic recognition consists of reassembling
raw data from different sensors according to the work at hand, that is, the modality to
study or its application [5]. This chapter is about acquiring a video with a recognizable
human face and expressing emotion. Collected data are tarnished with many noises
and unwanted details that need to be removed [6, 7]. Data preprocessing generally
involves data cleaning, normalization (or standardization), and missing data
processing. Cleaned data serve as basic space for extraction of main features, which
convey more information for an expected pattern. The feature extraction step consists
of representing data in a digital form to present to a filter. It draws out the values,
which are more informative and nonredundant for a future easy learning process and
quick generalization.

It is very important to extract an effective facial representation from all considered
facial images for any effective facial expression recognition system. The resulting
representation should preserve indispensable information possessing distinguished
contrast power and stability, which lessens within-class variations of expressions
whereas expands between-class variations [8]. Extracted features aid in emotion
classification [9]. At this level, two procedures are done: training a classifier and
testing it. Emotion classification is the last step, resulting in the process of classifica-
tion of a new case into its category using the trained classifier. Classification perfor-
mance is greatly subjective to the quality of information contained in the expression
representations [10]. Thus, the step of feature extraction has a great influence on the
classification outcome.

This chapter contains a global point of view on feature extraction, and different
types of facial expression recognition feature extraction methods are detailed in the
following chapters.

2. Feature extraction

Features are also called attributes or input variables. Feature extraction consists in
draw out the feature relating to the modality. The precision of the most relevant
feature for extraction in emotion recognition research is still an open topic [11–13].
However, the often-studied modalities are face expression, speech, body motion,
hand gestures, and physiological signals. They are the representation of the data and

Figure 1.
Emotion recognition processes.
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can be in binary form, categorical, discrete, or continuous. Feature extraction is
subdivided into two processes, that is, features construction and feature selection.

2.1 Feature construction

The feature construction consists of determining the good data representation,
according to the domain specifications and measurements availability [13]. The
extracted features are proper to modalities and an interesting task. In emotion recog-
nition, feature extraction focuses on cues that convey better the affect expression.
Actually, referring to human natural emotion or intention expression and perception,
there are many studies that have proved some frequently observed units to convey
useful information for emotion categorization.

Table 1 represents a summary of the frequently observed and studied units for
feature extraction, according to the recording methods or the study of interest.

Table 1 presents a summary of the list of the combinations and cues considered
according to modality in the study. Modality means any human body parts that can be
used to express emotion. In affect detection, some basic units encompass other inter-
mediate units. This list relates to the most cited elements in the literature. The modal-
ities are defined as the main objectively observed entities, which convey most
information about emotion expression. Basic units are the small elements of the whole
modality and can stand for an independent study [14–18]. Intermediate units are more
detailed than the basic units. These unity measurements produce multiple feature
values, which constitute the vector feature of the modality [19]. The features

Modality Units

Basic Intermediates

Face expression Eyes, eyebrows,
nose, mouth

Action Units, pupil

Speech Linguistic Word, multi-word, phrases, sentences, documents

Paralinguistic Pitch intensity of utterances, bandwidth, duration, voice quality,
Mel frequency Cepstral coefficients (MFCC)

Body Head
gestures

Head position

Head movement

Hand
Gestures

Shape

Motion; keystrokes

Body
motion

Spinal column Neck, chest and abdomen

DOF body Symmetrical arms

Body center mass Movement of body center of mass

Joints Degree of joint rotation

Physiologic Hearth
Brain
Limbs
Blood

Electrocardiogram (ECG); breath rate; electro-dermal activity
(EDA); electro-myogram (EMG)

Table 1.
Modality and extracted features.
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construction can be manually processed and/or complemented by automatic feature
construction methods [20, 21].

Recently, the research in feature extraction techniques has ended up by proposing
some automatic feature extraction tools and algorithms. Some examples are given in
Table 2.

In Table 2, the toolkit column corresponds to the name given to the tool or
algorithm in the literature. The modality column means the channel conveying needed
information. The listed tools are mostly available online and free of charge, and are
compatible with the most popular platforms, such as Windows, Linux, and Macin-
tosh. The references within the table are the work that has utilized the tool or the
reports of the authors.

The step of feature construction builds a feature set which is full of some unnec-
essary or superfluous data. In order to clean that feature set, a feature selection is
necessary to prepare a proper dataset useful in the learning process.

2.2 Feature selection

The step of features selection mainly aims to select some features, which are more
relevant and explanatory to the study in view. The feature construction creates
thousands of features that require an important amount of storage and slows down the
training process, the curse of dimensionality. The feature selection uses a data reduc-
tion method to eliminate irrelevant and redundant information to a sufficient mini-
mum dimension. The main objective is to get attributes with a large distance between
classes and small variance in the same class [7].

The step of feature extraction success affects the training process, recognition
accuracy, and application efficiency. It constitutes a subject of study on its own, and it
is the subject of the present work, extensions are limited to facial feature extraction.

Toolkit Modality Feature extracted/functionality Brief description

PRAAT [22] Audio Duration, F0, Range, Movement, Slope,
Energy features

PRAAT (a system for doing
phonetics)

FEELTRACE
[23, 24]

Audio Labeling Allowing the emotional dynamics
of speech episodes to be
examined.

OpenEAR
[25]

Audio Signal Energy, Loudness, Mel-/
Bark-/Octave-Spectra, MFCC, PLP-CC

openEAR provides efficient
(audio) feature extraction.

OpenSMILE
[26]

Audio Signal Energy, Loudness, Formants, Mel-/
Bark-/Octave-Spectra, MFCC, PLP-CC,
Pitch, Voice quality (Jitter, Shimmer),
LPC, Line Spectral, Pairs(LSP), Spectral,
Shape description

It is an open source toolkit, for
feature extraction in machine
learning and data mining [27]

EyesWeb
[28]

Body Quantity of motion, cue, Contraction
index of the body, velocity, Acceleration,
fluidity of the hand’s, barycenter

Open software for extended
Multimodal Interaction.

Luxand
FSDK 1.7

Face Action units Facial recognition software [29]

ANVIL [30] Audio Annotation tool in a multimodal dialog Free for research purposes [31]

Table 2.
Some automatic feature extraction tools.
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3. Facial expression feature extraction

Facial feature extraction is all about exactly localizing different features on the
face, which include the detection of eyes, brows, mouth, nose, chin, etc. [32]. Facial
features are often subdivided into appearance or transient features and geometric or
intransient features [10, 33, 34]. Local appearance-based methods extract appearance
changes of the face or a region of the face, while geometric features express the shape
of the facial components (eyebrows, eyes, mouth, etc.) and the location of prominent
points of the face (comers of the eyes, mouth, etc.).

3.1 Geometric feature extraction

3.1.1 Facial feature points (FFP)

The shape and location-related features could be achieved using Active Appear-
ance Methods (AAM) [35]. It has been used to label 68 facial feature points (FFPs) as
related in the work of Wu et al. [36]. Facial feature points are visible marks in facial
images or points that constitute interesting part of images, such as eye centers, nose
tip, mouth corners, and other salient facial points. They are often used as a reference
or for measurement. Figure 2 represents an example of the FFPs extracted based on
the AAM alignment and the corresponding animation parameters, and this figure is
extracted from the work of Wu et al. [36].

Facial feature points are also referred to as facial points, fiducial facial points, or
facial landmarks [37]. The points shown in Figure 2 can be concatenated to represent
a shape x = (x1, � � �, xN, y1, � � �, yN)T, where (xi, yi) denotes the location of the i-th
point and N is the number of points (here Figure 2, N equals 68). The FFPs are
grouped into Facial Animation Parameters (FAPs), to facilitate the normalization
among people. Every FAP limits a segment of a key distance on the face. The AAM
was initially developed in the work of Cootes and Taylor [35], and has presented
strong promise in multiple technologies of facial recognition technologies, including
in recognizing emotions by its ability to both aid in beginning face-search algorithms
and feature extraction based on texture and shape [38].

Figure 2.
Example of facial feature points labeled using AAM alignment [36].
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3.1.2 Facial affective coding systems (FACS)

Other works consider the Facial Affective Coding System (FACS) and define the
Active Unities (AUs) as the facial muscle action [39, 40]. Facial action unit research
studies the movement of facial muscles [41] and describes facial movement changes.
Based on the work of Ekman Paul and Friesen [42], Facial Action Coding System
(FACS) contributes as one of the most representative methods for facial expression
application in measurement technology. Action units can precisely extract facial
expressions, but they are less applied in facial expression recognition because of their
exact positioning. Figure 3 represents some examples of Action Unities.

In Figure 3, the examples display the considered action unities detected on facial
images. Those action units are randomly chosen for illustration. The description is
about facial muscle movement or portrayal. Muscles indicate the action done on the
facial muscles or the whole head. The emotion expression corresponds to an
ascertained combination of some specific action unities, and Table 3 represents some
examples of possible combinations, their description in facial muscles, and the
corresponding emotion expression.

In Table 3, the combinations of Action Unities are referred to the work of the
visual book of group iMOTIONS. For more details, we refer to the above-mentioned
review [36] and the work in Refs. [39–42] and references therein.

3.2 Appearance-based features

Local appearance descriptors in the literature are mostly the LBPs (Local Binary
Pattern) and its derived, the Local Direction Number pattern (LDN) and the Edge-
Oriented Histogram. Local appearance-feature-based methods are used because of
their close descriptor of the appearance.

3.2.1 Local binary pattern (LBP)

Local Binary Pattern (LBP) [43] method is a texture operator mostly used in
computer vision and image processing applications, such as in object detection, object

Figure 3.
Examples of action Unity description and muscles involved.
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tracking, face recognition, and fingerprint matching [44–46]. It is a good operator for
real time and very high frame rate applications. The LBP computes features for each
image pixel; therefore, real-time extraction of LBP features requires considerable
computational performance. It was proposed for a texture analysis [29], and it is
insensitive to illumination changes and has an extension to rotation invariant [31].

An LBP feature is a binary vector obtained from a neighborhood around the
current image pixel. The basic LBP operator is the 3*3 neighborhood pixels, which is
called LBP 8, 1, that is, there are nine pixels with one center and eight neighborhood
pixels. The value of the LBP feature is the result of the thresholding of every pixel’s
luminance against the center pixel’s luminance. It is equal to 1 if the difference is
positive and to 0 otherwise. The resultant binary number is computed by concatenat-
ing all the above binary codes in a clockwise direction, beginning from the top-left
one, as shown in Figure 4, and the corresponding decimal value is used for labeling
[45]. The obtained numbers are known as Local Binary Patterns or LBP codes.

The basic operator of 3*3 neighborhoods is small to capture dominant features with
large-scale structures. Later on, Ojala et al. [47] proposed an advanced operator,
which is proficient to deal with texture at different scales by using neighborhoods of
different sizes. A set of sampling points is evenly spaced on a circle centered at the
current pixel to label and define a local neighborhood. A bilinear interpolation permits
interpolation of the points that do not fall within the pixels, thus allowing to use a
radius of any size and to have any number of sampling points in the neighborhood.
Some examples are illustrated in Figure 5.

Figure 5 represents an example of LBP extended operator with the circular (8, 1),
(16, 2), and (24, 3) neighborhoods.

Action Unities
combination

Description Emotion

4 + 5 + 7 + 23 Brow Lowerer, Upper Lid Raiser, Lid Tightener, Lip Tightener Anger

9 + 15 + 16 Nose Wrinkler, Lip Corner Depressor, Lower Lip Depressor Disgust

1 + 2 + 4 + 5 + 7 + 20 + 26 Inner Brow Raiser, Outer Brow Raiser, Brow Lowerer, Upper
Lid Raiser, Lid Tightener, Lip Stretcher, Jaw Drop

Fear

6 + 12 Cheek Raiser, Lip Corner Puller Happiness/Joy

1 + 4 + 15 Inner Brow Raiser, Brow Lowerer, Lip Corner Depressor Sadness

1 + 2 + 5 + 26 Inner Brow Raiser, Outer Brow Raiser, Upper Lid Raiser,
Jaw Drop

Surprise

Table 3.
Example of action unities combination for emotion analysis.

Figure 4.
LBP operator.
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Given a pixel at (xc, yc), for an extended LBP (P, R) operator with P sampling points
neighborhood on a circle of radius R, the LBP can be computed as follows in decimal
form:

LBP P,Rð Þ xc, yc
� � ¼

XP�1

P¼0

s iP � icð Þ2P (1)

where ic and ip are gray-level values of the central pixel and its neighborhood, the P
is the number of surrounding pixels in the circle neighborhood with a radius R, and
the function is defined as follows:

s xð Þ ¼ 1 if x≥0

0 if x<0

�
(2)

The LBP (P, R) operator produces 2
P different output values, corresponding to 2P

different binary patterns formed by P pixels in the neighborhood. That makes the
extended LBP sensitive to image rotation, and in order to deal with it, a rotation
invariant LBP was proposed and is computed as follows:

LBPri
P,R ¼ min ROR LBPP,R, ið Þji ¼ 0, 1, … ,P� 1f g (3)

where ROR u, ið Þ executes a circular by bit right shift on the P-bit number u*i times.
This operator computes occurrence statistics of individual rotation invariant patterns
corresponding to certain micro-features in the image. It is a good operator for real
time and very high frame rate applications.

LBP is invariant against monotonic gray-scale variations and has extensions to
rotation invariant texture analysis. In the work of Ojala et al. [47], it was shown that
there are patterns containing more information than others do and they were called
“uniform patterns” denoted LBPU2

P,Rð Þ. In fact, it is possible to use a subset of 2P binary
pattern to represent the image’s texture. Uniform local binary patterns are the patterns
containing at most two bitwise transitions from 0 to 1 or vice versa when the
corresponding bit string is considered circular. For example,

•00000000 (0 transitions).
•01110000 (2 transitions).
•11,001,111 (2 transitions).
•11,001,001 (4 transitions).
•01010011 (6 transitions).

Figure 5.
Examples of the extended LBP operator.
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In natural images, LBP is uniform. The uniform value can be found using the
equation below:

LBPu2
P,R ¼

PP�1

p¼0
s ip � i0
� �

, U LBPP,Rð Þ≤ 2

P P� 1ð Þ þ 2 otherwise

8><
>:

(4)

where

U LBPP,rð Þ ¼ s iP�1 � icð Þ � s i0 � icð Þj j þ
XP
p¼1

s iP � icð Þ � s ip�1 � ic
� ��� �� (5)

If U ≤ 2, it is a uniform LBP otherwise it is nonuniform LBP. The LBP space
dimension is reduced from 2P to P*(P-1) +2 output values. Figure 6 represents an
example of uniform and nonuniform patterns.

However, there have been different improvements in the LBP operator perfor-
mance, such as improvement of its discriminative capability [48–53], enhancement of
its robustness [54, 55], selection of its neighborhood [56–58], extension to 3D data
[59–61], and combination with other approaches [62–65]. For more details, we refer to
the survey done by Huang et al. [29].

3.2.2 Local directional numbers pattern (LDN)

A Local Directional Numbers Pattern (LDN) is proposed in the work of Rivera
et al. [66]. It is a face descriptor that enables to acquire structural information and the
intensity variations of the face texture. LDN descriptor extracts features by analysis of
all eight (08) directions at every pixel position with a compass mask and generates a
code from the analysis of its directional information. From all directions, the top
positive and top negative directions are chosen to return a significant descriptor for
different textures with similar structural patterns.

Local Directional Number Pattern (LDN) is a six-bit binary code. The resulting
feature describes the local primitives, including different types of curves, corners, and
junctions, more stably and more informative. They allow making differences in
intensity changes in the texture. Figure 7 represents an example of LDN code com-
putation, and it is proposed in the work of Rivera et al. [66].

Figure 6.
Uniform and nonuniform patterns.
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The produced code represents information on the texture structure and intensity
transitions of each pixel of the input images. The LDN descriptor permits to use of the
information of the entire neighborhood, instead of using sparse points. In the coding
scheme, LDN code is generated by analyzing the edge response of each mask,
representing edge significance in its respective direction, and combining the dominant
directional numbers.

Edge responses are not equally important; a high negative or high positive value
signals a prominent dark or bright area. The encoding of these outstanding areas is
based on the sign information, the top positive directional number represents the
three most significant bits in the code and the top negative the three least significant
bits. The masks are shown in Figure 8; they take names of basic and secondary
directions. The code is defined as:

LDN x,yð Þ ¼ 8ix,y þ jx,y (6)

where (x, y) is the central pixel of the neighborhood to encode, and ix,y and jx,y
are directional number maximum positive and minimum negative responses, respec-
tively, which are defined by:

ix,y ¼ argmax
i

Πi x, yð Þ 0≤ i≤ 7j� �

jx,y ¼ argmin
j

Πj x, yð Þ 0≤ j≤ 7j� � (7)

Figure 7.
LDN coding.

Figure 8.
Kirsch edge response masks.
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where Πi is the convolution of the original image, I, and the ith mask, defined by
Πi = I*Mi.

This approach allows us to distinguish intensity changes (e.g., from bright to dark
and vice versa) in the texture that otherwise will be missed most evident directions
descriptor uses the information of the whole neighborhood, it does not use sparse
points for its computation as it is for LBP. LDN translates the directional information
of the face’s textures (i.e., the texture’s structure) in a compact way, producing a more
discriminative code.

3.2.3 Edge orientation histogram

Edge Orientation Histogram (EOH) engenders a feature set extracted based on the
gradient of the pixels that correspond to edges of an image. It is used as a descriptor in
classification or detection tasks. These descriptors rely on the abundance of the infor-
mation of edge and are invariant to global illumination [67–69]. The edge is computed
by filtering the gray-scale image using the Sobel operator. Five operators provide
information about the strength of the gradient in five particular directions, as
represented in Figure 9.

Figure 9 represents the Sobel mask for five directions; in (a) it is the vertical
direction, (b) it is the horizontal direction, (c) and (d) are the diagonals directions,
and (e) it is the non-direction case. The gradient pixels are classified into β images
corresponding to β orientation ranges; they are also designated as bins. Therefore, a
pixel in bin kn∈β contains its gradient magnitude if its orientation is inside β’s range,
otherwise it is null. Integral images are now used to store the accumulation image of
each of the edge bins. Figure 10 represents the Edge Orientation Histogram.

Figure 9.
Sobel mask for five directions [70].

Figure 10.
Edge orientation histogram [70].
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Though these two feature extraction approaches are mostly present in the litera-
ture but there are other works that considered hybrid approach [71]. A hybrid method
means to at the same time use of appearance features and other shape features to make
them complementary. Mixing these two types of features will improve classifier
performance.

3.3 Feature extraction method classification

The facial expression recognition rate is more influenced by the basic features used
for classifier training. From different works on facial feature extraction research, there
are two main categories of feature extraction methods as mentioned above: geometric
based and appearance based. In this work, we propose Table 4 for a classification.

From this classification in Table 4, there are mainly two categories of
feature extraction: appearance based and geometric based. Different cited methods

Feature
category

Feature
details

Techniques References Applications

Geometric
based

FFP Active Appearance Model
(AAM)

Ratliff &
Patterson
[38]

Texture and Shape

Active Shape Model (ASM) Iqtait et al.
[72]

Shape

FACS Holistic spatial analysis based on
PCA, Feature-based approach
and Facial motion analysis

Tian et al.
[39]

Action Units

Convolutional Experts
Constrained
Local Model (CE-CLM) and
Histograms of Oriented
Gradients (HOG

Yang et al.
[40]

Geometric and appearance
features

Appearance
based

LBP Improved LBP (Mean LBP) Jin et al.
[48],

Effects of central pixels

Bai et al.
[49]

Hamming LBP Yang and
Wang [50]

Decrease of error rate caused by
noise disturbances

Extended LBP Huang
et al. [51]

Deals with variations of
illumination

Completed LBP Guo et al.
[53]

Better texture classification for
rotation invariant

Local Ternary Patterns Tan and
Triggs [54]

Discriminant and less sensitive to
noise in uniform regions

Soft LBP Ahonen
and
Pietikäinen
[55]

Robust to noise and output
continuous according to input

Elongated LBP Liao and
Chung [56]

New feature Average Maximum
Distance Gradient Magnitude
(AMDGM)
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or techniques are used for facial expression feature extraction as well as other
feature extraction-related work [68]. Among geometric feature extraction, the
active appearance model is mostly used combined with the principal component
analysis method to reduce the vector dimension for efficient application in real
time. Among the appearance-based feature extraction, the local-based pattern
algorithm is the mostly found in the literature and highly expended.

In recent work, in view of collecting enough features to enhance facial
expression recognition rate by including more details, researchers propose hybrid
methods [71, 72].

4. Conclusions

Automatic facial emotion recognition is a recent research trend that is applied in
many areas, such as security, health, education, and social interaction. Facial feature

Feature
category

Feature
details

Techniques References Applications

FMulti-Block LBP Liao and Si
[57]

More robust and consider
integral image

Three/Four Patch LBP Wolf et al.
[58]

Improves multi-option
identification and same/not-
same classification

3D LBP Fehr [59] Texture analysis in 3D

Volume LBP Zhao and
Pietikäinen
[61]

Combines motion and
appearance

LBP and SIFT Heikkilä
et al. [63]

Tolerance to lighting changes,
robustness on even image areas,
and computational efficiency

LBP and Gabor wavelet Zhang et al.
[73]

No need training procedure to
build the face model

He et al.
[62]

LBP Histogram Fourier Ahonen
et al. [65]

Rotation invariant image
descriptor

EOH Haar wavelet and EOH Gerónimo
et al. [67]

Object change in cluttered
environments

EOH for smile Timotius
and
Setyawan
[69]

Discriminate lip to depict a smile

LDN LDN basic Rivera et al.
[66]

Directional information of the
face textures

LDPv Kabir et al.
[10]

texture and contrast information
of facial components

Table 4.
Classification of different feature extraction methods.
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extraction is one of the crucial steps in order to get a good and quick classifier at the
end. In view of getting a performant classifier firstly, facial feature representation has
to distinguish different individuals well and at the same time tolerate that there can be
minor variation within-class members. It should be easy to be extracted from the basic
facial images to speed up further processing; all that demands is that the final sample
space must stay in a low dimensional space to reduce classification complexity.

This work pictures different methods used in facial feature extraction and their
best usage. It can serve as a reference and guide to researchers in facial expression
recognition. Hereby, cited methods are mainly applied to 2D images and but works
considering 3D mage are also related. Actually, as devices are getting smarter and
averaging natural perception, it is a judiciary that the corresponding software
development follows.
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Chapter 5

Emotional Intelligence of Korean 
Students and Its Recent Research 
Trends
Soo-Koung Jun and Sook Hee Ryue

Abstract

In Korea, emotional intelligence is based on the concept and components proposed 
by John Mayer and Peter Salovey, and the model proposed by Professor Moon Yong-Rin 
is the most widely used. Moon Young-Rin defined the concept of emotional intelligence 
as the ability of mental process to evaluate and express one’s own emotions of others, 
to regulate emotions, and to use emotions in a socially adaptive way. 4 domain 16 fac-
tor model is the most widely used in Korea: Recognition and expression of emotions; 
Emotional thinking promotion; Use of emotional knowledge; and Reflective regula-
tion of emotions. Emotional intelligence is reported to be deeply related to creative 
disposition and positively correlated with academic achievement. For healthy student 
education, the measurement, education, and training of emotional intelligence 
should be studied and improved continually in Korean society. Future researches to 
find out Koreans’ unique emotions and structure are hoped to continued.

Keywords: emotional intelligence, South Korea, Korean students, emotional quotient, 
creativity

1. Introduction

What are the essential requirements that an individual must have to grow into a 
healthy member of society and realize a successful career as a protagonist of a more 
meaningful life? Amid technological development and the flood of information, the 
educational foundation for talent development is overflowing with various opportu-
nities. Nevertheless, the road to raising a healthy and happy member of society seems 
increasingly far and arduous.

Twenty-three years after entering the new world of the twenty-first century, we 
constantly look back to see if the academic almighty, which still believes that hap-
piness is in the order of grades, is producing lonely and selfish half-talented people 
in the ever-changing educational system. Amid uncertain future social changes, 
children who should be happy are exhausted from early education and excessive prior 
learning. Thanks to anxious parents and marketing of private education, children’s 
bodies, and minds, which should be healthy, are slowly getting sick while struggling 
to become smart and smart. The downward trend in the age of exposure to increasing 
youth crime and delinquency is just one unfortunate aspect.
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In modern society, where crimes caused by various mental pathologies are increas-
ing day by day, the limitations of traditional academic supremacy education have been 
felt, and accordingly, the school has come to recognize the importance and necessity of 
character education for students. Research on emotional intelligence is being emphasized 
as a key component of character education [1]. In other words, as society becomes more 
complex and accelerated, failure to develop the ability to cope with the changes of the 
times can lead to depression and emotional instability of maladjustment [2]. Emotional 
intelligence is required to succeed and cope adaptively in the rapidly changing modern 
society and organizational society [3]. Therefore, it is expected that discussions on 
emotional intelligence will continue in the future for a happy and healthy life.

Emotional intelligence is an integrated ability to solve various problems by think-
ing and using emotions cognitively. It is one of the intellectual abilities that must 
be developed in order to realize a successful career for a healthy and happy life in 
the modern society’s unlimited competition system. The ability to understand one’s 
own and others’ emotions and to control one’s own emotions is required in order to 
establish desirable interpersonal relationships as a healthy member of society and 
to control one’s own emotions. When infancy and childhood are said to be a critical 
period for emotional intelligence development [4], it is very important to measure, 
educate, and develop emotional intelligence during this period.

On the other hand, the university student period is a preparation process for social 
advancement, and it is a period to learn various human relationships and acquire 
knowledge and skills in the major field [5]. In other words, college students must per-
form tasks for their future, unlike previous passive and standardized middle and high 
schools, and society tends to expect college students to change their roles as adults 
[6]. However, for university students who are not sufficiently prepared as adults, 
this autonomy and responsibility can cause various stresses. In other words, college 
students, who are in a period of independence from their parents, choosing a job and 
preparing for transition to the world of work, may have psychological problems such 
as anxiety and frustration [7].

As the end of education, entry into the work world, and economic and social inde-
pendence, which are the criteria for distinguishing adolescents from young people in 
modern society, are being transferred to those in their late 20s or 30s, many college 
students still experience confusion, conflict, and stress. It has been shown to have 
the characteristics of experiencing adolescents [8]. In addition, many researchers 
reported that these conflicts and stress experienced by college students are harmful 
to mental health [8]. In other words, college students experience a delayed process 
of social maturation compared to biological maturation, and in particular, this is a 
prominent feature of college students in Korea [6].

2. Literature review

2.1 Conceptual background on emotional intelligence

Emotional intelligence, as opposed to general intelligence, refers to the ability 
to control emotions and feelings. Emotional intelligence is not the ability to think, 
remember, calculate, or reason, but rather the emotional capacity that enables or 
suppresses and limits such abilities. When angry, the emotional intelligence of a 
person who explodes and radiates this to harm others and commits harm to himself is 
significantly lower than those who do not.
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Imagine there are some students having homework that needs to be done by tomor-
row, but do not want to do it, there are students who hesitate and cannot do it in the end, 
and there are students who clenched their teeth and persisted. Students who persevere 
in completing homework they do not want to do like this while appeasing themselves 
can be said to have higher emotional intelligence than students who do not [9].

The term emotional intelligence was first used in 1990 by Professor John Mayer of 
the University of New Hampshire and Professor Peter Salovey of Yale University, USA. 
Introducing EQ (Emotional Quotient), the term EQ (Emotional Quotient) spread 
through the mass media, and as a result, countless books were published and gained 
popularity [1]. In addition, the concept of emotional intelligence is used interchange-
ably with various terms such as emotional literacy, emotional competence, emotional 
quotient, and personal intelligence [10]. In Korea, EI (Emotional Intelligence) or EQ 
(Emotional Quotient) is used interchangeably with two name, The term of emotion 
or affect is a concept that has been commonly used among scholars for a relatively 
long time, and also, the term “emotion’ is the “characteristics” and “trait” of personal-
ity rather than the meaning of “ability” and “skill” [11].

Aristotle emphasized the importance of controlling emotions with intellect 
in Nicomachean Ethics and Thorndike in the 1920s specified a concept related to 
emotional intelligence under the name of ‘social intelligence’ [12]. Social intelligence 
refers to the ability to perceive one’s own and others’ internal states, motives, and 
behaviors, and to act appropriately based on that information. There are Epstein’s 
‘constructive thinking’ and Cantor’s ‘social problem solving’ that have been proposed 
as sub-factors of social intelligence. Like these, it can be said that it is the ability to 
deal with social problems in which emotions and feelings are intervened [12].

Even after that, psychologists have been steadily studying other intelligences other 
than those that can be measured by IQ, and Gardner’s theory of multiple intelligences 
is a representative example. Emotional intelligence is also a concept similar to ‘personal 
intelligence’ in Gardner’s theory of multiple intelligences. Gardner’s multiple intelligences 
are linguistic intelligence, logical-mathematical intelligence, musical intelligence, spatial 
intelligence, body-kinesthetic intelligence, natural intelligence, interpersonal intelligence, 
and intrapersonal intelligence. Among them, interpersonal intelligence and intrapersonal 
intelligence are combined and called ‘personal intelligence’. ‘Interpersonal intelligence’ 
means the ability to discriminate and recognize the moods, temperaments, motives, and 
desires of others and respond appropriately. And intra-individual intelligence means the 
ability to examine and discriminate one own’s various emotions, and to use the informa-
tion obtained from this as a means of understanding and guiding one’s own behavior.

Afterwards, it was in 1990 that John Mayer, a psychology professor at the 
University of New Hampshire, and Peter Salovey, a professor at Yale University, 
began to establish a systematic theory on emotional intelligence by comprehensively 
considering scattered studies in various fields related to it. According to Salovey and 
Mayer [13], emotional intelligence is a sub-factor of social intelligence, “the ability to 
evaluate and express one’s own and others’ emotions, the ability to effectively regulate 
one’s own and others’ emotions, and the ability to use and use those emotions to plan 
and fulfill one’s life.”

Emotional intelligence began to attract public attention as the concept of EQ after 
Daniel Goleman treated his book “Emotional Intelligence” as a cover story in Time 
magazine (October 9, 1995). It predicts the possibility of human success by relying 
on cognitive abilities measured by standardized tests such as tests or SAT (Scholastic 
Aptitude Test), criticizes the tradition that has been used as a basis for education, and 
introduces the concept of emotional intelligence.
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Emotional intelligence is a concept that combines two elements: ‘emotion’ and 
‘intelligence’. ‘Intelligence’ in emotional intelligence implies the meaning of ability, 
and this point is the same concept as the meaning of intelligence that generally spoken 
of. However, the difference between the meaning of intelligence in emotional intel-
ligence and the meaning of general intelligence is the mechanism and manifestation 
of emotional intelligence [13].

‘Emotion’ in emotional intelligence focuses on the aspect that helps and promotes 
human thinking and cognitive processes. According to Salovey and Mayer [14], 
intense emotional response enhances the function of intelligence by interrupting 
ongoing information processing and allowing us to focus on important information. 
In other words, it is assumed that emotions activate thinking more intelligently and 
that these emotions contain knowledge about the relationship between people and 
the world. Emotion is a complex state that involves perception of a certain object or 
situation and accompanying physiological or behavioral changes, and is a higher level 
concept that includes various emotions. Emotion can function as a source of personal 
information, and it is believed that knowing and expressing one’s emotions accurately 
plays an important role in an individual’s adaptive ability [13].

2.2 Components and research of emotional intelligence

The emotional intelligence model can be divided into a competency model that 
considers emotional intelligence as a single ability and a mixed model that includes 
personality traits. The competency model views emotional intelligence as intelligence 
or ability related to emotions, and the mixed model is a comprehensive view that 
includes personality traits [1, 4, 15]. Each researcher reports the concept of emotional 
intelligence and various components. The definition of emotional intelligence in 
major preceding studies is shown in Table 1.

Researcher Perspective Details

Mayer and 
Salovey [13]

Competency 
model

The ability to accurately evaluate and express one’s own and others’ 
emotions, the ability to effectively regulate one’s own and others’ 
emotions, and the ability to use and utilize emotions to achieve one’s own 
life

Goleman [4] Mixed model Ability to recognize one’s own and others’ emotions, to motivate oneself, 
and to deal with one’s own and others’ emotions

Mayer and 
Salovey [14]

Competency 
model

The ability to accurately recognize, evaluate, and express emotions, the 
ability to promote thinking through emotions, the ability to understand 
emotions and emotional knowledge, and the ability to regulate emotions to 
promote emotional and intellectual growth

Bar-on [15] Mixed model The ability to respond appropriately to the demands and pressures of the 
environment, including non-cognitive abilities, talents, and skills

Wong and 
Law [16]

Competency 
model

The ability to perceive, evaluate, and express one’s emotions, the ability to 
promote thinking through emotions, the ability to understand emotions, 
and the ability to control emotions for emotional and intellectual growth

Moon [17] Competency 
model

The ability of mental processes to evaluate and express one’s own emotions 
of others, to regulate emotions, and to use emotions in a socially adaptive 
way

Table 1. 
Definitions of emotional intelligence.
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First, from the perspective of the competency model, Salovey and Mayer [13] 
conceptualized the term Emotional Intelligence for the first time. Emotional intel-
ligence is defined as the ability to accurately evaluate and express one’s own and 
others’ emotions, the ability to effectively regulate one’s own and others’ emotions, 
and the ability to use and utilize emotions to plan and achieve one’s life. In addition, 
this definition explains emotions as emotional abilities and sets up three processes 
that include emotional processes. Thus, the initial concept of emotional intelligence is 
significant in that it highlighted the aspect of emotional intelligence. However, along 
with criticism on issues such as discrimination from general intelligence and connec-
tivity between components, it was also argued that the concepts of social intelligence 
and emotional intelligence are not very different [9, 14]. In addition, there was criti-
cism that the concept of emotional intelligence and the ambiguity of its components 
were not included, as well as the thinking part for emotion [1, 9].

To compensate for these limitations, Mayer and Salovey [14] presented a clearer 
and more robust concept of emotional intelligence. In other words, emotional intel-
ligence is the ability to accurately recognize, evaluate, and express emotions, the 
ability to promote thinking through emotions, the ability to understand emotions and 
emotional knowledge, and the ability to regulate emotions to promote emotional and 
intellectual growth. It was defined as the ability to do things [7]. In addition, they 
proposed an emotional intelligence system consisting of four domains of emotional 
intelligence and four abilities in each domain.

In a similar context, from the perspective of the competency model, Wong and 
Law [16] defined emotional intelligence as the ability to accurately perceive, evalu-
ate, and express one’s emotions, the ability to promote thinking through emotion, 
the ability to understand emotional knowledge, and emotional intelligence. · It was 
defined as the ability to control emotions for intellectual growth. In addition, based 
on the concept of emotional intelligence defined by Mayer and Salovey [14], emo-
tional intelligence was composed of self-emotional recognition, recognition of others’ 
emotions, emotional regulation, and emotional utilization.

Meanwhile, from the viewpoint of the mixed model, Goleman [4] defined emotional 
intelligence as a concept that includes talent and personality traits. Accordingly, emo-
tional intelligence was defined as the ability to recognize one’s own and others’ emotions, 
motivate oneself, and handle one’s own and others’ emotions well [4]. In addition, he 
consisted of self-emotional recognition, emotional recognition of others, motivation, 
emotional regulation, and interpersonal skills as components of emotional intelligence. 
Accordingly, emotional intelligence was viewed as five domains that recognize one’s own 
emotions and those of others, motivate oneself, and regulate emotions in relationships 
with others [4]. Goleman also divided emotional intelligence into personal competence 
and social competence. Personal competence includes self-awareness and self-emotional 
regulation, and social competence includes empathy and social skills [18]. This can be 
seen as extending emotional intelligence to motivation, other talents, or personality 
traits. In addition, compared to Salovey and Mayer’s [13] emotional intelligence, emo-
tional recognition and emotional utilization are similar, but their characteristics are that 
they have been extended to the ability to motivate oneself for one’s own goals.

In a similar perspective, Bar-on [15] defined emotional intelligence as a set of 
non-cognitive abilities, talents, and skills as the ability to respond appropriately to 
environmental demands and pressures [15]. In addition, Bar-on integrated factors for 
social and practical intelligence into emotional intelligence. These concepts include 
intrapersonal skills, interpersonal skills, adaptability, stress management, and general 
mood. In addition, problem solving, flexibility, and responsibility necessary for social 
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success are included in each subdomain. Specifically, personal skills include emotional 
self-awareness, self-assertion, self-realization, and independence; interpersonal skills 
include relationships with others, responsibility, and empathy; adaptability includes 
problem-solving skills, reality testing, and flexibility; and stress control includes stress 
Perseverance, control, and general mood consist of happiness and optimism. Therefore, 
even in the case of Bar-On [15], it can be seen as a mixed model that integrates various 
psychological factors, including intellectual ability and personality characteristics.

However, the concept definition of the mixed model, including Goleman, made 
the concept of emotional intelligence rather ambiguous as it failed to provide a basis 
for distinguishing emotional intelligence from personality traits [9]. Accordingly, 
Goleman [4] mixed almost all characteristics except IQ, and is evaluated as similar to 
personality characteristics. Also, compared to Salovey and Mayer [13], there is a dif-
ference in that the emphasis on the cognitive aspect of emotional intelligence is weak 
[19]. Therefore, although Goleman’s concept contributed greatly to popularization, it 
has been criticized for obscuring the distinction from existing psychological variables 
by overly interpreting emotional intelligence as motivation or personality type.

Meanwhile, research on emotional intelligence is being conducted in Korea 
through various scholars. Representatively, Moon [11] conducted a study to derive 
characteristics of emotional intelligence suitable for Koreans by examining the 
components of emotional intelligence based on the emotional intelligence model 
presented by Salovey and Mayer [14]. Based on this, it was emphasized that emotional 
intelligence is not a simple psychological characteristic but an ability that operates as 
a cognitive processing process through conceptualization through each subdomain of 
emotional intelligence [9]. In addition, through this study, Moon Yong-Rin [20, 21] 
more clearly divided the sub-domains included in the components of emotional intel-
ligence and modeled them into 16 elements in 4 areas and 4 levels. He also asserted 
that she establishes hierarchies and levels between these competencies and that each 
component constitutes an organizational structure (see Table 2).

Field Level

Field I Recognition and 
expression of 
emotions

[Level 1] Understanding one’s own emotions
[Level 2] Understanding emotions outside of oneself
[Level 3] Express emotions accurately
[Level 4] Distinguishing expressed emotions

Field II Emotional 
thinking 
promotion

[Level 1] Prioritize thinking using emotional information
[Level 2] Using emotions to judge and remember
[Level 3] Taking various perspectives using emotions
[Level 4] Utilizing emotion to facilitate problem solving

Field III Use of emotional 
knowledge

[Level 1] Understanding and naming the relationship between subtle emotions
[Level 2] Interpreting the meaning contained in emotion
[Level 3] Understanding complex and complex emotions
[Level 4] Understanding the transition between emotions

Field IV Reflective 
regulation of 
emotions

[Level 1] Accepting both positive and negative emotions
[Level 2] Keep a distance from your emotions or look reflectively
[Level 3] Reflectively look into emotions in the relationship between oneself 
and others
[Level 4] Control one’s own and others’ emotions

Source: Moon [21].

Table 2. 
16-factor model of 4 domains and 4 levels of emotional intelligence.
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Meanwhile, efforts are being made in Korea to specify the concept of emotional 
intelligence and prepare a theoretical framework [11, 17, 20]. Looking at the defini-
tions of various scholars, Hwang, Lee, and Jeon [22] referred to the definitions of 
Mayer and Salovey [14] and found that the ability to evaluate and express one’s own 
and others’ emotions, the ability to effectively control one’s own and others’ emo-
tions, It was defined as the ability to know how to use those emotions to plan and 
achieve one’s life.

Kang and Ha [23] defined it as the ability to understand and express one’s own 
emotions, to recognize and understand the emotions of others, and to efficiently 
utilize and control emotions. Han et al. [24] defined it as the ability to understand, 
control, and utilize the emotions of oneself and others in various situations based 
on the research of Wong and Law [16]. Based on the definition of Goleman [4], 
intelligence was defined as the ability to understand one’s own emotions, the ability 
to regulate emotions, the ability to self-motivate through emotions, the ability to 
understand others’ emotions, and the ability to control interpersonal relationships. It 
was defined as the ability to understand the emotions of oneself and others in situa-
tions, and to control and utilize one’s own emotions.

Park [25] defined it as “the ability to recognize one’s own emotions and adjust and 
utilize them in relationships with others and the ability to recognize the emotions of 
others and utilize them efficiently”, Kim and Yang [26] defined it as “the ability of a 
learner to control and regulate emotions through understanding their own emotions, 
and to express and adapt emotions well in a given situation to smoothly solve inter-
personal problems.”

In a similar context, Kim [27] reviewed the concept of emotional intelligence and 
analyzed the application of emotional intelligence to educational situations. Through 
this study, Kim [27] identified emotional intelligence as the ability to perceive emo-
tions, induce and evaluate emotions to support thinking, the ability to grasp the 
meaning of one’s own emotions related to general emotions, and good emotions. It 
was defined as the ability to regulate emotions that lead to thinking. In addition, he 
suggested that the study of emotional intelligence and learners’ academic achieve-
ment and social performance would be an important task in the future.

In addition, Lee and Lee [28] conceptualized four factors: emotional perception, 
emotional thinking promotion, emotional understanding, and emotional regulation 
based on the emotional intelligence system presented by Salovey and Mayer [14]. 
They developed an emotional intelligence scale for young children through research 
trends in emotional intelligence. Through this, it was found that the emotional intel-
ligence score increased as the child’s age increased. In addition, it was emphasized that 
the sub-factor of emotional intelligence is emotional ability, which is different from 
the mixed model that approaches personality traits.

In addition, studies that conceptualized the definition of emotional intelligence 
based on the competency model of Salovey and Mayer [14] are as follows. First, Jung 
and Kim [29] conceptualized emotional intelligence as emotional evaluation and 
expression of oneself and others, emotional regulation, and emotional utilization. 
Lee and Jeong [30] defined it as the ability to understand and control the emotions of 
oneself and others as a positive emotional tendency possessed by humans. Park [25] 
viewed her ability to recognize her own emotions in her relationships with others, and 
to control and utilize them. In addition, Hwang and his colleagues [22], and Kim and 
Kim [31] defined various concepts and factors constituting it.

On the other hand, research on emotional intelligence was also conducted, focusing 
on the mixed model. Representatively, through the relationship between emotional 
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intelligence and career decision-making self-efficacy, Yoo and Lee [32] confirmed the 
important role of emotional intelligence in career decision-making self-efficacy of 
college students. Based on this, they defined emotional intelligence as the ability to 
accurately perceive and recognize other people’s emotions and express them appro-
priately, the ability to effectively adjust emotions to improve one’s life, and the ability 
to pursue goals through motivation [32]. Through this, the sub-elements of self-emo-
tional recognition, self-emotional regulation, self-motivation, recognition of others’ 
emotions, and interpersonal relationship suggested by Goleman [4] were presented.

In addition, there are studies that have analyzed the concept and components of 
emotional intelligence by combining the competency model and the mixed model. 
First, Lee and Lee [33] presented various evidence on the reliability and validity of 
the Trait Meta-Mood Scale (TMMS) developed by Salovey et al. [34]. Through this, 
they found that the sub-factors of TMMS were excellent, and through this, Salovey 
and Mayer’s emotional intelligence theory was valid. It was conceptualized as the 
degree to which one pays attention to one’s feelings, the degree to which one clearly 
experiences such feelings, and the degree of belief that can end a negative emotional 
state and sustain a positive emotional state. In addition, Kim and Kim [2] developed 
an emotional intelligence scale for teachers that can be used in the field of early 
childhood education based on the emotional intelligence of Salovey and Mayer [13] 
and Goleman [4]. Accordingly, they suggested six factors, including self-emotional 
use, others’ emotional awareness, self-emotional awareness, emotional regulation 
and impulse suppression, relationship with teacher, and relationship with peers, in 
consideration of developmental characteristics of young children.

Summarizing the above, it can be confirmed that most domestic studies conceptu-
alize emotional intelligence based on Salovey and Mayer’s [13] emotional intelligence 
theory and Goleman’s [4] emotional intelligence theory. However, in the case of the 
mixed model applying Goleman’s [4] emotional intelligence theory, it has been con-
sistently argued that it is difficult to distinguish the concept of emotional intelligence 
from other concepts, including not only emotional abilities but also other personal 
characteristics [1, 10, 35, 36]. This is because the cognitive aspect, a key factor, may be 
overlooked due to the extended interpretation of emotional intelligence [37].

2.3 Emotional intelligence’ related variables and studies

In general, emotions are known to have a positive effect on creativity [38]. Because 
joy, relaxation, laughter, and enthusiasm have a positive effect on creativity, stable 
emotions are a precursor to creativity. In particular, intrinsic motivation is important 
for the expression of creativity [39], and positive emotions promote divergent think-
ing. Therefore, emotional disorders can be an obstacle to creativity. Radford [40] said 
that the effectiveness of creativity depends on emotion. Creativity is a complex infor-
mation processing process within a special concept. At this time, emotions effectively 
guide creativity by simplifying or removing certain information or inducing other 
intuitive information by unconsciously performing emotional reflection [41].

In addition, Radford said that when creativity, a complex information processing 
process, challenges the realm of perception, there is a risk of falling into reckless danger, 
and what can guide creativity at this time is a high level of emotional harmony. Creativity 
should be guided by being assimilated with emotion. Averill and Nualley [42] newly 
defined the term emotional creativity by linking emotion and creativity [38]. Emotional 
creativity, based on the perspective of social constructivism, means to refine, and 
express emotion in a new and unique way, away from traditional and standard methods. 



89

Emotional Intelligence of Korean Students and Its Recent Research Trends
DOI: http://dx.doi.org/10.5772/intechopen.110702

Therefore, emotion can be a creative result by a new and unique way of expressing one-
self. Therefore, it can be seen that emotion interacts with divergent thinking and leads 
to innovative thinking and re-creation [43]. In addition, emotional disorders, intrinsic 
motivation, emotional reflection, emotional coordination, and high-level expression of 
emotions mentioned above are all linked to emotional intelligence [41].

In particular, Morgan, Ponticell, and Gordon [44] said that creativity education 
programs should be applied as emotional education programs, and emotional educa-
tion means emotional intelligence. Given the many theoretical claims that emotional 
intelligence has a positive effect on creativity [45]. The theoretical relationship between 
emotional intelligence and creativity has been proven through empirical research.

Academic achievement is the degree to which educational goals have been achieved 
through teaching and learning. Academic achievement is made up of interactions among 
learners, professors, and environmental variables, but IQ has been mentioned as an 
important factor [46]. However, emotional intelligence has recently been identified as 
an important variable affecting academic achievement. Although high-intensity emo-
tions can interfere with cognitive processes, it is generally suggested that emotion affects 
cognition of complex and ambiguous tasks [47] and plays a key role in neurological 
thinking and judgment [4]. Also, ability emotional intelligence is mentioned as having a 
close relationship with school dropout as well as academic outcomes. Therefore, the fac-
tor of emotional intelligence must be introduced into the curriculum, and there must be 
a customized program linking academic and emotional intelligence [48], and emotional 
intelligence in the area of academic achievement evaluation. Empirical studies are also 
being presented in Korea. It was suggested that Salovey and Mayer’s emotional intel-
ligence [20] had a significant correlation with academic achievement [41].

Park et al. [49] reports that emotional intelligence is effective for school adjustment of 
specialized vocational high school students. Cho [50] found that the gifted students with 
high emotional appraisal and emotional regulation abilities felt less stress in their school 
lives. He also showed gifted students’ emotional appraisal and emotional utilization were 
important predictors for their employment of more adaptive stress coping behaviors 
including problem solving and seeking for support. All these results were interpreted to 
suggest for the need to promote for improving the aspects of emotional intelligence in 
order to help the gifted students get adjusted more fully to their school lives.

Jun and Jung [5] analyzed the emotional status of college students in South Korea by 
gender and economic life level and suggested. The mean of positive psychological factors 

Classification Variables No. Minimum 
score

Maximum 
score

Mean SD

Positive 
emotions

Self-esteem 1220 1.40 4.00 2.95 .43

Ego-resilience 1220 1.50 4.00 2.84 .38

Self-identity 1220 1.38 4.00 2.67 .40

Life satisfaction 1220 1.00 4.00 2.85 .55

Negative 
emotions

Attention deficit 1220 1.00 3.71 2.05 .50

Aggression 1220 1.00 3.67 1.78 .51

Depression 1220 1.00 3.70 1.81 .52

Social withdrawal 1220 1.00 4.00 2.20 .70

Table 3. 
Descriptive statistics of emotional variables of college students.
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(M = 2.83) was higher than that of negative psychological factors (M = 1.96). In positive 
psychological factors, self-esteem with a value of 2.95 was the highest, followed by life 
satisfaction with 2.85, ego-resilience with 2.84, and self-identity with 2.67. In negative 
psychological factors, social withdrawal with a score of 2.20 was the highest, followed by 
attention deficit with 2.05, depression with 1.81, and aggression with 1.78 (Table 3).

3. Discussions and conclusions

Emotional intelligence is gaining importance as a new concept for strengthen-
ing students’ character in the critical consciousness of fostering selfish talent 
in the Korean society where competition for entrance exams is fierce. In Korea, 
emotional intelligence is based on the concept and components proposed by John 
Mayer and Peter Salovey [14], and the model proposed by Professor Moon Yong-Rin 
[9]. Therefore, it can be said that in Korea, the competency and cognitive model 
of emotional intelligence are mostly accepted rather than the mixed model based 
on Goleman [4]. In the case of the mixed model applying Goleman’s [4] emotional 
intelligence theory, it has been consistently argued that it is difficult to distinguish the 
concept of emotional intelligence from other concepts, including not only emotional 
abilities but also other personal characteristics [36].

Most of the Korean tools for measuring emotional intelligence, as well as the 
concept of emotional intelligence, are translations of foreign scales. In Korea, Moon 
Yong-rin’s scale is most commonly used, which is also based on Peter and Salovy’s 
scale. Moon Yong-rin’s scale is modified and used according to the research subjects, 
such as infants, elementary school students, middle school students, high school 
students, college students, and adults, so it is necessary to develop a specialized 
emotional intelligence scale for each subject.

Choi Hae-yeon and Choi Jong-an [51] extracted factors of positive and negative 
emotions, focusing on key keywords that can express Korean emotions according to 
the need to understand the emotional structure of Koreans. As a result of factor anal-
ysis of emotional experience report data of 250 college students and office workers, 
five positive emotions “affection”, “achievement”, “amusement”, “relaxedness”, and 
“gratitude” were extracted, whereas negative emotion consisted of seven factors, such 
as “sadness”, “anger”, “anxiety”, “jealousy”, “guilty”, “boredom”, and “unclassified 
distress”. As such, it is hoped that studies on Korean emotions and their measurement 
will be conducted more actively in the future so that the unique emotional structure 
of Koreans can be identified and such emotional intelligence can be measured.
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Chapter 6

Emotion Recognition – Recent
Advances and Applications in
Consumer Behavior and Food
Sciences with an Emphasis on
Facial Expressions
Udo Wagner, Klaus Dürrschmid and Sandra Pauser

Abstract

For decades, the study of emotions has been the center of attention in research and
practice. Based on relevant literature, this paper focuses on the subject of measure-
ment, and provides a structured overview of common measurement tools by
distinguishing between methods of communication and observation. Given the
authors’ field of competence, presentation pursues a consumer behavior and food
sciences perspective. Furthermore, the paper devotes attention to automatic facial
expressions analysis technology which advanced considerably in recent years. Three
original empirical examples from the authors’ range of experience reveal strengths
and weaknesses of this technology.

Keywords: emotions, measurement, facial expressions, emotion recognition,
consumer behavior

1. Introduction

1.1 Intended contribution

For decades, emotions have been a hot topic in multiple scientific disciplines such as
Psychology (cf. the seminal work of Darwin published first in 1872). They are said to
be an integral part of human nature while contributing to behavior control but were
sometimes thought to bias rational thinking and behavior. Theories on the study of
emotions are manifold. For example, Scherer’s ([1], p. 697) view is very broad in that
he defines emotions as an “episode of interrelated, synchronized changes in the states
of all [...] organismic subsystems in response to the evaluation of an external or internal
stimulus.” Consequently, his component process model of emotions indicates a compre-
hensive conception by pointing to the organismic human subsystems (central nervous
system, neuro-endocrine system, autonomic nervous system, and somatic nervous
system) which become active in response to the evaluation of occurring stimuli and
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induce an emotion in turn: (i) cognitive component (appraisal); (ii) neurophysiological
component (bodily symptoms, arousal); (iii) motivational component (action tenden-
cies); (iv) motor expression component (facial and vocal expression); and (v) subjec-
tive feeling component (emotional experience). In an ideal world of science, the
researcher would need to measure all components. However, Scherer ([1], p. 709)
concedes that “comprehensive measurement of emotion has never been performed
and is unlikely to become standard procedure in the near future.”

Whereas Scherer’s [1] component process model provides a thorough and multi-
facet view on emotions, this chapter—while focusing on measurement issues—pays
tribute to practicability. As discussed later, measurement procedures employed
empirically, typically focus on a single aspect of emotions only. Given this view, this
paper intends to provide a structured overview of common tools that enable the
measurement of emotions. Furthermore, the focus lies on measurement procedures in
consumer behavior and food science. In particular, special attention is devoted to
automatic facial expressions analysis technology which advanced considerably in
recent years.

The remainder of this book chapter is structured as follows. The next subsection
provides a theoretical foundation from the literature which delivers insights into the
concepts of emotional measurement procedures. Section 2 is central for this chapter
and presents a variety of means for measuring emotions. It is structured according to
methods of communication and of observation. Section 3 offers three empirical
examples that employ automatic facial expressions analysis technology for capturing
customers’ emotions while being exposed to commercials or tasting food products.
These examples underpin the strengths and weaknesses of the employed means of
technology. Section 4 concludes by providing recommendations for research and
practice.

1.2 Basic considerations on emotions

The classical view on emotions is a categorical and dimensional theory. It claims that
only a limited number of basic emotions exist. These emotions, in turn, are described as
inborn reactions that universally apply to all cultures [2, 3]. Ekman and colleagues
suggested that facial expressions (cf. a motor expression component of emotions) can
be categorized into a small number of basic emotions like happiness, fear, anger,
surprise, disgust, contempt, and sadness. The theory of constructed emotions offers a
different point of view [4, 5] and contradicts the classical view in many aspects: First,
emotions are not inborn reactions, but arise from basic components. Second, emotions
are not universal, but vary from culture to culture. Third, they are not triggered, but are
expressed by the individual. Fourth, emotions emerge as a combination of the physical
properties of the body, a flexible brain that wires itself to any environment it develops
in, and the culture and education, which form that environment.

Consensus exists that emotions are the results of certain stimuli that do not last
very long as compared to feelings. Thus, emotions are often considered as “short-term
affective responses to the appraisal of particular stimuli” ([6], p. 191). In relation to
that, the appraisal theory claims that emotions are elicited when an event is being
evaluated, which contributes to an important goal of the individual [7–9]. The conno-
tation of the emotion is positive when the concern is advanced and negative when the
concern is impeded. This theory is in line with Rolls’ [10] conceptualization which
defines emotions as states elicited by rewards and punishments. In this sense, emo-
tions regulate distance and nearness. For example, the emotion of disgust elicits
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avoidance behaviors (distance), while positive emotions such as happiness promote
approach behaviors (nearness). According to Gibson ([11], p. 54), feelings last in
contrast to emotions longer and are referred to as psychological arousal states with
“interacting dimensions related to energy, tension and pleasure (hedonic tone) [...]
and may be more covert to observers”. (Sources: Matthews & Deary, 1998; Rolls,
2007).

The appraisal theory follows a cognitive approach and focuses on the mind’s orga-
nization of conscious and unconscious knowledge, and on the fundamental questions
of how emotions are caused and what their effects are. Oatley and Johnson-Laird [12]
describe three cognitive theories of emotion: (1) the action-readiness theory, (2) the
core-affect theory, and (3) the communicative theory. Ad (1), the action-readiness theory
holds that emotions are built from elements that are not itself emotions. Frijda and
Parrott [13] label them as “basic emotions,” viewed as states of readiness for certain
actions, giving priority to a particular goal. Ad (2), the core-affect theory postulates
two stages in generating an emotion: level of arousal and valence level (pleasure–
displeasure) [1, 14]. Ad (3), the communicative theory claims that emotions relate to
communication within the brain and amongst individuals [9] and that distinct basic
emotions have evolved as adaptations in social mammals.

Another important consideration is whether emotions are conscious or uncon-
scious by nature. One stream of literature describes an emotion as the conscious
subjective experience that accompanies affective states created by bodily sensations
[6, 15]. However, several more recent studies point to the existence of unconscious
emotions. In particular, a person is not aware of these emotions when explicitly asked
to report them [16].

James [17] and Lange [18] represent the premise that emotional experiences are
produced by sensing peripheral bodily changes like heart rate or tensions in the skeletal
muscles, which are referred to as somatic markers [19]. This leads to the—for many
contra-intuitive—situation, that an individual is not running away, because (s)he is
scared, but rather is scared because of (s)he is running away.Many objections have been
raised against this theory, which are summarized by Rolls [10].

In conclusion, emotions appear on at least three dimensions. First, they are expe-
rienced by individuals in a distinct subjective manner. This is the most common and
widely known aspect of emotions—everybody knows, how disgust, sadness or happi-
ness, etc. feel. Second, emotions are often connected with changes in physiology,
mainly in reactions of the autonomic nervous system. Sweating or perceiving a strange
stomach/gut feeling are two examples for physiological reactions. Third, emotions
have a behavioral aspect, which means that emotions can change the behavior of an
individual such as facial expressions, posture, walking speed, speech, or gestures
[20, 21]. Irrespective of the question, which of these dimensions appears first, second,
and last, and how they interact, these three dimensions can be used and have been
used (subjective experience, physiology, and behavior) to characterize the emotional
state of an individual.

2. Selected measures of emotions

Table 1 provides a structured overview of the most appropriate measurement
approaches developed in the last decades (see for instance Coppin and Sander [22]
for an alternative survey). On the first level, we distinguish whether these methods
employ communication or observational techniques (upper or lower panel of Table 1).
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When using means of communication, subjects provide information about their
emotional experience verbally in their own words or by responding to scales or by
commenting on pictures or photographs. Clearly, this is a conscious process. These
methods are therefore based on introspection and self-reports.

Observational techniques have been employed or developed to avoid possible
biases of introspection-based self-reports (i.e., social-desirable response behavior).
Observations can be used in an implicit way, which means that the measurement

Means of communication

Degree of
structure

Degree of disguise

Undisguised Disguised

Unstructured Personal interviews Content analysis of diaries

Think-aloud technique Associative networks

Zaltman metaphor elicitation
technique (ZMET)

Structured Verbal scales Picture / photo scale

Differential Emotions Scale (DES) Self-Assessment Manikin
Technique (SAM)

Pleasure/Arousal/Dominance scale (PAD) PrEmo-instrument ©

Emotions Profile Index (EPI) EmoSensor

Positive And Negative Affect Schedule (PANAS) Emotive Projection Test (EPT)

Consumption Emotion Set (CES) Implicit Association Test (IAT)

Temporal Dominance of Sensations (TDS)

EsSense Profile ®

Means of observation

Method of
administration

Setting

Contrived laboratory setting Near-to-life/real-life setting

Human Facial expressions (FAST, FACS) Facial expressions (FAST, FACS)

Body movements Body movements

Mystery shopping

Technical
equipment

Facial ElectrocMyoGraphy (fEMG) Voice pitch analysis

Automatic Facial Expressions Analysis (AFEA) Automatic Facial Expressions
Analysis (AFEA)

Electro Dermal Response (EDR) Neurophysiological measures using
wearables (EDR, pupillary dilation,
heart rate)

Electro EncephaloGraphy (EEG),
Positron Emission Tomography (PET),
functional Magnetic Resonance Imaging (fMRI)

Program analyzer

Table 1.
Overview of emotional measurement procedures.
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outcomes reflect the construct under investigation (e.g., emotions) in an automatic
manner based on processes that are uncontrolled, unintentional, goal-independent,
purely stimulus-driven, autonomous, unconscious, efficient, and fast. Physiological,
neurological, and behavioral reactions deliver implicit measures, in contrast to explicit
measures, which are controlled, intentional, goal-dependent, not only stimulus-
driven, conscious, slow, and potentially intrusive [23]. Data from implicit measures
are said to have more external validity and therefore, contribute more to the under-
standing and prediction of human behavior in real life.

Dijksterhuis [24] suggests three criteria for the evaluation of the implicitness of a
method. Does the subject (1) need to think about him�/herself to answer; (2) know
that (s)he is tested; (3) know about the research question? The more yes-answers are
provided the less implicit, the more no-answers are stated the more implicit the
evaluated method is. Columns of Table 1 (reflecting the second level of classification)
refer to the latter by distinguishing between degrees of disguise, setting, respectively.
Typically, subjects are neither informed about the research agenda nor are always
aware of the conducted study in a disguised or real-life setting (such a situation would
be called probiotic). Ethical issues concerning research integrity have to be considered
in such cases to a great extent, but these considerations are beyond the scope of this
article.

The third level (rows of Table 1) categorizes measures of emotions according to a
more technical aspect degree of structure (i.e., degree of standardization imposed on
the questions asked and the answers permitted) or the method of administration
(human vs. technical equipment).

2.1 Methods using means of communication

All methods employing means of communication use the ability of humans for
introspection, and reporting about the result of introspection, such as emotions in
terms of language, pictures, or photos. Implicitly they are thus following (some
variant of) appraisal theory. Scholars favoring, for example, a biologic theory, accen-
tuate limitations referred to as cognitive bias inherent in self-report measures. There
are enormous differences in the test design on how individuals are enabled to com-
municate the results of their introspection. As an aside, qualitative methods intro-
duced in the following two subsections have been adapted for emotion measurement
but were originally developed for a broader spectrum.

2.1.1 Unstructured, undisguised communication methods

Personal interviews The personal interview, with a more or less structured con-
versation, is led by an instructed interviewer. Within a free-response format, the
researcher asks participants to respond with freely chosen labels or short expressions
that best characterize the nature of the emotional state they experience when being
confronted with a certain external or internal stimulus (cf. [1]). A guideline helps to
lead the interview. Personal interviews score highly with respect to flexibility but
negatively on issues such as the subjects’ potential problems communicating personal
responses with appropriate expressions, individual differences in the range of their
active vocabulary, and biasing influences of the interviewer on the communication
process. In addition, the recruiting of subjects might be challenging since the process
needs to be executed (and recorded) in a quiet surrounding and takes a considerable
amount of time. Making the data amenable to quantitative analysis requires
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categorization which is a labor-intensive process. Scherer [1] offers the Geneva Affect
Label Coder (GALC) which attempts to recognize 36 affective categories commonly
distinguished by words in natural language.

Think-aloud technique Subjects are asked to perform a specific task (for the
present situation for instance looking at a certain video clip or website; walking
through a store and finding a certain product on the shelf; tasting a certain meal) and
to articulate whatever comes into their mind (in particular their perceived feelings
and emotions) as they complete the task. These verbalizations of subjects’ cognitive
processes are recorded by the researcher (if present) or on a technical device (e.g., a
voice recorder) and its content is analyzed thereafter. We emphasize the dynamic
component of this method because protocols have to be connected with the various
stages and aspects of the task to find out which particular emotions they elicited at
which point in time.

2.1.2 Unstructured, disguised communication methods

Content analysis of diaries Traditionally, diary studies request subjects to self-
report certain behaviors or activities over a longer period of time which seems to
contradict the definition of emotions as a short episode in time (i.e., contrasting
feelings, cf. subsection 1.2). A special format of diaries [25], event-based diaries or in-
situ loggings, asks participants to log information in the situation they occur. The
situation in turn is defined by the researcher as an event (e.g., consuming a certain
product), a usage scenario (e.g., engaging with a certain product), or making a selfie
in a certain location, searching for photographs about past events or consumption
experiences, etc. To emphasize the short-term characteristic of emotions, reporting
might be executed by audio/video devices, hand-held computers, or means of social
media rather than by traditional paper diaries. Spontaneity of responses is important
to mitigate potential rationalization. The interpretation of reports requires diligent
(content) analysis.

Associative networks This method [26] builds upon the well-established theory
that human memory might be viewed at as possessing a network structure consisting
of nodes (representing stored information of an object) and interconnecting links
(representing the strength of the association between thereby connected objects). For
the present case, the researcher is interested in the arousing potential of a stimulus
(e.g., an ad, a food product) on different emotions (e.g., surprise). Thus, when using
this technique, free associations with stimulus words or stimulus images are entered
on a sheet of paper in a list. By entering the list, the order (and the spontaneity) of the
associations is automatically recorded. After that, subjects evaluate the recorded
words in another column of this sheet of paper (as having a negative, neutral or
positive meaning in the considered context). In the next step, subjects are asked to
assign as many as possible of the previously recorded words to already predefined
categories. This has the advantage that the categorization does not have to be carried
out subsequently by the researcher. The categorization scheme has to be developed
within a pre-study or existing schemes (e.g., GALC) might be adopted for the present
application.

ZMET Zaltman Metaphor Elicitation Technique [27] is a patented technique of
marketing research, which aims at determining conscious and unconscious thoughts,
feelings, and emotions by investigating the symbolic and metaphorical answers of the
tested individuals. Starting point of this technique is the collection of pictures that
represent the thoughts and emotions of a study participant at their premises. These
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pictures help to discover the often-unconscious thoughts and feelings, whose struc-
ture is investigated in the following interviews. In essence, it is a sophisticated com-
bination of an event-based diary (collection of pictures at the subjects’ home), an in-
depth personal interview (at the researcher’s lab) conceptually based on neural net-
work brain structures.

2.1.3 Structured, undisguised communication methods

There is a huge variety of scales intending to measure emotions. We restrict our
presentation to a few starting with scales conceptualized for general, rather than psy-
chological, purposes; DES might be classified as a discrete emotions approach, PAD,
EPI, PANAS as dimensional approaches. Subsequently, we provide three scales which
are targeting consumer behavior (CES), food sciences (TDS, EsSense Profile ®).

DES The main idea behind Izard’s [28] Differential Emotions Scale rests on the
existence of 10 basic emotions and the assumption that language-based categories
correspond to unique emotion-specific patterns (cf. action-readiness theory). Thirty
items comprise the DES: three adjectives per basic emotion (e.g., for anger “enraged,”
“angry,” and “mad”). Respondents are asked to describe their emotional state by (dis)
approving to each item on a rating scale. These ratings are then aggregated yielding a
score per basic emotion.

PAD Mehrabian and Russell [29] are pioneers in the field of environmental psy-
chology. They propose a SIR (stimulus–intervening processes–response) model of
consumer behavior in which emotional (intervening) variables play an important role.
Based on previous work, they suggest describing emotions by their position in a three-
dimensional space formed by the dimensions of Pleasure, Arousal, and Dominance.
They develop a scale with six items for each dimension. The items are framed as a
semantic differential (e.g., “happy/unhappy” for pleasure).

EPI The dominance dimension of the PAD is criticized by scholars, amongst others
because of the lack of empirical support for this construct (and practicability issues as
a three-dimensional space is difficult to present in a two-dimensional figure). Many
theorists, therefore, limit their models to the two dimensions of valence and arousal
(slightly renaming the pleasure dimension; cf. core-effect theory). Plutchik’s [30]
Emotions Profile Index is representative for these approaches. This profile consists of
62 pairs of properties (e.g., “affectionate vs. cautious”) and subjects are asked to
choose which of the two alternatives applies for them. Finally, responses are aggre-
gated and represented in a circumplex, which is conceptually very similar to his wheel
of emotions (with eight basic emotions and three different levels of intensity). As an
example, opposing emotions are displayed at opposing positions of the circumplex,
like joy versus sadness (assumed to possess opposing valence but similar arousal).
Scherer’s [1] Geneva Emotion Wheel is conceptually very similar but with two excep-
tions: he proposes 16 basic emotions arranged according to the dimensions’ condu-
civeness and coping potential. In fact, it turns out, that changing dimensions
corresponds to a 45° rotation of the axes of the circumplex.

PANAS The Positive And Negative Affects Schedule [31] can also be viewed as a
dimensional approach, however, these dimensions are not related to the constructs
from above. The dimensions only distinguish between positive and negative emotions.
Each dimension is described by 10 adjectives (e.g., “active” for the positive, “afraid”
for then negative dimension) and Likert-framed response categories.

CES Based on extant literature and in particular, extensive empirical studies,
Richins [32] developed the Consumption Emotion Set. Conceptually it is similar to the
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DES but adopted to the purpose of consumption-related emotions. The scale encom-
passes 17 different categories with two or three descriptors each (e.g., for anger
“frustrated,” “angry,” and “irritated”), in sum 47 items with a rating response format.

TDS Jager et al. [33] adopted the Temporal Dominance of Sensation method to
emotions, which is intended to measure the dynamics of food-related emotions during
consumption. They use 10 emotional attributes and participants have to rate the
dominance of these 10 emotions while eating. For instance, in the case of chocolate,
this method results in the temporal description of emotions elicited by the experience
of chocolate during oral processing. In the first seconds “interested” might be domi-
nant, followed by the emotions “energetic” and “happy,” in the end also “loving,”
“calm,” and “guilty” might be found dominant.

EsSense Profile ® Literature originating from the field of (clinical) Psychology is
particularly interested in negatively valenced emotions (corresponding with some
psychical illness). The circumplex model implicitly implies some symmetry between
positively and negatively valenced emotions (as does, e.g., the PANAS scales with 10
items each). Naturally, in a consumption context, positive emotions play a more
important role. The EsSense Profile ® (King and Meiselmann [34]) pays tribute to this
focus: the profile consists of 25 positive (e.g., “glad”), 3 negative (e.g., “bored”), and
11 unclear (e.g., “eager,” “daring,” “tame”) items. Subjects describe their emotional
state by (dis)approving to each item on a rating scale. Aggregated (over respondents)
ratings are displayed in a radar chart or consolidated by multivariate techniques
(factor or cluster analysis). EsSense Profile ® has been validated and gained influence
in sensory science. In response to the critique regarding the scale (very subtle differ-
ences between the verbal emotion descriptions, which require high cognitive capabil-
ities and articulateness from respondents), shorter versions of EsSense Profile ® have
been proposed [35].

However, in all methods employing verbal scales it is certainly not clear whether
the respondents’ experienced emotions are measured or only their more or less vague
associations with emotions elicited by the stimulus, which makes of course an enor-
mous difference. Despite all reservations and problems of self-report questionnaires,
Cardello and Jaeger [36] recommend scales as the default measuring method for
emotions.

2.1.4 Structured, disguised communication methods

A general issue with verbal descriptions of emotions (as used in scales) is, that
emotions are not always easily expressed with words and there also exist differences
across cultures and languages in the emotion lexicon [5]. For that reason, alternative
scales based on pictures rather than on verbal descriptors have been developed.

SAM Inspired by the PAD scale Lang [37] establishes the Self-Assessment Manikin
scale which offers respondents visual response categories, that is, differently shaped
pictograms. For the dimension pleasure, the “friendliness of the face” of the manikin
is varied; for arousal indicated “body movements” and for dominance the “size” of the
manikin. Positive experiences are reported in that subjects quickly complete and
easily, intuitively and unambiguously understand the response format, however,
some authors criticize the validity of this scale.

PrEmo-instrument © The Product Emotion Measurement Instrument [38] also
employs visual response categories but these pictograms appear as a cartoon character
and are not static but animated on a computer screen. Animation visualizes changing
intensity of seven positive (desire, pleasant surprise, inspiration, amusement,
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admiration, satisfaction, fascination) or seven negative emotions (indignation, con-
tempt, disgust, unpleasant surprise, dissatisfaction, disappointment, boredom).
Gutjar et al. [39] apply PrEmo © in a food consumption context but the rather small
number of emotions may not be sufficient for the description of the various emotions
elicited by product categories like foods.

EmoSensor This scale, developed in cooperation between academics (Gröppel-
Klein et al. [40]) and the market research institute GfK, offers photographs
representing individuals (of different ages, gender, cultural provenience) engaged in
different activities as visual response categories when asking respondents to assess
their emotional response to a certain stimulus (for instance an ad). Verbal labeling
attached to the photographs (e.g., joy) turned out to be advantageous. The scale
consists of three photographs for each of the 22 different emotions. Subjects select the
photo which best reflects their emotional state. The authors emphasize that facial
expressions might be ambiguous in some cases and that, therefore, testing for reli-
ability and validity was of crucial importance.

EPT The Emotive Projection Test is a special type of thematic apperception test
(TAT). The TAT, also known as “picture interpretation technique,” shows ambiguous
scenes and by describing such scenes one can learn more about the participant’s
emotions, motivations, and personality. The EPT was developed by Köster, Mojet, and
Van Veggel [41] and consists of 30 pictures with neutral or ambiguous facial expres-
sions. When participants are asked to which state emotion is portrayed in each picture
(using the “check all that apply” technique), they project their own emotions, moods,
and feelings into the faces on the pictures. Participants ascribe characteristics to these
faces that depend largely on their own emotions. Therefore, this test is an implicit
(i.e., third person) test. It was used, for example, to study the effect of flowers on the
mood of restaurant visitors [41] and the effect of vanilla in yogurt on emotional
responses [42].

IATOne of the most often referenced tests in Psychology is the implicit association
test, developed by Greenwald et al. [43]. Like the associative network concept, the
IAT is based on the idea that the human brain is structured as a neural network with
highly related content being more closely connected in this net than loosely connected
content. Subjects have to solve a set of easy association tasks on a computer by
pressing either of two answer-keys; their reaction time is recorded. Given the network
structure of the brain, it is thus easier for participants to react with the same answer-
key on associated elements than using the other key and therefore they are quicker in
answering to associated elements than to not associated elements. Whereas the IAT
was developed for general purposes (i.e., associations in memory), stimulus material
shown on the screen can be adopted for the measurement of the emotional elicitation
potential of a certain object.

2.2 Methods using means of observation

2.2.1 Observational methods with human administration in a laboratory setting

Facial expressions Emotions are communicated through facial expressions in
everyday life [44] by non-verbal means [45]. Twenty face muscles create a wide array
of facial expressions and muscles on the head allow meaningful movements of the jaw
and neck [46]. Humans have the impression that the interpretation of facial expres-
sions occurs mainly automatically, immediately and without any effort humans know
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what a certain facial expression means—joy, disgust, or surprise. In contrast, the
objective description and quantification of facial expressions as emotions remain a
difficulty.

Two general approaches exist to analyze facial expressions in an objective way,
judgment- and anatomically-based methods [47]. Whereas for the former a coder
directly classifies facial expressions as a certain emotion, for the latter (s)he measures
the movement or activity of specific facial muscles and then relates the resulting
activity pattern to the identified emotion. Human coders can be very accurate in
judging facial reactions, both for anatomically as well as judgment approaches pro-
vided, that they are extensively trained. The analysis is considerably time-consuming
and expensive.

In this context, Ekman and Friesen [48] developed the Facial Affect Scoring
Technique (FAST), a judgment-based method, and the Facial Action Coding System
(FACS), an anatomically based method. Since inspecting certain facial muscles thor-
oughly takes time, subjects’ facial expressions are video recorded and their separate
anatomical movements (i.e., “action units”) are identified using a slow-motion play-
back of the video. The coding schemes assist in transferring the identified action units
into related emotional expressions. Marketing applications analyzed, among others,
facial expressions of customers at the point of sale, or when interacting with
salespersons, or when being exposed to commercials.

Only few published studies make use of human coders to investigate emotions
elicited by food. Zeinstra et al. [49] found that children’s facial expressions, analyzed
by human coders, are a good indication for disliking but not for liking of juices.
Similarly, consumers showed more negative emotions just before tasting presumably
insect-based chips compared to consumers who were expecting to taste protein
enriched chips [50].

Body movements Body movements, including posture and gesture, can also be
used as motor expressions of emotional states. Coding schemes (e.g., Berner System
[51]) have been developed at about the same time as FAST and FACS. However,
established relationships between bodily behaviors and emotions are less pronounced.
Body movements are much more affected by culture, personal style, and context than
facial expression. On the one hand, Weinberg [52] concludes that while facial expres-
sions signal the type of emotional state, bodily expressions signal their intensity (e.g.,
a person who is feeling angry might gesture more forcefully, while a person who is
feeling sad might gesture less). In a similar vein, individuals might more easily sup-
press or mask their true emotions with respect to facial expressiveness than with
respect to body movements because they occur unconsciously to an even greater
extent that facial movements. On the other hand, exemplary findings suggest that a
person who is feeling confident might stand tall with their shoulders back, while a
person who is feeling anxious might slouch or hunch their shoulders. In any case, the
interpretation of body movements is highly complex and—to the best of the authors’
knowledge—a comprehensive manual (with respect to emotional states) has not been
developed so far and as a consequence, a software for automatic emotional pattern
recognition based on bodily behaviors is missing.

2.2.2 Observational methods with human administration in a real-life setting

Facial expressions body movements For these methods, the setting does not
make a substantial difference for measurement (and we thus refer to the previous
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subsection). In general, a laboratory setting better controls for environmental condi-
tions and better recording, thus increasing internal validity, a real-life setting reduces
or even excludes reactive behavior of subjects and increases external validity.

Mystery shopping Mystery shopping is rooted in ethnographic research and may
be described as a special form of participating observation. In more detail, a trained
individual, known as a mystery shopper, poses as a customer in order to evaluate the
performance of a business [53]. Mystery shopping is not typically used for the purpose
of measuring emotions but rather to evaluate customer service, sales, and other
aspects (e.g., general attitudes of persons involved in an encounter) of a business’
performance. To apply for emotion measurement, this individual needs to be trained
in judgment-based expertise (see sub-Section 2.2.1) on relating facial or bodily
expressions of customers and employees (e.g., during a sales or service interaction) to
their emotional states. The short-term character of emotions, the unfeasibility of
recording the interaction, and of taking notes limits the suitability of mystery shop-
ping for emotion measurement.

2.2.3 Observational methods using technical equipment in a laboratory setting

fEMG The most direct and sensitive method to measure facial reactions is Facial
ElectroMyoGraphy, where surface electrodes are attached to the face and the muscles’
activities are amplified and displayed on a monitor [54]. Two face muscles are of
special importance: the zygomaticus major (responsible for the expression of smiling)
indicates positive valence and intensity of emotions, the corrugator (responsible for
frowning) negative valence. A considerable limitation of fEMG is the application of
electrodes to the face. This can be rather intrusive to the subject, it obviously limits the
implicitness of the study and might bias results.

Applications are reported from fine arts but rarely from consumer behavior. For
tasting food products or looking at pictures of food products, studies using fEMG have
shown that the activity of selected facial muscles correlates with self-reported hedonic
responses [55, 56].

AFEA Automatic Facial Expression Analysis systems have become widely avail-
able in the last decade. AFEA systems employ a software to automatically analyze
facial reactions using judgment-based and anatomically approaches from video and
image sources. In comparison to the use of trained human coders, this approach
reduces time and costs of emotion investigations substantially.

Most AFEA systems conduct a similar 3-step strategy for the classification of facial
expressions: (1) Face acquisition—identification of the face, its position, and orienta-
tion, (2) Feature extraction—two general approaches are used; either the whole face is
processed holistically, or specific areas of the face are selected and processed individ-
ually. (3) Classification: based on a complex model, facial expressions are classified
using either a direct classification of emotions or an anatomically based coding scheme
(e.g., activation of muscles or muscle groups).1 Furthermore, sophisticated algorithms
(deep learning systems) take gender and age into account. In a laboratory setting,
initial calibration of the measurement device adopted to the subjects to be observed
might also account for cultural characteristics (e.g., facial expressions of East Asians);
in a real-life setting, algorithms might identify such peculiarities instantaneously.

1 The Robotics Institute of Carnegie Mellon University and University of Pittsburgh have been innovators

in this area.
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In marketing, AFEA has been applied in many different situation (e.g., analyzing
emotional potential of commercials, shop windows, web designs, stationary retailing
facilities). In food sciences, AFEA analyzed emotions elicited by a wide range of taste
or smell stimuli and food products, including basic taste solutions [57], beverages [58],
confectionary [59], and also full meals [60].

One of the advantages of analyzing facial reactions is the temporal nature of the
measurement and the fact that it does not bias the subjects’ natural behavior. There-
fore, this methodology fits perfectly into the recent efforts to test food products in
real-life situations and to investigate the effect of context on food perception and
emotions with the intention to enhance external validity [60].

A general limitation is that only a few “basic” emotions are strongly associated with
facial expressions, considerably fewer than used in explicit survey approaches (cf.
subsection 2.1 and the number of emotions encompassed in the different scales; [34]),
which potentially results in less fine-grained insights. Another disadvantage of AFEA
so far is the fact, that small variations of facial expressions are not categorized into
different emotions. For example, ironic or nervous grinning cannot be differentiated
from a happy smile, although the emotion the underlying emotion is very different.

There are also some food-specific limitations. When emotions are measured during
food consumption, oral processing including biting, chewing, and swallowing causes
certain facial movements, which in turn might bias the simultaneous analysis of
emotion-based facial expressions. Besides, both human coders and AFEA require
high-quality video recordings of the subjects. Additionally, head movements or faces
concealed by cutlery, cups, glasses, or even beards can negatively influence the quality
of the results. Section 3 also demonstrates potential limitations by providing empirical
examples.

EDR Electro dermal response is a measure of the electrical conductance of the skin
and is widely used as a neurophysiological measure of emotional arousal. EDR is often
quantified using a device called a skin conductance sensor, which consists of two
electrodes that are placed on the skin (usually on the fingers or palms of the hand) to
detect the electrical conductance of the skin. The sensor sends a small electric current
through the skin and measures the resistance of the skin to the current. Boucsein [61]
emphasizes on the multidimensionality of arousal which impedes direct interpretation
of skin conductance amplitude. Complementary data collection is required to distin-
guish whether emotional arousal refers to the affect dimension (i.e., flight/fight) or
the preparatory dimension (i.e., readiness of behavioral action). EDR is regarded as a
reliable and easy-to-use instrument which does not depend on the subjects’ cultural
origin.

EEG Electro encephalography is a technique that measures the electrical activity of
the brain. It uses electrodes placed on the scalp to detect and record the electrical
impulses of neurons in the brain. These activities (amplitude and frequency of brain
waves) in turn indicate different emotional states, however, special expertise is
required to interpret results from such a measurement procedure. Furthermore, high-
precision (and hence costly) instruments are required for exact identification of the
brain region in which the neural activities take place. A more practical disadvantage
might be subjects’ (in particular women’s) reluctance to accept electrodes on the scalp
and thus potentially damage hairdressing.

PET, fMRI Positron emission tomography and functional magnetic resonance
imaging are both medical imaging techniques. PET uses radioactive tracers, fMRI
magnetic field, and radio waves to produce detailed images of the brain. For the
present utilization changes in brain activity associated with different emotional states
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are of interest (e.g., the amygdala is known to be central for emotional processing).
PET, fMRI are invasive methods and their high costs limit applications for emotion
measurement.

Neural measures such as EEG, PET, and fMRI share in common that they are
costly, require special expertise for executing and exploiting, are restricted to small
samples and might suffer from highly controlled experimental conditions. However,
they deserve credit due to the fact that they enabled the validaftion of more easy-to-
use neurophysiological methods [61].

Program analyzer The program analyzer implements the concept of Mehrabian
and Russell [29] that individuals approach emotionally positively but avoid emotion-
ally negatively perceived environments (see also Rolls [10] in subsection 1.2). In more
detail, subjects are exposed to certain stimuli (e.g., a commercial) and requested to
move a slider toward themselves, away, respectively, and thereby continuously
express emotional valence. Whereas the program analyzer was originally developed in
1937 by Lazarsfeld and Stanton to record people’s moment-to-moment reactions to
radio programs [62], nowadays, this audience measurement instrument has been used
for testing ads (see [63]). Neibecker [64] verified reliability and validity of this
procedure.

2.2.4 Observational methods using technical equipment in a real-life setting

Voice pitch analysis is a technique that involves measuring and analyzing pitch,
volume, intonation, and speaking tempo of a person’s voice, which can be used as an
indicator of their emotional state. For example, a person’s pitch may become higher
when they are excited or happy, and lower when they are sad or angry. Accent or
deep-throat might impede exploration. Voice pitch analysis can be done using soft-
ware (e.g., PRAAT) that analyzes audio recordings of a person’s voice. We note that
recordings may be done in real-life (background noise might cause distortion in this
case) and laboratory settings.

AFEA For automatic facial expression analysis, the setting does not make a sub-
stantial difference (and we thus refer to the previous subsection for some methodo-
logical explications). Commercial software (e.g., FaceReader provided by Noldus,
EmoScan used by GfK, software provided by iMotions) and academic software (e.g.,
by Fraunhofer-Gesellschaft [65]) is readily available for such an analyses (see [66] for
a respective overview). Technology advanced considerably such that remote analysis
became feasible. Subjects in front of a laptop (or even their cellular telephone in a
fixed position), and either the built-in camera or a camera mounted on the screen
scans their face while viewing content.

Wearables There are several options which are available for determining the
neurophysiological component of emotional arousal. Here we list those which do not
require a laboratory setting. EDR (see subsection 2.2.3) equipment might be stored in
a bag which then has to be carried by subjects when experiencing real-life settings
(e.g., walking along the aisles of a supermarket). Pupillary dilation (the increase in
the size of the pupils) can also be used as a physiological measure of emotional arousal.
The size of the pupils is controlled by the sympathetic nervous system, and is known
to increase during certain emotional states (such as fear, anxiety, and excitement).
Pupillary dilation can be measured using infrared light (for instance as an aside when
conducting mobile eye-tracking). Heart rate is still another physiological measure of
emotional arousal. The heart rate is controlled by the autonomic nervous system, and
is known to increase during certain emotional states. Heart rate can be measured in
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many different ways (for instance as an aside when conducting EDR). Results of both
methods might be affected by other factors such as lighting / physical activity, age,
and medications.

3. Examples illustrating automatic facial expressions analysis technology

The following examples aim to illustrate potential shortcomings associated with
recent technological advances in facial recognition. The authors urge researchers and
marketers to carefully consider raw data in line with statistical results to avoid mis-
leading interpretations. For instance, pure emotion tracking over time (when analyz-
ing commercials) might not necessarily yield causal relationships between the
emotions expressed by the presenter and those aroused for the viewers. Besides,
different measurement tools might not always result in equivalent outcomes and
finally following the results without a critical reflection could lead to a wrong inter-
pretations of the respondents’ actual intentions.

3.1 Measuring emotions of a commercial

Recently, advertising and market research agencies started promoting their busi-
ness portfolio by pointing to their capacity to determine the emotional impact of
commercials.2 Methods to conduct such kind of analyses differ, but frequently either
the emotional appearance of the endorser (for instance a celebrity) or the emotional
response of a sample of respondents (or both) are tracked continuously over the
whole duration of the spot. Most commonly in such a setup, AFEA technology is
employed. This example aims to demonstrate that measurements of emotions can only
be viewed as an initial step because the interpretation of such data requires special
competence. Some market research agencies collected data of emotional evaluations of
a broad range of ads, established certain benchmarks or developed artificial
intelligence-based diagnostics tools. These resources in turn enable providing man-
agement recommendations to the agencies’ clients.

For this purpose,3 we cooperated with a business (Austrian bakery Felber) and
analyzed a commercial posted on social media channels (i.e., Facebook)4 during the
pandemic crisis in 2020. This bakery is a midsized company (with approximately 440
employees and about 50 shops located in Vienna5). In the commercial spot, the co-
owner approached customers of hardware stores (as hardware stores were allowed to
reopen retailing services after the first lockdown) to visit shop-in-shop outlets located
in some of these hardware stores. The presenter frontally faced the camera (i.e., the
audience), her face looked lighthearted, she smiled frequently and presented a variety
of different products (e.g., bread, buns, bread rolls). She spoke in a dialect with the
aim to target do-it-yourselfers by making use of ambiguous wording and wordplays
(e.g., “You do your home yourself and Felber offers homemade bakery”). This unique
and authentic presentation went viral and was heavily discussed on social media

2 For instance, https://system1group.com/ or https://quantiface.com/
3 We gratefully acknowledge assistance by Ms. Meyer when collecting the data.
4 https://www.youtube.com/watch?v=I87LAyTur_k
5 https://felberbrot.at/home.html
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(while some people liked the spot very much, others disapproved her wordplay to a
great extend).

Our analysis is based on three sources of information. (1) Content of the ad. The ad
lasted about 1 min; during the first 16 s, the co-owner presented the reopening of her
shops in hardware stores as a present for the upcoming Easter holidays. During the
main body of the spot (seconds 17–46) she presented six different products (each for
about 5 s) using humorous speech. In the last part, she essentially asked spectators to
visit her stores and to purchase. (2) Emotional expressions of the presenter. The
FaceReader (of Noldus) measured basic emotions (anger, disgust, fear, happiness,
sadness, surprise) of the presenter with five observations per second. This fine-
grained data pay regards to Scherer’s [1], p. 702) view that “events, and particularly
their appraisal, change rapidly [...] the emotional response pattering is also likely to
change rapidly as a consequence.” (3) Emotional expressions of a sample of subjects. A
sample of 31 subjects watched the video and their emotions during the exposure were
measured with the same granularity as indicated earlier by employing the online
version of the Noldus FaceReader (data collection took place during the pandemic
period which did not allow physical contacts between researchers and subjects). Data
were aggregated over respondents resulting in a single trajectory for each of the six
basic emotions. In order not to overload the presentation, we concentrate on the
presentation of results with respect to anger and happiness which reflects the discus-
sion about this spot in social media ([1], p. 707, also emphasizes the dominant role of
these two emotions).

Figure 1 exhibits trajectories of anger and happiness aggregated over subjects and
trajectories for the presenter. The horizontal axis reflexes the time shows, the three
stages of the ad, and the time slots (1, … , 6) of presenting the six products. The
vertical axis is to be interpreted as intensity of measured emotions—with a domain
between 0 and 1. Aggregated trajectories are much smoother because averaging bal-
anced individual differences. In accordance with the intention of this spot, happiness
is more pronounced than anger. The presenter emphasized the demonstration of her
products by happy facial expressions most of the time (cf. trajectory’s peaks). Sub-
jects’ happiness increased during the second part of the spot continuously but
decreased during farewell. Anger does not play a role because its trajectories stayed
almost constant (at a low level for all subjects, near zero for the presenter).

Figure 1.
Emotional trajectories during exposure to the ad.
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Table 2 offers descriptive statistics for the emotional trajectories. Average values
for anger are much lower than for happiness and this also applies for standard devia-
tions. The latter is most pronounced for happiness of the presenter. Whereas these
figures nicely mirror the situation depicted by Figure 1, we are further interested
whether there is a causal relationship between the emotions expressed by the pre-
senter and those aroused for the viewers. Or put differently, did the presenter’s facial
expressiveness evoke subject’s emotions? From a pure data analytic standpoint, corre-
lation coefficient might shed some light on such an echoing effect (emotional conta-
gion). Table 2 reports that there is no significant correlation for anger. Due to the
short temporal distances between subsequent observation (five observations per sec-
ond) time series of emotions (Xti,Yti; t denotes time, i type of emotion) are
autocorrelated and, consequently, correlation coefficients based on the raw data
(Xti,YtiÞ might be misleading. Accounting for autocorrelation, we also computed
correlation coefficients based on the first differences (ΔXti ¼ Xti � Xt�1 i,
ΔYti ¼ Yti � Yt�1 i) which turned out to be very small (cf. Table 2). There might be
some response latency of subjects because their reactions might not occur instanta-
neously. Thus, we repeated this procedure by lagging emotions from the presenter
(i.e., Xt�s i, s ¼ 1, 2, … Þ but again did not find significant correlations. Consequently,
inferences purely based on statistics would state that the presenter’s facial expressive-
ness did not impact respondents’ emotions (which contradicts Figure 1 displaying
increasing happiness during exposure to the ad). Of course, there might be other
drivers of subjects’ emotions (such as the verbal content of the presenter’s presenta-
tion, her voice, the displayed products, etc.) besides her facial expressions. Neverthe-
less, we aim to emphasize that pure emotion tracking over time (when analyzing ads)
might fall short in some aspects despite the fact that this is a powerful instrument
prima facie.

3.2 Reliability of automatic facial expressions analysis

Measurement procedures based on observational methods employing a technical
equipment usually score highly on aspects of reliability as potential errors due to
human intervention can be prevented. The typical user of technical measurement
equipment (purchased from a professional supplier) accepts the instrument provided
and does not question issues of implementation. Whereas the basic idea of an AFEA
(as described above) is generally accepted, implementation might vary, however. The
given example highlights potential difficulties resulting therefrom, as recent literature
points to the limited number of “independent peer-reviewed validation studies”

Anger Happiness

Mean Standard deviation Mean Standard deviation

All subjects, Yti 0.051 0.006 0.186 0.087

Presenter, Xti 0.002 0.003 0.121 0.156

Corr Xti,Ytið Þ �0.041 0.411

Corr ΔXti,ΔYtið Þ �0.033 0.093

Table 2.
Descriptives of emotional trajectories for the ad.

110

Emotion Recognition – Recent Advances, New Perspectives and Applications



([66], p. 10). To date, prior research focuses mainly on “deliberately posed displays”,
as compared to naturalistic expressions.

For the present case, we compare results achieved by analyzing identical stimuli
employing naturalistic expressions by two distinct, commercially available instru-
ments (iMotions, Noldus6). According to their websites7 both providers explain that
the recognition software works in basically three steps: (1) the position of the face is
framed within a box; (2) facial landmarks such as eyes and eye corners, brows, mouth
corners, the noise tip, etc. are detected; and (3) based upon these key features classi-
fication algorithms identify action unit codes and emotional states. These algorithms
make use of artificial neural networks which have been trained on large databases.
These databases might vary in targeting special groups of interest (e.g., East Asians,
elderly, children) and as pointed out “you might get slightly varying results when
feeding the very same source material into different [classification] engines”
(iMotions, p. 21).

The designs of this and the previous example have in common that short commer-
cials (with a rather dominant endorser presenting a product or service) are used as
objects of investigation, in particular, the emotional facial states of the endorsers are of
interest. In this case, 13 different video clips serve as stimuli to be analyzed with AFEA
(all of approximately the same length, 60 seconds). Importantly, presenters exhibit
naturalistic expressions in a controlled setting. Specifically, the study employed stimuli
(high-quality resolution and professional lightning) under controlled conditions by
depicting full frontal shots with a neutral background and a frontal head orientation. No
accessories (i.e., eyeglasses) were used to assure optimal conditions for facial recogni-
tion. The content of the commercials is not relevant in the present case, because we
compare results of different measurement procedures applied to the same data. The two
measurement instruments analyzed faces of these 13 presenters and provided average
(calculated over the duration of the ad) amounts of emotional expressiveness for all 6

basic emotions every time: X mð Þ
ij , with m is the type of measurement {iMotions,

Noldus}, i is the type of emotion {anger, disgust, fear, happiness, sadness, surprise}, and
j is the type of presentation {1, 2, … , 13}.

Table 3 presents (selected) descriptive statistics. Focusing on presentation 1, col-
umns 2 and 3 (rows 3–8) contrast emotional displays as measured by the two pro-
cedures (figures for both types of measurement are to be interpreted as intensity with a
domain between 0 and 1). We observe considerable differences, which underpins
recent findings by Dupré et al. [66], who compare eight different facial recognition
tools and found that “there was considerable variance in recognition accuracy ranging
from 48% to 62%” (p. 1). To emphasize this point, row 11 exhibits correlation coeffi-
cients (calculated over the type of emotion) for presenter 1. Because of the small
number of observations, the nonparametric correlation coefficient due to Spearman has
been included but even for this metric coherence is rather modest. Due to lack of space,
Table 3 only presents results for presentation 1 but results for the other presentations
yield similar findings. The right part of Table 3 demonstrates this claim. Rows 3–8 show
correlation coefficients (calculated over presentations) for each emotion. Results are

6 We chose iMotions and Noldus essentially out of convenience.
7 https://www.academia.edu/40800374/Facial_Expression_Analysis_The_Complete_Pocket_Guide_

iMotions_-Biometric_Research_Simplified_The_definitive_guide_CONTENT - iMotions

https://info.noldus.com/hubfs/resources/noldus-white-paper-facereader-methodology.pdf?utm_campaig

n=Downloads&utm_medium=email&utm_content=59367721&utm_source=hs_automation - Noldus
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quite discouraging, in particular for the emotion of anger (correlations are even nega-
tive). Row 11 displays the range (over presentations) of correlation coefficients (calcu-
lated over the type of emotions). Whereas in some cases results of measurement seem
to be consistent (as documented by large correlation coefficients), for others this does
not seem to be the case since even negative correlations can be observed8.

Whereas it is widely known that measurement of facial expressions might suffer
from subjects’ mascara, eyeglasses, knitting their eyebrows, etc. the amount of dis-
crepancy identified in the current context is not very promising, given the claim of
technology providers that the software is measuring the same phenomenon (and in
the same units). We aim to explicitly emphasize that we neither favor one of the two
approaches over the other nor aim to provide a recommendation at this point.
Searching the relevant literature, however, we found several papers confirming valid-
ity of the Noldus software (e.g., [67]).

We definitively want to draw attention to this unfortunate state of affairs because
results of investigations using AFEA technology might depend on the employed mea-
surement approach (an unpleasant situation for a researcher). Recent studies show
that “human observers clearly outperformed all automatic classifiers in recognizing
emotions from both spontaneous and posed expressions” ([66], p. 11). One possible
explanation for the discrepancies between human and computer-automated coding
procedures as well as major differences between software providers might be ascribed
to “the quality and quantity of data available to train computer-based systems [...],
most current automatic classifiers have typically been trained and tested using posed
or acted facial behavior” ([66], p. 11). Thus, we urge for the undertaking of clear

Presentation j ¼ 1 Corr|ffl{zffl}
j

X 1ð Þ
ij ,X 2ð Þ

ij

� �

Emotions i Measurement iMotions Measurement Noldus Pearson Spearman

Anger 0.001 0.003 �0.275 �0.310

Disgust 0.095 0.111 0.064 0.474

Fear 0.060 0.093 0.690 0.508

Happiness 0.079 0.256 0.583 0.630

Sadness 0.003 0.031 0.416 0.616

Surprise 0.650 0.050 0.787 0.630

j ¼ 1 Range over j

Pearson Spearman Pearson Spearman

Corr|ffl{zffl}
i

X 1ð Þ
ij ,X 2ð Þ

ij

� � �0.103 0.600 (�0.240;0.973) (�0.131;0.941)

Table 3.
Descriptives of displayed emotions for 13 different presentations.

8 When implementing the AFEA software several basic parameters and settings (e.g., thresholds: number

of temporal frames – in which a certain pattern occurs – required in order to be considered relevant) have to

be specified. We aim to point out that configurational settings were not responsible for the substantial

differences identified in the given context. Standard settings were employed in both cases and

demographics were specified.
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efforts to consolidate these measurement procedures by considering reliability (or
even validity) of this technology in a naturalistic setting.

3.3 Example from food science (self-reports vs. explicit AFEA vs. implicit AFEA)

Studying facial expressions in an implicit way might enhance the external validity
of gained data, which means that such results might be better in explaining and
predicting the behavior and experience of humans in real life. Therefore, a study in
the test booths of the sensory Laboratory at University of Natural Resources and Life
Sciences with 99 subjects compared data from an implicit face reading design with
explicit data from willingly expressed facial expressions and self-reported liking.
Judging products via self-reported liking by means of a 9-point hedonic scale is a
widespread method in sensory science and we wanted to test whether facial
expressions measured by AFEA (FaceReader 5 by Noldus Information Technology)
and self-reported liking yield similar or dissimilar information.

The testing procedure in a nutshell was as follows: The subjects got instructions
about the test on the notebook in front of them, but in this first phase subjects were
not aware, that they were videotaped during the test. Throughout the experiment,
Compusense® five (Compusense Inc.) software was used to present the question-
naire, to guide the participants through the testing procedure and for data collection.
After mounting the electrodes of the autonomic nervous system measuring device on
the fingers, a short familiarization phase took place, in which subjects got used to their
slight pressure on the finger and generally came to rest. During the whole testing
procedure subjects were video-recorded by the camera of the notebook; thus, subjects
did not recognize being video-recorded. Then subjects were asked to drink a sample of
juices from a shot glass (banana, orange, mixed vegetable, grapefruit, sauerkraut). A
short time period after swallowing the juice was used to measure the implicit facial
expressions via FaceReader. Then subjects were requested to raise their hand and to
show how they liked the juice by making an appropriate face, which served as the
explicit measure of their emotions. Afterwards they were also asked to rate the
hedonic impression of the juice on a 9-point hedonic scale.

Highly significant differences between juice samples were detected in the implicit
and in the explicit facials reactions measurements. Disgusted, happy, neutral, and sad
were significant in the implicit approach and angry, disgusted, happy, neutral, and
also sad in the explicit approach (Table 4).

Implicit facial expression Explicit facial expression

angry angry ***

disgusted *** disgusted ***

happy *** happy **

neutral *** happy ***

sad ** sad *

scared scared

surprised surprised

Note: Significant differences are marked as * (p < 0.05 and > 0.01), ** (p < 0.01 and > 0.001), *** (p < 0.001).

Table 4.
Implicit and explicit facial expressions.
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The depiction of the coherence between explicit facial expression and self-reported
liking is as expected (Figure 2). Disgusted and sad are highest for low liking ratings
and low for high liking and vice versa is true for happy. When it comes to the relation
of implicit facial expressions and self-reported liking (Figure 3) a remarkable aspect
becomes evident. As expected, disgust and sadness are high when self-reported liking
is low, but it is salient, that also happiness is high when liking is low, whereas
happiness is not high for the medium to high ratings between 4 and 9 of the 9-point
hedonic scale. Our hypothetical explanation is, that the FaceReader was not able to
differentiate between various forms of smiling, which humans are easily able to
perceive and interpret correctly as a specific, different emotions. The implicit smile
subjects were showing in this study was not the expression of happiness, but it was
probably a smile of rejection and embarrassment, maybe also in some cases a kind of
nervous and amused laughter about the unexpected disgusting and strange sauerkraut
juice we were serving to them. So, this example documents one of the limitations of an
AFEA-system. Following the results of this study without critical reflection one could
decide to design juice products which elicit implicit reactions detected as happy by the
AFEA, which in fact do not really reflect happiness but rejection, embarrassment,
ironic or nervous smile reactions to an unexpected or strange stimulus.

There is no doubt that AFEA systems are progressing quickly. New statistical
methods allow better insights into the temporal development of emotions and new
deep-learning algorithms have been developed to better deal with partial conceal-
ments. However, we want to draw the attention to the many shades of emotions AFEA
systems are struggling with. The meaning of variants of facial expressions and the

Figure 2.
Relation between self-reported liking and the intensity of emotions implicitly measured by a FaceReader.
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muscle activation patterns might also be different in various cultures. Thus, without a
better and more accurate and reliable categorization of facial expressions into mean-
ingful emotions results of AFEA systems could be misleading.

4. Conclusions

This chapter provided the reader with a comprehensive overview on emotional
measurements procedures. Given constrained space we limited our presentation to the
basic ideas of these methods. Pointing again to Scherer’s [1] component process model
we emphasize that, typically, a certain method only considers one emotional compo-
nent and likely falls short in accounting for others. Before deciding on a certain type of
measurement, the researcher should thus determine these dimensions of the construct
emotions which are of particular relevance in the current situation. Even better would
be a triangulation of different methods in order to increase validity and reliability—
validity of a method should never be taken for granted but always assessed in the
context of the research question.

Rapid recent developments of automatic facial expressions analysis encouraged
devoting special attention to AFEA. New statistical methods allow better insights in
the temporal development of emotions, new algorithms have been developed to better

Figure 3.
Relation between self-reported liking and the intensity of willingly expressed facial emotions measured by a
FaceReader.
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cope with partial concealments (e.g., deep learning algorithms). Advances in software
technology increased applicability, user-friendliness, processing speed and variety of
results provided. Given our own experience (partly presented in Section 3), however,
we again caution against the uncritical acceptance of communicated results (even
from well-established research companies) but rather urge more research and efforts
to increase validity and consistency of results achieved by different procedures which
claim to measure the same construct when applied to identical data.
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Chapter 7

Feature Extraction for Emotion
Recognition: A Review
Neha Garg and Kamlesh Sharma

Abstract

With the increasing role of Artificial Intelligence and ubiquitous computing
paradigms, a stage has arrived where human being and machine is interacting seam-
lessly. However, the users may face issues while interacting with these systems. A
more simple and reliable interaction with machines will be possible by recognizing
user’s emotions. In order to develop a system that can respond effectively to user’s
emotions can be modeled by utilizing the electroencephalogram (EEG) as a bio-signal
sensor. The emotion recognition plays a vital role in the area of Human Computer
Interaction (HCI) and Brain Computer Interaction (BCI) to provide good interaction
between brain and machine. The emotion recognition comprises of three major phases
feature extraction, feature selection and classifiers. The present chapter provides an
overview of feature extraction techniques utilized by researchers in frequency domain
analysis, time domain analysis and time-frequency domain analysis. The chapter also
discusses the process, issues and challenges for feature extraction in EEG, the
application area of the EEG.

Keywords: emotion recognition (ER), human computer interaction (HCI), brain
computer interaction (BCI), feature extraction, electroencephalogram (EEG)

1. Introduction

The world in the verge of paradigm change in the field of Intelligent Systems:
moving from an era in which people control gadgets to one in which autonomous
devices, capable of self-management and aware of their environmental and situational
context [1]. As per the definition of Ubiquitous Computing conceived by MarkWeiser
[2], the world is approaching to a level of automation and computing where human
and computers are interacting with each other naturally without the awareness of
users. Ironically, one of the major issue is growing complexity with this paradigm shift
is that user find it difficult to interact with such systems [3]. As a result, it’s crucial to
identify all potential interaction modalities and organize them according to problem
domain. For example personalized interaction is highly required in computer- medi-
ated interaction like virtual reality to maintain user’s interest and engagement with the
cognitive activity. Task engagement includes both the user’s cognitive activity and
engagement but it also requires an understanding of user’s emotional transfer. There-
fore, the physiological computing system can be used to provide insights into the
cognitive and emotional processes involved in completing tasks [4]. In particular, the
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display of level of brain activity by processing EEG signals may be of benefits when
integrated with input modality [5]. ER can be performed with the help of physiolog-
ical and non-physiological signals [6].

Facial expressions, speech, voice, actions etc., are the non-physiological signals that
could not contribute very precisely for ER [7]. EEG signals have proved strong implica-
tions in finding emotions states [8]. The classification accuracy for emotion recognition
is higher for EEG signals and the model can also the changes in mood too [9].

2. Broad area description

With the advancement of technology HCI is providing the support to BCI. Provid-
ing machines with the capacity to understand and discover the various emotional
states of users can be of essential significance for the next generation. Endowing
digital devices with logical reasoning abilities about user affective context will provide
the facility to detect the present state of feelings. Such as signs of feeling low, frus-
trated, fear and allow the machine to react in a more intellectual and empathetic way
[10]. As a result, this collectively along with other HCI traits like consistency, flexi-
bility, and usability may give the base to produce more clever and more adaptive
interface [11]. Now a day’s various input modalities have been utilized to gather the
input data for emotion recognition. The very first of them is audiovisual based com-
munication along with eye gazed, facial expression, speech evaluation, etc. The second
physiological measure is sensor based signals along with EEG signals; galvanic skin
response and electrocardiogram can also be used [12].

3. What is emotion?

The emotion can be the affective aspect of consciousness or mental reaction or can
be states a strong feeling towards a particular object and it can have some associated
physiological and behavioral changes in voice, expression or mood, etc. The signals of
emotions can be categorized into two categories physiological signals and non-
physiological signals [13].

The physiological reactions can be the increment or decrement the value of EEG
signals, body temperature, heartbeats, blood pressure, breathing rate, etc. the studies
states the more impact of physiological reactions on women in comparison with the
men [13]. The non-physiological reactions include the expressions, action, voice etc.
Here physiological signals are difficult to ignore during data acquisition stage and
provides more accurate result [14].

The researchers have proposed various emotion models based on discrete model
and dimension model theory [6]. The theory proposed by P. Ekman has six primary
emotional states surprise, happiness, fear, anger, disgust, and sadness [15]. The other
complex emotions are secondary one that is the composition of these basic emotions.
P. Lang proposed a dimensional model called valence- arousal model [16]. The model
maps emotions into two-dimensional space where valence represents positive and
negative conditions and arousal represents the intensity of human emotions. This
model maps different emotions at same place, which results in difficulty to distin-
guish. The model has been represented in Figure 1. To overcome this issue,
A. Mehrabian has proposed model by adding dominance dimension to the valence-
arousal model [18]. This model is called Pleasure-Arousal-Dominance (PAD) model.
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4. Characteristics of EEG signals

The EEG different frequency bands are related to conscious human activities [19].
Based on the frequency of EEG signals, the signals are divided into five categories,
alpha, beta, gamma, theta and delta.

Delta signal has frequency of range 0.5–4 Hz and occurs in the state of uncon-
sciousness such as dreamless, deep sleep. Theta signals occur with frequency of
4–8 Hz and appear in the state of sub consciousness like sleepiness, dreaming etc.
Alpha waves arise at frequency 8–13 Hz frequency when in consciousness human is in
relaxed state. Alpha waves have higher oscillatory energy in neutral and negative
emotions than beta and gamma waves.

Beta waves occur when human mind is highly concentrated and active with fre-
quency 13–30 Hz. The active state of mind can be dictated by taking average power
ratio of beta and alpha waves. Gamma waves occur at very high frequency greater
than 30 Hz and show the hyperactivity of brain. As the results suggest, that emotional
EEG is more evoked in lower frequency band in comparison to higher frequency band.
Similarly negative emotions have higher intensity and wider distribution than positive
ones [20].

5. Features of EEG signals

EEG signal is a weak physiological signal, which is highly utilized by researchers for
emotion recognition due to the high accuracy of results [6]. For emotion recognition,
the features of EEG signals categorized in categories spatial domain features, time
domain features, frequency domain features and time-frequency domain features.

Figure 1.
Arousal valence based emotion model [17].
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5.1 Spatial domain features

Spatial analysis is distribution of electrical signals at different regions of mind
during acquisition of EEG signals. Different regions of brain respond in a different
manner to emotions [21], considering how spectral, spatial and temporal aspects
complement each other. To consider both spatial-temporal and spatial-spectral
characteristics parallel streams are created.

5.2 Time domain features

EEG signals are often recorded in the form of time domain which is statistical in
nature. Time domain analysis is commonly performed by using histogram analysis or
statistical methods [6]. However the time-domain features include EEG signals with
less information loss. But due to complex form of EEG signals, there is no standard
unified method for analysis. So the analysts need to be rich in knowledge and
experience.

5.3 Frequency domain features

Frequency domain features are obtained after converting the original time domain
signal using Fourier Transformation. The aim of frequency domain is to find the
frequency information of signals along with power characteristics of various fre-
quency bands.

5.4 Time-frequency domain features

The time-domain and frequency domain signals are merged to examine EEG
signals more accurately. As convergence process of signals from time domain to
frequency domain does not lost the time information.

Time- frequency analysis has the ability to completely reflect the distinctive infor-
mation in EEG signals. Continuous wavelet transforms (CWT) and discrete wavelet
transform (DWT) are the two primary forms of wavelet transformation, which sepa-
rate the low-frequency component of the signals. It is more advantageous than the
conventional approaches for dealing nonlinear and non-stationary signals.

6. Methodology

The Emotion Recognition using EEG signals process is comprises of four phases as
shown in Figure 2.

Figure 2.
Emotion classification process for EEG signals [6].
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1.EEG Signal Acquisition—The collection of EEG signals can be divided into two
methods—invasive and non-invasive. Here, the data collected using invasive
method has higher signal to noise ration while non-invasive has utilization in BCI.
The collection of EEG signals can be divided into two methods- invasive and non-
invasive. Here, the data collected using invasive method has higher signal to noise
ration while non-invasive has utilization in BCI. The first part comprises of four
ways to collect EEG signals [22]; the first technique is electroencephalogram i.e. is
graph obtained by recording and amplifying the brain’s signals. The signals are
collected with the help of electrodes which are fixed in scalp. The second method is
Electrocorticogram (ECoG). In ECoG, the recording is performed by surgically
implanted electrodes. ECoG provides better spatial resolution and accuracy.
Another method of signal acquisition is Functional Magnetic Resonance Imaging
(fMRI), is a neuroimaging technique. fMRI reflect the oxygen saturation and blood
flow level through the measurement of MR signals. Depth electrode is the fourth
method of EEG signal detection. Deep Brain Simulation (DBS) is performed by
placing electrodes at specific regions of brain to deliver current.

2.Pre-processing—the pre-processing phase comprises of removal of artifacts,
thresholding of the output, amplifying the signals, edge detection and signal
averaging etc. [23].

3.Feature Extraction—the feature selection phase is used to find a feature vector.
Here, feature denotes a distinctive or characteristic measurement from a
segment of pattern which plays a useful part in classification. For linear analysis
of one-dimensional signals for either frequency or time domain, the various
method has been discussed below:

a. Fast Fourier Transformation (FFT) method

The fast Fourier Transformation (FFT) is a simple and fast way of Discrete
Fourier Transformation (DFT). FFT utilized to filter signals from the time
domain to the frequency domain. FET is good for stationary signals. However
the overall EEG signals are not stationary in nature but for particular band it can
be utilized.

Welch’s method is one of the methods for transforming EEG signals using
Fourier transformation [24]. The data sequencing is applied to data windowing,
where data sequence xi (n) and Fourier transformation is represented as

xi nð Þ ¼ 1
L

� �XL

k¼1

X kð ÞωL
� n�1ð Þ k�1ð Þ (1)

X kð Þ ¼
XL
n¼1

x nð ÞωL
n�1ð Þ k�1ð Þ (2)

b. Wavelet Transformation (WT) method

WTplays a vital role in the field of diagnostic and recognition, which compresses
the time-varying signal, into few parameters that represents the nature of signal
[25]. Themodel uses time-frequency domain with a variable size windows to
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providemore flexibility to the systems.WT can be categorized in twoways
continuousWT and discreteWT.

c. Eigenvectors

The eigenvector methods are utilized to calculate signals frequency and power
from artifact ruled measurements. The essence of the techniques is to correlate
the corrupted signals using Eigen decomposition [26]. The techniques that
employed eigenvector are MUSIC method, Pisarenko’s method and minimum
norm method.

d. Time-frequency distribution

The Time-frequency domain is utilized with the stationary and noiseless signal,
that’s why windowing process is required for pre-processing. The various
methods are used for TFD model like Short-time Fourier Transform (STFT),
wavelet packet transformation (WPT) and Hilbert-Huang transformation
(HHT).

e. Autoregressive method

Autoregressive (AR) method is advantageous for short data segment analysis. It
also limits the loss of spectral leakage and provides better frequency resolution.
Yule-Walker method and Burg’s method are used in AR model for spectral
estimation.

Method name Advantages Disadvantages Analysis
method

Suitability

Fast Fourier
transform

i. Good tool for
stationary signal
processing

ii. It is more appropriate
for narrowband
signal, such as sine
wave

iii. It has an enhanced
speed over virtually
all other available
methods in real-time
applications

i. Weakness in
analyzing
nonstationary signals
such as EEG

ii. It does not have good
spectral estimation
and cannot be
employed for
analysis of short EEG
signals

iii. FFT cannot reveal
the localized spikes
and complexes that
are typical among
epileptic seizures in
EEG signals

iv. FFT suffers from
large noise
sensitivity, and it
does not have
shorter duration data
record

Frequency
domain

Narrowband,
stationary
signals

Wavelet
transform

i. It has a varying
window size, being
broad at low

Needs selecting a proper
mother wavelet

Both time
and freq.

Transient and
stationary
signal
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Method name Advantages Disadvantages Analysis
method

Suitability

frequencies and
narrow at high
frequencies

ii. It is better suited for
analysis of sudden
and transient signal
changes

iii. Better poised to
analyze irregular data
patterns, that is,
impulses existing at
different time
instances

domain,
and linear

Eigenvector Provides suitable resolution
to evaluate the sinusoid from
the data

Lowest eigenvalue may
generate false zeros when
Pisarenko’s method is
employed

Frequency
domain

Signal buried
with noise

Time
frequency
distribution

i. It gives the feasibility
of examining great
continuous segments
of EEG signal

ii. TFD only analyses
clean signal for good
results

i. The time-frequency
methods are oriented
to deal with the
concept of
stationary; as a
result, windowing
process is needed in
the preprocessing
module

ii. It is quite slow
(because of the
gradient ascent
computation)

iii. Extracted features
can be dependent on
each other

Both time
and
frequency
domains

Stationary
signal

Autoregressive i. AR limits the loss of
spectral problems and
yields improved
frequency resolution

ii. Gives good frequency
resolution

iii. Spectral analysis
based on AR model is
particularly
advantageous when
short data segments
are analyzed, since
the frequency
resolution of an
analytically derived
AR spectrum is
infinite and does not
depend on the length
of analyzed data

i. The model order in
AR spectral
estimation is
difficult to select

ii. AR method will give
poor spectral
estimation once the
estimated model is
not appropriate, and
model’s orders are
incorrectly selected

iii. It is readily
susceptible to heavy
biases and even large
variability

Frequency
domain

Signal with
sharp spectral
features

Table 1.
Comparison of various feature extraction techniques [26].
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The comparison of various models along with their advantages and disadvantages
has been tabulated below in Table 1.

As we have discussed, the various techniques for feature extraction of EEG signals,
Table 2 representing a comparative analysis for frequency resolution and spectral
leakage from where one can easily conclude that AR method is utilized where one
need to avoid spurious features.

4. Classification- the final stage of EEG signals processing is classification.
Machine learning classifiers are hugely deployed to use features to predict the
corresponding class. The classification is performed in three categories:
positive, neutral and negative [28]. Algorithms like Support Vector Machine
(SVM), Naive Bayes (NB), Random Forest (RF), etc. Are hugely used by
researchers due to their simplicity and accuracy [6]. But these techniques never
consider the temporal information associated with EEG signals.

Recently deep learning algorithms like Convolution Neural Network (CNN),
Recurrent Neural Network (RNN), Artificial Neural Network (ANN), etc. are also
applied by researchers for relatively high accuracy [29].

7. Applications of EEG signals

Few application of emotion detection using EEG signals has been discussed below:

1.Medical diagnosis—the signals collected using EEG can be used to diagnose
various diseases related to brain like brain edema, Parkinson’s disease, epilepsy
scots, etc.

2.Education—studies has shown that there are some emotional states that are
helpful for learning [17]. So by given different educational task and acquire
signal during them can help in studying the impact on human.

3.Video gaming—video games are to entertain player and making them
attached and involved [30]. By analyzing the mood and mind-set of users, the
video games can engage users emotionally, which may result in good
participation rate.

The application are not restricted to these three categories only, they are also
applicable in Brain Computer Interaction (BCI), Patient Care, Driving Autonomous
Car, etc.

Method Frequency resolution Spectral leakage

FFT LOW HIGH

WT HIGH LOW

AR HIGH LOW

Table 2.
Comparison of frequency resolution and spectral leakage of feature extraction techniques [27].
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8. Solutions and recommendations

In this chapter, we have presented different machine learning algorithm and tech-
niques and their comparison that are used for emotion recognition. In emotion recog-
nition there is no direct approach that suite for all kind of applications. There are
multiple factors that affect the choice of machine learning algorithm. The usefulness
of emotion recognition and its application has been discussed. Machine algorithms are
used to analyze data used for classification. The algorithm basically filter data into
categories, which is achieved by providing a set of training examples, each set marked
as belonging to one or the other of the two categories.

9. Future scope and conclusion

The future of emotion recognition is very bright. Emotion recognition is already an
incredibly powerful tool that helps to solve really hard classification of emotions
problems. With the use of emotion recognition, a very hard problem can be solved
and system can be work as per the mood and feelings of users.

Author details

Neha Garg* and Kamlesh Sharma
Faculty of Engineering and Technology, Computer Science and Engineering, Manav
Rachna International Institute of Research and Studies, Faridabad, Haryana, India

*Address all correspondence to: gargsneha99@gmail.com

©2023TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

129

Feature Extraction for Emotion Recognition: A Review
DOI: http://dx.doi.org/10.5772/intechopen.109740



References

[1] Ark WS. A systematic approach to
occupancy modelling in ambient sensor-
rich buildings. IBM Systems Journal.
1999;38(4):504-507

[2] Weiser M. The computer for the 21st
century. Scientific American. 1991;256:
94-104

[3] Pantic M, Nijholt A, Pentland A,
Huanag TS. Humancentred intelligent
human-computer interaction (hci): How
far are we from attaining it?
International Journal of Autonomous
and Adaptive Communications Systems.
2008;1(2):168-187

[4] Fairclough SH, Gilleade K, Ewing KC,
Roberts J. Capturing user engagement
via psychophysiology: Measures and
mechanisms for biocybernetic
adaptation. International Journal of
Autonomous and Adaptive
Communications Systems. 2013;6(1):
63-79. DOI: 10.1504/
IJAACS.2013.050694

[5] Szafir D, Mutlu B. Pay attention!:
Designing adaptive agents that monitor
and improve user engagement. In:
Proceedings of the SIGCHI Conference
on Human Factors in Computing
Systems. New York, NY, USA: ACM;
2012. pp. 11-20. DOI: 10.1145/
2207676.2207679

[6] Wang J, Wang M. Review of
the emotional feature extraction
and classification using EEG
signals. Cognitive Robotics. 2021;1:
29-40

[7] Zhang T, Zheng W, Cui Z, Zong Y,
Yan J, Yan K. A deep neural network-
driven feature learning method for
multi-view facial expression recognition.
IEEE Transactions on Multimedia. 2016;
18(12):2528-2536

[8] Zheng WL, Lu BL. Investigating
critical frequency bands and channels for
eeg-based emotion recognition with
deep neural networks. IEEE Transactions
on Autonomics Mental Diseaases. 2015;
7(3):162-175

[9] Hilborn O. Evaluating classifiers for
emotion recognition using EEG. Lecture
Notes in Computer Science. 2015;8027:
492-501

[10] Picard RW. Affective computing:
Challenges. International Journal of
Human-Computer Studies. 2003;59(1):
55-64

[11] Dix A, Finlay J, Abowd GD, Beale R.
Human-computer Interaction. 2004.
Available from: http://www.amazon.
com/Human-Computer-Interaction3rd-
Alan-Dix/dp/0130461091

[12] Burle B, Spieser L, Roger C, Casini L,
Hasbroucq T, Vidal F. Spatial and temporal
resolutions of eeg: Is it really black and
white? A scalp current density view.
International Journal of Psychophysiology.
2015;97(3):210-220. on the benefits of
using surface Laplacian (current source
density)methodology in
electrophysiology. [Online]. Available
from: http://www.sciencedirect.com/scie
nce/article/pii/S016787601500186

[13] Cao KX. The Research of the EEG
Frequency Power Feature in Three Basic
Emotions. Tianjin, China: Tianjin
Medical University; 2019

[14] Fathalla RS, Alshehri WS. Emotions
recognition and signal classification: A
state-of-the-art. International Journal of
Synthetic Emotions (IJSE). 2020;11(1):1-16

[15] Ekman P. An argument for basic
emotions. Cognition & Emotion. 1992;6
(3–4):169-200

130

Emotion Recognition – Recent Advances, New Perspectives and Applications



[16] Lang PJ. The emotion probe: Studies
of motivation and attention. American
Psychologist. 1995;50(5):372

[17] Kołakowska A, Landowska A,
Szwoch M, Szwoch W, Wróbel MR.
Emotion recognition and its application
in software engineering. In: 2013 6th
International Conference on Human
System Interactions (HSI). Vol. 10.
IEEE; 2013. pp. 532-539

[18] Mehrabian A. Comparison of the
PAD and PANAS as models for
describing emotions and for
differentiating anxiety from depression.
Journal of Psychopathology Behavioral
Assessment. 1997;19(4):331-357

[19] Liu Z, Xie Q, Wu M, Cao W, Li D,
Li S. Electroencephalogram emotion
recognition based on empirical mode
decomposition and optimal feature
selection. IEEE Transactions Cognition
Developmental System. 2019;11(4):
517-526

[20] Zhang JX, Bo H. Research on
EEG emotion recognition based
on CNN. Modified Computer. 2018;8:
12-16

[21] Jia Z, Lin Y, Cai X. SST-EmotionNet:
Spatial-spectral-temporal based
attention 3D dense network for EEG
emotion recognition MM ‘20. In: The
28th ACM International Conference on
Multimedia. ACM; 2020. pp. 2909-2917

[22] Li B, Cheng T, Guo Z. A review of
EEG acquisition, processing and
application. Journal of Physics:
Conference Series. 2021;1907(1):012045

[23] Garg N, Sharma K. Text
preprocessing for sentiment analysis
based on social network data.
International Journal of Electrical and
Computer Engineering (IJECE). 2022;
12(1):776-784

[24] Faust O, Acharya RU, Allen AR,
Lin CM. Analysis of EEG signals during
epileptic and alcoholic states using AR
modeling techniques. IRBM. 2008;29(1):
44-52

[25] Cvetkovic D, Übeyli ED, Cosic I.
Wavelet transform feature extraction
from human PPG, ECG, and EEG signal
responses to ELF PEMF exposures: A
pilot study. Digital Signal Processing.
2008;18(5):861-874

[26] Al-Fahoum AS, Al-Fraihat AA.
Methods of EEG signal features
extraction using linear analysis in
frequency and time-frequency domains.
International Scholarly Research Notices.
2014

[27] Agarwal R, Gotman J, Flanagan D,
Rosenblatt B. Automatic EEG analysis
during long-term monitoring in the ICU.
Electroencephalography and Clinical
Neurophysiology. 1998;107(1):44-58

[28] Garg N, Sharma K. Annotated
Corpus creation for sentiment analysis in
code-mixed Hindi-English (Hinglish)
social network data. Indian Journal of
Science and Technology. 2020;13(40):
4216-4224

[29] Chen D-W et al. A feature extraction
method based on differential entropy
and linear discriminant analysis for
emotion recognition. Sensors. 2019;
19(7):1631

[30] Adams E. Fundamentals of Game
Design. Pearson Education; 2009

131

Feature Extraction for Emotion Recognition: A Review
DOI: http://dx.doi.org/10.5772/intechopen.109740



Emotion Recognition 
Recent Advances, New Perspectives  

and Applications

Edited by Seyyed Abed Hosseini

Edited by Seyyed Abed Hosseini

Emotion is a complex phenomenon that varies from person to person. Different 
emotional states of a person can be inferred through external and internal reactions that 
change in different situations. Emotion recognition has become a research milestone in 
cognitive science, neuroscience, computer science, psychology, artificial intelligence, 
and other areas. Emotion recognition research uses non-physiological signals such as 

facial expression, speech, and body movement, as well as physiological signals and 
images such as electrical skin resistance (GSR), heart rate (HR), electrocardiogram 

(ECG), functional magnetic resonance imaging (fMRI), electroencephalogram 
(EEG) and magnetoencephalogram (MEG). This book provides a comprehensive 

overview of the different techniques used in emotion recognition and discusses recent 
developments, perspectives, and applications in the field.

Published in London, UK 

©  2023 IntechOpen 
©  Ladislav Kubeš / iStock

ISBN 978-1-83768-577-6

Em
otion Recognition - Recent A

dvances, N
ew

 Perspectives and A
pplications

ISBN 978-1-83768-579-0


	Emotion Recognition - Recent Advances, New Perspectives and Applications
	Contents
	Preface
	Chapter1
Perspective on Dark-Skinned Emotion Recognition Using Deep-Learned and Handcrafted FeatureTechniques
	Chapter2
Perspective Chapter: Emotion Detection Using Speech Analysis and Deep Learning
	Chapter3
Application of Machine and Deep Learning Techniques to Facial Emotion Recognition in Infants
	Chapter4
Facial Emotion Recognition Feature Extraction: A Survey
	Chapter5
Emotional Intelligence of Korean Students and Its Recent ResearchTrends
	Chapter6
Emotion Recognition – Recent Advances and Applications in Consumer Behavior and Food Sciences with an Emphasis on Facial Expressions
	Chapter7
Feature Extraction for Emotion Recognition: A Review



