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Preface

The concept of exergy is very important in engineering and science analyses. The useful 
amount of work extracted from any system could be obtained using the principles of 
exergy considering the equilibrium of the system with the surrounding environment 
in a reversible state. This book is divided into two sections, each of which includes four 
chapters: “New Technologies in Exergy” and “Applications of Exergy”.

In Chapter 1, drying is emphasized as an energy-intensive process in food preservation 
because it eliminates extra moisture and increases the longevity of food products. The 
chapter examines the use of both renewable and non-renewable energy sources to gener-
ate the energy needed for drying. It highlights the merits of using solar energy as the best 
source of energy for drying processes, including the drying of agricultural produce. The 
main components of a typical solar dryer are the fan, the solar air heater (SAH), and the 
dryer chamber. The chapter also carries out an exergy economic analysis to ensure that the 
primary contributing factors to system exergy loss are recognized and understood.

Compressing images and reconstructing them without degrading their original quality 
is a major challenge in our modern world. Thus, Chapter 2 proposes a coding system that 
considers the implementation of both quality and compression rate considering high 
synthetic entropy coding schema. This coding schema can store the compressed image 
at the smallest size possible without affecting its original quality. The chapter considers a 
technique based on Discrete Cosine Transform (DCT) and Discrete Wavelet Transform 
(DWT). The evaluation of the test case was carried out using different standard color 
images and various performance metrics of the variables to reflect the effectiveness of 
the proposed scheme.

The approach of nonreciprocal photonic management can turn the absorption-emission 
balance to the advantage of absorption and improve the conversion efficiency more than 
the usual Shockley–Queisser balanced limit. Chapter 3 examines the use of nonreciprocal 
photovoltaic (PV) cells to convert the entire exergy (Helmholtz free energy) of quasi-
monochromatic radiation into electric power. It presents the evaluation of the limiting 
performance of a typical nonreciprocal, dissipation-less monochromatic converter and 
discusses the limiting efficiency of the nonreciprocal converter based on the adverse 
effect of the greenhouse. The chapter also presents a thorough modeling of the green-
house effect in the gallium arsenide (GaAs) PV converter along with the performance of 
a PV in converting laser radiation. The presented results show that the greenhouse filter 
ensured a sharp absorption edge and reduced conversion losses related to the distributed 
PV bandgap and laser-cell matching losses.

In a bid to replace fossil fuels with renewable energy resources, biofuels have emerged as 
potential replacements for diesel fuels. These biofuels can be used in an engine cylinder 
without any modifications by blending them with conventional diesel fuels. Evaporation 
of fuel droplets in engine cylinders is a process involving the atomization of fuel to release 
gases. This evaporation process is directly connected to the efficiency of the engine. 
Chapter 4 presents the evaporation characteristics of conventional diesel fuel and biofuels 
under different working conditions. It also models the evaporation phenomenon using 
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computational fluid dynamics (CFD) and the effects of cylinder conditions. The results 
show that biofuel droplets have a better evaporation rate at high operating conditions  
in an engine cylinder.

Chapter 5 presents the dynamic behavior of a non-commercial shrink tank heat transfer 
process, considering two different arrangements of electrical resistances for water heating. 
Thorough numerical simulations are carried out based on the implicit method of alternat-
ing directions (ADI). The evaluation of the system’s performance based on heating times 
with their respective temperature distributions shows that the arrangement with four 
resistances is the most efficient for the process of heating the water in the shrink tank.

Chapter 6 estimates entropy generation in terrestrial systems and the atmosphere by 
imitating the entropy analysis of steam power generation (STPG). The maximum entropy 
generation is related to the outgoing longwave radiation flux. The presented results show 
that the most significant terms of entropy generation (heat dissipation) in different pro-
cesses are related to the hidden and sensible heat fluxes. It is observed that the vegetation 
cover (boiler system) destroyed a part of solar energy absorption in the form of entropy 
generated by the formation of water vapor and transpiration (steam turbine).

Chapter 7 presents the state of the art of marine current turbine (MCT) system faults. The 
MCT topology consists of a marine turbine, a generator (permanent magnet synchronous 
generator (PMSG) or doubly fed induction generator (DFIG)) and a PWM power con-
verter. This chapter explores the several faults related to the turbine, generator, blades, and 
converters in an MCT. These faults generate oscillations in the speed and the torque, which 
may lead to mechanical vibrations and the rapid destruction of the insulating material 
generator.

Chapter 8 examines the importance of exergy-based parameters like exergy efficiency, 
environmental compatibility, sustainability index, and depletion number, as well as the 
Improvement Potential (IP) of hydrocarbon fuel utilization. The IP of hydrocarbon fuel 
utilization is the product of the square of the depletion number and the fuel input exergy. 
Various metrics are used to evaluate the fuel exergy performance in the presented study. 
Due to the fact that exergy destruction is linked to material depletion, the fuel exergy flow 
is therefore proportional to its material flow. This chapter shows that if the IP, is high, 
it means that the exergy losses are too high and there is a big room for exergy efficiency 
improvement.

Kenneth Eloghene Okedu
Smart Energy Unit,
Victoria University,

Melbourne, Australia

Melbourne Institute of Technology,
School of Information Technology and Engineering,

Melbourne, Australia
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Chapter 1

Exergy of Solar Dryer
Mohammad Saleh Barghi Jahromi

Abstract

Due to the fact that it eliminates extra moisture and increases food products’ shelf
lives, drying is an energy-intensive process in food preservation. Both renewable and
non-renewable energy sources can be used to generate the energy needed for drying.
Researchers have recently given sources like solar energy the highest consideration when
employing renewable energy. Solar energy is the best source of energy for the drying
process with solar dryer systems because it is free, clean, available, and economically
viable. The usage of solar dryers in agricultural production areas like farms and gardens
conserves a variety of energy resources (such as fossil fuel), improves food-processing
efficiency, and lowers the cost of transportation. The main components of solar dryers
are the fan, the solar air heater (SAH), and the dryer chamber, which is why there are
different exergy factors. In the industry of solar dryers, it is crucial to improve drying
energy effectiveness and lower energy consumption costs. Using modern technologies
makes it easier to improve energy efficiency and lower operational expenses. The main
goal of many studies today is to evaluate the energy costs of various drying techniques.
This technique, also known as exergy economic analysis, makes sure that the primary
contributing factors to system exergy loss are recognized and understood.

Keywords: solar dryer, exergy efficiency, exergy loss, renewable energy,
drying techniques

1. Introduction

Most countries in the world are facing the problem of running out of fossil fuels;
many scientists are using renewable energy to solve this problem. Therefore, it is very
important to use systems that work with renewable energy. One of these methods is
the use of solar dryers, which have different types and are capable of drying all kinds of
products and medicinal plants, and help the country’s economy a lot. To increase
product quality, reduce product waste in gardens and packaging industries, and use
dried products in seasons where fresh products are not available, drying with a solar
dryer is the best method. A significant portion of the moisture content of the items is
removed during the dehumidification process, which also significantly lowers the
activity of microorganisms during the storage time. Open sun drying (OSD) is an easy
method with a very low cost. With this method, most agricultural products can be
dried and it is an effective method in most countries. However, it is impossible to
manage the factors that effect drying, including humidity, temperature, mass flow rate
for drying, and heat entering the drier chamber. As a result, it causes an unfavorable
drying speed or a longer drying time. The OSD approach has additional drawbacks,
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such as lowering product quality due to wind, trash, rain, insects, and animals [1, 2].
Fossil fuel combustion often produces hot air for industrial drying, and huge amounts
of energy (about 13% in the agricultural industry) are used globally for this purpose
[3]. The quality of the dried product is one of the key factors in the drying process.
Therefore, the hot air used to dry the product should be in the range of 45 to 60°C. The
intensity of solar radiation decreases during sunset hours and the process of drying and
dehumidifying the product continues in the dryer chamber, so dryers must dry the
product continuously. As it was said, the quality of the dried product is important, so
the temperature inside the drying chamber should not be too high, also at noon, when
the solar radiation increases. The optimum option might be the thermal storage system
(TES), according to the literature review. PCMs (phase change materials), can be used
in the solar dryer system, the most important PCM can be mentioned paraffin wax.
Numerous studies based on solar dryers of various technologies have been carried out,
and the majority of them compared the results of a solar-assisted drying method with a
conventional method. When compared to the conventional drying method, drying wet
materials with solar dryers reduces drying time while improving dried sample quality
[1–3]. Table 1 shows new studies on the technology of PCM-equipped solar dryers. In
addition, the key results of each research are given separately. The use of heat during
the drying process could result in significant changes in the product quality. Low
temperatures are thus preferred, particularly for drying medical plants, fruits, and
vegetables. Low temperature necessitates the use of a high-quality energy source,

Reference Collector type and PCM storage
location

Dried
product

Important results

[4] Flat plate solar collector (FPSC) -
Paraffin RT-42 is located inside the
dryer chamber.

Valeriana
jatamansi
medicinal
plant

Using this dryer, Valeriana
jatamansi medicinal plant was dried
to good quality and the final
moisture content of the product
reached 9% in 5 days. The use of
PCM reduced the drying time and
made the temperature of the dryer
chamber uniform in the evening
hours. By connecting this dryer to
the heat pump, the drying time
lasted 8 days and with the OSD
method, it took 14 days.
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Reference Collector type and PCM storage
location

Dried
product

Important results

[5] The evacuated tube solar collector
(ETSC) - paraffin RT50 is located in the
copper coil, inside the expansion source.

Apple With a mass flow rate of 0.05 kg/s,
the storage system used with PCM
improves internal thermal energy by
12.5 MJ. The internal heat energy is
decreased by 1.72 MJ by decreasing
the air mass flow rate by 0.025 kg/s.

[6] Parabolic Trough Solar Collector
(PTSC) - paraffin wax is located in the
copper coil in the expansion tank.

Apple The fluids used in this test include
PCM, engine oil, glycerin, and
water, which are located in the
copper pipes located in the
expansion source. The highest
temperature is 83.8, 88.2, 85.6, and
79.2 degrees Celsius for Nano fluid,
oil, glycerin, and water,
respectively. The efficiency of the
collector is in the range of 71.9 to
73.4%.

[7] Solar air heater (SAH) - paraffin wax is
located under the absorber plate.

banana Banana slices were to be dried for
18 hours, of which 13 hours were
spent during the day and 5 hours
were spent draining PCM material. -
Average drying efficiency was found
to be 2.98%, and collector efficiency
to be 66.32%.

5

Exergy of Solar Dryer
DOI: http://dx.doi.org/10.5772/intechopen.109082



which significantly raises irreversibility [2]. Therefore, it is essential to increase drying
energy efficiency and reduce the costs related to energy use in this sector. Increasing
energy efficiency and reducing operating costs is more possible with the use of new
technologies. For this reason, recent studies have focused on increasing energy effi-
ciency and reducing the operating costs of drying systems with renewable energy
sources. Energy cost evaluations for various drying methods are the primary focus of
many studies today. Exergy economic analysis, another name for this method, ensures
that the main causes of the system’s exergy loss are clearly identified. This makes it
possible to pinpoint the system component that requires improvement and to put the
right methods into action to boost the exergy efficiency.

2. Solar dryers

Solar dryers are divided into two categories: forced convection (FC) and natural
convection (NC) based on the air circulation employed for drying [8, 9]. As a result,
altering the drying method alters the characteristics of agricultural samples during the
drying process. The hot air required in the drying process is supplied to the drying
chamber through a solar air heater using an external device such as a fan. Forced
circulation solar dryers are also known as active solar dryers. The airflow needed to
dry the samples in natural circulation dryers (or inactive solar dryers) is caused by

Reference Collector type and PCM storage
location

Dried
product

Important results

Table 1.
A review of new technologies of solar dryers equipped with PCM.

Figure 1.
Classification of solar dryers and drying techniques [10].
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gravity or buoyant force. Figure 1 depicts the classification of solar dryers with
natural and forced circulation into three categories: direct, indirect, and mixed-mode.
Based on the ways of drying displayed in Figure 1, a list of the solar dryers available
for drying agricultural commodities [10–12].

The direct, indirect, and mixed-mode categories of solar dryers are described in
the preceding section [5, 10]. Dryer chambers are present in direct sun dryers. This
chamber is comprised of an opaque cover and is insulated. Usually, the drying cham-
ber is made of materials such as glass, plastic, and galvanized sheets, and in order for
air to enter the drying chamber and the product to dry, holes are placed at the
entrance and exit of the chamber [13, 14]. Natural sun-drying (A1), Natural rack or
shade drying (A2), Staircase solar drying (A3), and Foldable solar drying (A4) are
examples of direct solar drying (Figure 2), which can also be seen that the product is
exposed to direct sunlight, so the quality of the dried products is low and

Figure 2.
Classification of types of solar dryers for drying [10].
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Environmental parameters cannot be controlled [10, 15]. One of the advantages of
direct solar dryers is that they are economical because they are easy to make and have
a low cost. This dryer can protect the product from dust, wind, and rain. The main
disadvantages of these dryers can be mentioned as the lack of control of environmen-
tal factors such as radiation intensity, speed, temperature entering the dryer chamber,
and long drying time and reducing the quality of the dried product [16]. To overcome
the disadvantages of direct solar dryers, the hot air needed to dry the product was
provided by solar air heaters. Therefore, in indirect solar dryers, sunlight does not
shine directly on the product inside the dryer chamber. A blower or suction fan can be
added to indirect solar dryers to create a forced convection to dry the product [17].
Higher temperature values can be attained with regulated airflow rates using the solar
collector unit [18]. The speed of air movement in the solar collector, which can be
managed by a fan or blower, affects the effectiveness of an indirect solar drier. A fan’s
principal function in a dryer unit is to maintain the correct airflow rate, which pro-
motes even moisture removal from products [19]. Solar Dryers with Natural circula-
tion (B1), with Natural circulation and Chimney phenomenon (B2), Integrated roof
(B3), and greenhouse (B4) are examples of indirect solar dryers (Figure 2), whose
common feature is the supply of hot air by a solar air heater, which at the end it is
connected to the dryer chamber [10]. In mixed-mode solar dryers, due to the simul-
taneous use of the solar air heater and the drying chamber against direct sunlight, the
drying efficiency raises and reduces the drying time of the product. Solar drying
tunnel (C) and hybrid dryers belong to the mixed-mode category [10].

3. Calculation of exergy in solar dryers

There are various components in solar dryers, such as solar collector, fan, and dryer
chamber, so many factors may play a role in exergy due to the presence of
these components in the dryer system. The optimization of each of these components is
determined using exergy analysis and one of these parameters is the calculation of
exergy loss. According to the results obtained from exergy analysis, suction fans in solar
dryers have the highest exergy destruction and the lowest exergy efficiency [2, 20].

Important factors in the drying process can be mentioned sunlight, the mass flow rate
of air, and humidity inside the drying chamber. Exergy loss decreases with the increase
of air mass flow rate, so the effect of humidity on exergy changes is insignificant [21].
Solar dryers have rather poor exergy efficiency, according to an examination of energy
and exergy are done on them [22]. The calculations do not consider the effects of kinetic
and potential energy, and the exergy balance of a product can be calculated from Eq. (1):

Ei � Eo ¼ Edest (1)

The Edest, which indicates the destructive exergy for the drier throughout the
drying phase of the slices, can be represented as (Eq. 2):

Edest ¼ Exin þW� Exu,p (2)

Exu,p is the real exergy in Eq. (2) and may be determined using the pressure drop in
the collector:

Exu,p ¼ Exu � Exw (3)
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Input (Exin) and output exergy (Exu) parameters can be calculated from Eqs. (4)
and (5) [2]:

Exin ¼ _mcp To � Tið Þ � Ta Ln
To

Ti

� �� �
(4)

Exu ¼ _m cp To � Tið Þ � Ta cvLn
To

Ti

� �
� RLn

ρout
ρin

� �� �� �
(5)

The dryer’s pump and fan are tied to Exw, which represents the system’s additional
source of energy.

Exw For the pump was estimated using a wattmeter, while Exw for the fan was
computed using equation [2]:

Exw ¼ Ta

Ti
W fan,Wfan ¼

_m� ΔP

ρ� ηfan

� � (6)

η Fan indicated the fan efficiency value, which for the current system was 0.91.
Eq. (7) can be used to determine the exergy efficiency of collectors while taking

the sun’s temperature (4350 K) and the inlet and output fluid temperatures into
account [2, 23]:

η0 ¼
_mcp To � Tið Þ � Ta ln Ta

Ti

� �h i

AcIo 1� Ta
Tsun

h i (7)

Additionally, the results of Eqs. (8) and (9) [24], which were used to calculate the
exergy efficiency for the drying chamber and the drying process, are as follows:

η0dry,cab ¼
1� To

Tin

h i
_Qo,dryer

Exin
(8)

η0dry ¼
_mcp To � Tað Þ � Ta Ln To

Ta

� �h i

_mcp Ti � Tað Þ � Ta Ln Ti
T0

� �h i (9)

4. A review of the results of articles on exergy solar dryers

In a study, a solar dryer system fitted with PCM underwent an experimental
examination and an exergy analysis. Figure 3a shows exergy efficiency and exergy
loss on the test days. Due to the use of thermal energy storage used in this paraffin
wax test, exergy loss occurs less during daylight hours. The results show that the
lowest exergy loss with 0.18117 kW and the highest exergy efficiency with 69.59% is
related to the first day of the experiment. On the second and third days, exergy loss
increases due to the amount of drying of the product and the change in environmental
conditions. Economic exergy analysis is shown in Figure 3b. It can be concluded that
the highest cost of exergy destruction is related to the fans in solar dryers and they
have a minimum exergy efficiency of 55.28%. Therefore, the fans in the dryers should
be optimized [20].
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In other study, the exergy efficiency for the drying process Jerusalem Artichoke
slices with the dryer integrated with PCM varies between 35.3–59.7% (Figure 4b)
and, for the system without PCM ranged between 17.1 to 42.9% (Figure 4b). This
means that PCM usage improved the exergy efficiency (at least 28.62%). In both cases
with and without PCM, exergy loss and exergy destruction increase with increasing
air mass flow rate (Figure 4a) [2]. The specific energy consumption (SEC) of 2.62
kWh/kg was discovered in another study. Additionally, the average energy efficiency
of solar drying was 30%, with a range of 1 to 93% (Figure 5). Improvement
potential values were shown to be between 0.3 and 630 W, with an average of 247 W
(Figure 5) [25].

For both configurations, the exergy inflow, outflow, and losses were calculated
for the collector and drying chamber. In forced and natural convection modes, the
exergy outflow of the SAC was between 1.04 and 46.85 W and 1.13 and 50.94 W,
respectively (Figure 6a). Under forced and natural convection, the exergy loss for
the drying chamber ranged from 0.062 to 21.99 W and 0.394 to 24.99 W, respec-
tively (Figure 6b). Therefore Average exergy efficiencies for SAC and drying
chamber in ISD with forced convection were 2.03 and 59.32%, while these values

Figure 3.
(a) Values of exergy efficiency and exergy loss during the test days, (b) Exergeoeconomic analysis for the solar dryer
system in this research [20].
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were 2.44 and 55.45% in ISD with natural convection [26]. In another study,
energy and exergy evaluations were used to determine how well each
component of the dewatering system performed. The calculated mean values of
the SAC’s energy and exergy efficiencies were 9.8 (26.10%) and 0.14 (0.81%),
respectively [27].

In another study, an experimental study was conducted on an indirect solar dryer
(ISD). The drying process has been carried out at different flow rates. The findings

Figure 4.
(a) Exergy loss (EL), Exergy input (ETR), and Exergy destruction (DE) parameters for solar dryers equipped
with PCM for different mass flow rates, (b) Exergy efficiency values for the cases with and without PCM for the
drying chamber and the drying process [2].

Figure 5.
Changes in recovery potential and exergy efficiency during the test period [25].
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indicate that when air mass flow rate increases, exergy efficiency rises, and exergy
losses fall. As shown in Figure 7, the energy efficiency rose from 28.74 to 40.67% with
the increase in mass flow rate from 0.0141 to 0.0872 kg/s [28].

5. Conclusion

In this article, a review of the mechanism of solar dryers with drying technologies
with PCM, exergy calculation formulas, exergy losses, and exergy destruction was

Figure 6.
(a) Exergy output for forced and natural convection from solar air heater (SAH), (b) exergy losses from solar air
heater (SAH) [26].
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investigated. In addition, new articles about the results of exergy analysis and param-
eters such as exergy efficiency, losses, and exergy destruction for new solar dryers
were reviewed, the important results of which are:

• Indirect solar dryers with forced convection have more exergy losses due to the
presence of a suction fan and have higher exergy efficiency compared to natural
convection.

• The use of PCM in solar dryers significantly improves exergy
efficiency. Because the most important problem of solar dryers is the
continuous drying of the product in the afternoon until the night, to
solve this problem, a thermal storage system is used. The most commonly
used PCM is paraffin wax, which is connected to copper pipes inside the
storage tank. They are placed in the solar collector or inside copper or
aluminum boxes and placed inside the drying chamber or inside the solar air
heater.

• With an increase in air mass flow rate, exergy efficiency rises and exergy loss
falls [2, 20].

• According to the findings of prior studies, the fans used in solar dryers have the
largest exergy destruction and the lowest exergy efficiency.

• Exergy efficiency can be increased by optimizing the suction fans or the air
recycling system can be used in solar dryers [2, 29].

• Humidity is one of the important factors in the drying process. The drying
process is carried out slowly because the final moisture content of the product
must be reached and the product dried, so the volume of the incoming air is small
compared to changes in humidity, so the humidity changes in exergy are
insignificant.

Figure 7.
Exergy losses and exergy efficiency in different mass flow rates during the test period.
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Nomenclature

Exu,p exergy outlet considering pressure drop (W)
Exdest exergy destruction (W)
Exin exergy inlet (W)
Exu exergy outlet without considering pressure drop (W)
Exw exergy for work (W)
_m Mass flow rate (kg/s)
Ta Air temperature (°C)
To Temperature outlet (°C)
Ti Temperature inlet (°C)
Ac Collector area (m2)
Io Solar radiation normal to the collector (W/m2)
_Qo,dryer Energy output from the chamber dryer (J)

ρ Density (kg/m3)

Abbreviations

TES Thermal energy storage
PCM Phase change material
SEC Specific energy consumption
ISD Indirect solar dryer
SAC Solar air collector
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Chapter 2

High Synthetic Image Coding
System
Abdallah A. Ibrahim and Loay E. George

Abstract

Compressing an image and reconstructing it without degrading its original
quality is one of the challenges that still exist now a day. A coding system that
considers both quality and compression rate is implemented in this work. The
implemented system applies a high synthetic entropy coding schema to store the
compressed image at the smallest size as possible without affecting its original
quality. This coding schema is applied with two transform-based techniques, one with
Discrete Cosine Transform and the other with Discrete Wavelet Transform. The
implemented system was tested with different standard color images and the
obtained results with different evaluation metrics have been shown. A comparison
was made with some previous related works to test the effectiveness of the
implemented coding schema.

Keywords: image coding, image compression, Discrete Cosine Transform (DCT),
Discrete Wavelet Transform (DWT), entropy coding, quantization

1. Introduction

In this work, a synthetic image coding schema will be described in detail. The
implemented compression system is consisting of four stages to compress the input
color image. First, the color transformation resolved from RGB (Red, Green, and
Blue) space to YCbCr (Y0 is the luma component and CB and CR are the blue-
difference and red-difference chroma components, respectively). The second stage
applies DCT (Discrete Cosine Transform) or DWT (Discrete Wavelet Transform) to
produce the transform coefficients for a better representation of image data. These
coefficients are quantized using the scalar quantization technique in the third stage.
Finally, synthetic entropy coding schema will be implemented to encode the quan-
tized coefficients to produce a stream of bits for the purpose of storing. The entropy
encoder work by implementing the adaptive shift coding technique to specify the
optimal number of bits needed to store each value of image pixels. The system will be
tested on different color images and the results will be shown in detail with various
evaluation metrics.
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2. The implemented system schema

The system will be implemented with two transform techniques, one with DCT
and the other with DWT. In the first schema, the input image is split into blocks of
size N � N (where N is multiple of 2), each block is categorized according to its
spatial details whether it is a high-frequency block (its pixels are uncorrelated) or
low-frequency block that contains correlated pixels by using DPCM (Differential
Pulse Coding Modulation) in three different aspects (horizontally, vertically, and
diagonally) then the energy of each block is calculated to determine the correlation
level between its nearby pixels by using a specified threshold value. Then, image
blocks are scanned and converted into 1D vectors using a horizontal scan order.
The next step is to apply the 1D-DCT on each vector to produce the transform
coefficients. Then, adaptive scalar quantization is applied for both correlated
and uncorrelated blocks. The level of the quantization values for each block is
different according to the block feature whether it is high-frequency detailed blocks or
low-frequency correlated blocks, by taking advantage of that these high-frequency
blocks can be treated separately from low frequency to produce better compression.
Finally, the entropy encoder is applied to the quantized coefficients to store each
coefficient with an optimal number of bits. The encoding and decoding process of
DCT are described in detail in our original work in the following paper [1]. Figure 1
demonstrates the encoder and decoder units.

In the second schema, the image is transformed using wavelet biorthogonal CDF-
9/7 (Cohen-Daubechies-Feauveau) to produce the detailed and approximate coeffi-
cients. Then, the size of the transformed coefficient will be reduced using progressive
scalar quantization. Finally, entropy coding is applied to store these coefficients. DWT
encoder and decoder units are presented in Figure 2.

3. RGB color space decomposition

RGB color space stands for Red, Green, and Blue, RGB is the most popular color
space used, it is device-dependent and it is used for a display system. All colors in
the RGB color space are formed using only three-color coordinates: Red, Green,
and Blue (RGB) to render the color image. Each color within RGB space ranges
from (0 to 255) that is R = {0, 1, 2 … 255}, G = {0, 1, 2 … 255} and B = {0, 1, 2 … 255}.
Every pixel within a grayscale image is defined to have a depth of 8 bits per pixel.
In other words, the picture consists of different gray values ranging from 0 to 255.
In the RGB image, each pixel is a combination of three different channels (Red,
Green, and Blue), each of which is considered to be an 8-bit gray-scale image. All
other color spaces used in various applications can be extracted from RGB color
information [2].

In this work, a true-color image is selected for testing. Each pixel existing in a
true-color image comprises of 24-bits. These bits are divided into three parts,
each part is set of 8 bits for Red, Green, and Blue channels, respectively. And so,
16,777,216 probable colors could exist within such an image. To process these colors,
they are decomposed into their original space channels. These channels hold basic
color plane components (Red, Green, and Blue), which hold the color information
for each pixel in the image. The values for each channel range from 0 to 255 for each
color plane.
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4. RGB to YCbCr conversion

YCbCr is the most commonly used color space for compression. YCbCr is an
ascended and offset version of the YUV color space. Y is brightness (luminance or
Luma), that is, the gray scale value. U & V are the chrominance or chroma, used to
describe the image color and saturation, and used to specify the pixel color. Cb and Cr

Figure 1.
Block diagram of DCT encoder and decoder [1].
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are the chrominance components, CB is defined as the difference between the blue
part of the RGB input signal and the brightness value of the RGB signal, and Cr is the
difference between the red part of the RGB input signal and the brightness value of
the RGB signal. Since the human visual system (HVS) is more sensitive to changes in
luminance than to changes in chrominance, by describing a color in terms of its
luminance and chrominance content separately enables more efficient processing and
transmission of color signals in many applications, therefore images are compressed
more efficiently with this space [3].

The transform from RGB color space to YCbCr space is given by the following
equation [4]:

Y ¼ 16þ 65:738 Red
256

� �
þ 129:057 Green

256

� �
þ 25:064 Blue

256

� �
(1)

Cb ¼ 128þ �37:945 Red
256

� �
� 74:494 Green

256

� �
þ 112:439 Blue

256

� �
(2)

Cr ¼ 128þ 112:439 Red
256

� �
� 94:154 Green

256

� �
� 18:285 Blue

256

� �
(3)

where Red, Green, and Blue are the color values of each pixel in the input image
multiplied by floating points constants, these constants are scaled by dividing each by
28 = 256.

The inverse transform from YCbCr color space to RGB space is given by the
following equations:

Red ¼ 298:082 Y
256

� �
þ 408:583 Cr

256

� �
� 222:921 (4)

Figure 2.
Block diagram of DWT encoder and decoder.
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Green ¼ 298:082 Y
256

� �
� 100:291 Cb

256

� �
� 208:120 Cr

256

� �
þ 135:576 (5)

Blue ¼ 298:082 Y
256

� �
þ 516:412 Cb

256

� �
� 276:836 (6)

5. CDF-9/7 biorthogonal wavelet transform

To apply the biorthogonal wavelet, transforming the image includes two steps:
lifting steps follows by scaling steps. The lifting scheme is implemented through a
sequence of phases. It can be identified in three phases: split phase, predict phase, and
update phase as shown in Figure 3.

In the split phase, the original data is partitioned into two sub-bands: the first sub-
band consists of the elements of odd indices and the second consists of the elements of
even indices. The predict phase (P) is utilized to get the coefficients of the high-
frequency sub-bands details (these coefficients are called wavelet coefficients), and
this phase aims to predict the values of the even indices by values of the odd indices.
After the predict phase, the update phase (U) is applied to obtain the coefficients of
the low-frequency sub-band by making the average value of the output of low-pass
coefficients equal to the average values of the original input data. So, the update phase
(U) is used to update the even samples by using the previously calculated detail
(wavelet) coefficients [6].

6. Progressive scalar quantization

A progressive scalar quantization is applied to quantize the produced wavelet
detailed and approximate coefficients. Progressive quantization work by applying
quantization in a hierarchal form where each pass in the wavelet transform is quan-
tized with different scales, starting with large quantization scales and decreasing
drastically as the number of passes increase.

Figure 3.
Lifting scheme transform [5].

21

High Synthetic Image Coding System
DOI: http://dx.doi.org/10.5772/intechopen.109902



The quantization step used to quantize the coefficients of each sub-band calcu-
lated, according to the following eq. [7]:

Qs ¼
Q0 for LL band in the nth Level

QαNPass�1 for LH:HL in nth Level

QβαNPass�1for HH in nth Level

8><
>:

(7)

where NPass is the wavelet level number (i.e., the pass number), α is the descending
rate parameter, and β is the Beta multiplication (such that Q0 = 2, Q ≥ 1, α ≤ 1, β ≥ 1).
The value of the quantization step is decreased using linear, progressive relationship,
and its value for HH sub-band is greater than its value for the corresponding HL and
LH sub-bands because it is multiplied by β (≥ 1).

7. Synthetic entropy encoder

Synthetic entropy coding is applied to represent the quantized coefficients as
a sequence of 0 and 1, by storing the optimal number of bits needed for each
coefficient. The flowchart of the implemented synthetic entropy encoder is shown in
Figure 4.

Firstly, the input array of coefficients is partitioned as a block of size (N*N), where
N is the size of the block used in DCT divided by 2 or the size of the LL band used in
DWT. Then, the block with all zero coefficients will be discarded and the block with
nonzero values will be converted into 1-D vector.

The next step is to map each negative value into a positive one to get rid of the
negative sign and also avoid the coding complexity when storing these numbers. This
is simply done by mapping all negative values to positive odd numbers while the
positive values are mapped to be even numbers. The mapped numbers are produced
by applying the following equation [7]:

Pi ¼ 2 Pi if Pi≥0

=Pi= ∗ 2ð Þ � 1 if Pi<0

�
(8)

where Pi is the coefficient value in the incoming sequence.
The inverse mapping process is implemented using the following equation:

P0i ¼ Pi=2 if Pi is even number
�Piþ 1ð Þ=2 if Pi is odd number

�
(9)

The next step is to decompose each vector by moving each nonzero value (> = 1)
into a new vector and replacing its original location with one. Then, the run length
encoding process is applied to the original vector [1].

The resultant vectors from the previous stage (Nonzero Vector and Run Vector)
are further separated into two sub-vectors, according to the mean value. The first
vector will contain the values less than the mean value and the second vector will
contain the values that are greater than or equal to the mean value and then subtract
the second vector from the mean value to reduce its scaling range.

Finally, the adaptive shift coding technique is applied to assign the optimal number
of bits required to store each coefficient [1].
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Figure 4.
The implemented synthetic entropy encoder flowchart.
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8. Evaluation metrics

A set of evaluation metrics have been taken to investigate the performance of the
compression method applied.

Compression ratio (CR) is defined as the ratio of the size between the original
image and the compressed image size. They can be measured in (bits, bytes,
kilobytes, etc.). The higher CR is the better compression technique used to
compress the image [8].

CR ¼ Original file Size
Compressed

(10)

Mean Square Error (MSE) is computed by averaging the cumulative squared
intensity error differences between the original image and the reconstructed image.
MSE value closest to zero is better, and the reconstructed image quality is poor when
MSE is large, thus MSE must be as low as possible for effective compression. MSE is
calculated through the following equation [9]:

MSE ¼ 1
m n

Xm�1

i¼0

Xn�1

j¼0

X i:jð Þ � Y i:jð Þ½ �2 (11)

where X is the original image pixel and Y is the compressed image. The dimension
of the images is m � n.

Peak-Signal-to-Noise Ratio (PSNR) is the ratio between maximum signal power,
which is considered as the original image and the power of distorting noise obtained
from MSE. The higher the PSNR, the better the quality of the reconstructed image.
Typical values for lossy compression of an image are between 28 dB and 40 dB. The
PSNR can be given by the following equation [10]:

PSNR ¼ 10 log 10
MAX2

x

MSE

� �
(12)

where MAX2 is the power of maximum intensity value in the original image X.
Bit Per Pixel (BPP) is defined as a number of bits required to store each pixel in an

image. Pixels must be coded efficiently to reduce redundancy, hence reducing storage
requirements. BPP is calculated using the following equation [11]:

BPP ¼ B
MxN

(13)

or BPP ¼ 24bits
CR

(14)

where B is a number of bits after compression and M � N is the total number of
pixels in an image.

Compression gain (CG) is defined as the amount of compression gained after the
image is compressed. The CG of a digital image is calculated by the following equations:

CG ¼ original size� compressed size
original size

x 100% (15)
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or CG ¼ 1� 1
CR

x 100% (16)

Structural similarity index measure (SSIM) aims to measure quality by capturing
the similarity of images. Three aspects of similarity: luminance, contrast, and
structure are determined and their product is measured [9].

9. Experimental results

This section is intended to examine the results of the proposed system in detail for
both DCT and DWT modules. The detailed results of many experiment tests are
presented and discussed to evaluate the performance behavior of the established
system. The adopted system and all additional programs for the testing purpose have
been established using visual studio (C sharp programming language).

A set of standard true-color images has been utilized to test and evaluate the
system’s performance. These images are of type “Bitmap” format in which each pixel
is stored in 24-bit true color. The image files “Lena.bmp,” “Barbara.bmp,” “Peppers.
bmp,” (smoothed images), and “Baboon.bmp” (sharp edge image). All test images are
of size 256 � 256 for width and height. Figure 5 presents these images.

A set of results tables is presented for evaluation. Each test image is evaluated
using two modules. One shows the results of compression when the DCT technique is
applied and the second module shows the results of compression when the DWT
technique is applied. Each table shows the effectiveness of each control parameter
used in the system on the resulting compressed image. The test results are evaluated
and compared based on fidelity criteria measurements (i.e., MSE, PSNR, SSIM, CR,
CG, and BPP). The real time of encoding and decoding process is also presented.

The effect of the following control parameters has been investigated to test the
results of the proposed system using the DCT technique:

BS: is the block size used in DCT.
Thr: is the threshold value used to determine the importance of each block.
Q0, Q1, and α: are the quantization control parameters used to calculate the
quantization step value.

The effects of each parameter are explored by varying the value of each parameter
from minimum value to maximum. Table 1 represents the assumed default range of
the considered control parameters used with the DCT module.

Figure 5.
Test color images.
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The parameters used to control the level of compression by using the DWT
technique are instigated as the following:

N.Pass: the number of passes used in the wavelet transform.
Q0: used to quantize the approximation LL band.
Q1: used to quantize the details sub-bands (LH, HL, and HH).
α: the descending rate parameter used to decrease the quantization of details
bands as the number of passes increase.

β: Beta multiplication parameter used to scale the quantization of HH sub-band.

The range of these parameters after making a comprehensive set of tests is shown
in Table 2.

A set of results tables in our previous work [1] presents the system performance
when applying the DCT module in terms of MSE, PSNR, SSIM, CR, CG, and BPP for
Lena, Barbara, Peppers, and Baboon images, respectively. It shows that the fidelity
level in terms of PSNR and SSIM increased while the CR and CG decreased.

In the same manner, the system performance was evaluated when applying DWT
module on the same color images with the effects of control parameters shown in
Table 2, Tables 3–6 present these results.

Parameter Range

BS [8, 16]

Q0 [32,128]

Q1 [1–10]

Α [0.1–1]

Thr [1–20]

Table 1.
The range of the control parameters for the system when using DCT.

Parameter Range

N.Pass [3–7]

Q0 [2]

Q1 [1–35]

α [0.3–1]

β [1.2]

Table 2.
The default range of the control parameters for the system when using DWT.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

109.437 27.739 0.851 55.492 98.198 0.432 0.057 0.045

98.590 28.192 0.851 54.538 98.166 0.440 0.096 0.062

81.313 29.029 0.871 45.776 97.815 0.524 0.073 0.052

64.585 30.029 0.895 35.165 97.156 0.682 0.056 0.051
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MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

51.441 31.018 0.913 29.067 96.560 0.826 0.060 0.047

40.878 32.016 0.926 23.431 95.732 1.024 0.071 0.054

32.325 33.035 0.938 19.528 94.879 1.229 0.081 0.054

24.978 34.155 0.952 16.289 93.861 1.473 0.063 0.062

20.527 35.008 0.960 13.347 92.508 1.798 0.066 0.060

16.302 36.008 0.965 10.396 90.381 2.308 0.082 0.074

12.846 37.043 0.974 8.794 88.628 2.729 0.077 0.054

9.987 38.136 0.980 7.005 85.724 3.426 0.104 0.090

8.124 39.033 0.983 5.529 81.915 4.340 0.102 0.079

6.307 40.132 0.987 4.684 78.650 5.124 0.106 0.072

Table 3.
Test results after applying compression with DWT module on color “Lena” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

97.922 28.222 0.851 52.373 98.091 0.458 0.067 0.054

79.927 29.104 0.872 43.905 97.722 0.547 0.065 0.056

64.555 30.032 0.887 36.908 97.291 0.650 0.088 0.110

50.343 31.111 0.909 30.458 96.717 0.788 0.075 0.061

40.511 32.055 0.923 24.963 95.994 0.961 0.070 0.050

32.338 33.034 0.937 21.911 95.436 1.095 0.062 0.061

25.745 34.024 0.947 18.661 94.641 1.286 0.064 0.059

19.256 35.285 0.958 15.815 93.677 1.518 0.062 0.066

15.426 36.248 0.968 12.914 92.257 1.858 0.074 0.075

12.480 37.169 0.974 11.334 91.177 2.118 0.073 0.064

9.482 38.362 0.980 9.652 89.640 2.486 0.080 0.054

7.683 39.275 0.984 7.882 87.313 3.045 0.082 0.083

6.185 40.217 0.986 6.811 85.317 3.524 0.081 0.058

Table 4.
Test results after applying compression with DWT module on color “Barbara” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

111.022 27.677 0.852 30.219 96.691 0.794 0.065 0.052

100.160 28.124 0.862 26.848 96.275 0.894 0.094 0.080

81.561 29.016 0.877 21.840 95.421 1.099 0.085 0.063

77.301 29.249 0.881 21.734 95.399 1.104 0.084 0.067
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Figures 6–9 show the tradeoff between CR and PSNR when applying compression
on the test images (Lena, Barbara, Peppers, and Baboon), respectively.

A set of reconstructed color images is shown in Figure 10 with different fidelity
levels, where PSNR, SSIM, CR, and BPP values are varied.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

241.207 24.307 0.856 11.238 91.102 2.136 0.097 0.080

199.244 25.137 0.880 9.145 89.065 2.625 0.077 0.065

153.916 26.258 0.913 6.902 85.512 3.477 0.085 0.073

128.413 27.045 0.930 5.797 82.749 4.140 0.080 0.065

97.608 28.236 0.946 4.824 79.270 4.975 0.114 0.064

78.884 29.161 0.958 3.997 74.981 6.005 0.157 0.135

63.264 30.119 0.966 3.613 72.324 6.642 0.130 0.115

49.856 31.154 0.973 3.242 69.155 7.403 0.127 0.112

40.391 32.068 0.978 3.049 67.207 7.870 0.100 0.079

27.843 33.684 0.985 2.719 63.227 8.826 0.108 0.079

25.160 34.124 0.986 2.392 58.193 10.034 0.103 0.070

18.913 35.363 0.990 2.384 58.053 10.067 0.158 0.097

15.876 36.123 0.992 2.098 52.336 11.439 0.114 0.077

9.655 38.283 0.996 1.986 49.651 12.084 0.106 0.076

5.201 40.970 0.998 1.553 35.617 15.452 0.138 0.097

4.759 41.355 0.998 1.523 34.324 15.762 0.087 0.073

Table 6.
Test results after applying compression with DWT module on color “Baboon” test image.

MSE PSNR (dB) SSIM CR CG (%) BPP Time (s)

ET DT

63.036 30.135 0.897 17.096 94.151 1.404 0.072 0.053

51.382 31.023 0.910 13.464 92.573 1.782 0.064 0.054

40.738 32.031 0.924 9.420 89.384 2.548 0.072 0.059

30.476 33.291 0.945 6.819 85.335 3.520 0.088 0.064

25.562 34.055 0.954 5.687 82.415 4.220 0.075 0.066

19.684 35.190 0.966 4.143 75.863 5.793 0.114 0.090

15.180 36.318 0.975 3.667 72.733 6.544 0.120 0.111

7.750 39.238 0.988 2.884 65.328 8.321 0.098 0.086

8.313 38.933 0.988 2.880 65.284 8.332 0.122 0.097

4.468 41.630 0.994 2.095 52.269 11.455 0.082 0.081

Table 5.
Test results after applying compression with DWT module on color “Peppers” test image.
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Figure 6.
A tradeoff between CR and PSNR for color Lena image test results.

Figure 7.
A tradeoff between CR and PSNR for color Barbara image test results.

Figure 8.
A tradeoff between CR and PSNR for color Peppers image test results.
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Figure 9.
A tradeoff between CR and PSNR for color Baboon image test results.

Figure 10.
Samples of the reconstructed color images where the PSNR, SSIM, CR, and BPP values are varied.
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10. Comparisons with previous works

In this section, the results of the implemented system have been compared with
some previously published methods and also with the standard JPEG system.

Table 7 lists the compression results attained by the proposed system with those
given in previous studies in terms of (CR, BPP, PSNR, and SSIM), taking into consid-
eration that in these studies same images have been used. The listed results demon-
strate that the proposed system outperforms other methods.

11. Conclusions

In this chapter, a high entropy image coding system was implemented, and
the system shows remarkable results compared to the existing approaches. A high
compression ratio was obtained while maintaining image quality without
distortion. The proposed entropy encoder has a positive significant impact on the
results. It is important that the transformed image coefficients must be processed
in a way to be suitable for the coding process in order to store it with a minimum
number of bits.

Test Image Reference Size CR BPP PSNR SSIM

Color Lena [12] 512 � 512 — 1.0 33.11 0.9583

[13] 512 � 512 12.67 — 33.86 —

[14] 512 � 512 — 0.75 33.01 —

[15] 512 � 512 — 0.4 30.83 —

[16] 512 � 512 — 0.82 33.15 —

[11] 512 � 512 — 0.73 31.556 —

JPEG standard 512 � 512 32.650 0.980 30.05 0.798

Proposed 512 � 512 39.678 0.6 33.134 0.963

Color peppers [14] 512 � 512 — 0.64 30.49 —

[15] 512 � 512 — 0.4 28.53 —

[16] 512 � 512 — 0.95 30.97 —

[11] 512 � 512 — 0.9 31.604 —

JPEG standard 512 � 512 29.528 0.974 28.588 0.839

Proposed 512 � 512 33.555 0.7 29.781 0.955

Color baboon [12] 512 � 512 — 1.0 29.74 0.6656

[13] 512 � 512 6.69 — 30.15 —

[11] 512 � 512 — 0.8 29.792 —

JPEG standard 512 � 512 24.403 0.978 15.332 1.565

Proposed 512 � 512 24.672 0.941 15.971 1.5

Table 7.
Comparison between the implemented system results and some related works used to encode different standard
images.
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From the obtained test results, the proposed system shows outperformed results
when dealing with smooth images like (Lena, Barbara, and Peppers) compared to the
existing approaches, but it has a major drawback in a sharp image like Baboon.

As a summary, the best-attained compression gains for the test images (Lena,
Barbara, Peppers, and Baboon) are 98.16%, 98.09%, 96.28%, and 91.10%, respec-
tively, where PSNR values are in an intermediate range.
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Chapter 3

Nonreciprocal Photovoltaics: The
Path to Conversion of Entire
Power-Beam Exergy
Andrei Sergeev and Kimberly Sablon

Abstract

Nonreciprocal photonic management can shift the absorption-emission balance in
favor of absorption and enhance the conversion efficiency beyond the detailed bal-
ance Shockley - Queisser limit. Nonreciprocal photovoltaic (PV) cells can provide the
conversion of the entire exergy (Helmholtz free energy) of quasi-monochromatic
radiation into electric power. Recent discoveries in electromagnetics have demon-
strated the ability to break Kirchhoff’s reciprocity in a variety of ways. The
absorption-emission nonreciprocity may be realized via dissipationless one-way opti-
cal components as well as via the greenhouse-type electron-photon kinetics that traps
the low-energy near-bandgap photons in the cell. We calculate the limiting perfor-
mance of the nonreciprocal dissipationless monochromatic converter and discuss the
limiting efficiency of the nonreciprocal converter based on the greenhouse effect. We
also perform detailed modeling of the greenhouse effect in the GaAs PV converter and
determined its PV performance for conversion of 809 nm laser radiation. In perov-
skite PV cells the greenhouse filter establishes a sharp absorption edge and reduces
conversion losses related to the distributed PV bandgap and laser-cell matching losses.

Keywords: photovoltaic conversion, photon exergy, absorption-emission no
reciprocity, power beaming, greenhouse effect

1. Introduction

Power delivery by a laser beam is an emerging technology with numerous potential
applications. The capabilities of unmanned aerial vehicles, various robotic platforms,
and sensor networks will be strongly enhanced due to remote charging. Currently all
technological components for power beam delivery and conversion are commercially
available. Integration of lasers with photovoltaic converters requires matching laser
quanta to semiconductor material characteristics. In traditional design, the optimal
bandgap value is determined by a tradeoff between the low near-bandgap absorption
and thermalization losses [1, 2]. The optimal bandgap depends on laser power, opto-
electronic properties of semiconductor material, and cell design [1]. Usually, the
optimal bandgap wavelength exceeds the semiconductor bandgap by 20–80 nm. Even
in optimized converters, the photoelectron thermalization and weak near-bandgap
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absorption produce notable losses [2]. Greenhouse-type filter that traps photons with
wavelengths above the laser wavelength is a tool of choice to eliminate the laser-cell
matching losses [3, 4]. Moreover, as it is shown in this work, the greenhouse filter can
generate the greenhouse effect in the cell, which strongly reduces the emission from
the cell and, in this way, increases the conversion efficiency beyond the detailed-
balance Shockley - Queisser limit. The greenhouse PV effect is a special case of
nonreciprocal photonic management, which violates Kirchhoff’s reciprocity between
absorption and emission [5, 6].

The atmospheric greenhouse effect was discovered by Joseph Fourier, who calcu-
lated the balance between the incoming solar power and the outgoing power of
emitted radiation and found the Earth’s average temperature near of 0°F To shift the
absorption-emission balance in a favor of absorption and get the average temperature
of � 60°F, Fourier proposed that the emitted radiation is trapped by the atmosphere
similar to the way a greenhouse glass traps the heat [7]. The greenhouse glass trans-
mits high frequency (high energy) radiation, which is absorbed by the greenhouse
media and plants. The media convert the radiation into heat and emit thermal low
frequency (low energy) radiation, which is reflected back to the greenhouse by the
greenhouse glass. Plants use all high and low energy radiation and convert the radia-
tion into biochemical energy. Photovoltaic conversion directly transfers radiation into
electric power via the generation of electrons and holes, which lose part of their
energy to crystalline lattice and are accumulated near the bandgap edge. Photocarriers
can recombine via nonradiative processes, which convert solar energy into heat.
Photocarriers can also recombine via the radiative process and emit bandgap photons.
In the absence of nonradiative processes, the photocarrier density and PV perfor-
mance are determined by the detailed balance between the absorbed and emitted
radiation fluxes. As was shown by Shockley and Queisser (SQ), this absorption-
emission balance defines a fundamental limit of the photovoltaic conversion effi-
ciency, which in traditional cell design depends on a single material parameter, � the
semiconductor bandgap [8].

Recently proposed greenhouse design [3] mimics the greenhouse effect and
nonequilibrium greenhouse processes, such as trapping of near bandgap radiation and
reusing it for conversion into electricity. Greenhouse filter is placed at the front
surface of a cell and the back surface mirror. It establishes a photonic bandgap above
the semiconductor bandgap and traps the photons with energies below the photonic
bandgap (see Figure 1). The mirror may be a wideband Bragg reflector, or photonic
crystal reflector, or metallic reflector with small absorption. In the greenhouse design,
the photon emission from the converter is limited by recombination processes of hot
photo carriers that emit photons with energy above the photonic bandgap. Bandgap
photons emitted by the near-bandgap photocarriers are recycled by the filter and
reused in the cell for PV conversion. In the PV greenhouse effect, the nonradiative
recombination plays a role of a greenhouse media, which heats the greenhouse. The
radiative processes play a role in photosynthesis, which convert solar energy into
biochemical energy used by plants. Therefore, the greenhouse PV design requires
high-quality PV materials with weak nonradiative recombination, i.e. materials with
high internal quantum (radiative) efficiency. Fast progress in traditional semiconduc-
tor materials and the development of novel optoelectronic materials raises principle
questions about photonic management for PV conversion.

Can the greenhouse filter increase the solar light conversion efficiency beyond the
SQ limit? The answer substantially depends on a form of the nonequilibrium distri-
bution function of photo-generated carriers. In the greenhouse converter, we have
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two characteristic bandgaps. The accumulation and collection of photocarriers occur
near the semiconductor bandgap. The photonic bandgap controls the absorption-
emission balance in the cell. In this design, only photons emitted by hot electrons can
leave the converter. The population of hot electrons and emission from the cell are
controlled by the cooling of the hot electrons. If photocarriers near the semiconductor
bandgap and hot energy photocarriers above the photonic bandgap have the same
photo-induced chemical potential, the greenhouse filter just shifts the PV bandgap
from the semiconductor bandgap to the photonic bandgap. In other words, in this
quasi-equilibrium case (actually, in a chemical equilibrium between low energy and
high energy photocarriers), the limiting conversion efficiency is the SQ efficiency
with the PV bandgap equaled to the photonic bandgap. However, hot photocarriers
usually rapidly lose their energy and, as a result, the density of hot photocarriers
decreases, and their chemical potential is significantly reduced in comparison with the
chemical potential of carriers near the semiconductor bandgap. In this nonequilibrium
regime with fast photocarrier cooling, the conversion efficiency may exceed the SQ
limit. To realize the nonequilibrium regime, the difference between photonic and
semiconductor bandgaps should substantially exceed the thermal energy. Therefore,
the photonic bandgap should at least be 2� 3 kBT ¼ 50‐75 meV higher than the
semiconductor bandgap.

Let us highlight that in the traditional cell design all conversion processes occur in
the narrow energy interval above the semiconductor bandgap. Therefore, the conver-
sion efficiency turns out to be insensitive to details of electron, photon, and phonon
processes. In particular, the detailed modeling of PV conversion as a function of
characteristic photoelectron relaxation and extraction times has shown that optimiza-
tion of traditional design and operating regimes does not allow for surpassing the SQ
limit [9]. The greenhouse design provides a splitting of key conversion processes. The
photocarrier accumulation and collection take place near the semiconductor bandgap,
while photocarrier recombination with photon escape occurs above the photonic
bandgap. The filter provides an effective tool to reduce cell emission and shift the
absorption-emission balance in favor of absorption.

To avoid cell heating, the greenhouse design requires photovoltaic materials with
low nonradiative losses, i.e. high quantum efficiencies. Among traditional

Figure 1.
PV converter with the greenhouse filter, which establishes the photonic bandgap above the semiconductor bandgap
and traps photons with energy below the photonic bandgap inside the converter.
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photovoltaic materials, GaAs has the highest radiative efficiency. In particular, high-
quality GaAs with internal quantum efficiency (also termed internal radiative effi-
ciency) of 99.7% provides solar cells with external radiative efficiency (ERE) above
30% [10–12]. In silicon, the Auger recombination is stronger than radiative recombi-
nation and the corresponding ERE of 1% substantially limits the conversion efficiency.
Recent progress in emerging photovoltaic materials, � organic materials, dye-
sensitized, CuInGaSe (CIGS), and lead-halide perovskites, � has demonstrated strong
improvements in ERE. In particular, the ERE of CIGS currently exceeds 24%. ERE is
the integral characteristic, which may be calculated via the special averaging of exter-
nal quantum efficiency (EQE) in the relatively narrow spectral range around the
absorption threshold, which in traditional semiconductors coincides with the bandgap
[13]. The perovskite materials demonstrate EQE values very close to unity in wide
spectral ranges and gradual reduction of EQE near threshold energy [14, 15], which
substantially limits the conversion efficiency of traditional PV cells.

In this work, we investigate and optimize greenhouse photonic management for
photovoltaic conversion of monochromatic radiation. Recent progress in electromag-
netics has demonstrated the ability to break the absorption-emission reciprocity in a
variety of ways. To understand the advantages and limitations of greenhouse photonic
management, in Section 2 we derive the monochromatic detailed-balance efficiency
and in Section 3 we consider the limiting nonreciprocal monochromatic efficiency
realized via dissipationless nonreciprocal optical components. In Section 4, we inves-
tigate the greenhouse photonic management and present results of simulations of
conversion of 10 W=cm2 laser radiation with a wavelength around 809 nm by GaAs
PV cell with the greenhouse filter. In p-doped A3B5 semiconductors the electron
cooling is realized due to energy transfer from hot electrons to holes [16]. We deter-
mine the corresponding non-equilibrium distribution with reduced chemical potential
of hot photocarriers and calculate the cell performance. Finally, we briefly discuss
enhanced PV conversion in perovskite cells due to greenhouse filtering, which estab-
lishes a sharp absorption edge.

2. Detailed-balance limiting efficiency for monochromatic radiation

Let us start with the SQ detailed balance approach, which is based on two assump-
tions. The first assumption is the reciprocity of photonic (radiative) processes. In the
equilibrium, the emitted radiation is exactly given by the absorbed radiation reversed
in time. In other words, following Kirchhoff’s law, emissivity, e λ,nð Þ, and absorptiv-
ity, α λ,�nð Þ, are equal for any photon wavelength and any propagation direction, n.
Second, in PV conversion, photocarriers and emitted photons reach chemical equilib-
rium. Thus, photocarriers and photons have the same light-induced chemical poten-
tial. The photocarriers are collected in the narrow energy range above the
semiconductor bandgap and photons are also emitted in the same range. Therefore,
assumption about the chemical equilibrium between photocarriers and photons is only
essential for this narrow range, which is of the order of thermal energy kBT0:.

The generalized SQ model is described by three parameters. The detailed balance is
taken into account by the ratio of the absorbed flux to the equilibrium emitted flux,
Nab=Nem, where Nab is the absorbed flux, Nem is emitted photonic flux in the equilib-
rium at the device operating temperature T0: The incoming flux and its absorption by
the cell are characterized by the average photon energy in the absorbed flux, ϵ ∗ :
Nonradiative recombination losses and losses in the photocarrier collection are
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described by the external radiative efficiency of the cell, kERE: The generalized SQ
model allows for a rather simple analytical solution [17]. The SQ open-circuit voltage
and conversion efficiency are given by

VOC ¼ kBT0

q
� lnAk, Ak ¼ kERE � Nab

Nem
(1)

ηSQ ¼ kBT0

ϵ ∗
� LW Ak � eð Þ � 2þ 1

LW Ak � eð Þ
� �

≈
kBT0

ϵ ∗
� LW Akð Þ � 1½ �, (2)

where e = 2.71828, and LW(x) is the Lambert W function, which asymptotic form
is well described by three terms,

LW zð Þ ¼ ln zð Þ � ln ln zð Þ þ ln ln zð Þ
ln zð Þ þ :… , z≫ 1: (3)

The SQ efficiency (Eq. 2) is the efficiency for conversion of the radiation power.
The thermodynamic efficiency of energy conversion at zero output power is reached
in the open circuit regime (negligible current). In the quasi-monochromatic limit, the
cell is eliminated by photons within a narrow bandwidth, Δν< kBT0=h, around the
central frequency ν. For thermodynamic analysis, it is convenient to describe the
power of the monochromatic radiation by the temperature Tm: Assuming that the
semiconductor bandgap matches the photon energy, we obtained the thermodynamic
conversion efficiency at zero output power,

ηth �
qVOC

ϵ ∗
¼ 1� T0

Tm

� �
� ln

1
kERE

: (4)

Figure 2.
The limiting detailed-balance SQ monochromatic efficiency normalized by the Carnot efficiency as a function of
the photon energy for the monochromatic radiation with the temperature of 1000 K (red) and 10,000 K (blue).
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As expected, for the ideal cell kERE ¼ 1ð Þ the thermodynamic efficiency is the
Carnot efficiency, 1� T0=Tm [18].

Analytical solution for the monochromatic energy conversion may be found, when
the photons in the incoming flux may be described by the Boltzmann statistics, i.e.
hν> kBTm (for example, for photons with energy of 1.4 eV it means that the photon
temperature is limited by 18,000 K). Using Eqs. 1–3 we find the monochromatic SQ
conversion efficiency for the ideal cell,

ηSQ ¼ 1� T0

Tm

� �
� 1� ln Bð Þ

B
þ ln Bð Þ

B2

� �

B ¼ hv
kBT0

� 1� T0

Tm

� �
: (5)

This analytical solution is illustrated in Figure 2. According to Eq. 5, the detailed-
balance SQ conversion efficiency of the monochromatic radiation increases with an
increase of the photon energy and approaches the Carnot efficiency at high frequencies.

3. Nonreciprocal monochromatic conversion limit

In this section, we consider the thermodynamic limit and material-determined
limit of PV converters with negligible emission realized via nonreciprocal
dissipationless photonic management. Let us start with the endoreversible thermody-
namics of an engine that receives power from an emitter with temperature Tem and
operates between temperatures Thot and Tcold with the Carnot efficiency, ηCarnot ¼ 1�
Tcold=Thot (Figure 3a). It is well understood that for this converter the conversion
efficiency of the heat power from the emitter into useful mechanical or electrical
power is below the Carnot efficiency due to the emission from the hot sink to the
emitter. These emission losses are not directly related to the engine operation. The
emission is associated with Kirchhoff’s absorption-emission symmetry, which leads to
losses in the delivery of heat power from the emitter to the engine. Let us highlight

Figure 3.
Conversion of the heat power by the engine that receives heat power from an emitter with temperature Tem and
operates between heat sinks with temperatures Thot and Tcold : (a) a traditional converter with the losses due to
emission from the hot sink to the emitter and (b) the nonreciprocal converter with suppressed emission [19, 20].
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that Kirchhoff’s law is not a thermodynamic law. According to the Onsager - Casimir
reciprocity relations, the time-reversal asymmetry in the system may be generated by
a magnetic field, magnetization, electric currents, and time-modulation of optical
properties [5, 6]. Nonreciprocal optical components can provide absorption channels
with near-zero emissivity and emission channels with near-zero absorptivity. As it is
shown in Figure 3b, we can split absorption channels into two parts. The first part is
used for the absorption of incoming light. The second part of the absorption channels
is connected with the emission channels and provides 100% reuse of the emitted
photons [19]. Also, the emission can be completely suppressed due to quantum effects
[20]. Both effects, � the suppressed emission [20] or recycling the emitted radiation
to the engine [19], � eliminate the emission losses and increase the conversion effi-
ciency up to the thermodynamic limit given by the Carnot formula.

The above consideration in the frame of endoreversible thermodynamics assumes
that the hot end of an engine may be described by the light-increased temperature.
Therefore, it does not apply to the nonequilibrium states of semiconductors, which are
described by the light-induced chemical potential. Let us also note, that the detailed-
balance approach also cannot be employed for the nonreciprocal conversion with zero
emission from the cell. Formally, Eq. 2 in this limit gives a divergent result. To
determine the nonreciprocal conversion limit we will directly employ the second
thermodynamic law. In the general form applicable to non-temperature distributions,
the distribution function of photons emitted by electrons in the cell cannot exceed the
distribution function of incoming photons. In the quasi-monochromatic limit, we are
interested in values of these functions in the narrow bandwidth near the energy hv
and, therefore, the limiting value of the light-induced chemical potential may be
found from the following equation,

exp
hv

kBTm

� �
� 1

� ��1

¼ exp
hv� μ

kBT0

� �
� 1

� ��1

, (6)

where Tm is the temperature of the quasi-monochromatic radiation and T0 is the
cell operating temperature. Thus, the thermodynamic limit of the light-induced
chemical potential in the nonreciprocal quasi-monochromatic converter is

μ ¼ hv � 1� T0

Tm

� �
: (7)

Taking into account that emission from the nonreciprocal converter is absent and
every absorbed photon generates an electron in the output circuit, we see that an ideal
nonreciprocal converter provides entire conversion of the photon exergy, hν �
1� T0=Tmð Þ: Thus, the conversion efficiency of the nonreciprocal monochromatic
converter is the Carnot efficiency,

vnr ¼ 1� T0

Tm

� �
: (8)

As the nonreciprocal photonic management provides 100% reuse of the emitted
photons, it is interesting to compare the nonreciprocal limiting efficiency (Eq. 8) with
the efficiency of the thermophotovoltaic conversion, where the emitted photons are
reabsorbed by the emitter and the corresponding energy is reused in conversion. For
the monochromatic emitter, the output electric power may be presented as [21],
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P ¼ 2Hv3

c2
� N Tm, μ ¼ 0ð Þ �N T0, μð Þ½ � � hΔv � 1� T0

Tm

� �
, (9)

where H is the etendue of incoming and emitted photon bundle (we assume that
absorption and emission angles are the same), N Tm, μ ¼ 0ð Þ is the Bose distribution
function of incoming photons with the emitter temperature and zero chemical poten-
tial, and N T0, μð Þ is the Bose distribution function of emitted photons with the cell
temperature and light-induced chemical potential. Eq. 9 is the direct consequence of
the endoreversible thermodynamics, according to which the limiting output power is
given by a product of the Carnot efficiency of the conversion engine and the photon
power flux delivered to the engine. The delivered flux is the difference between the
absorption and emission fluxes. Assuming that the emitted flux returns to the emitter
for later use, the PV conversion efficiency is given by the thermodynamic Carnot
efficiency (see Eq. 4.27 in [21]). Thus, the photon reuse via the nonreciprocal photonic
management (Figure 3) provides the same maximal Carnot efficiency as the photon
reuse in the thermophotovoltaic system [21]. Let us highlight, that the Carnot effi-
ciency may be also reached in the PV cell, where the radiative emission processes in
the cell are suppressed by quantum effects [20].

Finally, we discuss the material limit of the nonreciprocal (time asymmetric) PV
converter. If all emitted photons are reabsorbed by the cell, the radiative recombina-
tion lifetime of photocarriers approaches infinity, and photocarrier recombination is
realized solely via nonradiative processes. In this case, we can employ the detailed
balance SQ approach and corresponding analytical solution given by Eqs. 1 and 2,
where the parameter Ak should be changed by

Anr ¼ Nab

Rnr
¼ Ak

1
1� kERE

(10)

where Rnr is the equilibrium nonradiative recombination rate, Rnr ¼ n0d=τnr,
where n0 is the equilibrium concentration of carriers, d is the cell thickness, and τnr is
the nonradiative recombination time. In the cell design with the nonreciprocal pho-
tonic management, effective photon trapping and high photon absorption may be
realized via the same external nonreciprocal recycling, which returns radiation to the
cell (Figure 3). Therefore, the cell thickness may be significantly reduced, which leads
to reduction of nonradiative recombination. Also, in high-quality optoelectronic
materials the nonradiative recombination time significantly exceeds the radiative
time, e.g. in GaAs the ratio τnr=τr � 300 [11]. Thus, the nonreciprocal management
with strong suppression of the emission from the GaAs converter can increase the
detailed balance coefficient Ak by three orders in magnitude or more, which increases
the open circuit voltage at least by 180 mV.

Let us note that emission suppression due to nonreciprocal photonic management
strongly enhances photon recycling in the system. The limiting Carnot efficiency of the
nonreciprocal converter (Eq. 8) corresponds to the zero-emission and infinite intrinsic
photon recycling. Any negligible losses (photon leakage or nonradiative recombination)
regularize the solution of the SQ model (Eq. 2). This is a general resolution of thermo-
dynamic paradox related to nonreciprocal power converters and nonreciprocal transfer
of electromagnetic energy. In this way, the optical diode paradox was resolved by
Ishimaru for the nonreciprocal ferrite-loaded waveguide in 1962 [22]. It was shown
that any negligible material loss in ferrites leads to the convergent solution, which
does not contradict the second law of thermodynamics [23] (see also a review [5]).
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The Ishimarus results and our analysis show that such paradoxes appear, when the
Maxwell equations or photon balance equations are applied to a completely lossless
medium and systems. Any negligible dissipation eliminates divergent solutions.

4. Photovoltaic greenhouse effect

The Kirchhoff’s law is valid for opaque bodies in thermodynamic equilibrium with
the environment. As it is highlighted in Ref. [24], these two assumptions are often not
satisfied. In particular, any photovoltaic converter operates in strongly nonlinear
regime far from equilibrium. In this section, we investigate the nonreciprocal pho-
tonic management realized due to greenhouse type filter, which mimics the green-
house operation, where the greenhouse glass/plastic reduces thermal emission and
preserves more thermal energy in the greenhouse. The greenhouse filter is placed at
the front surface of the cell. It reflects low energy photons in some narrower energy
interval (� 50–150 meV) above the semiconductor bandgap (see Figure 1). In other
words, the filter and back surface mirror establishes the photonic bandgap, σph, above
the semiconductor bandgap, σg: The greenhouse filter prevents escape of photons with
energies in the range between semiconductor and photonics bandgaps. The filter
separates main electronic and photonic processes in the PV converter. Absorption-
emission balance and conversion efficiency of this converter drastically depend on the
light-induced concentration of hot photocarriers above the photonic bandgap
established by the greenhouse filter. For the monochromatic conversion, the photonic
bandgap, should correspond to the energy of radiation quanta, σph ¼ hv: As the pho-
tonic bandgap exceeds the semiconductor bandgap by �100–150 meV, the absorption
at the photonic bandgap strongly exceeds the absorption near the semiconductor
bandgap. To achieve negligible nonreciprocal emission above the photonic bandgap,
the population of hot electrons with energy above the photonic bandgap should be
strongly reduced by fast cooling processes that dominate over thermo-excitation
processes of photocarriers accumulated above the semiconductor bandgap, σg: In the
limit of strong greenhouse effect, i.e. negligible emission above the photonic bandgap,
we can repeat consideration of the previous section and obtain the limiting conversion
efficiency of the greenhouse PV converter,

ηgh ¼
σg
hv

1� T0

Tm

� �
¼ σg

σph
1� T0

Tm

� �
: (11)

The limiting efficiency of the greenhouse PV converter is smaller than the Carnot
efficiency by the factor of σg=σph, because the nonreciprocity is realized via
nonreversible dissipative processes. As all kinetic processes are essentially reversible
in equilibrium, the nonreversible relaxation of photocarriers between photonic
bandgap and semiconductor bandgap levels requires that the level separation sub-
stantially exceeds the thermal energy, i.e. σph � σg ≥ 2� 3kBT0: In other words, the
dissipated energy should exceed � 2� 3kBT0 per photocarrier to reach electromag-
netic nonreciprocity via relaxation processes. Without such separation, we will return
to the results of Ref. [9], which show that the PV conversion is insensitive to
photocarrier kinetics within the thermal energy scale.

As we discussed above, the efficiency of the greenhouse PV converter strongly
depends on cooling mechanisms of hot photocarriers. Let us consider kinetics of the
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GaAs cell. The photon with energy above the semiconductor band gap creates electron
and hole with energies

Ee ¼ hv� σg
� � � mh

mh þme
(12)

Eh ¼ hv� σg
� � � me

mh þme
: (13)

Usually in semiconductormaterials, thewholemass strongly exceeds the electronmass
and practically whole photon energy is transferred to photoelectron. In GaAs these effec-
tive masses areme ¼ 0:067m0 andmh ¼ 0:45m0, wherem0 is the free electronmass.
Therefore, to manage kinetics of hot photocarriers we should choose the p-doped GaAs.

Photoelectrons accumulated above semiconductor bandgap may be described by
the Boltzmann distribution function with the light-induced chemical potential μsc,

f ϵ≈σg
� � ¼ exp

μg � ϵ

kBT0

� �
(14)

These photoelectrons are collected and produce the output voltage V ¼ μg=q: In
the narrow range of the order of thermal energy above the photonic bandgap, σph, the
distribution function may be approximated by the chemical potential μph,

f ϵ≈σph
� � ¼ exp

μph � ϵ

kBT0

� �
(15)

If inter-electron interaction dominates over other processes in photoelectron
kinetics, the whole system is described by the same chemical potential. The conver-
sion efficiency is given by Eq. 2 with the absorption-emission balance established
above the photonic bandgap. In this case, the greenhouse filter only suppresses the
matching losses. If cooling of photoelectrons above the photonic bandgap dominates
over phonon-induced thermo-excitation of photoelectrons (see Figure 4), the

Figure 4.
Fast energy relaxation of the beam-generated photoelectrons depopulates energy levels above the photonic bandgap.
As a result, the chemical potential of hot electrons and emitted photons that leave converter is much less than the
chemical potential of photoelectrons accumulated near the semiconductor bandgap.
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chemical potential of hot photoelectrons, μph, is much smaller than μg: A reduced
population of hot photoelectrons directly reduces the generation of photons with
energy above the photonic bandgap. Because only these photons can leave the con-

verter, emission from the converter is suppressed by the factor of exp μg=μph

� �
:.

Typically, cooling processes of hot photoelectrons are rather fast and, therefore,
the chemical potential μph is much smaller than μg: Cooling processes are exceptionally
strong in A3B5 semiconductors [16, 25–28], where the valence band consists of light
and heavy holes, and photo-induced hot electrons transfer their energy to heavy holes
created by p-doping. The electron cooling may be realized via inelastic scattering of
electrons on heavy holes that is accompanied by the transition of a heavy hole to the
light-hole band [25] as well as via inelastic electron scattering on oscillations of
multicomponent hole plasma with heavy and light holes [28]. Evaluations show that
the many body processes dominate in hot carrier cooling. Using the results of Ref. 28,
in our modeling, we employ the following equation for the energy relaxation rate of
hot electrons due to energy transfer to hole plasmons,

1
τe�h

¼ πℏ2 � p0
m3=2

lh
ffiffiffiffi
ϵe

p (16)

where p0 is the hole concentration due to doping, mlh is the mass of the light hole,
and ϵe is the electron energy. Eq. 16 applies to electrons with ϵe ≥ 15 meV above the
semiconductor bandgap for the doping levels below 31018 cm�3: The energy transfer
from hot electrons to holes is not limited by thermal energy. The characteristic trans-
ferred energy changes from 5ℏ2p3=20 =mhh (mhh is the mass of the heavy hole) to

5ℏ2p3=20 =mlh and substantially exceeds thermal energy. As a result, the electron
energy relaxation due to interaction with hole plasma oscillations is very fast.
Femtosecond electron cooling in GaAs and other A3B5 materials was observed in
numerous experimental investigations [16, 29–31]. The femtosecond electron–hole
relaxation strongly dominates over electron–phonon processes with a characteristic
time of 1–2 ps.

To illustrate the operation of the greenhouse converter we perform simulations of
conversion efficiency of 10W=cm2 laser radiation with a wavelength around 809 nm
by GaAs cell with the greenhouse filter that establishes the photonic bandgap equaled
to the laser energy quanta. The integration of GaAs cell with this laser is widely
studied for power beaming [32]. To enhance absorption we add the Lambertian
scattering layer placed between the filter and the cell (the same effect may be reached
by the curved or textured mirror). Lambertian scattering significantly enhances light
absorption by the cell. The corresponding absorption coefficient is given by.

A ¼ 1� exp �4αdð Þ
1� 1� bð Þ 1� 1=n2ð Þ � exp �4αdð Þ , (17)

where d is the cell thickness, α is the GaAs absorption at the laser wavelength, n is
the refractive index, and b is the absorption of the back surface mirror.

The modeling of PV performance is based on analytical SQ solution (Eqs. 1 and 2),
which was described in details for GaAs cell in Ref. cite4 and for various thermopho-
tovoltaic cells in Ref. [33]. In Ref. [3] we investigated the same power beaming
conversion in quasi-equilibrium approximation μph ¼ μg: In this modeling, we take
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into account the greenhouse PV effect due to fast electron cooling and, using the
Boltzmann equation we calculate the reduced emission flux.

The main results of our modeling are presented in Figure 5, which shows the
increase in the conversion efficiency due to the greenhouse filter as a function of
internal quantum efficiency (IQE), kint and normalized cell thickness, dα: As seen, the
increase in efficiency can reach 12–14%, but significant improvements require high-
quality PV materials with high internal quantum efficiency.

To distinguish the nonequilibrium greenhouse effect in PV conversion, in Figure 6
we present the conversion efficiency calculated in the nonequilibrium model with fast
photoelectron cooling, quasi-equilibrium approximation, and for traditional cell
design without the greenhouse filter. The efficiency as a function of the dimensionless
cell thickness, dα, is shown for several values of the internal quantum efficiency, kint:
For available GaAs materials, the IQE may reach 0.997 [11] and the greenhouse filter
adds 7% to the conversion efficiency, where 1% is added due to nonequilibrium
effects (red, blue, and green solid lines). At kint ¼ 0:998 (yellow line) the efficiency
exceeds the SQ power beaming efficiency (blue dashed line). The limiting efficiency
(green dashed line) exceeds the SQ efficiency by 7%.

Figure 7 demonstrates the conversion efficiency of 809 nm laser radiation as a
function of the internal quantum efficiency (Figure 7a) and the laser power
(Figure 7b) for the greenhouse GaAs PV converter (green lines), the quasi-
equilibrium approximation for the same converter (blue lines), and traditional con-
verter without the greenhouse filter. As it is shown in Figure 7b, all converters have
the same, weak (logarithmic) dependence of the efficiency on the laser power.
Dependencies of efficiency on the material IQE are substantially different. While the
efficiency of the traditional converter has a rather weak, linear dependence on IQE,
the performance of the greenhouse converter in the quasi-equilibrium approximation
and especially in the model with photoelectron cooling strongly depends on the IQE.

Figure 5.
Increase in the conversion efficiency of the laser light with 809 nm wavelength and power of 10 W=cm2 due to the
PV greenhouse effect as a function of internal quantum efficiency (IQE) and normalized cell thickness, dα.
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Our modeling shows that for suppression of the laser-cell matching losses (the quasi-
equilibrium model) we need good PV materials with IQE better than 0.8. The effi-
ciency improvement due to suppression of emission losses via cooling of photoelec-
trons requires high-quality PV materials with IQE better than 0.99. Otherwise, the
nonradiative recombination dominates over the radiative component and determines
the converter performance.

Perovskites are low-cost and rather nonhomogeneous materials. These materials
show a very smooth absorption edge with the width � 100 nm [14]. While above this

Figure 7.
Increase in the conversion efficiency of the laser light with 809 nm wavelength and power of 10 W=cm2 due to the
greenhouse PV effect as a function of internal quantum efficiency (IQE) and normalized cell thickness, dα.

Figure 6.
PV efficiency of GaAs device, which converts laser light with 809 nm wavelength and power of 10 W=cm2 vs. cell
thickness. Cell without greenhouse filter: Red lines dashedkint ¼ 1, solid kint ¼ 0:997ð Þ; cell with the filter in
quasi-equilibrium approximation: Blue lines dashed kint ¼ 1, solidkint ¼ 0:997ð Þ; cell with the filter and the
greenhouse kinetics: Green lines dashed kint ¼ 1, solid kint ¼ 0:997ð Þ and yellow line kint ¼ 0:998ð Þ:.
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range perovskites demonstrate excellent, very close to unity EQE, the smooth absorp-
tion drastically reduces the photovoltaic performance [14, 15]. Rau et al. [34] pro-
posed that perovskites may be considered as a semiconductor with the distributed PV
bandgap [35]. This model is widely applied to perovskite cells and successfully
explains a significant reduction of conversion efficiency with respect to SQ limit
[34–36]. In particular, according to the distributed bandgap model, the 100 meV
standard deviation from the mean bandgap reduces the conversion efficiency by 6%.
The greenhouse filter is a valuable tool to establish the sharp absorption edge above
the smooth material absorption edge. Thus, for the power beaming with perovskite
cells, the greenhouse design is expected to increase the conversion efficiency due to
the suppression of both the laser-cell matching losses and the distributed bandgap
losses.

5. Conclusions

Photonic management of radiative processes is an effective tool to enhance the
performance of photovoltaic converters. An ideal nonreciprocal converter provides
the entire conversion of the photon exergy, hν � 1� T0=Tmð Þ: Nonreciprocal manage-
ment is the most radical way to change the absorptionemission balance in favor of the
absorption. Suppression of spontaneous emission via quantum interference effects
was proposed in seminal works of Scully to increase the PV efficiency of quantum
photocell [20]. Here we have proposed and investigated a more practical way to
suppress emission due to a narrow bandwidth filter, which generates the greenhouse
effect in a cell. As an ordinary greenhouse effect, the greenhouse photovoltaic effect
requires fast cooling of photocarriers and strong trapping of low-energy photons,
which are emitted by photoelectrons near the semiconductor bandgap. In A3B5 semi-
conductors, effective electron cooling is realized by energy transfer from hot photo-
electrons to the plasma oscillations of holes. Let us note, that the greenhouse effect
may be also realized in PV design with a 3D photonic crystal, which has a photonic
bandgap that overlaps the electronic band edge. In this design, the emission inside the
photonic bandgap is rigorously forbidden [37]. Greenhouse photonic management has
a strong potential to substantially increase the conversion efficiency due to the reduc-
tion of the laser-cell matching losses, the radiative losses, and the distributed bandgap
losses in low-cost perovskites and organic materials. Nonreciprocal photovoltaics
requires materials with high internal quantum efficiency and high-quality optical
components, which provide enhanced photon recycling.
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Abstract

Renewable energy resources are need of the hour at the current energy scarcity
scenario in the world. Scientist and researchers are finding the ways to replace the
conventional energy resources with the renewable ones. It is fact that fossils are going
to be obsolete in future. One third of global energy is being consumed by the trans-
portation sector. All the amount of this energy comes from the fossils that contain the
hydrocarbons in their composition. Efforts are being made to replace the fossils with
the renewable energy resources. In this regard, biofuels are emerged as a replacement
of the diesel fuels. There are several processes in the engine cylinder from atomization
of fuel until the exhaust of gases. One of them is the evaporation of fuel droplets.
In the present work, evaporation characteristics of conventional diesel fuel and
biofuels is described by comparing them in different working conditions. Modeling of
evaporation phenomenon using computational fluid dynamics (CFD) techniques and
the effects of in cylinder conditions is also explained. Results show that biofuel
droplets show a better evaporation rate at the high operating conditions in the
engine cylinder.

Keywords: diesel, biofuel, droplet, computational fluid dynamics, evaporation,
renewable energy

1. Introduction

Renewable energy refers to energy sources that are replenished naturally and
continuously in a relatively short period, unlike non-renewable sources such as fossil
fuels. Renewable energy sources include solar, wind, hydro, geothermal, and biomass,
among others. These sources of energy are considered renewable because they can be
replenished over time through natural processes, such as the sun’s energy replenishing
solar panels or wind turbines, or the regrowth of crops for use in biomass energy. This
makes renewable energy a sustainable alternative to traditional non-renewable energy
sources, which will eventually run out and can have negative impacts on the
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environment [1]. Renewable energy sources are sources of energy that are replenished
naturally and continuously in a relatively short period of time [2]. Some of the most
common sources of renewable energy include:

1.Solar energy: Energy derived from the sun by solar panels or other devices that
convert sunlight into electrical or thermal energy [3].

2.Wind energy: Energy generated by the movement of wind, typically using wind
turbines [4].

3.Hydro energy: Energy generated by the movement of water, typically with
hydroelectric dams or other water-based power generation systems [5].

4.Geothermal energy: Energy derived from the heat produced by the Earth’s core,
typically through the use of geothermal power plants [6].

5.Biomass energy: Energy generated from organic matter, such as crops, wood, and
waste products, through the process of combustion, anaerobic digestion, or other
means [7].

6.Tidal energy: Energy generated from the movement of tides, typically by tidal
turbines or other ocean energy systems [8].

7.Biofuels, which are fuels made from biological materials such as crops and
waste [9].

All these sources of renewable energy are sustainable and do not deplete the earth’s
resources or produce harmful greenhouse gas emissions.

There are several reasons why we need renewable energy:

1.Sustainable energy supply: Renewable energy sources are replenished
naturally and continuously, making them a sustainable alternative to non-
renewable sources of energy, such as fossil fuels, which will eventually run out
[10].

2.Reduction of greenhouse gas emissions: The use of renewable energy sources,
such as solar and wind power, results in fewer greenhouse gas emissions, which
contribute to climate change, compared to the use of non-renewable energy
sources, such as coal and natural gas.

3. Improved energy security: Renewable energy sources are typically dispersed and
decentralized, making them less vulnerable to disruption and more resilient in
the face of natural disasters or political conflicts [11].

4. Job creation: The development and deployment of renewable energy
technologies can create new jobs in the fields of engineering, manufacturing,
construction, and installation, among others.

5.Economic benefits: Renewable energy sources can reduce the cost of energy over
time, as the cost of renewable energy technologies continues to decline. They can
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also stimulate local economies by attracting investment and reducing the need
for expensive energy imports [12].

6.Health benefits: The use of renewable energy sources can reduce air and water
pollution, leading to improved public health and reduced healthcare costs [13].

Overall, renewable energy can help address many pressing global challenges such as
climate change, energy security, job creation, and sustainable development. Fossils are
the preserved remains or evidence of ancient plants, animals, or other organisms that
lived in the distant past. They can take many forms, including bones, teeth, shells,
footprints, and even impressions of leaves or insects. Fossils are typically found in
sedimentary rock, such as sandstone or limestone, but can also be found in volcanic ash
or ice. Fossilization is the process by which the remains of ancient organisms become
fossils. This process can occur through a variety of mechanisms, including preservation
in sediment, freezing in ice, or preservation in amber. In most cases, minerals replace
the original organic material over time, creating rock-like fossils [14].

Fossils are important for several reasons:

1.They provide evidence of past life on Earth, including information about the
diversity, distribution, and evolution of ancient organisms.

2.They can be used to date the rock layers in which they are found, providing
important information about the Earth’s history and geology.

3.They provide insight into ancient environments, including information about
past climate and the types of organisms that lived in a particular area.

4.Fossil fuels such as natural gas, coal, and oil, on the other hand, are formed from
the remains of animals and plants that were buried under sediment and were
then subjected to heat and pressure over millions of years [15].

There are several types of fossils, including:

1.Body fossils: Body fossils are the remains of an organism’s physical structure,
such as bones, shells, and teeth. They provide direct evidence of the anatomy and
biology of ancient organisms and are often used to study the evolution and
diversity of species over time.

2.Trace fossils: These are the indirect evidence of ancient organisms, such as
footprints, burrows, or coprolites (fossilized feces).

3.Molds and casts: These are formed when a fossilized organism dissolves away,
leaving a negative impression or mold in the rock. A cast is formed when this
mold is filled with mineral deposits.

4.Petrified fossils: These are formed when mineral deposits replace the original
organic material of a fossil, creating a rock-like fossil.

5.Carbon films: These are extremely thin layers of carbon that have been left
behind by the decay of organic material. They can reveal the fine details of an
organism’s structure.
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6.Amber fossils: These are formed when organisms are trapped and preserved in
tree sap, which hardens into amber over time.

7.Per mineralized fossils: These are formed when minerals fill the spaces within
bones and shells, preserving them in great detail.

8.Original remains: These fossils still have their original materials such as bone,
teeth, shells, etc. [16].

All these types of fossils can provide important information about ancient
organisms and environments and have a wide range of scientific applications. The
lifetime of fossils can vary widely depending on the type of fossil and the condi-
tions under which it formed. Some fossils, such as those found in amber, could be
well preserved for millions of years, while others, such as those found in surface
sediments, may only be preserved for a few thousand years. The preservation
potential of a fossil also depends on the type of organism, the environment in
which it lived, and the conditions under which it died. For example, organisms that
lived in environments with high sedimentation rates, such as near river deltas or
oceanic currents, are more likely to be buried and preserved as fossils than those
that lived in environments with low sedimentation rates. Similarly, organisms that
are rapidly buried after death, such as those that are transported to the bottom of
the ocean by a volcanic eruption or landslide, are more likely to be preserved as
fossils than those that are exposed to the elements for long periods of time before
being buried [17].

In general, the most common types of fossils are body fossils, such as bones and
shells, and trace fossils, such as footprints, which can be preserved for millions of
years under the right conditions. Other types of fossils, such as carbon films and
original remains, may only be preserved for a few thousand years [18]. Fossil fuels
such as natural gas, coal, and oil, on the other hand, are formed from the remains of
animals and plants that were buried under sediment and were then subjected to heat
and pressure over millions of years. The process of fossilization can take millions of
years, and once formed, these fossil fuels can be stored in the Earth’s crust for millions
of years more [19].

The combustion of fossil fuels, such as coal, oil, and natural gas, can have a range
of negative environmental effects. Some of the most significant effects include:

1.Greenhouse gas emissions: The burning of fossil fuels releases carbon dioxide
(CO2) and other greenhouse gases into the atmosphere, which contribute to
global warming and climate change.

2.Air pollution: The burning of fossil fuels also releases a range of pollutants into
the air, such as sulfur dioxide, nitrogen oxides, and particulate matter, which can
harm human health and the environment.

3.Water pollution: Fossil fuel extraction and processing can also pollute water
resources, including the contamination of surface and ground water with
chemicals and heavy metals.

4.Land degradation: Fossil fuel extraction can cause land degradation, including
the destruction of natural habitats, deforestation, and soil erosion [20].
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5.Health impacts: Air pollution from fossil fuel combustion can lead to respiratory
and cardiovascular disease, as well as cancer [21].

6.Acid rain: The burning of fossil fuels release sulfur dioxide and nitrogen oxides,
which can lead to acid rain, which can harm plants, animals, and buildings.

7.Oil spills: The transportation of oil and oil products by ships and pipelines can
lead to oil spills, which can have devastating effects on marine life and coastal
environments [20].

Overall, the combustion of fossil fuels can have severe environmental impacts and
contributes to climate change, air pollution, water pollution, land degradation and
health impacts.

Biofuels are fuels that are derived from biomass, or organic matter such as plants,
crops, and waste materials. They are renewable energy sources, as they can be
replenished on a regular basis [21]. There are several types of biofuels, including:

1.Bioethanol: This fuel is made from fermented crops, such as corn, sugarcane,
wheat. It is often used as a gasoline additive which is being used in order to
increase fuel efficiency and reduce greenhouse gas emissions.

2.Biodiesel: A diesel fuel type which is actually extracted from vegetable oils,
animal fats, or recycled cooking oils. It is also used in conventional diesel engines.

3.Biogas: This is a type of fuel made from the decomposition of organic matter,
such as food waste, manure, or sewage. It can be used to generate heat,
electricity, or as a transportation fuel.

4.Biojet fuel: This fuel is extracted from plant-based oils or animal fats, specifically
designed for use in aircraft.

Biofuels have several benefits, including minimizing the reliance on the fossil
fuels, bring down carbon emissions, creating new jobs in agriculture and biofuels
production, and improving energy security by reducing the reliance on imported oil.
However, there are also some potential drawbacks to biofuels, including the competi-
tion for land and water resources with food production, the environmental impact of
growing crops specifically for biofuels, and the fact that some biofuels may not be as
energy efficient as conventional fossil fuels [22].

The composition of biofuels depends on the specific type of biofuel in question.
However, some of the most common components of biofuels include:

1.Ethanol: Ethanol is extracted from crops such as corn, sugarcane, and wheat. It is
often used as a gasoline additive which is being used in order to increase fuel
efficiency and reduce greenhouse gas emissions.

2.Methanol: Methanol is another type of alcohol that can be made from biomass,
such as wood waste, and is used as a fuel or as a starting material for the
production of other chemicals.

3.Vegetable oils: Biodiesel is often made from vegetable oils, including soybean oil,
palm oil, or canola oil.
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4.Animal fats: Biodiesel can also be made from animal fats, such as tallow or
chicken fat.

5.Glycerol: Glycerol is a byproduct of the production of biodiesel and is commonly
used as a feedstock to produce other chemicals.

6.Biogas: Biogas is actually mixtures of hydrocarbon gases which mainly
includes the mixture of methane and carbon dioxide that is produced through
digestion of organic matter in absence of oxygen, such as food waste, manure, or
sewage.

7.Algal oils: Algal oils are oils that are produced from microalgae and can be used as
feedstocks to produce biofuels [23].

The composition of biofuels can vary depending on the specific feedstock used and
the production process, but in general, they are composed of organic compounds such
as alcohols, acids, and esters. These organic compounds have a lower carbon content
and release less carbon dioxide when burned compared to fossil fuels, making them a
more sustainable and environmentally friendly alternative [24].

Following are the resources of biofuels:

1.Agricultural crops: Biofuels such as bioethanol and biodiesel which are mainly
present in sugarcane, soybeans, and canola.

2.Forest residues: Biofuels can be made from waste products generated by the
forest industry, such as sawdust and bark.

3.Food waste: Organic waste is another main source such as food waste, manure,
and sewage.

4.Algae: Algal biofuels are produced from microalgae and can be used to produce
biofuels such as biodiesel and bio jet fuel.

5.Cellulosic crops: Biofuels can be produced from crops that are high in cellulose,
such as switchgrass, corn stalks, and sugarcane bagasse.

6.Animal fats: Biodiesel can be made from animal fats such as tallow and chicken
fat.

Overall, the range of biofuels sources is quite diverse, and the specific sources used
will depend on a range of factors, including the availability of feedstocks, the cost of
production, and the specific type of biofuel being produced [25].

Following are the processes that occur in the cylinder:

a. Cavitation in nozzle

b. Primary break up

c. Secondary break up

d. Evaporation of fuel droplets
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e. Combustion of fuel droplets

f. Exhaust effect

Cavitation is a phenomenon that can occur in nozzles, particularly in high-speed
fluid flow applications. It occurs when the pressure of the fluid become less than the
vapor pressure, which eventually resulted in bubble formation. These bubbles can
then collapse, and released energy like in the form of shock waves, turbulence, and
high-velocity fluid jets. This can cause damage to the nozzle and reduce the efficiency
of the fluid flow. In a nozzle, cavitation can happen when the fluid pressure become
lower than its vapor pressure due to the high velocity of the fluid as it flows through
the nozzle. This can result in the formation of vapor bubbles, which can then collapse
and cause damage to the nozzle and surrounding areas. To prevent cavitation, the
design of the nozzle must be optimized to maintain a high fluid pressure, or the fluid
must be kept at a temperature above its boiling point. Other methods of preventing
cavitation include adding a suction device, such as a venturi, to increase the fluid
pressure, or reducing the fluid velocity by reducing the flow rate or increasing the
nozzle diameter.

It can cause damage to the nozzle and reduce the efficiency of fluid flow, so it is
important to prevent or mitigate cavitation in high-speed fluid flow application [26].
Primary breakup refers to the initial fragmentation of a fluid stream into smaller
droplets or particles. This process occurs when a fluid stream is forced through a small
opening or nozzle, or when it is subjected to high-velocity flow, turbulence, or other
forms of shear stress. Primary breakup is important in various steps during industrial
processes, such as spray dying, atomization, and fuel injection, as well as in natural
phenomena such as rain formation. The dispersion of fuel droplets produced during
primary breakup can create impact on the efficiency and effectiveness of the process.
To control and optimize primary breakup, a variety of techniques can be used,
including the design of the nozzle or other dispersion device, the addition of surfac-
tants or other agents to reduce surface tension and promote droplet formation, and
the control of fluid velocity and turbulence [27]. Secondary breakup refers to the
fragmentation of droplets into much smaller droplets that occurs after the initial
primary breakup of a fluid stream. This process typically occurs when the primary
droplets collide or interact with each other, leading to further fragmentation and the
formation of smaller droplets. Secondary breakup is an important factor in many
industrial processes, such as spray drying, atomization, and fuel injection, as well as in
natural phenomena such as rain formation. To control and optimize secondary
breakup, the techniques are same as mentioned in primary break up process, includ-
ing the modifications in nozzle design, the control of fluid velocity and turbulence,
and the use of additives to modify the physical properties of the fluid [28]. Evapora-
tion of fuel droplets refers to the process by which the liquid fuel droplets present in
an engine’s combustion chamber are converted into vapor. This process is an essential
part of the internal combustion engine, as it allows the fuel to mix with air and burn to
produce power. Fuel droplets are formed during the atomization process, which
occurs when the liquid fuel is forced through a small opening, such as a fuel injector,
to produce a spray of fine droplets. These droplets then enter the engine’s combustion
chamber, where they face high temperatures and pressure. The evaporation of fuel
droplets is impacted by a few factors, including the size and distribution of the
droplets, combustion chamber temperature and pressure, the chemical composition of
the fuel, and the presence of other substances, such as air or vapor. To optimize the
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evaporation of fuel droplets, a few strategies can be employed, including the use of
fuel injectors with specific design features, the addition of special additives to the fuel,
and the control of engine parameters, such as temperature, pressure, and air-fuel ratio
[29]. For combustion of fuel droplets refers to the process by which the vaporized fuel
in an engine’s combustion chamber reacts with air to release energy. This reaction is
commonly referred to as burning. The combustion of fuel droplets is a critical part of
the internal combustion engine, as it provides the energy needed to power the engine.
The combustion process is initiated when the vaporized fuel and air are mixed in the
proper ratio to support ignition. This mixture is then subjected to a spark or compres-
sion, which triggers the reaction [30]. The exhaust effect refers to the phenomenon in
which the flow of exhaust gases from an engine or other combustion device affects the
behavior of the combustion process. This effect can cause impact on the performance
and efficiency of the engine or device. The exhaust effect can result from a few
factors, including the velocity, temperature, and pressure of the exhaust gases, as well
as their chemical composition. For example, the pressure and velocity of the exhaust
gases can create a pressure differential that influences the flow of air and fuel into the
combustion chamber, leading to changes in the combustion process [31]. The exhaust
effect can also play a role in the formation of emissions and pollutants, as the pressure
and temperature conditions in the exhaust stream can influence the conversion of
harmful substances into other forms. To mitigate the negative effects of the exhaust
effect, a variety of strategies can be employed, including the use of exhaust gas
recirculation systems, catalytic converters, and other after-treatment technologies. In
summary, the exhaust effect refers to the phenomenon in which the flow of exhaust
gases from an engine or other combustion device affects the behavior of the combus-
tion process. Strategies can be employed to mitigate the negative effects of the exhaust
effect [32].

2. Modeling evaporation of fuel droplets

Modeling the evaporation of droplets under different conditions is described in
[33] in detail. Numerical modeling of droplet evaporation involves the conservation
equations of mass, energy and momentum. Apart from these equations droplet evap-
oration involve the heat transfer and mass diffusion phenomenon. When heat is
transferred to the droplet then the mass of droplet is lost. Turbulence is also a key part
of the evaporation modeling at elevated temperature and pressure conditions. Evapo-
ration of fuel droplets for diesel and biodiesel fuels is numerically modeled and
verified in [34–37] and model was applied in Ansys Fluent. The numerical model
equations are given in detail as follows.

2.1 Continuity equation

The general continuity equation is given in the following form.

∂ρ

∂t
þ ∇: ρv!

� �
¼ Sm (1)

Mass of the fuel droplet is conserved by the Eq. (1). The term on the right side of
the equation is the source term. This term implies the mass of fuel droplets added into
the engine cylinder from the atomization of fuel in form of spray.
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2.2 Momentum equation

Conservation of momentum equation is applied to account for the momentum
associated with the droplet. When the liquid fuel is injected into the combustion
chamber, it has some velocity by which it travels along the piston head. As the liquid
fuel is sprayed, there are certain forces, which are associated with the fuel droplets.
These forces include the inertial forces, body forces, gravitational forces and drag
forces. All these forces are taken into account by applying the momentum equation,
which is given as (2).

∂

∂t
ρv!
� �

þ ∇ ρv!v!
� �

¼ �∇pþ ∇ τð Þ þ ρ g! þ F
!

(2)

τ ¼ μ ∇v! þ ∇v!
T� �

� 2
3
∇:v!I

� �
(3)

2.3 Energy equation

For droplet evaporation following energy is solved in the Ansys Fluent. Fuel
droplet enters in the hot environment after the compression stroke in the engine
cylinder. When the droplet is injected in form of fine spray at high pressure in the hot
environment, it absorbs the heat present in the engine cylinder. The amount of energy
transfer is governed by the Eq. (4), which involves the latent heat and diffusion heat
flux parameters.

∂

∂t
ρEð Þ þ ∇ v! ρEþ pð Þ

� �
¼ ∇ keff∇T �

X
j

hj J
!
j þ τeff :v

!� � !
þ Sh

1
2

(4)

E ¼ h� p
ρ
þ v2

2
(5)

h ¼
X
j

Yjhj (6)

hj ¼
ðT

Tref

cp,jdT (7)

2.4 Species transport equation

This equation associated with the diffusion of mass of liquid fuel into the continu-
ous phase. This is a convection-diffusion equation used to solve for the j species. This
equation is solved to predict the local mass fraction of the species in the combustion
chamber. It involves the binary diffusion coefficient of the fuel droplets and turbulent
Schmidt number, which are used to govern the local mass fraction of liquid fuel specie
in the continuous phase, which is compressed air.

∂

∂t
ρYj
� �þ ∇: ρv!Yj

� �
¼ �∇: J

!
j þ Rj þ Sj (8)

J
!
j ¼ � ρDj,m þ μt

Sct

� �
∇Yj �DT,j

∇T
T

(9)
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Sct ¼ μt
ρDt

(10)

2.5 Particle force balance equation

Inertial force on the fuel droplet is balanced by the particle drag force, gravita-
tional force and external body force and is given by the following equation. Calcula-
tion of drag force involves the coefficient of drag and relative Reynolds number of the
droplet. Apart from these, droplet diameter and density of liquid fuel are required to
calculate the drag force on the droplet.

dvp
dt

¼ Fd v� vp
� �þ ρp � p

� � gx
ρp

þ Fx (11)

Fd ¼ 18μ

ρpdp
2 :
Cd Re
24

(12)

Re ¼ ρdp
μ

up � u
�� �� (13)

2.6 Heat transfer equation

Heat is transferred to the droplet by following equation. When droplet is injected
into the combustion chamber, the droplet absorbs the heat present in the cylinder due
to high compression. The heat transfer equation involves the mass of droplet particle,
temperature of droplet, ambient temperature of engine cylinder, surface area of
droplet and latent heat of vaporization of droplet.

mpcp
dTp

dt
¼ hAp T∞ � Tp

� �þ dmp

dt
hfg (14)

2.7 Mass transfer equation

When heat is transferred to the droplet, the mass transfer takes place. Mass of
droplet is lost through the diffusion. Mass of droplet is decreased according to the
following equation

mp tþ Δtð Þ ¼ mp tð Þ �NjApMω,jΔt (15)

Nj ¼ kc Cj,s � Cj,∞
� �

(16)

NuAB ¼ kcdp
Dj,m

(17)

2.8 Turbulence model equations

Turbulence is associated with the fuel droplet during its evaporation and break up
regimes in the engine cylinder. The relative Reynolds number given by Eq. (13) pre-
dicts turbulence around the fuel droplets. To take into account the turbulence effects
around the fuel droplet a turbulence model is mandatory with the evaporation
modeling. There are three turbulence models than be applied for the droplet evapora-
tion. These include the Direct Numerical Simulation (DNS), Large Eddy Simulation
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(LES) and Reynolds Average Navier-Stokes (RANS) model. Transport equations for
the Realizable k-e model are given below. Each model has own advantages and limi-
tations. DNS and LES are computationally much expensive than the RANS turbulence
model. There are further three classifications in RANS turbulence. Realizable K-
epsilon model can be used for the droplet evaporation modeling as it is computation-
ally inexpensive and gives the acceptable results.

∂

∂t
ρkð Þ þ ∂

∂Xj
ρkuj
� � ¼ ∂

∂Xj
μþ μt

σk

� �
∂k
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� �
þGk þGb � ρε� YM þ Sk (18)
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ε

k
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μt ¼ ρCμ
k2

ε
(21)

Cμ ¼ 1
Ao þ As

kU ∗

ε

(22)

3. Properties of fuels

Various properties play important roles in the evaporation of fuel droplets in the
engine cylinder. These include the density, viscosity, latent heat of vaporization,
boiling point, vaporization temperature and volatile component fraction. These prop-
erties are given in Table 1 from [34].

Droplet properties Diesel Thumba biodiesel

Droplet surface tension (N/m) 0.02521 0.02715

Vaporization temperature (K) 341 341

Specific heat capacity (J/kg K) 2090 1774

Volatile component fraction (%) 100 100

Thermal conductivity (W/m K) 0.149 0.158

Density (kg/m3) 835 880

Boiling point (K) 447 691.69

Saturation vapor pressure (Pascal) 1329 1329

Latent heat (J/kg) 277,000 229,327

Binary diffusivity (m2 /s) 3.79 � 10�6 7.42 � 10�6

Viscosity (kg/m s) 0.004 0.004664

Table 1.
Properties of fuels.
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4. Results and discussion

Evaporation of diesel fuel and biofuel droplets is modeled in [34] using the
computational fluid dynamics techniques. In this study, three different ambient
temperatures of 623, 823 and 973 K are taken. The diameter of droplet is taken as
20 and 25 μm. There are two different fuels. First one is n-decane diesel fuel and
second is Thumba bio-diesel. Numerical model is validated with the most accurate
vaporization experiments of Chauveau [38] and the model of Abramzon and
Sirignano (AS-1989) [39]. Turbulence effects present in the engine cylinder are
also taken into account by applying the K-epsilon realizable turbulence models.
Results include the droplet lifetime, increase in temperature of droplet and
reduction in velocity of droplet. Results indicate that droplets having larger
diameter take more time to evaporate while the small droplet need short time
for complete evaporation. It is also observed that at higher temperatures biofuels
evaporates faster than the conventional diesel. Complete evaporation of droplets
results in the higher thermal efficiency of internal combustion engine. Figure 1
shows the one-sixth sector of piston geometry, which is under consideration. The
geometry of piston is divided into 6 equal parts for the simplicity of analysis and
inexpensive computations.

In Figure 2, droplet decay profiles of 20-μm fuel droplets of diesel and
biodiesel are shown at various ambient temperatures. Three different temperatures
of 973, 823 and 623 K are taken for analysis purpose. It is observed that biodiesel
droplets have shorter life span in the engine cylinder as compared to the
conventional diesel fuel droplets. As the temperature of cylinder increased after the
compression stroke, the droplet lifetime is decreased significantly as evident from
Figure 2.

In Figure 3, droplet decay profiles for 25-μm fuel droplets are shown. The
trend in the profiles is same as in the Figure 2. Biodiesel is evaporated earlier than
the diesel fuel. As the ambient temperature increased, evaporation rate is also
increased.

In Figure 4, temperature profiles of 20-μm droplets of diesel and biodiesel are
shown.

Figure 1.
Mesh of one-sixth sector of piston geometry.
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It is observed that the trend in the temperature profiles matches with that of
decay in diameter profiles. However, the temperature achieved by the biodiesel
droplets is more than the diesel fuel droplets. It is due the fact that the boiling
point of the biodiesel is greater than the diesel fuel droplets. The heat up period
of the biodiesel gives maximum temperature to the fuel droplets before complete
evaporation.

Figure 5 shows the velocity profiles of 20-μm fuel droplets. Residence time of
biodiesel droplets is less than the diesel droplets as evident in Figure 5. The lowest
velocity is achieved by the biodiesel droplet at 873 K. Diesel fuel droplet has the largest
residence time at lower temperature of 623 K.

Figure 2.
20-μm droplet profiles at different ambient temperatures, reprinted from [34] CC BY 4.0.

Figure 3.
25-μm droplet profiles at different ambient temperatures, reprinted from [34] CC BY 4.0.
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5. Conclusion

In this chapter, an overview of renewable energy resources in terms of biofuels has
been described. A comparison of evaporation of two different fuels is drawn. Several
in cylinder processes are described in detail. There are different ways to model the
evaporation of liquid fuel droplets. Evaporation results can be obtained by experi-
ments using the high-speed cameras while numerical modeling of evaporation is also a
known phenomenon by using the conservation equations of mass, momentum and

Figure 5.
Velocity profiles of 20-μm fuel droplet at different ambient temperatures, reprinted from [34] CC BY 4.0.

Figure 4.
Temperature profiles of 20-μm fuel droplet at different ambient temperatures, reprinted from [34] CC BY 4.0.
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energy and other droplet equations. These numerical equations can be solved using
the commercial soft wares e.g. Ansys, open foam, KIVA and Star CD. Evaporation of
diesel and biodiesel fuels is observed at different diameters and different ambient
temperatures. It is concluded that at higher temperature biofuel droplets show the fast
evaporation rate than the conventional diesel fuel. Droplets with large size take more
time to evaporate while the droplets with smaller diameters take lower time to evap-
oration completely. Thus, biodiesel is a potential alternative fuel for the transportation
sector as a replacement of conventional diesel with low emission rate.
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Nomenclature

Ap surface area of particle (m2)
Cd drag coefficient
Cp droplet heat capacity (J/kg K)
Ci, ∞ vapor concentration in bulk gas (kg mol/)
Ci, s vapor concentration at droplet surface (kg mol/m3)
Dj, m mass diffusion coefficient of species j (m2/s)
dp droplet diameter (m)
DT, m thermal diffusion coefficient of species j (m2/s)
F external body force (N/m2)
h convective heat transfer (W/m2 K)
hfg latent heat of vaporization (J/kg)
I unit tensor
jj diffusion flux of species j (kg/s m2)
keff effective thermal conductivity (W/m K)
kc mass transfer coefficient (m/s)
mp mass of particle (kg)
Mw, j molecular weight of species j (kg/kg mol)
Nj molar flux of vapor (kgmol/m2 s)
p static pressure (N/m2)
Re relative Reynolds number
Rj net rate of production of species j
Sj rate of creation by addition from disperse phase
Sct turbulent Schmidt number
Sm source term
Sh heat of chemical reaction
T∞ temperature of continuous phase (K)
vp velocity of droplet (m/s)
v velocity of air (m/s)
Yj mass fraction of species j
ρ density of air (m3/kg)
ρp density of particle (m3/kg)
τ stress tensor (N/m2)
μ molecular viscosity (kg/ms)
μt turbulent viscosity (m2/s)
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Chapter 5

Computational Simulation of Heat
Transfer in a Dip Shrink Tank
Using Two Different Arrangements
of Electrical Resistances
José Luis Velázquez Ortega and Aldo Gómez López

Abstract

Biohazard recontamination of food can occur in a meat processing plant during
slicing, portioning, or racking. Subsequently, to protect them from external agents,
not allow the loss of moisture contained in the product, and preserve its safety, they
undergo a shrinking process; which consists of submerging in a tank with hot water at
an approximate temperature of 87°C, for a certain time the food that has been
wrapped with a heat shrink plastic, making it shrink. In this work, the behavior of
heat transfer in a non-commercial shrink tank, built with two different arrangements
of electrical resistances for water heating, is investigated. The study was carried out
through numerical simulations with the implicit method of alternating directions
(ADI). The results obtained from the heating times with their respective temperature
distributions show that the arrangement with four resistances is the most efficient for
the process of heating the water in the shrink tank, achieving a homogeneous tem-
perature of 87°C, in times less than 9 minutes with a heat flux of q = 24.48 W.
The validation of the simulations will be carried out in a subsequent work with
experimental tests carried out in the shrink tank.

Keywords: convective heat transfer, dip shrink tank, temperature distribution,
stream function, vorticity

1. Introduction

The packaging of a food product consists of placing a material known as packaging,
which completely covers the object, which can generally have two functions, the main
and most important is to protect it and the second is the visual impact for commercial
purposes.

Many foods require a container that guarantees their conservation, taking into
account their different properties (liquid, solid, gel, pH, among others) and composi-
tion (proteins, lipids, vitamins, etc.). For this purpose, various materials have been
used, which could have harmful properties for food, if the correct material and
properties are not chosen.
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The heat shrink process consists of immersing food previously covered in heat
shrink plastic (in general, the material used for this process is polyethylene), in a tank
with hot water, for a certain time with the intention of protecting it from external
agents [1].

In many meat derivatives processing plants, a problem associated with product
recontamination after its primary heat treatment has been detected, mainly associated
with the use of a cooking sleeve that is changed for marketing the product, as well as
the removal of that sleeve to distribute the product sliced or in portions and vacuum
packed. Subsequently, these presentations are subjected to the shrinking process,
preceded by some other procedure that allows control of recontamination, for exam-
ple, the treatment by High Hydrostatic Pressures (HPP) [2].

For this reason, it is essential to obtain the normal operating conditions of temper-
ature and time in the shrink tank, which allow increasing and sustaining these vari-
ables sufficiently to control the biological hazards that are identified.

In this work, the heat transfer was investigated in a shrink tank built in the
facilities of the Faculty of Higher Studies Cuautitlán—UNAM, with two different
arrangements of electrical resistances for water heating, in order to select an arrange-
ment of resistances to ensure adequate heat transfer within the tank.

The behavior of heat transport that was studied is convection, which is considered
an improved or modified form of conduction, in which a massive movement of the
medium is also present [3]. There are two types of mechanisms for convection, free
and forced. In this investigation we worked with free convection.

To model the shrink tub system, a rectangular cavity open at the top in two
dimensions was considered, with two different configurations of electrical resistances,
which serve as heat sources.

The resulting system of equations was discretized and a finite difference scheme
was also used, which was solved using the Method of Alternate Directions Implicit
(ADI), obtaining as a result the profiles of the stream function φ and vorticity ω.

2. Theory and models

2.1 Governing equations

Conduction, convection, and radiation are identified as ways to transfer heat. The
mechanism of conductive heat transfer can be appreciated by heating a material with
a heat source, as shown in Figure 1.

In the previous figure, there is a higher temperature on the left side of the material
due to the heat source, and on the right side a lower temperature; Therefore, this
temperature difference will result in heat transport by conduction in the material.

The heat flow is proportional to the area and the temperature difference, and can
be quantified by means of Fourier’s first law.

Q ¼ kA �dT
dx

� �
(1)

In Eq. (1), k is the thermal conductivity and depends on the material, A is the
cross-sectional area and (dT/dx) is known as the temperature gradient, and the nega-
tive sign indicates that the heat flux is in the opposite direction of the temperature
gradient [4].
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If one wanted to quantify the heat flux, Eq. (1) becomes

q ¼ k � dT
dx

� �
(2)

For the case of transient heat transport, Joseph Fourier developed a second law,
which considers the variation of temperature with respect to time and is given by

ρCp
∂T
∂t

¼ k∇2T (3)

In Eq. (3), ρ corresponds to the density and Cp to the heat capacity at constant
pressure.

Regarding the mechanism of heat transport by convection, it can be seen by
heating a metal container containing water, as shown in Figure 2.

In the previous figure, it can be seen that the fire produced by the combustion of
the gas in the stove heats the container and this, in turn, heats the water. At a certain
time, the fluid at the bottom of the container will have a lower density compared to
the fluid near the surface, this is due to its thermal expansion. Therefore, the liquid at
the bottom tends to rise and the liquid on the surface will go down, resulting in a heat

Figure 2.
Heating of a container containing water.

Figure 1.
Heating a material.
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transfer when mixed. Therefore, the phenomenon of convection occurs when mixing
relatively hot portions of fluid with cold ones. The equation with which the heat flow
by convection is quantified is Newton’s law of cooling.

Q ¼ �hAΔT (4)

In Eq. (4), h is the convective coefficient, A is the area, and ΔT the temperature
difference [5].

As for radiation, it refers to the radiant energy from a source to a receiver; in which
part of the energy is absorbed by the receiver and part reflected by it. Boltzmann
established an equation for the flow of heat by radiation

Q ¼ εσAT4 (5)

In Eq. (5), σ is the dimensionless Boltzmann constant and ε the emissivity [3].
For the case in which internal heat generation and convective heat transport are

present, Eq. (3) takes the following form

ρCp
∂T
∂t

¼ k∇2Tþ G� ∇ � ρCp T� Trefð Þv! (6)

Eq. (6) contemplates the heat flow in a transitory state, the conduction heat
mechanism (k∇2T), the internal heat generation (G) due to electrical resistances and
convection ∇ � ρCp T� Trefð Þv!, being the velocity and Tref, a reference temperature.

In the case of fluid mechanics, there are two equations that are essential to charac-
terize the flow of fluids, these are the continuity equation and the Navier-Stokes
equation, which are expressed in a vector formulation as follows [6]:

∂ρ
∂t

¼ ∇ � ρv! (7)

Eq. (7) corresponds to the continuity equation, in which ρ is the density and v!, is
the velocity.

ρ
∂v!

∂t
þ v! � ∇v!

" #
¼ μ∇2v! � ∇Pþ ρg! (8)

Eq. (8) is the well-known Navier-Stokes equation, the term μ denotes the viscosity,
P is the pressure, and g! is the acceleration due to gravity.

2.2 Materials

The shrink tank used for the simulations can be seen in Figure 3, which was built
with 304 stainless steel material for the parts that are in contact with the meat
product. The dimensions of the tank are 0.728 m � 0.420 m.

2.3 Modeling

For the numerical modeling, a two-dimensional rectangular cavity open at the top
was considered, with the following configurations for the placement of electrical
resistances as heat sources in red, as shown in Figure 4.
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The cavity has a height H and a length L, a relationship between both magnitudes
was considered as L = 3H. In the same way, the heat sources that are indicated with
red color in Figure 4, were considered as 1/9 of L.

For the first configuration, the distance from the walls to the heat sources was
estimated as 1/3 of L. For the second configuration, the distance from the wall to the
heat sources is 1/9 of L and the distance between the different sources of heat is 1/9 of
L.

All heat sources are considered equal and constantly emit heat.
For modeling, the temperatures (T0) of the cavity walls and the upper zone

were considered constant. The working fluid is water and no induced flow or
pressure gradient is considered, in addition the upper zone is considered open to the
environment, and it is assumed that there is no fluid exchange with the external
environment.

It is considered that, due to temperature gradients, the fluid experiences density
changes small enough to support the hypothesis of an incompressible fluid but large
enough to produce a convection phenomenon, for which the Boussinesq approxima-
tion is taken.

According to the above, the conservation equations can be established as follows:

• The equation of conservation of mass for an incompressible fluid is obtained
from Eq. (7) and remains as

∇ � v! ¼ 0 (9)

Figure 3.
Shrink tank.

Figure 4.
(a) Arrangement of two resistors and (b) arrangement of four resistors for the rectangular cavity.
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• The momentum conservation equation with the convection term is

∂v!

∂t
þ v! � ∇v!

� �
¼ � 1

ρ0
∇ P� ρ0 g

!� �
þ ∇2v! þ gβ T� T0ð Þ (10)

In the above equation, ρ is the initial density of the fluid, β is the coefficient of
thermal expansion, g!is the gravity vector (which only points in the y direction), t is
time, ν is the kinematic viscosity, and T0 is the external temperature.

• Equation of conservation of energy

∂T
∂t

þ v! � ∇Tð Þ ¼ α∇2T (11)

In the above equation, the relationship k=ρCp
that appears in Eq. (3) represents the

diffusion coefficient α.
For the system being studied, it is considered that the fluid is static and with

external temperature when t = 0. Similarly, the system is considered only in two
dimensions, therefore v! ¼ u, v, 0ð Þ, where “u” and “v” are the velocity components in
the “x” and “y” direction respectively and are functions of time.

With the above, they were established as boundary conditions

u t, x, 0ð Þ ¼ 0, u t, 0, y
� � ¼ 0, u t, L, y

� � ¼ 0,
∂u
∂y

t, x,Hð Þ ¼ 0 (12)

v t, x, 0ð Þ ¼ 0, v t, 0, y
� � ¼ 0, v t, L, y

� � ¼ 0, v t, x,Hð Þ ¼ 0 (13)

For the temperature we have

T t, x, 0ð Þ ¼ T0, T t, 0, y
� � ¼ T0, T t, L, y

� � ¼ T0, T t, x,Hð Þ ¼ T0 (14)

Except for the points where the heat sources are located, as already mentioned
above.

The previous system was expressed in dimensionless form considering the follow-
ing characteristic variables

x ∗ ¼ x
H
, y ∗ ¼ y

H
, T ¼ T� T0

TH � To
, t ∗ ¼ α

H2 t (15)

p ∗ ¼ H2

ρ0α2
p, u ∗ ¼ H

α
u, v2 ¼ H

α
v (16)

The constant TH is defined from the heat source as

TH ¼ qH
K

þ T0 (17)

By introducing the previous dimensionless variables to the system, we obtain

∂u ∗

∂x ∗ þ ∂v ∗

∂y ∗ ¼ 0 (18)
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Du ∗

Dt ∗
¼ � ∂P ∗

∂x ∗ þ Pr
∂
2

∂x ∗ 2 u
∗ þ ∂

2

∂y ∗ 2 v
∗

� �
(19)

Dv ∗

Dt ∗
¼ � ∂P ∗

∂y ∗ þ Pr
∂
2

∂x ∗ 2 u
∗ þ ∂

2

∂y ∗ 2 v
∗

� �
þ RaPrT ∗ (20)

DT ∗

Dt ∗
¼ ∂

2T ∗

∂x ∗ 2 þ
∂
2T ∗

∂y ∗ 2 (21)

where Pr is the Prandtl number and Ra is the Rayleigh number, which are
defined as

Pr ¼ ν
α
, Ra ¼ βgL3 TH � T0ð Þ

να
(22)

In Eq. (22), the operator D=Dt represents the material derivative that is defined as
DA
Dt ¼ ∂A

∂t þ v! � ∇Að Þ. The term P* is defined as P ∗ ¼ p ∗ þ gy ∗L3=α2.
For simplicity, from now on the use of (*) to indicate dimensionless variables will

be omitted, assuming that all equations are in dimensionless form.
In order to reduce the system, the stream function formulation, φ, and vorticity, ω,

are applied, which are defined as [7]

u ¼ ∂φ
∂y

, v ¼ � ∂φ
∂x

,ω ¼ � ∂u
∂y

þ ∂v
∂x

(23)

so the system is rewritten as follows

∂
2φ
∂x2

þ ∂
2φ
∂y2

¼ �ω (24)

Dω
Dt

¼ Pr
∂
2ω
∂x2

þ ∂
2ω
∂y2

� �
þ RaPr

∂T
∂x

(25)

DT
Dt

¼ ∂
2T
∂x2

þ ∂
2T
∂y2

(26)

With this new formulation, the new initial conditions are

φ 0, x, y
� � ¼ 0,ω 0, x, y

� � ¼ 0, T 0, x, y
� � ¼ 0 (27)

and the boundary conditions are as follows

φ t, 0, y
� � ¼ 0,φ t, 1, y

� � ¼ 0,φ t, x, 0ð Þ ¼ 0,φ t, x, 1ð Þ ¼ 0 (28)

ω t, 0, y
� � ¼ 0,ω t, 1, y

� � ¼ 0,ω t, x, 0ð Þ ¼ 0,ω t, x, 1ð Þ ¼ 0 (29)

T t, 0, y
� � ¼ 0, T t, 1, y

� � ¼ 0, T t, x, 0ð Þ ¼ 0, T t, x, 1ð Þ ¼ 0 (30)

and for hot zones [8–14]

∂T
∂y

¼ 1 (31)
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2.4 Numerical method

To solve the system, the Method of Alternate Directions Implicit (ADI) was used
[15]. Regarding the discretization of the equations, the finite difference scheme is
used. For the time derivative that appears on the left-hand side of Eq. (7), we have

∂T
∂t

¼ Ti,j � Tn
i,j

Δt
(32)

In Eq. (32), Ti,j is the value of T at point (i, j) at the present instant, while Tn
i,j is the

value of T at point (i, j) at the previous time instant. For the case of the spatial
derivatives found in the first term on the right-hand side of (Eq. (6)), we have

∂T
∂x

¼ Tiþ1,j � Ti�1,j

2Δx
(33)

Figure 5.
General algorithm for the Method of Alternate Directions Implicit.
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∂T
∂y

¼ Ti,jþ1 � Ti,j�1

2Δy
(34)

∂
2T
∂x2

¼ Tiþ1,j � 2Ti,j þ Ti�1,j

Δx2
(35)

∂
2T
∂y2

¼ Ti,jþ1 � 2Ti,j þ Ti,j�1

Δy2
(36)

Figure 6.
Stream function φ for the proposed arrangements with different Rayleigh numbers. (a) Two heat sources and
Ra = 1 � 102, (b) four heat sources and Ra = 1 � 102, (c) two heat sources and Ra = 1 � 103, (d) four heat
sources and Ra = 1 � 103, (e) two heat sources and Ra = 1 � 104, (f) four heat sources and Ra = 1 � 104, (g) two
heat sources and Ra = 1 � 105, (h) four heat sources and Ra = 1 � 105.
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The numerical model was solved using a 200 � 100 uniform mesh and a time step
Δt ¼ 1� 10�5. As a convergence criterion, it was established that
Δφ,Δω,Δ T≤ 1� 10�6. The code was developed in the FORTRAN 90 programming
language. It was compiled and executed using the commercial package Microsoft
Visual Studio, using a 64-bit HP Pavilion 15-cw1xxx laptop, with an AMD Ryzen
53,500 U processor with a Radeon Vega video card. Mobile Gfx. [16–19].

The general algorithm is expressed as follows (Figure 5):
The subroutines used to solve Eqs. (28)-(30) are given in Tables 1–3.

Figure 7.
Vorticity ω for the proposed arrangements with different Rayleigh numbers. (a) Two heat sources and Ra = 1 �
102, (b) four heat sources and Ra = 1 � 102, (c) two heat sources and Ra = 1 � 103, (d) four heat sources and
Ra = 1 � 103, (e) two heat sources and Ra = 1 � 104, (f) four heat sources and Ra = 1 � 104, (g) two heat sources
and Ra = 1 � 105, (h) four heat sources and Ra = 1 � 105.
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3. Simulations and results

Before carrying out the simulations, the code used was validated using the fields of
temperature and stream function obtained by Davis G., 1983.

As shown in the Figures 6–8 corresponding to the profiles for both φ, ω, and T
obtained, they replicate the results reported in the literature.

Figure 8.
Temperature T for the proposed arrangements with different Rayleigh numbers. (a) Two heat sources and Ra = 1
� 102, (b) four heat sources and Ra = 1 � 102, (c) two heat sources and Ra = 1 � 103, (d) four heat sources and
Ra = 1 � 103, (e) two heat sources and Ra = 1 � 104, (f) four heat sources and Ra = 1 � 104, (g) two heat sources
and Ra = 1 � 105, (h) four heat sources and Ra = 1 � 105.
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All the simulations carried out were obtained with a fixed value of Pr = 7, with the
characterization of the fluid as water. The computational experiments were
performed with the two heat source configurations, using four values of the Ra
number Ra (1 � 102, 1 � 103, 1 � 104, 1 � 105) obtaining the temperature distribu-
tions, as well as the formation of vorticity and the changes in the current lines.

Figures 6–8 show that, by keeping the fluid constant, with the greater number of Ra
there is a greater TH, i.e., the magnitude of q increases. The results obtained were found
by establishing the following values for the constants H ¼ 0:2 m, β ¼ 207 � 10�6 K�1,
k ¼ 0:58 W=mK α ¼ 1:3882� 10�4m2=s, ν ¼ 1:004� 10�6 m2=s, T0 ¼ 25°C:

Although the temperature profile does not express large changes for different
values of Ra, the magnitude of the temperatures present in the system do.

The results of the simulations to reach the steady state times in the water heating
process in the shrink tank show similar trends with the two arrangements of heat
sources and very similar time values. For both arrangements, as the Rayleigh number
increases, the times increase, but not significantly, having dimensionless time values
that oscillate between 0.8647 and 0.9101 for the two and four arrangements respec-
tively for the case of the Rayleigh value of 1 � 102. Y of 1.5503 and 1.6171 for the two
and four arrangements respectively for Rayleigh = 1 � 105, as can be seen in Figure 9.

Regarding the temperature of the surface of the heat source, in the same way,
similar trends are observed with the two arrangements of heat sources and very
similar temperature values. But for Rayleigh values above 1 � 104, a difference is
observed between both arrangements as can be seen in Figure 10. Obtaining values
that go from 25 to 26°C for Rayleigh numbers = 1 � 102 and 1 � 103 respectively for
both arrangements. However, for values of Rayleigh = 1 � 105 there are temperatures
of 176.95 and 193.84°C for arrangements of two and four resistors respectively.

Figure 9.
Steady state time for the Rayleigh numbers of 1 � 102, 1 � 103, 1 � 104, and 1 � 105 for the two heat sources.
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In the same way, average temperature values of the water inside the shrink tank
were obtained. There are similar trends with the two arrangements of heat sources
and very similar temperature values below Rayleigh numbers = 1 � 103. But for values
of Rayleigh ≥1� 105 there are more marked temperature differences, as can be seen in
Figure 11, for both arrays, but higher temperature values for the case of four arrays.

For the case of Ra = 1� 102, which implies a heat source of q = 0.0024W, there is a
temperature near the heat sources of 25.1519°C on average, above ambient tempera-
ture. On the other hand, with a value of Ra = 1 � 104 with a heat source of
q = 24.48 W, it produces a temperature of 176.9534°C, which is above the ambient
temperature, however, in the areas closest to the heat sources this temperature can
easily be exceeded.

From the above, we can say that, if we want an adequate equation through this
study, it can be established that the heat sources, considering isothermal walls, must
produce at least 25 W of heat, with the consideration that said sources, are in direct
contact with the fluid.

On the other hand, the need to place four heat sources is contemplated, since, with the
arrangement of two, it is insufficient to achieve a homogenization of the temperature in
the heat shrink tank, generating areas where the temperature gradients are very small.

4. Conclusions

In the present work, computer simulations were carried out to evaluate the heat
transfer in a shrink tank built in the facilities of the Faculty of Higher Studies
Cuautitlán—UNAM.

Figure 10.
Tank surface temperature for the Rayleigh numbers of 1 � 102, 1 � 103, 1 � 104, and 1 � 105 for the two heat
sources.
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For the heating of the water in the tank, two different arrangements of electrical
resistances were implemented as heat sources.

In order to quantify the heating times and temperature distributions, the Method
of Alternate Directions Implicit was used in combination with the finite difference
scheme, obtaining profiles of the stream function φ and vorticity ω, which helped with
the selection of the resistance arrangement that guarantees a better heat transfer of the
water in the tank.

From the simulations carried out in this work, it was observed that the formation
of convective cells favors the homogenization of the temperature in the tank and that
increasing the value of the Rayleigh number increases the vorticity but not the tem-
perature field, which allows keep lower power.

It is confirmed that, when working with non-isothermal sources, a higher energy
accumulation is obtained, but a less homogeneous temperature field than that produced
by isothermal sources, deeper studies on this were carried out by Ostrach in 1988 [9].

The results of the simulations to reach the steady state times in the water heating
process in the shrink tank, showed that the type of arrangement does not interfere
directly in said time. Although it is observed that an increase in the Rayleigh number
brings as a consequence an increase in the times to reach the steady state.

Likewise, regarding the temperature of the surface of the heat source, it can be
seen that for values of the Rayleigh number above 1 � 103, the temperatures increase
and there is a considerable difference with Ra = 1 � 105 for both arrangements, but
higher for a four heat source arrangement.

Regarding the average temperature values of the water inside the shrink tank, for
values of Rayleigh ≥1 � 105 there are more marked temperature differences between
both arrangements, but higher temperature values are presented for the case of four
arrangements, favoring the conditions required in the heat shrink process.

Figure 11.
Average tank temperature for the Rayleigh numbers of 1 � 102, 1 � 103, 1 � 104, and 1 � 105 for the two heat
sources.
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From the results obtained from the heating times with their respective tempera-
ture distributions, we can conclude that the arrangement that best optimizes the heat
transport process in the shrink tank is the one corresponding to the four resistance
arrangements, achieving a homogeneous temperature of 87°C, in times less than 9 min
with a heat flux of q = 24.48 W.

The implementation of solid walls is considered for future work to study the
effects of different insulation, in order to better conserve heat within the system, as
well as the inclusion of the evaluation of heat transport in the shrink tub with the four
arrangements, but incorporating a piece of meat with its shrink wrap, in order to
quantify the distribution of temperatures with their respective validation with micro-
biological methods that indicate the null contamination of the product with bacteria.
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Chapter 6

Nature as a Teacher for Abiota
Self-Organization in Terms of
Entropy Analysis
Masoumeh Bararzadeh Ledari and Reza Bararzadeh Ledari

Abstract

In this chapter, the various terms of entropy generation in terrestrial systems and
the atmosphere are estimated by imitating the entropy analysis of a steam power
generation (STPG). The highest entropy generation is associated with the outgoing
longwave radiation flux (more than 20–200 times the downward solar radiation). The
results indicate that the most significant terms of entropy generation (heat dissipa-
tion) in different processes are related to latent and sensible heat fluxes (similar to
steam generation and flue gas of the STPG). The vegetation cover (boiler system)
destroys a part of solar energy absorption in the form of entropy generated by the
formation of water vapor and transpiration (steam turbine). Given that life is formed
by the optimal balance between the system, the ecosystem, and the living and
nonliving organisms, it is important to study the various entropy fluxes in ecosystems
that can lead to ecosystem balance.

Keywords: entropy analysis, nature ecosystem, Negentropy of the ecosystem,
thermodynamics of ecosystem, Carnot efficiency of the nature

1. Introduction

Climate change and its effects on human life have shown that the identification of
the material and energy flows interactions of nature, and the analysis methods of the
natural phenomena are essential to achieve some new way to increase the ecosystem’s
adaptive capacity [1]. On the other hand, nature is an awesome system for humans; the
source from which the best mechanisms and engineering ideas can be extracted. There
are two fundamentally different ways of enabling humans to draw free energy. Firstly,
low-entropy food produced by farming and photosynthesis is used to meet the meta-
bolic needs of billions of people; in fact, the total amount of energy released by human
metabolism can be compared with the energy that drives oceanic circulation. In a
second way, low-entropy sources of energy such as fossil fuels, etc. are used by humans
to maintain their external activities such as manufacturing, heating, etc. Energy con-
sumption in this domain can surpass 10–100 times that of human metabolism [2].

One of the first studies done on the energy balance on the Earth is the valuable
research work of Hartmann et al. [3]. In his climate studies, he conducted an overview
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of the atmospheric radiation budget measurement and found that the net flow of
radiant energy between the upper atmosphere and the earth’s surface is balanced.

In nature, what is almost always paramount is efficiency; there is no pattern of
stability in that from which at least a single thing cannot be learned. Over the years,
natural systems have been observed flawlessly, and all structures in this system
have been in a good place. The problem with this statement is that the 2nd Law of
thermodynamics allows systems to achieve order through working and using free
energy in different cycles [4]. Irreversible work changes the order of the system. Heat
transfer has the same effects that depend on the temperature gradient, both Irrevers-
ible work and heat transfer increases the entropy of the system; In other words, the
Maximization of entropy production hinders ecological succession. Thermal analysis
of ecosystems has shown that more mature systems store more solar energy, and have
less heat dissipation. So, in these systems, the surface temperature will be colder and
the temperature variance will be less [5]. Moreover, under the same environmental
conditions, highly self-organizing systems must reflect solar radiation at a lower
exergy level. It shows a cooler surface temperature. The hypothesis that older ecosys-
tems have lower surface temperatures has been studied by only a few studies,
despite the obvious applications for environmental management in the context of
climate change and global warming [6]. Some researchers have concluded that tropi-
cal seasonal rainforests have lower levels of self-organization than adjacent farms,
and the higher the daily average, the greater the degree of energy absorption and
dissipation [7, 8].

Schneider and Kay [9] suggested that the incoming solar radiation is degraded;
besides, it increases entropy. This process leads to maximum entropy production
during ecosystem evolutions. Steinborna and Svirezhev [10] supposed the “entropy
pump” hypothesis, which is a metric that quantifies the anthropogenic activities in an
ecosystem. They studied the increase in entropy resulting from agricultural produc-
tion; then, they concluded that the entropy generated by agricultural overproduction
leads to less sustainability in the ecosystem; actually, Vast interactions in nature
increase the free energy and cause significant thermodynamic disequilibrium in the
atmosphere [11].

Erwin Schrödinger (1887–1961) highlighted negative entropy as a capacity of pro-
ducing order out of disorder [9]. Negentropy is a thermodynamic phenomenon that
leads to higher efficiency; nevertheless, the absolute magnitude of general efficiency
cannot be determined due to the countless biotic and abiotic interactions in the
ecosystem [12]. The equilibrium between biotic and abiotic structures is evolving
during the earth’s life and it generates entropy increment in some structures while it
makes orders in others (negative entropy) [13]; In other words, Negentropy might be
characterized as the stored energy in a highly structured system in terms of space and
time. Negentropy describes a harmonically coupled series of causes and effects, where
the total sum of harmonic effects is more intensively coupled than the original causes
[14]. In this regard, Norris et al. has studied the effects of biomass functional diversity
and solar degradation enhancement in terms of thermodynamic efficiency [15].

The occurrence of various reactions might lead to the formation of highly ordered
structures. During this process, low-entropy flows out of the Sun, after dissipating the
heat and interacting with the earth, turn into a high-entropy flux [16, 17]. Irreversible
processes in the atmosphere are defined as net entropy fluxes, and the greenhouse
effects are not deniable on their entropy flux [18]. The growth rate of short-wave
entropy flux is higher than the growth rate of long-wave radiation flux. Therefore, with
the absorption of more short-wave radiations, the irreversibility is further decreased.
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Despite the potential of the second law of thermodynamics for ecosystem evalua-
tion, lower researchers have used this concept to present the variation in ecosystem
quality. In this chapter, a method to imitate the physical energy system has been
suggested to measure the ecosystem quality changes. we deduce the entropy flux of
different flows of the ecosystems in different climatic zones changes with seasons.
The ability of the ecosystem as a self-organization system has been studied based on
the negentropy of some interactions. For further understanding, to estimate the
entropy efficiency of the ecosystem, these systems have been converted to the Carnot
engine and Steam powerplants systems.

2. Materials and methods

Entropy is a state property that indicates the level of disorder in the system; its
change between states can be calculated by the integral ratio of the reversible heat
transfer to the absolute temperature. This ‘state of disorder” is characterized by the
amount of disordered energy and its temperature level. In the case of reversible heat
transfer between two systems, both systems would be at the same temperature and
the amount of increase in one’s disorder matches the amount of decrease in the other’s
disorder [19].

Here, the difference between net radiation and ground heat flux (G) can be
defined as the available energy that can be calculated by the summation between SH
and LE; though, due to the imbalance of surface energy, the observed available energy
would be more often larger than the sum of EC-measured SH and LE. The energy
balance closure ratio (EBR) accounts for 60–90% in most instances [20].

Entropy generation within a system creates internal irreversibility; Hence, no matter
how the changes in the entropy of the system and its surroundings might be, the total
entropy change (entropy generation) cannot be less than zero for any process [16].

As shown in Figure 1, human activities are part of the process of entropy
generation, and nature should be able to adapt to the changes that have taken place.

In this research, we have developed a method thereby measuring entropy produc-
tion in the ecosystem. The general equation of entropy balance is based on different
terms of ecosystem flows; Here, different entropy fluxes in the ecosystem have been
taken into account.

a. System boundaries and energy balance equation [21]

Kn � Ln �H� LE� dG ¼ 0 (1)

b. Second law of the entropy equation [21]

_Sirrev ¼
dSsys
dt

þ
X
out

_mese �
X
in

_misi �
X _Qj

Tj
(2)

_Sirrev ¼ dSG
dt

þ _SH þ _SLE þ _SKout þ _SLout � _SKin � _SLin (3)

c. Entropy of radiation [21].

_SLin ¼
Lin

Tsky
and (4)
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_SKin ¼
Kin

Tbr
(5)

_SKin ¼ Cd ir P0:9
dir

þ Cdiff 1� pdir

� �0:9� �
K0:9
in (6)

_SLout ¼
Lout

Tsurf
(7)

d. Entropy of sensible and latent heat flows [21]

_SH ¼ H
Tair

(8)

_SLEheat ¼ LE
Tair

(9)

_SLEmix ¼ Eð Þ Rvð Þ ln RHambð Þ (10)

e. Storage terms and steady-state assumptions [21]

dSGi

dt
¼ dGi

dt
1
Ti

(11)

f. the Carnot efficiency of the biosystem can be calculated as [22]:

ηbiosystem ¼ TAve:air

TSun
(12)

W ¼ QH �QC (13)

Figure 1.
The main entropy flows of nature.
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Regarding different interactions between ecosystem’s components, Figure 2 has
been illustrated the entropy balance of the ecosystem.

3. Results and discussions

Sun radiation contains short-wave and long-wave radiation. Short-wave radiation
has a considerable amount of energy; whereas, long-wave radiation has a lower energy
content. UV rays from short-wave radiation passing through the atmosphere are
absorbed by the clouds and the earth’s surface. Part of the energy received by the
surface is reflected into the atmosphere; this energy is re-emitted to the atmosphere as
infrared rays. Here, the entropy balance between different flows that come and go to/
from the earth has been studied (Figure 1).

The change of seasons in different environments, depending on the latitude and
geometric orbit of the Earth, creates changes in solar radiation. Due to the diversity of
climates and different land uses in Iran, four provinces have been considered in
different climates. Figure 3 shows the four studied areas and their land uses severally.

3.1 Entropy of shortwave radiation in different climatic zones

The energy of short-wave radiation is absorbed by the surface according to the
geographical location (Figure 4a–d). Sunny days are more frequent in the center of
Iran than in the north of the country. In the south of Iran, due to dust and humidity
effects, sunny days are becoming less frequent. In the north, the cloudy days are so
frequent that the short-wave radiation in this area is less than in the other areas.
Generally, shortwave radiation is the main source of energy on the earth and can be
changed based on the quality of the atmosphere and earth.

Cold radiation—the radiation of long-wave rays—is the main process of heat loss
in the Earth’s climate system. The balance between this energy loss (output) and the
thermal energy resulting from short-wave radiation (input) determines global
warming or global cooling of the earth’s system.

In Mazandaran province, in winter, in comparison to other seasons, the entropy
generation of surface downward shortwave radiation flow is about 10 times
(Figure 5a–d). The earth’s surface temperature is very low in winter, which means
that much of the sun’s radiation is reflected due to the lack of vegetation cover; thus,

Figure 2.
Different interactions between the ecosystem’s components in terms of the entropy balance of the ecosystem.
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entropy production increases in this season. In other seasons, this value increases to
about 12 W/m2.

In Bushehr province, in spring, entropy production increases from 5.8–7.4 W/m2.
Compared to other seasons, in summer, radiation absorption does not have much
effect on entropy production and it varies around 5.5–8 W/m2. This is due to the high
temperature and the ability of the earth to absorb the high levels of radiation owing to
the position of the sun in this season. In autumn, the quality of the earth for sunlight

Figure 3.
Land use of different case studies in this study.
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absorption changes, and the absorption amount decreases from about 3.75 to 5.5W/m2.
Interestingly, in winter, as a result of changes in temperature, entropy production on
Earth increases. It seems that the Earth is getting prepared for the increase of its power
in the winter season.

Yazd province is no exception to this rule. In winter, in Yazd, the entropy gener-
ation is about 7 W/m2 more than anywhere else in autumn; however, this increase,
compared to summer, is about 2 W/m2 in fall. In spring, land developments behave
differently; therefore, entropy production in this season is approximately 2 W/m2

higher than in summer.
In Tehran province, the amount of entropy production in spring is about 8–10

12 W/m2. This amount decreases to some extent in summer and reaches approxi-
mately 6.6 to 7.2 12 W/m2. In autumn, Land cover and air temperature changes reduce
this value to 5.6–7 12 W/m2. In winter, the decrease in temperature intensifies the
effect on entropy production; therefore, entropy production increases to about 9.4–
10.8 12 W/m2.

Figure 4.
The entropy of surface downward shortwave radiation flows in different climates in spring (a), summer (b),
autumn (c), and winter (d) (W/m2).
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As Figure 5d shows in winter nature has negentropy. Negentropy can preserve the
efficiency of the ecosystem. This amplifies the order and improves the general
efficiency of the ecosystem.

In winter, the length of days is shorter than at night; that is, the surface outgoing
shortwave radiation during nights increases and it leads to negentropy. It seems that
radiative cooling which leads to the absorption of the long-wave radiation energy by
the earth (infrared), can balance the short-wave radiation (visible light). In particular,
both heat transfer convection and latent heat evaporation transfer are important in
removing heat energy from the surface and redistributing that in the atmosphere. It is
worth noting that daily diversity and geographical differences complicate the outgo-
ing and downward radiation energy either.

In other seasons, the entropy of the surface outgoing short-wave radiation flows
generates about 1–3 W/m2 in each location.

Figure 5.
The entropy of surface outgoing shortwave radiation flows in different climates spring (a), summer (b), autumn
(c), and winter (d) (W/m2).
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As shown in the figures above, in general, the amount of shortwave radiation in
areas with dense vegetation (a part of the studied provinces according to the land use
map especially Mazandaran, and Yazd province) is more, while the temperature is
lower. So, as can be seen in this sector’s figures, these areas have more shortwave
entropy radiation, and the opposite of this is seen for areas with sparse vegetation. The
reason is that the dense vegetation cover areas have low surface albedo, and high
evapotranspiration values, and vice versa. Moreover, the dense vegetation cover areas
have higher latitudes, a decrease in the sun’s angle, and the amount of cloudiness are
also other reasons for this issue.

Also, winter albedos of treeless areas are higher than forested areas, because snow
does not easily cover trees. The summer albedo is related to the amount of photosyn-
thesis process because plants with high growth capacity have a larger fraction of their
foliage to receive light. The result is that wavelengths radiations that are not used in
photosynthesis are mostly reflected into space instead of being absorbed by other
surfaces.

On the other hand, considering that the highest surface albedo is in the winter
season and the minimum amount of reflection is in the spring season, therefore, the
entropy caused by the absorbed radiation in the spring season is higher in all areas
than in the winter season. Of course, in desert areas such as parts of Yazd and Tehran
provinces, the amount of absorbed radiation is lower and therefore they produce less
entropy of shortwave radiation, which is because deserts albedo is almost high.

3.2 The long-wave entropy radiation in different seasons and climates

The important climatic process of atmospheric warming takes place mainly
through the earth’s surface, which is heated during the absorption of solar energy and
thus is itself a source of radiation. The altitude of different climatic zones is presented
in Table 1.

Longwave entropy flux is determined by dividing the upper atmosphere solar
irradiation from layers in the atmosphere to sky temperature. In this chapter, using
NOAA satellite observation data sets, we study the entropy budget of the ecosystem
during different months and seasons.

The amounts of infrared fluxes depend on different factors such as the thickness of
the cloud (the thicker the cloud, the less heat escapes into space), the height of the
cloud, the water vapor content of the atmosphere (less heat is released into the
atmosphere from a highly wet atmosphere), water temperature and snow cover.

The northern areas of Mazandaran province are close to the sea and, compared
with the southern areas that are covered by forests, they have fewer vegetation areas;
therefore, the amount of radiation energy that returns to the atmosphere is higher in
the northern areas, and consequently, more entropy flux is produced. Usually in

Province Longitude Latitude Altitude

Mazandaran 50.9 36.7 36.73

Bushehr 50.8 28.9 28.95

Yazd 54.3 31.8 31.88

Tehran 51.3 35.7 35.7

Table 1.
Different case studies and their longitude, latitude, and altitudes.
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summer, when the surface air is warmer, the amount of entropy production decreases
to some extent. Proportionately, the entropy production process in autumn is some-
what similar to the process in summer. Due to the little and far vegetation in winter,
most of the radiation flux is reflected from the ground. Another point is that nights in
winter are longer than days. So, the entropy produced at night would have a greater
effect on the total entropy flux in some areas. Since the earth is warmer in the day
than at night and the direction of heat movement is in the opposite direction of the
day, it is understood that in some parts of the earth, the amount of negative entropy
generation at night is more than the amount of that at night. It occurs especially in
winter.

The increase in the flux of downward long wavelength’s entropy (due to the clouds
and particles in the air) is almost several times greater than the wavelength radiation
emitted from the atmosphere. In Mazandaran province, this amount increases to a
great extent in some areas. In spring, due to the presence of clouds, this amount has a
high value and affects humidity in Mazandaran. That is, in many areas, this value
changes between 10 and 50 W/m2. Only a limited part of the studied region has
3000 W/m2; whereas, in summer, due to the decrease in cloudiness conditions, the
amount of solar energy in the atmosphere decreases and changes by about 10–18W/m2.
In fall, although in some limited areas this amount has reached about 10,000W/m2, the
average value is between 0 and 2000W/m2. In winter, significant changes in this value
are observed. and in many areas, the amount varies between 0 and 20 W/m2

(Figure 6a–d).
In Bushehr region, the long-wave entropy generation in spring, from the energy

input to the atmosphere is more than in other seasons, while these amounts decrease
in winter and autumn.

In Bushehr province (Figure 7a–d), the rate of increase in incoming entropy to the
atmosphere, in some seasons, is about 10–20 times higher than this value in
Mazandaran province. In this region, dust generated from industrial activities, and the
effects of air humidity, are the main items varying the entropy generation between 0
and 100 W/m2. In spring and summer, this value is between 0 and 50 W/m2 in many
areas; however, in urban and industrial areas this amount increases to about

Figure 6.
The entropy content of the incoming and outgoing long-wave radiation fluxes (S_ Lin, S_ Lout) in a wet and cold
climate (a), a wet and hot climate (b), a dry and hot climate (c), and a mountain climate (d).
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400 W/m2. In autumn the values of the entropy increase by about 80 W/m2 though;
that is, in summer the disorder created by the atmosphere is up to about 2 times less
than that in spring. In winter, the previous trend seems to continue.

A large area of Yazd province is semi-desert and without vegetation cover. More-
over, due to the semi-mountainous topography, it has many slopes facing southwest,
which increases the amount of radiation per unit area, and consequently, the amount
of reflection [23].

Increased tourism effects in spring generated radiation entropy because of the
effect of cloudiness and pollution (Figure 8a). In summer, these effects are reduced
to about one-tenth of their value in spring, which may be due to a rising sky

Figure 7.
The entropy content of the incoming and outgoing long-wave radiation fluxes (S_ Lin, S_ Lout) in a wet and cold
climate (a), a wet and hot climate (b), a dry and hot climate (c), and a mountain climate (d).

Figure 8.
The entropy content of the incoming and outgoing long-wave radiation fluxes (S_ Lin, S_ Lout) in a wet and cold
climate (a), a wet and hot climate (b), a dry and hot climate (c), and a mountain climate (d).
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temperature (Figure 8b). In autumn and winter, the trend of entropy increase is
almost the same. As shown in Figure 8a–d urban areas have a much greater value
compared to other areas, which can well show the effect of air pollution on solar
radiation.

In spring, the amount of long-wavelength entropy production in the atmosphere
varies in the range of 0–200 W/m2 in most areas of Yazd province. Only a limited
percentage of this region produces entropy up to about 600–1000 W/m2.

In summer, some areas of Yazd province have the same value as in spring. Only in
limited areas, where the average entropy production is about 600W/m2 in spring, this
amount is reduced to about 100–140 W/m2. In fall, the produced entropy is about 3.5
times that of summer. Finally, in winter, its amount does not change much compared
to autumn and is almost constant.

In Tehran province, the effect of increased entropy due to the input long wave-
length is very significant in spring. One of the important reasons for entropy produc-
tion at the atmospheric level is the existence of pollutants in the atmosphere. Tehran,
as a region with a high population density, is one of the most polluted cities in Iran.
Therefore, entropy production in some areas of Tehran is worth considering, espe-
cially in the eastern part of Tehran, where there are a lot of car travel and industries.
On the other hand, the degree of cloudiness in spring is much higher than that in
summer, so the effect will be much greater. As shown in Figure 9c and d, similar
behavior has been seen in autumn and winter.

In Tehran, the situation is completely different in different areas. In spring
(Figure 3(a)), the generated entropy in western areas reaches about 1400 W/m2 and
in other areas, it is about 600 W/m2 on average. In summer (Figure 9b), the amount
of entropy production reaches an average of about 15 W/m2. This value has increased
10 times in autumn and even in some areas- southeast of Tehran- it reaches 120W/m2.
In winter, the same trend is observed as in autumn.

The up-wave radiation leads to an increase in the surface temperature of the earth.
In Mazandaran, vegetation cover leads to Sunlight absorption, which has loosed
energy from the plants and temperature change.

Figure 9.
The entropy content of the incoming and outgoing long-wave radiation fluxes (S_ Lin, S_ Lout) in a wet and cold
climate (a), a wet and hot climate (b), a dry and hot climate (c), and a mountain climate (d).

106

Exergy – New Technologies and Applications



Moreover, Entropy from long-wavelength radiation fluctuates between spring and
summer seasons, as well as latitude variation. The long-wavelength entropy radiation
is higher in the spring season and the southern regions of the country (Bushehr
province), and it can be said that one of the reasons for the maximum entropy in this
area is related to the maximum long-wave radiation from the south of Iran (Bushehr
province). In the spring season, the vertical angle of the sun and the sky is clear, the
amount of received energy is more than in the regions with higher latitudes, and
accordingly, the amount of energy output is more in the south of Iran (Bushehr
province) than in the north of Iran (Mazandaran province). In the southern regions of
the country (Bushehr province), there has been an increase in the relative humidity in
the atmosphere, and this humidity, like a greenhouse gas, plays as a hurdle for existing
long wavelength radiations. In the summer season, the role of lower latitude and the
effects of the country’s mountains (Yazd province) increases, and as a result, the
energy input and output from the earth’s surface increases, the effects of which are
evident in the increase of entropy generation in Yazd province in the summer season.
One of the reasons for the output radiation of long wavelength in the south of Iran
(Bushehr province), and southeast of Iran (Yazd province), in the winter season, is
the vertical angle of the sun and the longer duration of the sun’s radiation, which
causes a lot of input energy to the earth’s surface and the lack of clouds in this area
causes a large part of the solar energy to escape. In the winter season, the oblique angle
of the sun, the shortness of the day, and the humidity and cloudiness of the atmo-
sphere in higher latitudes (Mazandaran and Tehran provinces) prevent the entry of
the incoming energy of the sun and as a result, reduce the output of the sun’s long
wave radiation, and therefore, the entropy of the long wave radiation in these areas is
less than others.

3.3 The latent heat content of water vapor (SLEheat)

Latent heat is a huge heat transfer in the atmosphere. It is a phase change of water
that absorbs surface heat. Sensible and latent heat flows are important forms of heat
that flow through the earth’s energy balance. Water evaporation moves up and con-
denses in the atmosphere. This heat is higher than other heat flows on the ground.

Water vapor absorbs most of the infrared waves. The amount of atmospheric
water vapor in summer is higher than that in winter due to higher temperatures
(absolute humidity). Therefore, the amount of water vapor (under the same condi-
tions) in summer is more than that in winter.

It is clear that winter has the lowest entropy generation in the form of sensible and
latent heat flows in different climatic zones, which is related to the type of plant that
can grow in these climatic zones in winter. It is undeniable that wet and cold climates
have the highest value among different climatic zones. Mazandaran in the wet and
cold climate is covered by forest and agricultural land, which is the main source of
latent and sensible heat fluxes. In Bushehr, the surface area has almost a similar
behavior in spring and summer, while in autumn changes in nature occur, leading
to an increase in the generation of entropy from water evaporation (Figure 10c).
Generally, in autumn, the entropy generation of latent and sensible heat has a little
increase in both hot climates (wet and hot climate and dry and hot climate) in
comparison to summer entropy generation (Figure 10a and b). Entropy generation in
a dry and hot climate has a higher value in the center of Yazd. This is the Taft region
near Shirkooh Mountain which is the highest region in Yazd province. Due to its
altitude and rainfall, agricultural activities are the dominant economic activity in this
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region. So this area has a different behavior compared to other areas of this province.
Entropy increment is more common in spring compared to other seasons in all cli-
mates. Winter decreases vegetation area, so, the ecosystem shows the least reaction in
winter (Figure 10d).

Latent heat transport essentially couples the biosphere and atmosphere, as well as
the mass and energy cycles associated with surface-atmosphere transport processes.
Although vegetation growth by transpiration process attempts to establish local ther-
modynamic balance, this means that it maximizes the conductance of materials in the
plant as well as greater productivity of the vegetation growth. As can be seen in the
figures above, in areas with a dense vegetation cover, the amount of entropy caused
by evapotranspiration is much higher than in other parts, and in the spring, in the
northern regions of Iran (Mazandaran and Tehran provinces), and in the summer,
South of the country, such as Bushehr and Yazd provinces, have the highest entropy
due to high latent heat generation in line with increasing the vegetation growth.
Latent heat transfer is also one of the primary processes related to entropy production

Figure 10.
The entropy of sensible and latent heat flows in different climates in spring (a), summer (b), autumn (c), and
winter (d) (W/m2).
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in the atmosphere, and its amount is higher than other entropy productions in the
atmosphere due to the phase change process.

3.4 Entropy of soil heat flux

Soil moisture is one of the most important soil variables that is widely used in the
study and management of soil and water resources. It has a temporal and spatial
nature and is one of the important components of climatic, ecological, and hydraulic
models. Accordingly, the spatial distribution of soil moisture in different longitudes
shows that the highest amount of soil moisture occurs at a longitude of 52°, and the
lowest value occurs at longitudes of 46 and 62°. The maximum value also occurs at a
latitude of 38°, and the lowest value occurs at latitudes of 30–32° [23].

To examine the amount of soil moisture, 133 images have been used, which were
generated by the NASA-USDA Global Soil Moisture Data satellite in 2019 and early
2020.

As shown in Figure 11, Tehran has the lowest soil moisture content followed by
Yazd and Bushehr. As can be seen, the soil moisture content increases everywhere in
early spring. In summer, it decreases sharply and during autumn and winter, this
value increases due to an increase in the amount of rainfall.

Soil heat flux is greatly influenced by net radiation at a certain depth of the ground
[24]. In this regard, the NOAA satellite dataset has been utilized to prepare the
required data (topsoil (0–10 cm)).

In some areas, the negative soil entropy is observable. This shows that a part of
negative entropy in the earth is formed inside the soil. It means that the soil tends to
order and there is the least amount of chaos. In some seasons, in a wet and cold
climate, it is clear that the entropy increases due to the vegetation process happening
in the soil (Figure 12a and b). In autumn, the earth receives more organic materials
from things, such as fallen leaves, which cover the soil surface (Figure 12c). Since the
microorganism process is so slow, the effects of this reaction during a month are not
considerable. So, the soil system can move towards sustainability. The wet and hot
climate generates more entropy. This area is mostly covered with soil and does not
have any conservative cover to prevent sunlight from directly reaching the soil
(Figure 12d).

Figure 11.
Soil humidity of different provinces in different seasons.
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Sensible heat flux is the rate of energy loss from the soil through convection
and diffusion processes as a result of the temperature difference between the
surface and the lowest layer of the atmosphere. In the winter season, this
difference exists in all regions; therefore, as it is evident from the figures above,
the amount of entropy production in the winter season is almost higher in all
provinces. on the other hand, the heat flux in the soil is an important part of the
energy balance of the crop. Soil acts as a great energy accumulator, which is able to
store heat during the day and release it at the night. Something similar happens in
annual conditions.

Since the driving force of entropy changes on the soil surface is rainfall, and the
surface temperature changes, in areas with dense vegetation cover, the soil is wetter.
So, the driving force has the necessary mass transfer to increase the entropy changes
caused by heat transfer and phase change. In areas with more rainfall (Mazandaran

Figure 12.
The entropy of soil heat flux in different climatic zones storage in spring (a), summer (b), autumn (c), and winter
(d) (W/m2).
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and Tehran provinces), the soil has produced more soil entropy flux in the spring
season, while in the winter and autumn season, Bushehr and Yazd provinces have
more entropy changes.

3.5 The entropy of metabolic or biochemical energy storage

Vegetation is an essential component of the surface energy budget,
ecosystem performance, and thermodynamic efficiency [25]. As shown in
Figure 13, the trend of vegetation cover [26, 27] in different provinces has been
studied using the MOD13Q1.006 Terra Vegetation Indices 16-Day Global 250 m sat-
ellite dataset and the average value of the NDVI index has been calculated for each
province for one year.

As shown in Figure 13, Mazandaran province mainly has a dense vegetation cover
in many seasons, while other provinces have weaker vegetation cover.

The color of objects is obtained from the ratio of absorption to reflection or the
passage of radiation waves in the visible range so that if the body absorbs more of the
radiation waves, its color will be dark, and in the opposite scenario, its color will
appear light. It is the main reason for the entropy generation in autumn.

Plant transpiration in the forest and bare soil land use causes an increase in tran-
spiration heat flux with temperature reduction. So, it plays a critical role in net
entropy production on the earth.

In the current study, WAPOR data has been used for satellite imagery data
processing. Net primary production (NPP) is studied during a month and the
entropy generated in different seasons is determined based on the potential of
biomass heat and biochemical energy storage in Gu et al.’s [28] studies. As shown
in Figure 14a–d, the Bushehr and Mazandaran provinces had a similar procedure in
the generation of entropy due to net primary production in winter. In spring and
fall, the entropy of metabolic energy storage in Mazandaran is about twice as much as
the other provinces except for Yazd province, where it covers bare land use, and
season changes do not have any effects on the entropy generated by biochemical
energy storage. In mountainous climates, the entropy due to metabolic energy
storage has an almost constant trend, which is about half of the wet and cold climate

Figure 13.
Vegetation cover changes in case studies (MODIS satellite dataset).
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zone. In summer, it only reaches half of its entropy value in other seasons. This
limitation may be created due to water access restrictions, which have reduced
agricultural activities.

3.6 Heat storage

The photosynthesis process converts the low-entropy short-wave radiation energy
to biochemical energy, which is formed in the vegetation area. Part of this energy is
turned into vapor and leaves the plant. This heat energy generates high entropy. It
follows a similar trend in biochemical entropy generation (Figure 15a–d). It
completely depends on the evaporation and transpiration processes of the plant. This
is a source of an increase in entropy in the plant. During this process, a phase change

Figure 14.
The entropy of metabolic or biochemical energy storage in spring (a), summer (b), autumn (c), and winter
(d) (W/m2).
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occurs, which needs more heat generation. This process leads to an entropy generation
level, which is bigger than 10 times of entropy generation in the biochemical energy
storage process.

3.7 Entropy generation of different ecosystems in different climatic zones

In spring, we witness a lot of evapotranspiration, latent heat, and soil heat loss in
green zones. Mazandaran and Tehran lands are composed of more vegetative surfaces
rather than the rest. So, the entropy increment is observable in these two regions
(Figure 16a–d), which is greater than in other regions. Bushehr has less vegetation
land compared to other regions due to the saline quality of its soil. Then, nature will
have less reaction to heat generation in this region.

The largest entropy generation occurs in spring. In spring, in cold and wet cli-
mates, the temperature is somewhat low due to heavy rainfall, and vegetation growth

Figure 15.
The entropy of biomass heat storage in spring (21 April–21 May 2019) (a), in summer (23 July–22 August
2019) (b), in autumn (23 October- 21 November 2019) (c), and in winter (21 January-19 February 2019) (d).
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has a significant effect. Countless evolutions occur in this ecosystem, which causes a
significant increase in entropy generation, while in winter, entropy generation of net
primary production and evapotranspiration (latent and sensible heat) decreases and
so does their influence on the entropy generation. Moreover, in a part of Mazandaran
province, negentropy is observed. It shows that nature has made effort to achieve
more order in its structure.

Conditions similar to that of Mazandaran province exist around Tehran province.
The behavior of nature in this region is considerable due to natural evolution.

Yazd province does not have considerable vegetation cover, and natural evolution
is not considered in this region. The main reason for entropy generation in this region
is related to the difference between outgoing long-wave entropy flux to space and
short-wave absorption. It generates frictional dissipation in the form of entropy pro-
duced by adiabatic heating by water phase change (i.e., evaporation and condensation

Figure 16.
The entropy generation in spring (21 April–21 May 2019) (a), in summer (23 July-22 August 2019) (b), in
autumn (23 October–21 November 2019) (c), and in winter (21 January–19 February 2019) (d).
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temperature differ), frictional dissipation of falling raindrops, enthalpy transport
(horizontal and vertical) by irreversible processes, and energy transport as a result of
radiation exchange. The lack of vegetation cover leads to a decrease in the generation
of entropy in this region.

In autumn, all regions have the same behavior in entropy generation. In this
season, vegetation cover does not change considerably and due to the proximity to the
mountain peaks and sea, the temperature decreases, which would become the main
cause of entropy generation.

3.8 Carnot efficiency

Carnot efficiency indicates the maximum work of a heat engine. If an ecosystem is
considered a heat engine, which has one cold sink (the atmosphere) and one hot
source (the sun), it will be able to generate high-quality energy (work) because of the
abundant energy of sunlight. This is due to unlimited access to energy (Figure 17).

Regarding a different climatic zone, the Carnot efficiency is evaluated in these
areas. As can be seen, different ecosystems (different climatic conditions) can pro-
duce more than 95% useful work.

The entropy efficiency of the wet and cold climates (Figure 18a) is considerably
higher than that of the other climates. In this climate, the use of vegetation land
encompasses a wider area. It is able to increase the ecosystem’s ability to generate
work.

Dry and hot climates (Figure 18c) include many desert or semi-desert areas, while
in mountain climates, rural and urban land use is common. This phenomenon can
have a considerable impact on ecosystem performance.

Other climates in some areas have similar behavior to these two climates
(Figure 18b and d).

3.9 The nature efficiency of different climatic zones

In different systems, some losses can be minimized, but as entropy is always
increasing they cannot be removed.; that is, the low-entropy heat energy is converted
to the high-entropy level because of resource degradation [16]. We are witnessing a

Figure 17.
Carnot efficiency of the ecosystem.
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similar system in nature. The Sun provides the possibility of carbon uptake and
respiration and maintenance, which can increase ecosystem performance. Low-grade
entropy heat energy generates high-entropy heat energy in the ecosystem and it is the
origin of countless natural phenomena.

Let us consider a plant and a leaf on it. The leaf absorbs solar energy, and the
plant uses heat dissipation to grow more leaves and become a little better at
absorbing energy. The energy can be used to dissipate more heat, grow more
leaves, and absorb even more energy. It is a positive feedback loop that makes the
plant get better and better at dissipating heat. This is a general phenomenon in all
matters, living or not. Figure 19 is a general view of the nature-inspired steam
turbine system.

As shown in Figure 19, nature is considered a steam generation cycle. A part of
solar radiation energy is used for the carbon sequestration process, and the other part
as losses is removed from the system. A part of the losses is used in the respiration
process (steam turbine) to create growth and maintenance respiration. As a result of
this process, a part of the energy is removed from the system as losses. Actually, in

Figure 18.
Carnot efficiency in a wet and cold climate (a), a wet and hot climate (b), a dry and hot climate (c), and a
mountain climate (d).
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nature, some of the processes are used to discharge the entropy; that is, depending on
the details of the internal processes of the system, the discharge of entropy (condenser
in power plant systems) is required, and therefore some of the input energy is
removed from the system due to stability requirements.

Living systems are not isolated; that is, they are parts of a larger system. When the
entropy generated from energy transformations increases, the energy available for
work decreases. In this regard, the purpose of this part is to investigate the effect of
the temperature changes arising from season variations on entropy generation in
different climatic zones. It is clear that human activities should be considered in this
study. Here, different flows in nature are considered.

Mazandaran province is one of the greenest areas of Iran where
intensive agricultural activities have always been done there. As can be seen
in Figure 20a, in areas close to the sea, located in the north of Mazandaran
province, due to tourism development, Urban land use has been predominant in this
area, while in the southern areas of Mazandaran province, there have been many
forests, and large amounts of crops have been cultivated in these areas. So, the
cultivation in these areas is somewhat pristine, and as a result, the earth can breathe
easily there.

Due to the economic activities in the south of Bushehr, the entropy efficiency has
had the lowest value in that area (south of Bushehr). On the contrary, in the northern
areas of Bushehr, the land has great potential for the cultivation of various crops.
Moreover, there are many forests in these areas, which are the main sources of organic
carbon generation in the soil. Therefore, nature is more inclined to generate power in
these areas (Figure 20b).

The quality in Yazd has a relatively uniform distribution. Many crops are harvested
in spring and fall in Yazd. Therefore, nature is more able to use the input energy of the
sunlight during these seasons (Figure 20c).

Figure 19.
Ecosystem as a steam power plant.
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Figure 20d illustrates this in different seasons. In the center of Tehran, we are
witnessing a lot of anthropological activities; while in the countryside of Tehran
particularly near the south and west sides of Tehran, nature has the potential needed
for agricultural activities.

4. Conclusions

In spring, due to the growth of plants, chemical reactions lead to entropy genera-
tion. This behavior is more in Mazandaran province due to the high level of vegetation
area regarding its climate. In the winter season, this province has the minimum
growth rate and therefore has less entropy production. Other provinces have grown
mildly due to the type of climate. So, they have a greater increase in the entropy
generation than Mazandaran province. In the autumn season, due to the change in
receiving light wavelengths, chlorophyll reactions are not performed, therefore, the

Figure 20.
Entropy efficiency of nature in a wet and cold climate (a), a wet and hot climate (b), a dry and hot climate (c),
and a mountain climate (d).
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amount of entropy production in this area is also lower than in the spring season. In
the summer season, due to the high sunlight absorption, plant growth decreases in
many northern regions such as Mazandaran and Tehran proviences, so entropy pro-
duction in this time zone has reduced. This is even though in the winter season, as the
location of Yazd and Bushehr in the southern region, the absorption of sunlight is
suitable for plant growth in these areas, and therefore, entropy generation increases in
these areas in the winter season.

Moreover, in the spring season, evapotranspiration occurs in areas with more vege-
tation cover. So, the amount of water generation will be higher in these areas. The latent
heat content of water vapor in terms of entropy generation is greater in these areas. In
other words, the behavior of biological growth is effective on the rate of evapotranspi-
ration, which leads to an increase in the entropy generated due to the latent heat process.

Considering that all the processes in nature are very slow, the variation of entropy
generation is not very noticeable. So, the efficiency of nature, and the natural Carnot
efficiency are very close. This means that despite the changes in the generated entropy
caused by the processes, the self-organization of nature has occurred in terms of
negentropy, which leads to increases the nature’s efficiency. Since human activities
are not included in this study, it is assumed that only self-organization has happened
in different areas. Otherwise, it will create a problem and reduce the yield of nature
and the yield of nature’s life.

Nature is always evolving. These changes seem to be systemized via interaction
with different biotic and abiotic activities. The only important principle is to reach
sustainability, how we shall find the natural approach in the energy systems. Nature
reacts to various side effects of anthropological activities. This process is everlasting.
The more the knowledge about nature, the more the understanding about the end of
life on the earth.
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Chapter 7

State-of-the-Art on the Marine 
Current Turbine System Faults
Sana Toumi, Mohamed Benbouzid  
and Mohamed Faouzi Mimouni

Abstract

This chapter deals with the state of the art on the marine current turbine (MCT) 
system faults. Indeed, the MCT structure consists of a marine turbine, a generator 
(permanent magnet synchronous generator (PMSG) or doubly fed induction genera-
tor (DFIG)), and a PWM power converter. Nevertheless, these systems are exposed to 
functional and environmental severe conditions. Firstly, the power increase leads to a 
higher current and/or voltage. Second, the installation of the MCT system under the 
sea and the existence of the swell and wave imply harmonic current speeds. In fact, 
several faults (related to the turbine, the generator, the blades, and the converters) 
can occur in the MCT system. Most of these faults generate the speed and the torque 
oscillations, which can lead to mechanical vibrations and the rapid destruction of 
the insulating material generator. Consequently, MCT system performances can be 
degraded.

Keywords: marine current turbine, permanent magnet synchronous generator, doubly 
fed induction generator, converter, faults

1. Introduction

Today, the use of the marine current turbine, shown in Figure 1, has a great 
importance in the electrical energy production. Nevertheless, these systems are 
exposed to functional and environmental severe conditions. Indeed, different faults 
can exist in these systems, whether on the turbine marine, on the generator, or on 
the converters [1]. Therefore, the detection of the MCT faults becomes essential in 
order to minimize the maintenance cost and ensure the continuity of the electricity 
production.

Moreover, permanent magnet synchronous machines or doubly fed induction 
generators can be used for MCT systems [2, 3]. Thus, the existence of any fault can 
lead to an abnormal behavior of the machine and its accelerated aging process [4]. 
The main faults of permanent magnet synchronous machines can be summarized in 
two main categories; stator faults (short-circuit between turns, short circuit between 
phase and neutral, and short-circuit between phases) and rotor faults (magnets (for 
the PMSG), eccentricity, and rotor windings faults) [5].
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Furthermore, various studies have presented that 70% of converter faults are 
related to power switches [6, 7]. Indeed, insulated gate bipolar transistors (IGBTs) 
are rugged, but, because of electrical stress and excess thermal, they suffer from 
failure. Converters faults can be, generally, divided into intermittent gate misfir-
ing faults, open-circuit faults, and short-circuit faults. Thus, these faults must be 
taken into account; otherwise, they can lead to the whole system’s performance 
degradation [8, 9].

This chapter describes the different faults that can be occurring in the marine 
current turbine system. It is composed as follows; in Section 2, marine turbine faults 
are described. In Section 3, generator faults and their factors are represented. In 
Section 4, different types of converter faults are described. The conclusion is given in 
Section 5.

2. Marine turbine faults

Marine turbine faults are mainly located at the blades. Indeed, seawater salinity 
causes the corrosion and the rusting of the blades (Figure 2). This requires regular 
maintenance and the use of a high-performance anti-rust coating. Also, the presence 
of algae around the blades can also damage the marine turbine.

Figure 2. 
Marine turbine fault.

Figure 1. 
An off-grid marine current turbine structure.
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3. Generator faults

For MCT configuration, both the permanent magnet synchronous generator and 
the doubly-fed induction generator have been used. Table 1 gives the advantages and 
disadvantages of every generator.

3.1 Stator faults

Stator faults are due to different factors.

• Thermal factors

For a nominal temperature, the insulating material that covers conductors has a 
well-defined lifespan. Because of a voltage variation or a repetition of starts in a very 
short time, the temperature can increase and exceed the nominal operating tempera-
ture, which leads to the insulating material life reduction [10].

• Electrical factors

The dielectric properties of the insulating material can be contaminated by foreign 
things (fats, dust, …), which can cause a small current discharge that leads to a short 
circuit between conductors and magnetic carcasses.

• Mechanical origins

Repetitive starts of the machine cause the temperature rise, which leads to the 
insulation dilation. This could generate breaks in the insulation that implies a short 
circuit fault [10].

• Environmental origin

In general, humidity and the presence of chemicals in ambient air can degrade the 
insulating material quality and affect its lifespan [11].

The main faults of the stator are given by (Figure 3); short-circuit between turns 
(a), short circuit between phase and neutral (b), and short-circuit between phases 
(c) [12]. These faults generate a disturbance in the spatial distribution of the rotating 

Type Advantages Disadvantages

PMSG • Full speed range

• Possibility to avoid gearbox (direct drive)

• Complete control of reactive and active power

• Full-scale power converter

• Low-speed generator (big and heavy)

• Permanent magnets needed

DFIG • Limited speed range (±30% around synchro-
nous speed)

• Low-cost small capacity PWM inverter

• Complete control of reactive and active power

• Need slip rings

• Need for gear

Table 1. 
Generator topologies comparison.
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field. This causes, first of all, the electromagnetic torque and the speed oscillations 
(Figures 4 and 5, respectively), which lead to mechanical vibrations. Moreover, the 
short-circuit current with important values can lead to the rapid destruction of the 
insulating material (Figure 6) [13, 14].

Figure 4. 
Speed curve before and after fault.

Figure 5. 
Torque curve before and after fault.

Figure 3. 
Different short-circuit faults in the stator.
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3.2 Rotor faults

• Rotor winding faults

These faults present between 42 and 50% of all rotor failures in electrical 
machines. It can generate noise, mechanical vibrations, and the bearing wear rise. 
Moreover, winding faults are 12 times more frequent in inverter-powered machines 
than in those powered directly by the grid [14].

• Eccentricity

The stator and the rotor, for an electrical machine in healthy conditions, have the 
same rotation axis (same center) (Figure 7). Eccentricity is defined as an unsym-
metrical air gap between the rotor and the stator. It can be static or dynamic.

For the static eccentricity, the stator and the rotor centers are different (Figure 8), 
however, the rotor always turns around its axis. The main cause of static eccentricity 
is the incorrect position of the stator and the rotor [15].

In the case of dynamic eccentricity, the rotor does not turn around its axis of 
rotation where there is an unbalance as shown in Figure 9. The main cause of the 
dynamic eccentricity is the mechanical resonances at critical speed [16] that leads to 
the electromagnetic forces increase.

Figure 6. 
Insulating material destruction.

Figure 7. 
Stator and rotor in healthy conditions.
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4. Converter faults

As shown in Figure 10, the MCT converter consists of three legs. Each leg is 
composed of two semiconductor switches (Tk, Tk+3 k = 1, 2, 3) and two freewheeling 
diodes (Dk, Dk+3). For the switches control, a PWM bloc based on logic control signals 
Sk (k = 1, 2, 3) is used, and it is expressed by:

 +

+


= 


3

3

1
0

k k
k

k k

if T on andT off
S

if T on andT off
 (1)

Most converter faults are short-circuit and open-circuit faults.

4.1 Open-circuit fault

IGBT’s open-circuit faults are, generally, caused by the loss of bonding wires of 
the control signal or the transistor rupture by a short-circuit [17]. Furthermore, this 
fault can occur when the switches are destructed by an accidental overcurrent or a 
fuse connected with series for short protection is blown out. It can arise on the upper 
switch (Figure 11a), the lower switch (Figure 11b), or even the two switches at the 
same time (Figure 11c).

Following this fault, the converter cannot synthesize balanced output voltages, 
thus providing large torque ripple (Figure 12) and increasing speed harmonics 
distortion (Figure 13) [18].

Figure 8. 
Static eccentricity.

Figure 9. 
Dynamic eccentricity.
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Figure 10. 
Converter topology.

Figure 11. 
Open-circuit fault.

Figure 12. 
Torque curve.
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4.2 Short-circuit fault

In this case, the fault transistor current increases. When this fault is applied to the 
whole leg, this latter becomes definitively short-circuited (Figure 14). The phase cur-
rents become strongly unbalanced and their amplitudes can reach several times that 
of the currents in normal operation. This not only causes very high torque ripples but 
can also damage other converter components. In addition, the short-circuit current 
can result in significant amplitudes.

5. Conclusion

This chapter presents the different faults that can occur in the marine current tur-
bine system, either on the turbine, the machine, or the converter. In this contest, these 
faults have been analyzed and described by giving each one its impact on the MCT 
behavior. In fact, Currents, voltages, torque, and speed have been attacked by strong 
ripples, which lead to the degradation of the MCT performances. Thus, the above-
presented study should be useful for the design of advanced robust control techniques 
in order to correct the effects of the faults and improve the MCT performances.

Figure 13. 
Speed curve.

Figure 14. 
Short-circuit fault.
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Chapter 8

Using Exergy-Based Metrics in
Assessing Sustainability of Fossil-
Fueled Thermal Energy Systems
Ismaila Badmus

Abstract

This chapter examines the importance of exergy-based parameters like exergy
efficiency, environmental compatibility, sustainability index, depletion number, and
improvement potential of hydrocarbon fuel utilization. The main import of system
exergy efficiency is relatively well-known. A hydrocarbon fuel environmental com-
patibility (ζ) evaluates the fuel exergy performance when its combustion gases emis-
sion abatement exergy is factored in. A fuel with low emission abatement exergy has a
high environmental compatibility and, thus, high sustainability. Another metric is the
depletion number, Dp. This measures the rate of fuel exergy destruction with respect
to the fuel input exergy. Since fuel exergy flow is directly related to its material flow,
its exergy destruction is similarly directly related to its material depletion. Hence, fuel
utilization sustainability necessitates a low Dp. Dp indicates the fraction of input
energy resources degraded through entropy creation, turning them into thermody-
namic states of no useful energy values. The sustainability index is the reciprocal of
Dp. The Improvement Potential (IP) is, mathematically, the product of the square of
Dp and the fuel input exergy. When IP is high, it means the exergy losses are too high
and there is a big room for exergy efficiency improvement.

Keywords: sustainability index, exergy, metrics, fossil fuel, environmental
compatibility, thermal energy, depletion number, improvement potential

1. Introduction

Every activity in the cosmos, anywhere, anytime, involves energy utilzsation
through its transformation. This transformation process is guided and dictated by
relevant natural laws. The most important and relevant natural laws in energy trans-
formation are the first and second laws of thermodynamics. While the first law
stipulates energy quantity conservation, the second law draws attention to the fact
that energy types are in different quality grades and that, aside from photosynthesis,
energy transformation processes lead to energy quality degradation. Exergy is a con-
cept that facilitates the ranking of energy types based on their quality grades, as a
consequence of the second law of thermodynamics.
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The inevitability of energy utilization with the inescapability of the dictates of the
second law of thermodynamics throws up the challenge of not only energy utilization
efficiency but also the sustainability of energy resource utilization. According to
the famed Brundtland report, sustainable development is to “ensure that humanity
meets the needs of the present without compromising the ability of future generations to
meet their own needs” [1]. With the first industrial revolution in Europe (1800),
coal became a major energy resource joined about a century later by petroleum. To
maintain a good standard of living, modern society depends on many types of ser-
vices, which conventionally, are rendered through combustion of fossil fuels. There-
fore, although there are increasing drives toward alternative energy sources, there are
also genuine needs to utilize the fossilized hydrocarbon fuels in as sustainable a
manner as possible.

This chapter’s contribution is thus about the metrics that can be used to assess the
degree of sustainability of combustion of fossil carbon-based fuels. Exergy-based
metrics are suitable for sustainability assessment of energy utilization due to the fact
that, by definition, exergy combines both system and environmental properties. One
definition of exergy is the maximum extractable work from a given system at a
specified state till it attains thermodynamic equilibrium with the environment [2].
Thermodynamic equilibrium entails all manners of equilibria: mechanical, thermal,
chemical, and so on, between the system and the environment. This is when all types
of gradients: pressure gradient, temperature gradient, mass concentration gradient,
and so on, cease between the system and the environment.

Conversely, for environmental harmony and ecological balance, a system should
only release substances to the atmosphere in the ‘dead state’, when they are supposed
to have zero exergy and zero disturbance in the environment. This is why exergy
efficiency and its functions become very important in assessing energy and the envi-
ronmental sustainability of energy utilization. This is because the more exergy effi-
cient a process or system is, the less its exergy destruction level and the more its
degree of sustainability [3].

Exergy reflects the quality of a resource, giving insight into which material or
energy streams are worth recovering: streams with high exergy content have more
potential for value extraction. Its foundation on the second law of thermodynamics
provides an engineering understanding of the irreversibilities generated during pro-
duction. One significant aspect of exergy efficiency is that it covers both energy and
materials as a single indicator [4]. All other metrics considered in this chapter are
functions of exergy efficiency, directly or indirectly.

Indeed, not only energy is degraded through entropy creation, but material
resources are degraded as well [5, 6]. Besides, exergy destruction is synonymous
with energy resource depletion. The easiest to understand is thermal energy
emanating from combustion of hydrocarbon fuel. Some quantity of the fuel
would be responsible for the degraded part of the energy or the destroyed exergy. The
metric that directly takes care of material resource degradation is called depletion
number.

Another metric, closely-related to depletion number, is the sustainability index. It
is the reciprocal of depletion number and, therefore, a measure of resource conserva-
tion [7, 8]. The fourth metric in this chapter is exergetic improvement potential.
When used in a system or process detailed analysis, it suggests feasible improvements
in the system through the reduction of irreversibilities. The analysis starts with iden-
tification of areas of exergy destruction and possible technical ameliorations in the
system within the limitations of the second law of thermodynamics [9].
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Central to sustainable development is environmental protection. That is why there
is a clamor for eco-friendly energy utilization. Hence, the fifth and last metric in the
chapter is environmental compatibility. It measures the degree of eco-friendliness of a
fuel. The major independent variable in the metric is the emission abatement exergy.
Essentially, it compares the fuel’s ordinary chemical exergy with its overall chemical
exergy when the emission abatement exergy (as a result of its combustion) is factored
in [10, 11].

2. Methodology

2.1 Exergy efficiency, ψ

This is defined by several authors [12, 13], as the ratio between the exergy deliv-
ered to the user, Bout, and the exergy input, Bin:

ψ ¼ Bout

Bin
… 0≤ψ< 1ð Þ (1)

Its lowest value is zero when the entire input exergy is destroyed. The highest
value of unity is practically unattainable, due to the constraints imposed by the
natural, second law of thermodynamics. Exergy efficiency is a dimensionless metric,
sometimes expressed as a percentage.

For the cases considered in this chapter, the input exergy is always the fuel chem-
ical exergy. The fuel chemical exergies have been found to be related to their heating
values through an exergy factor [14]: φf. The fuel heating value, HV, its chemical
exergy, εf, and the exergy factor are related as follows:

εf ¼ φfHV (2)

The fuel heating value can either be the higher heating value, HHV, or the lower
heating value, LHV. When the system is multi-component, like in fuel-mix analyses,
the overall system efficiency is given by:

ψoverall ¼
Pn

i¼1ψ i Bin,iPn
i¼1Bin,i

(3)

¼
Xn

i¼1
ψ iB

0
in,i (4)

In Eqs. (3) and (4), the “i” subscript refers to the i-th component. Eq. (4) is in
terms of fractional exergy, B0 [15].

2.2 Depletion number, Dp

Depletion number is the ratio of the magnitude of exergy destruction within a
system or process, Bd, to the magnitude of the exergy input [5]:

Dp ¼ Bd

Bin
(5)
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But, Bd ¼ Bin–Bout (6)

Hence, the depletion number is related to the system or process exergy efficiency
thus:

Dp ¼ 1–ψ (7)

It is also a dimensionless metric, expressible as a percentage as well. As a metric, it
is complementary to exergy efficiency.

Also, in a multi-component system,

Dp,overall ¼ 1–ψoverall ¼
Pn

i¼1Dp,iBin,iPn
i¼1Bin,i

¼
Xn
i¼1

Dp,iB
0
in, i (8)

The lower the exergy efficiency, or higher the depletion number, the farther away
from thermodynamic equilibrium the effluents from such a system or process and the
more unsustainable it is.

2.3 Sustainability index, SI

SI is the reciprocal or multiplicative inverse of Depletion Number [16]. Hence,

SI ¼ 1=Dp ¼ 1
1� ψ

(9)

The minimum value of SI is unity, when ψ is zero. It has no maximum value or
upper bound. It is also a dimensionless metric. Since it is the reciprocal of depletion
number, the practical indication of SI is clear: resource conservation. Hence, higher
values (>1) indicate resource conservation and sustainability.

2.4 Improvement potential, IP

IP is an exergy-based sustainability metric [[17] in [13]] defined as:

IP ¼ 1–ψð Þ Bin–Boutð Þ ¼ 1–ψð Þ2Bin (10)

In practice, IP is a function of two variables, namely, ψ and Bin (= mφfHV). It is
a quadratic function of ψ (with a repeated solution of unity) and an increasing
linear function of Bin, or fuel supply mass, m, since φfHV is constant for any
particular fuel.

It is non-dimensionless. Its unit is that of exergy. When ψ is zero, exergy is fully
destroyed and IP is maximum at the value of the input exergy. The improvement
challenge is then at its peak. It is instructive to note that system or process improve-
ment through ψ increment is tantamount to reducing Bin (the fuel supply mass rate)
at the same Bout level, thus conserving fuel material resources.

The importance of this metric is in the fact that it indicates the available opportu-
nity to improve the system performance. This opportunity cannot be higher than the
fuel chemical exergy at 100% exergy efficiency. Hence, the fuel high chemical exergy
is an opportunity that can be harnessed with high system or process exergy efficiency.
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2.5 Environmental compatibility, ξ

Environmental compatibility of energy utilization is a measure of energy resource
sustainability, defined [10, 11] as the ratio of the net input fuel exergy to its gross
exergy when combustion emission abatement exergy is added. When the emission
abatement exergy is independently supplied (from a non-Carbon-based fuel source),
the environmental compatibility is:

ξ ¼ Bin

Bin þ BEA
¼ 1

1þ BEA
Bin

¼ 1þ BEA

Bin

� ��1

(11)

BEA is the emission abatement exergy.
If the abatement exergy is low, then ξ is high. The abatement exergy is to offset the

ecological imbalance produced as a result of exergy destruction, manifesting as emis-
sions. Mathematically, the value of ξ depends on the ratio of BEA value to that of Bin. It
is also dimensionless.

In the alternative case, when emission abatement exergy is obtained from
the supplied fuel exergy, the following expression is used for environmental
compatibility, ξ [18]:

ξ ¼ Bin � BEA

Bin
¼ 1� BEA

Bin
(12)

Both equations produce the same maximum value of unity (100%), when the
abatement exergy is nil. Besides, a binomial expansion of Eq. (11) converges to
Eq. (12) for small values of the ratio BEA/Bin (x):

ξ ¼ 1þ BEA

Bin

� ��1

¼ 1–xþ x2–x3 þ x4–x5 þ … þ –xð Þn (13)

|x| ≤ 1; x = BEA/Bin.
Dewulf et al. [19] quoted Dewulf et al. [10] that the abatement exergy of CO2 is

5.86 MJ/kg. Cornelissen [9], as quoted by Dewulf et al. [19], obtained abatement
exergy values for SOx, NOx and phosphate as 57, 16 and 18 MJ/kg, respectively. Also,
in Tang et al. [18], the abatement exergy values for CO2, SO2 and NOx were found to
be 5.9, 57.0 and 16.0 MJ/kg, respectively. Hendriks [20], referenced by De Swaan
Arons [21], reported that 5.862 MJ abatement exergy would be required per kg CO2

produced from non-renewable energy sources as well.
For instance, to obtain CO2 abatement exergy of a fuel (MJ/kg of fuel), we multi-

ply chemical exergy value of the fuel consumed (MJ/kg of fuel) by the effective CO2

emission factor (kg of CO2/MJ of fuel, in Table 1) to obtain the mass of CO2 produced
(kg per kg of fuel), and then multiply by 5.862 MJ per kg of CO2. This procedure was
followed to obtain the data in Table 2 from the ones in Table 1 and Garg et al. [22].
Data in Table 2 formed the basis for Figure 1.

In Table 2, effective CO2 emission factor, (A � 44/12), is mass of CO2 produced
per MJ of fuel used.

The emission factor value for blast furnace gas includes carbon dioxide originally
contained in this gas as well as that formed due to combustion of this gas. Blast
furnace gas produces the highest quantity of CO2 per unit of fuel exergy utilized [22].
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Fuel LHV (MJ/kg) Exergy factor

LPG 47.3 1.056

Kerosene 43.8 1.07

Diesel Fuel 43.0 1.07

Gasoline 44.3 1.07

Natural Gas 48.0 1.04

Residual Fuel Oil 40.4 1.07

Blast Furnace Gas 2.7 1.06

Table 1.
Selected fuel data [22, 23].

Fuel Chemical
exergy, εf

(Bin)
(MJ/kg)

Default carbon
content, A

(kg/MJ of fuel)

Effective CO2

emission
factor,

A � 44/12

CO2 mass
per mass of
fuel (kg/kg)

BEA

(MJ/kg
of fuel)

BEA/Bin

LPG 49.9488 0.0172 0.0631 3.1518 18.4757 0.3699

Kerosene 46.866 0.0196 0.0719 3.3697 19.7530 0.4215

Diesel Fuel 46.01 0.0202 0.0741 3.4093 19.9856 0.4344

Gasoline 47.401 0.0189 0.0693 3.2849 19.2560 0.4062

Natural Gas 49.92 0.0153 0.0561 2.8005 16.4166 0.3289

Residual Fuel Oil 43.228 0.0211 0.0774 3.3458 19.6134 0.4537

Blast Furnace Gas 2.808 0.0708 0.2596 0.7290 4.2731 1.5218

Table 2.
Chemical exergy and CO2 data on selected fuels [22, this work].

Figure 1.
The two environmental compatibility functions of BEA/Bin for CO2 emission for selected fuels in practice.
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3. Results and discussion

3.1 Exergy efficiency

Lowest value of exergy efficiency is zero, as total exergy destruction is possible.
However, a maximum value of 100% for exergy is unattainable, due to the constraints
imposed by the second law of thermodynamics. These two facts affect the extreme
values of other metrics which are direct functions of system or process exergy effi-
ciency. Apart from environmental compatibility, exergy efficiency is an independent
variable of other metrics considered in this chapter. Indeed, it is the sole independent
variable of depletion number and sustainability index and one of the two independent
variables of improvement potential.

3.2 Depletion number

Dp ranges from unity, when ψ is zero, to close zero when ψ is very high. Hence, its
maximum value is unity. However, it can never be zero, since ψ can never be unity. It
is a decreasing, linear function of ψ, approaching zero as ψ approaches unity, as
shown Figure 2. The smaller its value is, the better. For an efficiency of 40%, for
instance, the depletion number is 0.60.

3.3 Sustainability index

It is an increasing function of ψ, with no defined upper bound, as shown in
Figure 3. It can also be seen in Figure 3 that SI seems to increase astronomically
beyond an exergy efficiency value of 0.9. This observation is brought out more vividly
in Figure 4.

Indeed, a binomial expansion of Eq. (9) gives SI as a monotonously increasing
power function of exergy efficiency, sum of a geometric progression with common
ratio of ψ:

SI ¼ 1þ ψþ ψ2 þ ψ3 þ … þ ψn�1 0≤ψ< 1ð Þ (14)

The way SI increases in Figures 3 and 4 is not surprising, considering Eq. (14).
Figure 4 is a plot of the first derivative of Figure 3, and (considering Eq. (14)), is still

Figure 2.
Depletion number as a function of exergy efficiency.
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a plot of a power function of ψ. However, as the power of ψ comes down, the value
goes up, since ψ < 1. This is why the scale on the vertical axis of Figure 4 is higher
than that of Figure 3. When exergy is fully destroyed and ψ is zero, SI attains its
minimum value of unity. At any other attainable value of ψ, it (SI) keeps on increas-
ing, being a power function of ψ. Hence, any favorable value of SI must be very high.
For instance, for an efficiency of 40%, SI is 1.67; whereas if the efficiency is doubled
(80%), SI becomes 5.0.

3.4 Improvement potential

Improvement Potential is a function of two variables: exergy efficiency and input
exergy. However, for a particular fuel (fixed chemical exergy per unit mass), IP has
only ψ as a variable, as shown Figure 5. It is also shown in Figure 5 that the potential
decreases as the efficiency is improved. This is expected to be done through process or
system performance improvement. Since the potential is exhausted at the highest
attainable exergy efficiency, a further opportunity is only possible at a higher value of

Figure 3.
Sustainability index as a function of exergy efficiency.

Figure 4.
Sustainability index increment rate.
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chemical exergy. Noting that chemical exergy is a fuel property, the practical impli-
cation of this further potential enhancement is fuel substitution. Figure 6 explains this
fact further graphically by comparing different fuels based on their chemical exergies.

There, it is seen that, at a particular value of system or process efficiency, the
residual fuel oil has a lower improvement potential than natural gas. In other words,
for the same quantity of fuel consumption, a higher efficiency can be attained with
improved process or system technology with natural gas, than with residual fuel oil.

Figure 5.
Specific improvement potential as a function of exergy efficiency.

Figure 6.
Improvement potentials of fuels as functions of exergy efficiency.
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It is well known that gas fuel utilization is, in general, more sustainable that liquid fuel
utilization. An exception to this is a fuel like the Blast Furnace gas, which has a very
low chemical exergy.

3.5 Environmental compatibility

Like the previously mentioned metrics, environmental compatibility is a function
of a ratio of two exergies. But unlike them, it is not a function of exergy efficiency.
Rather, it is a function of the ratio of abatement exergy to the input exergy, as can be
seen in Figure 7 for CO2 emission. High carbon fuels have high abatement exergies
and low environmental compatibilities. It is easily understood that if other emissions
like SO2 and NOx are considered, fuels with high abatement exergies like high sulfur
fuels would have low environmental compatibilities. The fact that the independent
variable on the abscissa of Figure 7 is invariably a property of a fuel suggests that fuel
substitution is a strong factor to be considered in improving environmental compati-
bility of a process or system. However, it is also noteworthy that system engineering
maintenance is a factor too. A properly and promptly maintained system will defi-
nitely be more environmentally compliant, even with same fuel type.

The fact that Eqs. (11) and (12) are about two different approaches to measure the
parameter is responsible for the different values obtained, especially at higher exergy
ratios (Figures 1 and 7). Besides, the fact that environmental compatibility values
obtained through Eq. (11) are higher than those obtained through Eq. (12) is also
logical. The emission abatement exergy in Eq. (11) is obtained through non-carbon-
based sources, while the one in Eq. (12) is obtained through the same carbon-based
sources. It is also expected that Eq. (12) would yield a negative value for environmen-
tal compatibility for a fuel like blast furnace gas with BEA more than Bin (Figure 1).

It is indeed outrageous and unsustainable for BEA to be close to, equal to, or more
than Bin. This is because the practical implication is that the entire input fuel chemical
exergy is used to abate its combustion emissions. In this case, there will no net gain
from the fuel combustion process. Hence, both equations are equivalent and applica-
ble under practical, sustainable situations. Under this situation, the minimum value of
environmental compatibility is zero, using Eq. (11) or Eq. (13).

Figure 7.
The two general environmental compatibility functions of BEA/Bin for CO2 emission in principle.
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4. Conclusion

Five exergy-based metrics of sustainable energy utilization have been considered
in this chapter. They are exergy efficiency, depletion number, sustainability index,
improvement potential and environmental compatibility. The first three metrics are
functions of exergy efficiency. They can always be influenced for improvement
through ingenuous process path or system technology design. The fourth one is a
function of both exergy efficiency and input exergy. Being a function of both exergy
input and efficiency, its improvement can be effected through fuel substitution as well
as process path and system technology design. The fifth metric is a function of the
ratio of emission abatement exergy to the input exergy. Since the emission abatement
exergy is a strong function of the fuel, its improvement is mainly dependent on fuel
substitution. However, all of them are separate functions of system condition, and
may therefore be improved through prompt and adequate system maintenance. They
all underscore the importance of exergy in sustainability analyses and eco-friendliness
of energy utilization.
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