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## Preface

Joseph Fourier (1770-1830) first introduced the remarkable idea of expansion of a function in terms of trigonometric series without giving any attention to rigorous mathematical analysis. The integral formulas for the coefficients of the Fourier expansion were already known to Leonardo Euler (1707-1783) and others. In fact, Fourier developed his new idea for finding the solution of heat (or Fourier) equation in terms of Fourier series so that the Fourier series can be used as a practical tool for determining the Fourier series solution of partial differential equations under prescribed boundary conditions.

The Fourier transform originated from the Fourier integral theorem that was stated in the Fourier treatise titled La Théore Analytique de la Chaleur, and its deep significance has subsequently been recognized by mathematicians and physicists. It is generally believed that the theory of Fourier series and Fourier transforms is one of the most remarkable discoveries in mathematical sciences and it has widespread applications in mathematics, physics, and engineering. Both the Fourier series and Fourier transforms are related in many important ways. Many applications, including the analysis of stationary signals and real-time signal processing, make effective use of the Fourier transform in time and frequency domains.

In time-frequency analysis, the Fourier transform is one of the oldest tools to dominate signal processing. However, due to its drawbacks in the analysis of non-stationary signals, different alternative transforms have gained much popularity in recent years, including windowed Fourier transform, fractional Fourier transform, linear canonical transform, quadratic-phase Fourier transform, and so on. These transforms are known as generalizations of the classic Fourier transform.

The main reason for writing this book is to stimulate interactions among mathematicians, computer scientists, engineers, and economists, as well as biological and physical scientists. The text is suitable for advanced graduate students but is primarily intended for post-graduate students and researchers in wavelets and their applications.

The book begins with an elementary chapter that introduces general Fourier transforms like windowed Fourier transform, fractional Fourier transform, linear canonical transform, and quadratic-phase Fourier transform.

Hybrid transforms are constructed by associating the Wigner-Ville distribution (WVD) with widely known signal processing tools, such as fractional Fourier transform, linear canonical transform, offset linear canonical transform (OLCT), and their quaternion-valued versions. Chapter 2 summarizes research on hybrid transforms by reviewing a computationally efficient type of WVD-OLCT, which has simplicity in marginal properties compared to classic WVD-OLCT and WVD.

Quadratic-phase Fourier transform (QPFT) as a general integral transform has been generalized into Wigner distribution (WD) and ambiguity function (AF) to show a more powerful ability for non-stationary signal processing. Chapter 3 proposes a new version of AF associated with QPFT referred to as scaled AF. This new version of AF is defined based on the QPFT and the fractional instantaneous autocorrelation.

Chapter 4 presents analytical expressions of infinite Fourier sine and cosine transform-based Ramanujan integrals in an infinite series of hypergeometric functions using the hypergeometric technique. Moreover, as applications of Ramanujan's integrals, some closed form of infinite summation formulae involving hypergeometric functions are derived.

Chapter 5 is devoted to the recursive algorithms for harmonic analysis, one of which is the resonator-based algorithm. The approach of the parallel cascades of multipleresonators (MRs) with the common feedback is generalized as the cascaded-resonator (CR)-based structure for recursive harmonic analysis.

Dr. Mohammad Younus Bhat
Department of Mathematical Sciences, Islamic University of Science and Technology,

Kashmir, India

Section 1

## Transforms

# Introductory Chapter: The Generalizations of the Fourier Transform 

Mohammad Younus Bhat

## 1. Introduction

In the world of physical science, important physical quantities such as sound, pressure, electric current, voltage, and electromagnetic fields vary with time $t$. Such quantities are labeled as signals/waveforms. Exemplified by signals with examples such as oral signals, optical signals, acoustic signals, biomedical signals, radar, and sonar. Indeed, signals are very common in the real world. Time-frequency analysis is a vital aid in signal analysis, which is concerned with how the frequency of a function (or signal) behaves in time, and it has evolved into a widely recognized applied discipline of signal processing. The signals can be classified under various categories. It could be done in terms of continuity (continuous $\mathrm{v} / \mathrm{s}$ discrete), periodicity (periodic $\mathrm{v} / \mathrm{s}$ aperiodic), stationarity(stationary $\mathrm{v} / \mathrm{s}$ non-stationary), and so on. Most of the signals in nature are non-stationary (i.e., whose spectral components change with time) and apt presentation of such non-stationary signals need frequency analysis, which is local in time, resulting in the time-frequency analysis of signals. Although time frequency analysis of signals had its origin almost 70 years ago, there has been major development of the time-frequency distribution approach in the last three decades. The basic idea of these methods is to develop a joint function of time and frequency, known as a time-frequency distribution, that can describe the energy density of a signal simultaneously in both time and frequency domains. In signal processing, time-frequency analysis comprises those techniques that study signal in both the time and frequency domains simultaneously, using various time-frequency representations/tools known as integral transformations. An integral transform maps a function/signal from one function space into another function space via integration, where some of the properties of the original function might be more easily characterized and manipulated than in the original function space. The integral transforms are essentially considered from the functional analysis viewpoint and as a useful technique of mathematical physics.

The classical Fourier transform (FT) is an integral transform introduced by Joseph Fourier in 1807 [1], is one of the most valuable and widely-used integral transforms that converts a signal from time versus amplitude to frequency versus amplitude. Thus FT can be considered as the time-frequency representation tool in signal processing and analysis. A fundamental limitation of the Fourier transform is that the all properties of a signal are global in scope. Information about local features of the signal, such as changes in frequency, becomes a global property of the signal in the frequency domain. In order to circumvent these drawbacks of FT, authors in Ref. [2] introduced the generalizations
of FT that includes short-time Fourier transform (STFT) by performing the FT on a block-by-block basis rather than to process the entire signal at once. In spite of the fact that STFT did much to ameliorate the limitations of FT, still in some cases the STFT cannot track the signal dynamics properly for a signal with both very high frequencies of short duration and very low frequencies of long duration. To overcome these drawbacks of FT and STFT different novel generalizations of the classical Fourier transform came into existence viz.: the fractional Fourier transform (FRFT), the Fresnal transform, the linear canonical transform (LCT), the quadratic-phase Fourier transform (QPFT), and so on. As a generalization of classical Fourier transform, the FRFT, the LCT, the QPFT gained its ground intermittently and profoundly influenced several branches of science and engineering including signal and image processing, quantum mechanics, neural networks, differential equations, optics, pattern recognition, radar, sonar, and communication systems.

## 2. Fourier transform and its generalizations

### 2.1 Fourier transform

Joseph Fourier [1] in 1822 published first work about Fourier transform, which is an integral transform that converts a mathematical function from the time domain to the frequency domain. Fourier transform measures the frequency component of a given function. The Fourier transform has evolved into a widely recognized discipline of harmonic analysis and has been successfully applied in diverse scientific and engineering pursuits [3-6].

Let us begin with definition of the classical Fourier transform.
Definition 1. The FT of any signal $x(t) \in L^{2}(\mathbb{R})$ is defined and denoted as

$$
\begin{equation*}
\mathscr{F}[x(t)](\xi)=\hat{x}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t) d t, \tag{1}
\end{equation*}
$$

and corresponding inversion formula is given by

$$
\begin{equation*}
\mathscr{F}^{-1}(\mathscr{F}[x(t)](\xi))(t)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \xi t} \mathscr{F}[x(t)](\xi) d \xi . \tag{2}
\end{equation*}
$$

Example 1. Consider a function $x(t)=\left\{\begin{array}{ll}e^{-\alpha t} & \text { for } t \geq 0, \alpha>0, \\ 0 & \text { otherwise; }\end{array}\right.$, then the Fourier transform of $x(t)$ is obtained as

$$
\begin{aligned}
\mathscr{F}[x(t)](\xi) & =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} e^{-i \xi t} e^{-\alpha t} d t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty}(\cos \xi t-i \sin \xi t) e^{-\alpha t} d t \\
& =\frac{1}{\sqrt{2 \pi}}\left\{\int_{0}^{\infty} \cos \xi t e^{-\alpha t} d t-i \int_{0}^{\infty} \sin \xi t e^{-\alpha t} d t\right\} \\
& =\frac{1}{\sqrt{2 \pi}}\left\{\frac{\alpha}{\alpha^{2}+\xi^{2}}-\frac{i \xi}{\alpha^{2}+\xi^{2}}\right\} .
\end{aligned}
$$

Example 2. Consider the function

$$
x(t)= \begin{cases}\sin 3 t & \text { for } \quad-\pi \leq t \leq \pi \\ 0 & \text { otherwise }\end{cases}
$$

Then the Fourier transform of $x(t)$ is obtained as

$$
\begin{aligned}
\mathscr{F}[x(t)](\xi) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}}(\cos \xi t-i \sin \xi t) \sin 3 t d t \\
& =\frac{-i}{\sqrt{2 \pi}} \int_{-\pi}^{\pi} \sin \xi t \sin 3 t d t \\
& =\frac{i 3 \sqrt{2} \sin \xi \pi}{\sqrt{\pi}\left(\xi^{2}-9\right)} .
\end{aligned}
$$

Next, we shall study some properties of FT.
Theorem 1 (Translation). The Fourier transform of any function $x(t-k)$ is given by

$$
\begin{equation*}
\mathscr{F}[x(t-k)](\xi)=e^{-i \xi k} \mathscr{F}[x(t)](\xi) . \tag{3}
\end{equation*}
$$

Proof. From Definition 1, we have

$$
\begin{aligned}
\mathscr{F}[x(t-k)](\xi) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t-k) d t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi(u+k)} x(u) d u \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi k} e^{-i \xi u)} x(u) d u \\
& =\frac{1}{\sqrt{2 \pi}} e^{-i \xi k} \int_{\mathbb{R}} e^{-i \xi u)} x(u) d u \\
& =e^{-i \xi k} \mathscr{F}[x(t)](\xi) .
\end{aligned}
$$

This completes the proof.
Theorem 2 (Modulation). The Fourier transform of any function $e^{i \xi_{0} t} x(t)$ is given by

$$
\begin{equation*}
\mathscr{F}\left[e^{i \xi_{0} t} x(t)\right](\xi)=\mathscr{F}[x(t)]\left(\xi-\xi_{0}\right) . \tag{4}
\end{equation*}
$$

Proof. From Definition 1, we have

$$
\begin{aligned}
\mathscr{F}\left[e^{i \xi_{0} t} x(t)\right](\xi) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi e^{i} e^{i \xi_{0} t} x(t) d t} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i\left(\xi-\xi_{0}\right) t} x(t) d t \\
& =\mathscr{F}[x(t)]\left(\xi-\xi_{0}\right) .
\end{aligned}
$$

This completes the proof.
Theorem 3 (Orthogonality relation). The Fourier transform of the functions $x(t)$ and $y(t)$ in $L^{2}(\mathbb{R})$ satisfies the following orthogonality relation

$$
\begin{equation*}
\langle\mathscr{F}[x(t)], \mathscr{F}[y(u)]\rangle=\langle x(t), y(u)\rangle . \tag{5}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
\langle\mathscr{F}[x(t)], \mathscr{F}[y(u)]\rangle & =\int_{\mathbb{R}} \mathscr{F}[x(t)](\xi) \overline{\mathscr{F}[y(u)](\xi)} d \xi \\
& =\int_{\mathbb{R}} \mathscr{F}[x(t)](\xi) \overline{\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi u} y(u) d u\right) d \xi} \\
& =\int_{\mathbb{R}}\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t) d t\right)\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \xi u} \overline{y(u)} d u\right) d \xi \\
& =\int_{\mathbb{R}^{2}} x(t) \overline{y(u)}\left(\frac{1}{2 \pi} \int_{\mathbb{R}} e^{i \xi(u-t)} d \xi\right) d t d u \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} x(t) \overline{y(u)} \delta(u-t) d t d u \\
& =\int_{\mathbb{R}} x(t) \overline{y(u)} d t \\
& =\langle x(t), y(u)\rangle .
\end{aligned}
$$

This completes the proof.
Note: If we take $x(t)=y(t)$, the orthogonality relation yields Plancherel's Theorem for the Fourier transforms that states the energy of a signal ln the time domain, is the same as the energy in the frequency domain given as

$$
\begin{equation*}
\|\mathscr{F}(x(t))\|=\|x(t)\| . \tag{6}
\end{equation*}
$$

Next, we show that the inverse Fourier operator is the adjoint of the Fourier operator.

Theorem 4. Let $x(t)$ and $y(t)$ in $L^{2}(\mathbb{R})$, then

$$
\begin{equation*}
\langle\mathscr{F}[x(t)](\xi), y(\xi)\rangle=\left\langle x(t), \mathscr{F}^{-1}[y](t)\right\rangle . \tag{7}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
\langle\mathscr{F}[x(t)], y(t)\rangle & =\int_{\mathbb{R}} \mathscr{F}[x(t)](\xi) \overline{y(\xi)} d \xi \\
& =\int_{\mathbb{R}}\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t) d t\right) \overline{y(\xi)} d \xi \\
& =\int_{\mathbb{R}} x(t)\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} \overline{y(\xi)} d \xi\right) d t \\
& =\int_{\mathbb{R}} x(t) \overline{\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \xi t} y(\xi) d \xi\right)} d t \\
& =\int_{\mathbb{R}} x(t) \overline{\mathscr{F}^{-1}[y](t)} d t \\
& =\left\langle x(t), \mathscr{F}^{-1}[y](t)\right\rangle .
\end{aligned}
$$

This completes the proof.

Theorem 5. Let $x(t)$ and $y(t)$ in $L^{2}(\mathbb{R})$, then

$$
\begin{equation*}
\mathscr{F}[(x * y)](\xi)=\sqrt{2 \pi} \mathscr{F}[x(t)](\xi) \mathscr{F}[y(t)](\xi), \tag{8}
\end{equation*}
$$

where $x * y$ denotes the convolution of the functions $x(t)$ and $y(t)$ and is given by

$$
(x * y)(t)=\int_{\mathbb{R}} x(t) y(u-t) d t
$$

Proof. By applying definition of Fourier transform to the convolution of the functions $x(t)$ and $y(t)$, we obtain

$$
\begin{aligned}
\mathscr{F}[(x * y)](\xi) & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}}(x * y)(u) e^{-i \xi u} d u \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}}\left(\int_{\mathbb{R}} x(t) y(u-t) d t\right) e^{-i \xi u} d u \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} x(t) y(v) e^{-i \xi(t+v)} d v d t \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-i \xi t} x(t) y(v) e^{-i \xi v} d v d t \\
& =\sqrt{2 \pi}\left\{\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t) d t\right\}\left\{\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi v} y(v) d v\right\} \\
& =\sqrt{2 \pi} \mathscr{F}[x(t)](\xi) \mathscr{F}[y(t)](\xi) .
\end{aligned}
$$

This completes the proof.

### 2.2 Windowed Fourier transform

Definition 2. Let $\Psi$ be a given window function in $L^{2}(\mathbb{R})$, then the window Fourier transform (WFT) of any function $x(t) \in L^{2}(\mathbb{R})$ is defined and denoted as

$$
\begin{equation*}
\mathcal{V}_{\Psi}[x(t)](b, \xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} x(t) \overline{\Psi(t-b)} d t, \quad b, \xi \in \mathbb{R} \tag{9}
\end{equation*}
$$

Further, the WFT (9) can be rewritten as

$$
\begin{equation*}
\mathcal{V}_{\Psi}[x(t)](b, \xi)=\mathscr{F}[x(t) \overline{\Psi(t-b)}] \tag{10}
\end{equation*}
$$

Applying inverse FT (2), (10) yields

$$
\begin{align*}
x(t) \overline{\Psi(t-b)} & =\mathscr{F}^{-1}\left[\mathcal{V}_{\Psi}[x(t)](b, \xi)\right] \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \xi t} \mathcal{V}_{\Psi}[x(t)](b, \xi) d \xi \tag{11}
\end{align*}
$$

Multiplying (11) both sides by $\Psi(t-b)$ and then integrating with respect to $d b$, we get

$$
x(t)\|\Psi\|^{2}=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{i \xi t} \mathcal{V}_{\Psi}[x(t)](b, \xi) \Psi(t-b) d \xi d b .
$$

Equivalently, we have

$$
\begin{equation*}
x(t)=\frac{1}{\sqrt{2 \pi}\|\Psi\|^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{i \xi t} \mathcal{V}_{\Psi}[x(t)](b, \xi) \Psi(t-b) d \xi d b . \tag{12}
\end{equation*}
$$

Eq. (12) gives the inversion formula corresponding to WFT (9).
Theorem 6 (Orthogonality relation). For any two functions $x(t), y(t)$ in $L^{2}(\mathbb{R})$, we have following relation

$$
\begin{equation*}
\left\langle\mathcal{V}_{\Psi}[x(t)](b, \xi), \mathcal{V}_{\Psi}[y(t)](b, \xi)\right\rangle=\|\Psi\|^{2}\langle x(t), y(t)\rangle . \tag{13}
\end{equation*}
$$

Proof. By Definition (2), we have

$$
\begin{align*}
\left\langle\mathcal{V}_{\Psi}\right. & {\left.[x(t)](b, \xi), \mathcal{V}_{\Psi}[y(t)](b, \xi)\right\rangle } \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{V}_{\Psi}[x(t)](b, \xi) \overline{\mathcal{V}_{\Psi}[y(t)](b, \xi)} d \xi d b \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{V}_{\Psi}[x(t)](b, \xi) \overline{\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t} y(t) \overline{\Psi(t-b)} d t\right)} d \xi d b  \tag{14}\\
& =\int_{\mathbb{R}} \int_{\mathbb{R}}\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{i \xi t} \mathcal{V}_{\Psi}[x(t)](b, \xi) d \xi\right) \overline{y(t)} \Psi(t-b) d t d b .
\end{align*}
$$

By virtue of Eq. (11), (14) yields

$$
\begin{align*}
\left\langle\mathcal{V}_{\Psi}\right. & {\left.[x(t)](b, \xi), \mathcal{V}_{\Psi}[y(t)](b, \xi)\right\rangle } \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} x(t) \overline{\Psi(t-b)} \Psi(t-b) \overline{y(t)} d t d b  \tag{15}\\
& =\int_{\mathbb{R}} x(t) \overline{y(t)} d t \int_{\mathbb{R}} \overline{\Psi(t-b)} \Psi(t-b) d b \\
& =\|\Psi\|^{2}\langle x(t), y(t)\rangle .
\end{align*}
$$

This completes the proof.
Next, we introduce the fractional Fourier transform as a generalization of the classical Fourier transform.

### 2.3 Fractional Fourier transform

It is well known that when one performs the FT two times, the time-reverse operation is obtained. When one performs the FT three times, the inverse FT is obtained. Furthermore, performing the FT four times is equivalent to performing an identity operation. Now, one may think what will be obtained when the FT is performed a noninteger number of times The fractional Fourier transform (FRFT) can be viewed as performing the FT $\{2 \alpha / \pi\}$ times, where $\{2 \alpha / \pi\}$ can be a non-integer value. The fractional Fourier transform (FRFT) has played an important role in signal processing [7] optics [8, 9], image processing [10], and quantum mechanics [11]. As a generalization of the conventional Fourier transform (FT), the FRFT implements an order parameter
which acts on the conventional Fourier transform operator and can process timevarying signals and non-stationary signals. With variation of the fractional parameter, the FRFT transforms the signal into the fractional Fourier domain representation, which is oriented by corresponding rotation angle with respect to the time axis in the counterclockwise direction. Using a global kernel, the FRFT shows the overall fractional Fourier domain contents. Hence, the time-frequency representation should be extended to the time-fractional Fourier frequency domain. Let us define fractional Fourier transform.

Definition 3. Let $x(t)$ be a signal in $L^{2}(\mathbb{R})$, then the fractional Fourier transform of $x(t)$ is defined as

$$
\begin{equation*}
\mathscr{F}_{\alpha}[x(t)](\xi)=\int_{\mathbb{R}} K_{\alpha}(t, \xi) x(t) d t, \tag{16}
\end{equation*}
$$

where $\alpha$ is a angular parameter and $K_{\alpha}(t, \xi)$ is the kernel of the FRFT and is given by

$$
K_{\alpha}(t, \xi)= \begin{cases}\sqrt{\frac{1-i \cot \alpha}{2 \pi} e^{\frac{i}{2}}\left(t^{2}+\xi^{2}\right) \cot \alpha-i \xi t \csc \alpha} & \text { for } \alpha \neq n \pi  \tag{17}\\ \delta(t-\xi) & \text { for } \alpha=2 n \pi \\ \delta(t+\xi) & \text { for } \alpha=(2 n \pm 1) \pi, \quad n \in \mathbb{Z}\end{cases}
$$

and the corresponding inversion formula is also a FRFT with angle $-\alpha$ and is given by

$$
\begin{equation*}
x(t)=\mathscr{F}_{-\alpha}\left\{\mathscr{F}_{\alpha}[x(t)](\xi)\right\}(t)=\int_{\mathbb{R}} \mathscr{F}_{\alpha}[x(t)](\xi) K_{-\alpha}(t, \xi) d \xi . \tag{18}
\end{equation*}
$$

It is easy to see that, when $\alpha=0, \pi / 2, \pi$ and $3 \pi / 2$, the FRFT is reduced to the identity operation, the FT, time-reverse operation, and the IFT, respectively.

Assuming that $u(t)=e^{i t^{2} \cot \alpha / 2} x(t)$, then for $\alpha \neq n \pi$ the FRFT (16) can be rewritten as

$$
\begin{align*}
& \mathscr{F}_{\alpha}[x(t)](\xi) \\
& =\sqrt{\frac{1-i \cot \alpha}{2 \pi} e^{i \xi^{2} \cot \alpha / 2}\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi t \csc \alpha} u(t)\right)}  \tag{19}\\
& =\sqrt{\frac{1-i \cot \alpha}{2 \pi}} e^{i \xi^{2} \cot \alpha / 2} \mathscr{F}[u](\xi \csc \alpha) \tag{20}
\end{align*}
$$

It is clear from (20) that the FRFT can be viewed as a chirp-Fourier-chirp transformation.

Next, we highlight some properties of FRFT.
Theorem 7. Let $x(t), y(t) \in L^{2}(\mathbb{R})$ and $k, \xi_{0} \in \mathbb{R}$, then the FRFT satisfies following properties:
1.Translation: $\mathscr{F}_{\alpha}[x(t-k)](\xi)=e^{1 i k^{2} \cos \alpha \sin \alpha-i k \xi \sin \alpha} \mathscr{F}_{\alpha}[x(t)](\xi)(\xi-k \cos \alpha)$.
2. Modulation: $\mathscr{F}_{\alpha}\left[e^{i \xi_{0} t} x(t)\right](\xi)=e^{i \xi_{0} \xi \cos \alpha-\frac{i}{2} \xi_{0}^{2} \sin \alpha \cos \alpha} \mathscr{F}_{\alpha}[x(t)]\left(\xi-\xi_{0} \sin \alpha\right)$.
3.Orthogonality Relation: $\left\langle\mathscr{F}_{\alpha}[x(t)], \mathscr{F}_{\alpha}[y(t)]\right\rangle=\langle x(t), y(t)\rangle$.

Proof. For the sake of brevity, we omit proof of translation and modulation properties and prove only orthogonality relation.

We have

$$
\begin{aligned}
\left\langle\mathscr{F}_{\alpha}[x(t)], \mathscr{F}_{\alpha}[y(t)]\right\rangle & =\int_{\mathbb{R}} \mathscr{F}_{\alpha}[x(t)](\xi) \overline{\mathscr{F}_{\alpha}[y(t)](\xi)} d \xi \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{\alpha}(t, \xi) x(t) \overline{K_{\alpha}(s, \xi) y(s) d s} d t d \xi \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} x(t) \overline{y(s)}\left(\int_{\mathbb{R}} K_{\alpha}(t, \xi) \overline{K_{\alpha}(s, \xi)} d \xi\right) d s d t \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} x(t) \overline{y(s)} \delta(t-s) d s d t \\
& =\int_{\mathbb{R}} x(t) \overline{y(s)} d t \\
& =\langle x(t), y(t)\rangle .
\end{aligned}
$$

This completes the proof.
Since the FRFT is a generalization of the FT, many properties, applications, and operations associated with FT can be generalized by using the FRFT. The FRFT is more flexible than the FT and performs even better in many signal processing and optical system analysis applications.

In the sequel, we introduce linear canonical transform, which is a generalized version of the classical Fourier transform with four parameters.

### 2.4 Linear canonical transform

The linear canonical transform (LCT) introduced by Moshinsky and Quesne [12] has a total of four parameters. It is not only a generalization of the FT, but also a generation of the FRFT, the scaling operation. As the FRFT, the LCT was first used for solving differential equations and analyzing optical systems. Recently, after the applications of FRFT were developed, the roles of the LCT for signal processing have also been examined. Due to the extra degrees of freedom and simple geometrical manifestation, the LCT is more flexible than other transforms and is as such suitable as well as powerful tool for investigating deep problems in science and engineering [13-16]. Now, we shall define linear canonical transform (LCT).

Definition 4. Consider the second order matrix $M_{2 \times 2}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then the linear canonical transform of any $x(t) \in L^{2}(\mathbb{R})$ with respect to the uni-modular matrix $M_{2 \times 2}=$ $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ is defined by

$$
\mathscr{L}_{M}[x(t)](\xi)= \begin{cases}\int_{\mathbb{R}} \mathcal{K}_{M}(t, \xi) x(t) d t & b \neq 0  \tag{21}\\ \sqrt{d} \exp \left\{\frac{c d \xi^{2}}{2}\right\} f(d \xi) & b=0\end{cases}
$$

where $\mathcal{K}_{M}(t, \xi)$ is the kernel of linear canonical transform and is given by

$$
\begin{equation*}
\mathcal{K}_{M}(t, \xi)=\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i}{2 b}\left(a t^{2}-2 t \xi+d \xi^{2}\right)}, \quad b \neq 0 . \tag{22}
\end{equation*}
$$

When $b \neq 0$, the inverse LCT is given by

$$
\begin{equation*}
f(t)=\mathscr{L}_{M^{-1}}\left\{\mathscr{L}_{M}[x((t)](\xi)\}(t)=\int_{\mathbb{R}} \mathscr{L}^{M}[x(t)](\xi) \overline{\mathcal{K}_{M}(t, \xi)} d \xi\right. \tag{23}
\end{equation*}
$$

where the kernel $\overline{\mathcal{K}_{M}(t, \xi)}=\mathcal{K}_{M^{-1}}(t, \xi)$ and $M^{-1}$ denotes the inverse of matrix $M$.
For typographical convenience we write the matrix $M=(a ; b ; c ; d)$.
By changing the matrix parameter $M=(a ; b ; c ; d)$, the LCT boils down to various integral transforms such as:

- When $M=(0,1,-1,0)$, the LCT turns out to be Fourier transform(FT):

$$
\mathscr{L}_{M}[x(t)]=\sqrt{-i} \mathscr{F}[x(t)] .
$$

- When $M=(0,-1,1,0)$, the LCT turns out to be inverse Fourier transform(IFT):

$$
\mathscr{L}_{M}[x(t)]=\sqrt{i} \mathscr{F}^{-1}[x(t)] .
$$

- When $M=(\cos \alpha, \sin \alpha,-\sin \alpha, \cos \alpha)$, the LCT becomes the FRFT:

$$
\mathscr{L}_{M}[x(t)]=\sqrt{e^{-i \alpha}} \mathscr{F}_{\alpha}[x(t)] .
$$

- When $M=\left(\lambda, 0,0, \frac{1}{\lambda}\right)$, the LCT becomes a scaling operation:

$$
\mathscr{L}_{M}[x(t)]=\sqrt{\frac{1}{\lambda}} x\left(\frac{\xi}{\lambda}\right) .
$$

- When $M=(1,0, \beta, 1)$, the LCT becomes a chirp multiplication operation:

$$
\mathscr{L}_{M}[x(t)]=e^{\frac{i}{p} \beta \xi^{2}} x(\xi)
$$

Moreover Fresnel transform can be viewed with matrix $(1, b, 0,1)$ and the Laplace transform can be obtained with $(0, i, i, 0)$.

From (21), we have for $b \neq 0$

$$
\begin{align*}
\mathscr{L}_{M}[x(t)](\xi) & =\int_{\mathbb{R}} \mathcal{K}_{M}(t, \xi) x(t) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} \int_{\mathbb{R}} e^{\frac{i}{2 b}\left(a t^{2}-2 t \xi+d \xi^{2}\right)} x(t) d t  \tag{24}\\
& =\frac{1}{\sqrt{2 \pi i b}} e^{\frac{i}{d b} d \xi^{2}} \int_{\mathbb{R}} e^{-\frac{i}{b} \xi t}\left(x(t) e^{\frac{i}{2 b} a t^{2}}\right) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} e^{e^{\frac{i}{b} d \xi^{2}} \mathscr{F}[g(t)](\xi / b),}
\end{align*}
$$

where $g(t)=x(t) e^{\frac{i}{2 b} a t^{2}}$.

Thus, it is clear from (24), that LCT can be regarded as a chirp-Fourier-chirp transformation.

Next, we investigate some basic properties associated with LCT.
Theorem 8. Let $x(t), y(t) \in L^{2}(\mathbb{R})$ and $k, \xi_{0} \in \mathbb{R}$, then the LCT satisfies following properties:
1.Translation: $\mathscr{L}_{M}[x(t-k)](\xi)=e^{i k c \xi-\frac{i}{2} k^{2} a c} \mathscr{L}_{M}[x(t)](\xi-a k)$.
2.Modulation: $\mathscr{L}_{M}\left[e^{i \xi_{0} t} x(t)\right](\xi)=e^{i d \xi_{0} \xi-\frac{i}{2} b \xi_{0}^{2}} \mathscr{L}_{M}[x(t)]\left(\xi-b \xi_{0}\right)$.
3.Parity: $\mathscr{L}_{M}[x(-t)](\xi)=\mathscr{L}_{M}[x(t)](-\xi)$.
4.Orthogonality Relation: $\left\langle\mathscr{L}_{M}[x(t)], \mathscr{L}_{M}[y(t)]\right\rangle=\langle x(t), y(t)\rangle$.

Proof. To be specific, we shall only prove the translation property, the rest of the properties follows similarly.

For any real $k$, we have

$$
\begin{aligned}
\mathscr{L}_{M}[x(t-k)](\xi) & =\int_{\mathbb{R}} \mathcal{K}_{M}(t, \xi) x(t-k) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} \int_{\mathbb{R}} e^{\frac{i}{2 b}\left(a t^{2}-2 t \xi+d \xi^{2}\right)} x(t) d t \\
& =\frac{1}{\sqrt{2 \pi i b}} \int_{\mathbb{R}} e^{\frac{i}{2 b}\left(a(s+k)^{2}-2(s+k) \xi+d \xi^{2}\right)} x(s) d s \\
& =e^{i k c \xi-\frac{i}{2} k^{2} a c} \frac{1}{\sqrt{2 \pi i b}} \int_{\mathbb{R}} e^{\frac{i}{2 b}\left(a s^{2}-2 s(\xi-a k)+d\left(\xi-a k^{2}\right)\right)} x(s) d s \\
& =e^{i k c \xi-\frac{i}{2} k^{2} a c} \mathscr{L}_{M}[x(t)](\xi-a k) .
\end{aligned}
$$

This completes the proof.
Finally, we will define quadratic-phase Fourier transform.

### 2.5 Quadratic-phase Fourier transform

The most neoteric generalization of the classical Fourier transform (FT) with five real parameters appeared via the theory of reproducing kernels is known as the quadratic-phase Fourier transform (QPFT) [17]. It treats both the stationary and nonstationary signals in a simple and insightful way that are involved in radar, signal processing, and other communication systems [18-25]. Here, we gave the notation and definition of the quadratic-phase Fourier transform and study some of its properties.

Definition 5. For a real parameter set $\Lambda=(a, b, c, d, e)$ with $b \neq 0$, the quadraticphase Fourier transform of any signal $f \in L^{2}(\mathbb{R})$ is defined as

$$
\begin{equation*}
\mathcal{Q}_{\Lambda}[x(t)](\xi)=\int_{\mathbb{R}} K_{\Lambda}(t, \xi) x(t) d t, \tag{25}
\end{equation*}
$$

where $k_{\Lambda}(t, \xi)$ is the kernel signal of the QPFT and is given by

$$
\begin{equation*}
K_{\Lambda}(t, \xi)=\frac{1}{\sqrt{2 \pi}} e^{-i\left(a t^{2}+b \xi t+c \xi^{2}+d t+e \xi\right)}, \tag{26}
\end{equation*}
$$

and corresponding inversion formula is given by

$$
\begin{equation*}
x(t)=\mathcal{Q}_{\Lambda}^{-1}\left(\mathcal{Q}_{\Lambda}[x(t)](\xi)\right)(t)=\int_{\mathbb{R}} \overline{K_{\Lambda}(t, \xi)} \mathcal{Q}_{\Lambda}[x(t)](\xi) d \xi \tag{27}
\end{equation*}
$$

The novel QPFT (5) can be considered as a cluster of several existing integral transforms ranging from the classical Fourier to the much recent special affine Fourier transform. Nevertheless, many signal processing operations, such as scaling,shifting and time reversal, can also be performed via the QPFT (5).

Now, we will establish some properties of the quadratic-phase Fourier transform.
Theorem 9. Let $x(t), y(t) \in L^{2}(\mathbb{R})$ and $k, \xi_{0} \in \mathbb{R}$, then the QPFT satisfies following properties:
1.Modulation: $\mathcal{Q}_{\Lambda}\left[e^{i \xi_{0} t} x(t)\right](\xi)=e^{i\left(c\left(b^{-2} \xi_{0}^{2}-2 b^{-1} \xi \xi_{0}\right)-e b^{-1} \xi_{0}\right)} \mathcal{Q}_{\lambda}[x(t)]\left(\xi-b^{-1} \xi_{0}\right)$.
2.Parity: $\mathcal{Q}_{\Lambda}[x(-t)](\xi)=\mathcal{Q}_{\Lambda^{\prime}}[x(t)](-\xi)$, where $\Lambda^{\prime}=(a, b, c,-d,-e)$.
3.conjugation: $\mathcal{Q}_{\Lambda}[\overline{x(t)}](\xi)=\overline{\mathcal{Q}_{-\Lambda}[x(t)](\xi)}$, where $-\Lambda=(-a,-b,-c,-d,-e)$.
4.Orthogonality Relation: $\left\langle\mathcal{Q}_{\Lambda}[x(t)], \mathcal{Q}_{\Lambda}[y(t)]\right\rangle=\frac{1}{b}\langle x(t), y(t)\rangle$.

Proof. For the sake of brevity, we avoid proof.
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# Hybrid Transforms 

Didar Urynbassarova and Altyn Urynbassarova


#### Abstract

Hybrid transforms are constructed by associating the Wigner-Ville distribution (WVD) with widely-known signal processing tools, such as fractional Fourier transform, linear canonical transform, offset linear canonical transform (OLCT), and their quaternion-valued versions. We call them hybrid transforms because they combine the advantages of both transforms. Compared to classical transforms, they show better results in applications. The WVD associated with the OLCT (WVD-OLCT) is a class of hybrid transform that generalizes most hybrid transforms. This chapter summarizes research on hybrid transforms by reviewing a computationally efficient type of the WVD-OLCT, which has simplicity in marginal properties compared to WVD-OLCT and WVD.


Keywords: time-frequency analysis, Wigner-Ville distribution, offset linear canonical transform, hybrid transform, linear frequency modulated (LFM) signal

## 1. Introduction

The linear canonical transform (LCT) [1-4] and its generalization, the offset linear canonical transform (OLCT) [5, 6] are introduced to study non-stationary signals (audio, image, biomedical, linear frequency modulated (LFM) signals). OLCT has five degrees of freedom, and LCT has three degrees of freedom, which makes them more flexible than the well-known fractional Fourier transform (FrFT) [7] with one degree of freedom and the Fourier transform (FT) with no freedom. Various applications of LCT have been found in the different fields of optics and signal processing. In fact, the properties and applications of the OLCT are similar to the LCT, but they are more general than the LCT, thanks to its two extra parameters, which correspond to timeshift and frequency modulation. It is proven that the Wigner-Ville distribution (WVD) plays a major role in time-frequency signal analysis and processing.

The LFM signal is used in communications, radar and sonar systems. Consequently, LFM signal detection and estimation is one of the most important topics in engineering. The WVD and LCT/OLCT are used in LFM signal processing, but they have their disadvantages:

- WVD does not fully exploit the phase feature of LFM signal;
- LCT/OLCT cannot gather signal energy strongly like WVD.

This results in poor performance under a low signal-to-noise ratio for detection and estimation. Recently, for the purpose to improve the performance of LFM signal detection and estimation, several researchers have associated WVD with the FrFT, LCT, and OLCT, respectively [8-27]. Results show that such transforms exploit the advantages of both transforms, which is why we call them hybrid transforms. The aim of this chapter is to review and summarize research on hybrid transforms by studying WVD association with the OLCT (WVD-OLCT) definitions and properties.

## 2. Preliminaries

### 2.1 Wigner-Ville distribution

FT analysis originated long ago and is used in many areas of mathematics and engineering, including quantum mechanics, wave propagation, turbulence, signal analysis and processing. In spite of remarkable success, the FT analysis seems to be inadequate for studying some problems for the following reasons:

- There is no local information in the FT analysis since it does not reflect the change of frequency with time;
- The FT analysis investigates problems either in the time domain or in the frequency domain, but not simultaneously in both domains.

Therefore, we see that FT is sufficient to study signals that are statistically invariant over time, e.g. stationary signals. Naturally, we are surrounded by many signals: audio, video, radar, biomedical signals, etc., all those signals are non-stationary. FT is insufficient to do a complete analysis for such signals because it requires both timefrequency representations of the signal. So it was necessary to define a single transformation of time and frequency domains.

Historically, Eugene Paul Wigner, the 1963 Nobel Prize winner in physics, in 1932 first introduced a fundamental nonlinear transformation to study quantum corrections for classical statistical mechanics in the form [28].

$$
\begin{equation*}
\mathcal{W}_{\psi}(x, p)=\frac{1}{h} \int_{\mathbb{R}} \psi\left(x-\frac{\tau}{2}\right) \bar{\psi}\left(x+\frac{\tau}{2}\right) \exp \left(\frac{i p \tau}{\hbar}\right) d \tau \tag{1}
\end{equation*}
$$

where the wave function $\psi(x)$ satisfies the one-dimensional Schrödinger equation, the quantum mechanical position $x$ and momentum $p$ are independent variables, and $h=2 \pi \hbar$ is the Planck constant. The Wigner distribution $\mathcal{W}_{\psi}(x, p)$ has many important properties and is found to behave as a distribution function defined on a phase space consisting of points $(x, p)$. The most remarkable properties of the Wigner distribution include the marginal integrals in the position and momentum domains as follows [29, 30].

$$
\begin{align*}
& \int_{\mathbb{R}} \mathcal{W}_{\psi}(x, p) d x=|\varphi(p)|^{2},  \tag{2}\\
& \int_{\mathbb{R}} \mathcal{W}_{\psi}(x, p) d p=|\psi(x)|^{2},
\end{align*}
$$

and the total energy of the wave function $\psi$ in the $(x, p)$ space

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \mathcal{W}_{\psi}(x, p) d x d p=\int_{\mathbb{R}}|\psi(x)|^{2} d x=\|\psi\| . \tag{3}
\end{equation*}
$$

In the context of non-stationary signal analysis, in 1948 Jean-Andre Ville independently re-derived the Wigner distribution given in Eq. (1) as a quadratic representation of the local time-frequency energy of a signal [31]. Besides linear time-frequency representations of a signal like the Gabor transform, the Zak transform, and the shorttime Fourier transform, the WVD (or Wigner-Ville transform (WVT)) occupies a central position in the field of quadratic time-frequency representations and it is recognized as a valuable method/tool for time-frequency of time-varying signals and non-stationary random processes.

With its remarkable structure and properties, the WVD has been regarded as the main distribution of all the time-frequency distributions and used as the classical and fundamental time-frequency analysis tool in different areas of physics and engineering. Particularly, it has been used for instantaneous frequency estimation, spectral analysis of random signals, detection and classification, algorithms for computer implementation, and has a wide range of applications in vision, X-ray diffraction of crystals, pattern recognition, radar, and sonar. Additionally, it has been applied to the analysis of seismic data, speech, and phase distortions in audio engineering problems.

Definition 1 (WVD). If $f$ belong to the Hilbert space $L^{2}(\mathbb{R})$, the WVD $\mathcal{W}_{f}$ of signal $f$ is defined as $[3,29,30]$.

$$
\begin{equation*}
\mathcal{W}_{f}(t, u)=\int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{-i u \tau} d \tau \tag{4}
\end{equation*}
$$

It is easy to see that the WVD is the FT of the instantaneous autocorrelation function

$$
\begin{equation*}
R_{f}(t, \tau)=f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} \tag{5}
\end{equation*}
$$

with respect to $\tau$.
Some main properties of WVD are summarized in Table 1. For some recent works and surveys on the WVD, we refer readers to [3, 29, 30] and the references therein.

### 2.2 Linear canonical transform

The LCT is a four-parameter $(a, b, c, d)$ integral transform that was introduced in the 1970s by Collins, and Moshinsky and Quesne to analyze optical systems and solve differential equations [1, 2]. After the fast algorithm for calculating the discrete LCT was proposed in [32], the LCT was widely used to process non-stationary signals. It has been applied in radar system analysis, filter design, watermarking, phase retrieval, pattern recognition, signal synthesis, and in other areas of engineering sciences. With intensive research, many properties of the LCT are well studied. Transforms and operations, such as the FT, FrFT, Fresnel transform (FRST), Laplace transform, fractional Laplace transform, time scaling, and chirp operations are the special cases of the LCT.

| Property | Formulation |
| :--- | :--- |
| Conjugation symmetry | $\mathcal{W}_{f}(t, u)=\overline{\mathcal{W}_{f}(t, u)}$ |
| Time shifting (Translation) | $\mathcal{W}_{f^{\prime}}(t, u)=\mathcal{W}_{f}(t-\lambda, u), f^{\prime}(t)=f(t-\lambda)$ |
| Frequency shifting (Modulation) | $\mathcal{W}_{f^{\prime}}(t, u)=\mathcal{W}_{f}\left(t, u-u_{0}\right), f^{\prime}(t)=f(t) e^{i u_{0} t}$ |
| Time marginal | $\int_{\mathbb{R}} \mathcal{W}_{f}(t, u) d u=\|f(t)\|^{2}$ |
| Frequency marginal | $\int_{\mathbb{R}} \mathcal{W}_{f}(t, u) d t=\|\hat{f}(u)\|^{2}$ |
| Energy distribution | $\int_{\mathbb{R}^{2}} \mathcal{W}_{f}(t, u) d t d u=\int_{\mathbb{R}}\|f(t)\|^{2} d t=\langle f(t), f(t)\rangle$ |
| Moyal's formula | $\int_{\mathbb{R}^{2}} \mathcal{W}_{f}(t, u) \overline{\left[\mathcal{W}_{g}(t, u)\right]} d t d u=\|\langle f, g\rangle\|^{2}$ |

Table 1.
Properties of the WVD.

In some works, the LCT is known under different names as the Collins formula, Moshinsky and Quesne integrals, extended fractional Fourier transform, quadraticphase integral or quadratic-phase system, generalized Fresnel transform, generalized Huygens integral [33], ABCD transform [34], and affine Fourier transform [35], etc.

Definition $2(\mathrm{LCT})$. The LCT $\mathcal{L}_{\mathrm{A}}$ of a signal $f(t)$ with matrix $\mathbf{A}=(a, b, c, d)$, where $a, b, c, d \in \mathbb{R}$ are real parameters and $\operatorname{det}(\mathbf{A})=a d-b c=1$, is defined as [2-4]

$$
\mathcal{L}_{\mathbf{A}}\{f(t)\}(u)=\left\{\begin{array}{l}
\int_{\mathbb{R}} f(t) \frac{1}{\sqrt{i 2 \pi b}} e^{i\left(\frac{a}{2 b^{2}}-\frac{1}{b} t u+\frac{d}{2} u^{2}\right)} d t, b \neq 0  \tag{6}\\
\sqrt{d} e^{\frac{i}{c} d u^{2}} f(d u), b=0
\end{array}\right.
$$

From the definition of LCT, we can see that, when the parameter $b=0$, the LCT is a scaling transformation coupled with amplitude and quadratic phase modulation and it is of no particular interest to our object. Therefore, without loss of generality, in this chapter we always assume $b \neq 0$.

A detailed and comprehensive view of LCT can be found in $[2,3]$ and the references therein.

### 2.3 Offset linear canonical transform

The OLCT is a six-parameter $\left(a, b, c, d, u_{0}, \omega_{0}\right)$ integral transform, which has been shown as a powerful tool and received much attention in signal processing and optics. It is a time-shifted and frequency-modulated version of the LCT. In some works OLCT called the special affine Fourier transform [35-37] and the inhomogeneous canonical transform [38].

Definition 3 (OLCT). The OLCT $\mathcal{O}_{\mathrm{A}}$ of a signal $f(t)$ with real parameters of matrix $\mathbf{A}=\left(a, b, c, d, u_{0}, \omega_{0}\right)$, where $a, b, c, d, u_{0}, \omega_{0} \in \mathbb{R}$ are real parameters and $\operatorname{det}(\mathbf{A})=1$, is defined as $[6,19]$

$$
\mathcal{O}_{\mathbf{A}}\{f(t)\}(u)=\left\{\begin{array}{l}
\int_{\mathbb{R}} f(t) K_{\mathbf{A}}(t, u) d t, b \neq 0,  \tag{7}\\
\sqrt{d} e^{i d \frac{c d}{2}\left(u-u_{0}\right)^{2}+j \omega_{0} u} f\left(d\left(u-u_{0}\right)\right), \quad b=0 .
\end{array}\right.
$$

where $K_{\mathrm{A}}(t, u)$ is the OLCT kernel and expressed as

$$
\begin{equation*}
K_{\mathbf{A}}(t, u)=\frac{1}{\sqrt{i 2 \pi b}} e^{i\left(\frac{a}{2 b^{2}} t^{2}-\frac{1}{b}\left(t u-u_{0}\right)+\frac{d}{2 b}\left(u^{2}+u_{0}^{2}\right)-\frac{u}{b}\left(d u_{0}-b \omega_{0}\right)\right)} . \tag{8}
\end{equation*}
$$

From Eq. (7) it can be seen that for case $b=0$ the OLCT is simply a time scaled version of $f$ multiplied by a linear chirp. Therefore, from now we restrict our attention to OLCT for the case $b \neq 0$. And without loss of generality, we assume $b>0$ in the following sections of this chapter.

A number of widely known classical transforms and mathematical operations related to signal processing and optics are special cases of the OLCT. The OLCT converts to its special cases when taking different parameters of matrix A. For example, the OLCT with parameters $\left(a, b, c, d, u_{0}, \omega_{0}\right)=(a, b, c, d, 0,0)$ reduces to LCT; when $\mathbf{A}=(\cos \theta, \sin \theta,-\sin \theta, \cos \theta, 0,0)$, it becomes the FrFT; when $\mathbf{A}=$ $(0,1,-1,0,0,0)$, the OLCT becomes FT; when $\mathbf{A}=(1, b, 0,1,0,0)$, it becomes FRST; and when $\mathbf{A}=\left(d^{-1}, 0,0, d, 0,0\right)$, it becomes time scaling operation. Multiplication by Gaussian or chirp function is obtained with an $\mathbf{A}=(1,0, \tau, 1,0,0)$ [1]. The offset Fourier transform $\mathbf{A}=\left(0,1,-1,0, u_{0}, \omega_{0}\right)$, offset fractional Fourier transform $\mathbf{A}=\left(\cos \theta, \sin \theta,-\sin \theta, \cos \theta, u_{0}, \omega_{0}\right)$, frequency modulation $\mathbf{A}=$ ( $1,0,0,1,0, \omega_{0}$ ), and time shifting $\mathbf{A}=\left(1,0,0,1, u_{0}, 0\right)$ are also special cases of the OLCT. The OLCT is able to extend their properties and applications and can solve some problems that cannot be solved well by these operations. In fact, offset versions of FT, FrFT, and LCT are similar to the classical FT, FrFT, and LCT, but they are more flexible than the classical ones, and mainly useful for analyzing optical systems with prisms or shifted lenses. The OLCT has a close relationship with its special cases. So it is practically useful to develop relevant theorems for OLCT. By developing theories for OLCT, we can gain a deeper understanding of its special cases and transfer knowledge from one subject to another. As a generalization of many other linear transforms, the OLCT has found wide applications in applied mathematics, signal processing, and optical system modeling [5, 6, 19, 34, 35, 37].

### 2.4 Previous results

With the development of the FrFT, Lohmann in [8] and Almeida in [9] investigated the relationship between the WVD and the FrFT. They show that the WVD of the FrFTed signal can be seen as a rotation of the WVD in the time-frequency plane. In this direction, based on the properties of the FrFT, the LCT, and the WVD, Pei and Ding [10] investigated and discussed the relations between the common fractional and canonical operators. The WVD associated with the LCT, named LCWD, denoted as $\mathcal{W D}_{\mathrm{A}}$, given in [10] is useful for the separation of multi-component signals. It is defined as [10, 18].

$$
\begin{equation*}
\mathcal{W D}_{\mathbf{A}}(u, v)=\int_{\mathbb{R}} \mathcal{L}_{\mathbf{A}}\left(u+\frac{\tau}{2}\right) \overline{\mathcal{L}_{\mathbf{A}}\left(u-\frac{\tau}{2}\right)} e^{-i v \tau} d \tau, \tag{9}
\end{equation*}
$$

where $\mathcal{L}_{\mathbf{A}}(u)$ is the LCT of signal $f(t)$ with parameter matrix $\mathbf{A}=(a, b, c, d)$.
Unlike the definition of LCWD, Bai et al. obtained generalized type of WVD in the LCT domain, named WVD-LCT (or WDL), denoted as $\mathcal{W D} \mathcal{L}_{f}$, by substituting FT kernel $e^{-i u \tau}$ with LCT kernel $\frac{1}{\sqrt{i 2 \pi} b} e^{i\left(\frac{a}{2 b} \tau^{2}-\frac{1}{b} \tau u+\frac{d}{2 b} u^{2}\right)}$ [11].

$$
\begin{equation*}
\mathcal{W D} \mathcal{L}_{f}(t, u)=\int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} \frac{1}{\sqrt{i 2 \pi b}} e^{i\left(\frac{a}{2 b} \tau^{2}-\frac{1}{b} \tau u+\frac{d}{2 b} u^{2}\right)} d \tau \tag{10}
\end{equation*}
$$

The WVD-LCT generalizes the LCWD and WVD. It is easy to see that the WVDLCT is the LCT of the instantaneous autocorrelation function $R_{f}(t, \tau)$ with respect to $\tau$

$$
\begin{equation*}
\mathcal{W D} \mathcal{L}_{f}(t, u)=\mathcal{L}_{\mathbf{A}}\left\{R_{f}(t, \tau)\right\} . \tag{11}
\end{equation*}
$$

Also, in [11] authors derived the main properties and applications of the WVDLCT in the LFM signal detection. Uncertainty principles for the WVD-LCT were studied in [13, 25]. Song et al. presented WVD-LCT applications for quadratic frequency modulated signal parameter estimation in [14]. Convolution and correlation theorems for WVD-LCT are obtained in [16]. In [26] authors proposed a new method of instantaneous frequency estimation by associating the WVD with the LCT, which has a higher capacity for anti-noise and a higher estimation accuracy than WVD. Zhang unified LCWD and WVD-LCT [20], and then presented its special cases with less parameters [21, 22]. Urynbassarova et al. presented the WVD associated with the instantaneous autocorrelation function in the LCT domain, named WL, which has elegance and simplicity in marginal properties and affine transformation relationships compared to the WVD [17]. Similar to this in [27] Xin and Li proposed a new definition of WVD associated with LCT, and its integration form, which estimates two phase coefficients of LFM signal simultaneously and effectively suppresses cross terms for multi-component LFM signal. In [19] introduced the WVD association with the OLCT (WVD-OLCT), which is a generalization of the WVD-LCT and its special cases. Recently, in order to study higher dimensions, WVD associations with the quaternion LCT/OLCT were studied in [39-42], and WVD in the framework of octonion LCT was proposed by Dar and Bhat [43].

## 3. Definition

The WVD given in Eq. (4) can be re-written as

$$
\begin{equation*}
\mathcal{W}_{f}(t, u)=\int_{\mathbb{R}} f_{\mathscr{F}}\left(t+\frac{\tau}{2}\right) \overline{f_{\mathscr{F}}\left(t-\frac{\tau}{2}\right)} d \tau \tag{12}
\end{equation*}
$$

where $f_{\mathscr{F}}$ equals to $f(t)$ multiplied with FT kernel $e^{-i u t}$. By substituting FT kernel $e^{-i u t}$ with OLCT kernel (Eq. (8)), we will get the following definition of the WVD in the OLCT domain, named WOL, denoted as $\mathcal{W O} \mathcal{L}_{f}$, which is the type of the WVD-OLCT.

Definition 4 (WOL). The WOL $\mathcal{W O} \mathcal{L}_{f}$ of signal $f$ for the parameter matrix $\mathbf{A}=$ ( $a, b, c, d, u_{0}, \omega_{0}$ ) is defined as follows [18]

$$
\left.\mathcal{W} \mathcal{O} \mathcal{L}_{f}(t, u)=\frac{1}{2 \pi|b|} \int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)}\right) e^{\frac{i a}{b} t} e^{\frac{i}{i} \tau\left(u_{0}-u\right)} d \tau .
$$

The WOL is reduced to the WL, when $\mathbf{A}=(a, b, c, d, 0,0)$,

$$
\begin{equation*}
\mathcal{W O} \mathcal{L}_{f}^{(a, b, c, d, 0,0)}(t, u)=\mathcal{W} \mathcal{L}_{f}(t, u) \tag{13}
\end{equation*}
$$

Obviously，when the parameter matrix has the special form $\mathbf{A}=(0,1,-1,0,0,0)$ ， the WOL is reduced to the WVD

$$
\begin{equation*}
\mathcal{W} \mathcal{O} \mathcal{L}_{f}^{(0,1,-1,0,0,0)}(t, u)=\mathcal{W}_{f}(t, u) \tag{14}
\end{equation*}
$$

It is clear from Eq．（13）and Eq．（14）that the WOL is a generalization of the WL and the WVD．

## 4．Properties

Bellow we list some basic properties of the WOL．
Conjugation symmetry property．
The conjugation symmetry property of the WOL is expressed as

$$
\begin{equation*}
\mathcal{W O} \mathcal{L}_{f}(t, u)=\overline{\mathcal{W O} \mathcal{L}_{f}(t, u)} \tag{15}
\end{equation*}
$$

Proof．From the Definition 4，we have

$$
\begin{align*}
\overline{\mathcal{W O} \mathcal{L}_{f}(t, u)} & \left.=\overline{\int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) f\left(t-\frac{\tau}{2}\right)}\right)^{i \frac{i ⿱ 亠 幺}{b} t} e^{\frac{i}{\tau}\left(u_{0}-u\right)} d \tau  \tag{16}\\
& =\int_{\mathbb{R}} \overline{f\left(t+\frac{\tau}{2}\right) f\left(t-\frac{\tau}{2}\right) e^{e^{i \frac{a}{b}(-\tau) t}} e^{\frac{i}{b}(-\tau)\left(u_{0}-u\right)} d \tau,}
\end{align*}
$$

let $-\tau=\tau^{\prime}$ ，then we will arrive at

$$
\begin{align*}
& \overline{\mathcal{W O} \mathcal{L}_{f}(t, u)}=\int_{\mathbb{R}} f\left(t+\frac{\tau^{\prime}}{2}\right) \overline{f\left(t-\frac{\tau^{\prime}}{2}\right)} e^{i \frac{i}{\hbar} \tau \tau} e^{b^{i} \tau\left(u_{0}-u\right)} d \tau^{\prime}  \tag{17}\\
& =\mathcal{W} \mathcal{O} \mathcal{L}_{f}(t, u) \text {. }
\end{align*}
$$

This property shows that the WOL is always a real number．
Time marginal property．
The time marginal property of the WOL is given as

$$
\begin{equation*}
\int_{\mathbb{R}} \mathcal{W} \mathcal{O} \mathcal{L}_{f}(t, u) d u=|f(t)|^{2} \tag{18}
\end{equation*}
$$

Proof．

$$
\begin{align*}
& \int_{\mathbb{R}} \mathcal{W} \mathcal{O} \mathcal{L}_{f}(t, u) d u=\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{\frac{i a}{e^{\tau}} t t} e^{\frac{i}{\tau} \tau\left(u_{0}-u\right)} d \tau d u \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{i \frac{i a}{b} t} e^{i u_{0} \tau}\left(\int_{\mathbb{R}} e^{-\frac{i}{b} u \tau} d u\right) d \tau  \tag{19}\\
& =\int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) f\left(t-\frac{\tau}{2}\right) e^{\frac{i u^{2} \tau^{2}}{} e^{\frac{i}{u_{0}} \tau} \delta(\tau) d \tau} \\
& =|f(t)|^{2} \text {. }
\end{align*}
$$

Frequency marginal property.
The frequency marginal property of the WOL is given by

$$
\begin{equation*}
\int_{\mathbb{R}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t=|\hat{f}(u)|^{2} . \tag{20}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\int_{\mathbb{R}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t & =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{i \frac{i \hbar}{5} t} e^{-\frac{i}{5}\left(u-u_{0}\right) \tau} d \tau d t \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{i \frac{i a}{b / 2}\left(t^{2}+t \tau+\frac{t^{2}}{4}-t^{2}+t \tau-\frac{\tau^{2}}{4}\right)} e^{-\frac{i}{5}\left(u-u_{0}\right)\left(t+\frac{\tau}{2}+\frac{\tau}{2}-t\right)} d \tau d t \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{i \frac{i \alpha}{\delta b}\left(t+\frac{\tau}{2}\right)^{2}} e^{-\frac{i a}{2 b}\left(t-\frac{\tau}{2}\right)^{2}} e^{-\frac{i}{5}\left(u-u_{0}\right)\left(t+\frac{\tau}{2}+\frac{\tau}{2}-t\right)} d \tau d t . \tag{21}
\end{align*}
$$

Let $\omega=t+\frac{\tau}{2}$ and let $v=t-\frac{\tau}{2}$, then above equation reduces to the final result

$$
\begin{align*}
\int_{\mathbb{R}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t & =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f(\omega) \overline{f(v)} e^{\frac{i d}{2 b} \omega^{2}} e^{-\frac{i a}{2 b^{2}} e^{\frac{i}{b} u_{0}(\omega-v)} e^{-\frac{i}{b} u(\omega-v)} d \omega d v}  \tag{22}\\
& =|\hat{f}(u)|^{2} .
\end{align*}
$$

Energy distribution property.
The energy distribuition property of the WOL is given as

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \mathcal{W} O \mathcal{L}_{f}(t, u) d t d u=\int_{\mathbb{R}}|f(t)|^{2} d t . \tag{23}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t d u & =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{\frac{3}{3}}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{\frac{i a}{b} t} e^{-\frac{j}{5}\left(u-u_{0}\right) \tau} d \tau d t d u \\
& \left.=\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)}\right) e^{\frac{i \pi}{\bar{b}} t} e^{\frac{i}{b_{0}} u_{0} \tau}\left(\int_{\mathbb{R}} e^{-\frac{i}{b} u \tau} d u\right) d \tau d t  \tag{24}\\
& =\int_{\mathbb{R}}|f(t)|^{2} d t .
\end{align*}
$$

Moyal's formula.
The Moyal's formula of the WOL is presented as

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \mathcal{W O} \mathcal{L}_{f}(t, u) \overline{\mathcal{W O} \mathcal{L}_{g}(t, u)} d t d u=|\langle f, g\rangle|^{2} . \tag{25}
\end{equation*}
$$

## Proof.

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \mathcal{W} \mathcal{O} \mathcal{L}_{f}(t, u) \overline{\mathcal{W} \mathcal{O} \mathcal{L}_{g}(t, u)} d t d u= \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{4}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{\frac{i a}{b} t} e^{\frac{i}{b} u_{0} \tau} e^{-\frac{i}{b} u \tau} \\
& \times \frac{1}{2 \pi|b|} \overline{g\left(t+\frac{\tau^{\prime}}{2}\right)} g\left(t-\frac{\tau^{\prime}}{2}\right) e^{-\frac{i}{b} \tau t t} e^{-\frac{i}{b} u_{0} \tau} e^{\frac{i}{\bar{b}} u \tau \prime} d \tau d \tau^{\prime} d t d u \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{3}} f\left(t+\frac{\tau}{2}\right) f\left(t-\frac{\tau}{2}\right) e^{i \frac{i a}{\zeta} t} e^{\frac{i}{b} u_{0} \tau} e^{-\frac{i}{b} u \tau} d \tau \\
& \times \frac{1}{2 \pi|b|} \int_{\mathbb{R}} \overline{g\left(t+\frac{\tau^{\prime}}{2}\right)} g\left(t-\frac{\tau^{\prime}}{2}\right) e^{-\frac{i}{b} \tau t /} e^{-\frac{i}{b} u_{0} \tau} e^{\frac{i}{b} u \tau^{\prime}} d \tau^{\prime} d t d u \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{\frac{i a}{b} t} e^{\frac{i}{u_{0} \tau}} d \tau \\
& \times \int_{\mathbb{R}} \overline{g\left(t+\frac{\tau^{\prime}}{2}\right)} g\left(t-\frac{\tau^{\prime}}{2}\right) e^{-\frac{i z}{b} \tau t} e^{-\frac{j}{b} u_{0} \tau} d \tau^{\prime} d t \frac{1}{2 \pi|b|} \int_{\mathbb{R}} e^{i \frac{i}{b} u\left(\tau^{\prime}-\tau\right)} d u \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}^{2}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right)} e^{\frac{i a}{b^{\tau}} \tau} e^{\frac{i}{b} u_{0} \tau} d \tau \int_{\mathbb{R}} \overline{g\left(t+\frac{\tau^{\prime}}{2}\right)} g\left(t-\frac{\tau^{\prime}}{2}\right) e^{-\frac{i \dot{\tau}}{\hbar} \tau t} e^{-\frac{i}{b} u_{0} \tau} \delta\left(\tau-\tau^{\prime}\right) d \tau^{\prime} d t \\
& =\frac{1}{2 \pi|b|} \int_{\mathbb{R}}\left[\int_{\mathbb{R}} f\left(t+\frac{\tau}{2}\right) \overline{f\left(t-\frac{\tau}{2}\right) g\left(t+\frac{\tau}{2}\right)} g\left(t-\frac{\tau}{2}\right) d t\right] d \tau \text {. } \tag{26}
\end{align*}
$$

Now, we make the change of variable $\mu=t-\frac{\tau}{2}$, and come to

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \mathcal{W O} \mathcal{L}_{f}(t, u) \overline{\mathcal{W O} \mathcal{L}_{g}(t, u)} d t d u & =\frac{1}{2 \pi|b|} \int_{\mathbb{R}} f(\mu+\tau) \overline{g(\mu+\tau)} d \tau \overline{\left[\int_{\mathbb{R}} f(\mu) \overline{g(\mu)} d \mu\right]}  \tag{27}\\
& =\frac{1}{2 \pi|b|}|\langle f, g\rangle|^{2} .
\end{align*}
$$

| Property | Formulation |
| :--- | :--- |
| Conjugation symmetry | $\mathcal{W O} \mathcal{L}_{f}(t, u)=\overline{\mathcal{W O} \mathcal{L}_{f}(t, u)}$ |
| Time shifting | $\mathcal{W O}_{f^{\prime}}(t, u)=\mathcal{W O} \mathcal{L}_{f}(t-\lambda, u-a \lambda), f^{\prime}(t)=f(t-\lambda)$ |
| Frequency shifting | $\mathcal{W O}_{f^{\prime}}(t, u)=\mathcal{W O} \mathcal{L}_{f}\left(t, u-u_{1} b\right), f^{\prime}(t)=f(t) e^{i u_{1} t}$ |
| Time marginal | $\int_{\mathbb{R}} \mathcal{W O} \mathcal{L}_{f}(t, u) d u=\|f(t)\|^{2}$ |
| Frequency marginal | $\int_{\mathbb{R}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t=\|\hat{f}(u)\|^{2}$ |
| Energy distribution | $\int_{\mathbb{R}^{2}} \mathcal{W O} \mathcal{L}_{f}(t, u) d t d u=\int_{\mathbb{R}}\|f(t)\|^{2} d t$ |
| Moyal's formula | $\int_{\mathbb{R}^{2}} \mathcal{W O} \mathcal{L}_{f}(t, u) \overline{\left[\mathcal{W O} \mathcal{L} \mathcal{L}_{g}(t, u)\right] d t d u=\left.\frac{1}{2 \pi\|b\|}\|\zeta f, g\rangle\right\|^{2}}$ |

Table 2.
Properties of the WOL.

Some main properties of WOL are summarized in Table 2. The comprehensive view on the WOL can be seen in $[17,18]$.

## 5. Conclusion

In this chapter, we thoroughly revised research on hybrid transforms, which are constructed by associating WVD with well-known signal processing tools, such as FrFT, LCT, and OLCT. The WVD-OLCT generalizes most hybrid transforms, and the WOL is its special type. It is proven that hybrid transforms have better output in detection and estimation applications. Since the idea of associating two transforms is novel, it needs deep theoretical analysis and lacks diverse applications. Interested readers can develop hybrid transforms into quaternion and octonion algebra. These studies may be helpful in color image processing.
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Chapter 3

# Scaled Ambiguity Function Associated with Quadratic-Phase Fourier Transform 

Mohammad Younus Bhat, Aamir Hamid Dar, Altaf Ahmad Bhat and Deepak Kumar Jain


#### Abstract

Quadratic-phase Fourier transform (QPFT) as a general integral transform has been considered into Wigner distribution (WD) and Ambiguity function (AF) to show more powerful ability for non-stationary signal processing. In this article, a new version of ambiguity function (AF) coined as scaled ambiguity function associated with the Quadratic-phase Fourier transform (QPFT) is proposed. This new version of AF is defined based on the QPFT and the fractional instantaneous autocorrelation. Firstly, we define the scaled ambiguity function associated with the QPFT (SAFQ). Then, the main properties including the conjugate-symmetry, shifting, scaling, marginal and Moyal's formulae of SAFQ are investigated in detail, the results show that SAFQ can be viewed as the generalization of the classical AF. Finally, the newly defined SAFQ is used for the detection of linear-frequency-modulated (LFM) signals.


Keywords: ambiguity function, quadratic-phase Fourier transform, Moyal's formula, modulation, linear frequency-modulated signal

## 1. Introduction

The Fourier transform is indeed an indispensable tool for the time-frequency analysis of the stationary signals. Due to its success stories FT has profoundly influenced the mathematical, biological, chemical and engineering communities over decades, but FT can not analyze non-stationary signals as it can not provide any valid information despite the localization properties of the spectral contents. FT only allows us to visualize the signals either in time or frequency domain, but not in both domains simultaneously. In Refs. [1-3], Castro et al. introduced a superlative generalized version of the Fourier transform(FT) called quadratic-phase Fourier transform (QPFT), which not only treats uniquely both the transient and non-transient signals in a nice fashion but also with non-orthogonal directions. The QPFT is actually a generalization of several well known transforms like Fourier, fractional Fourier and linear canonical transforms, offset linear canonical transform whose kernel is in the exponential form.

Many researches have been carried on quadratic-phase Fourier transform(see $[4,5])$. With the fact that the QPFT is monitored by a bunch of free parameters, it has evolved as an effective tool for the representation of signals. A notable consideration has been given in the extension of the Wigner distributions to the classical QPFT and its generalizations. More can be found in Refs. [6-9].

On the other hand, the classical ambiguity function (AF) and Wigner distribution (WD) are the basic parametric time-frequency analysis tools, evolved for the analysis of time-frequency characteristics of non-stationary signals [10-14]. At the same time, the linear frequency-modulated (LFM) signal, a typical non-stationary signal, is widely used in communications, radar and sonar system. Many algorithms and methods have been proposed in view of LFM. The most important among them are the AF and WD [10, 13, 15-19], defined as the Fourier transform of the classical instantaneous autocorrelation function $\omega\left(t+\frac{\tau}{2}\right) \omega^{*}\left(t-\frac{\tau}{2}\right)$ for $t$ and $\tau$, (superscript $*$ denotes complex conjugate) respectively. It is well known that the AF offers perfect localization (localized on a straight line) to the mono-component LFM signals but cross terms appear while dealing with multi-component LFM signals as they are quadratic in nature. However these cross terms become troublesome if the frequency rate of one component approaches other. This drawback of AF gave rise to a series of different classes of time- frequency representation tools (see [20-27]). In Ref. [28], authors used fractional instantaneous auto-correlation $\omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right)$ found in the definition of fractional bi-spectrum [29], which is parameterized by a constant $k \in \mathbb{Q}^{+}$to introduced a scaled version of the conventional WD. Later Dar and Bhat [30] introduced the scaled version of Ambiguity function and Wigner distribution in the linear canonical transform domain. They also introduced scaled version of Wigner distribution in the offset linear canonical transform [31-35], hence provides a novel way for the improvement of the cross-term reduction time-frequency resolution and angle resolution.

Keeping in mind the degree of freedom corresponding to the choice of a factor $k$ in the fractional instantaneous auto-correlation and the extra degree of freedom present in QPFT, we introduce a novel scaled ambiguity function in the quadratic-phase Fourier transform domain (SAFQ), which gives a unique treatment for all classical classes of AF's. Hence, it is good to study rigorously the SAFQ which will be effective for signal processing theory and applications especially for detection and estimation of LFM signals.

### 1.1 Paper contributions

The contributions of this paper are summarized below:

- To introduce a scaled ambiguity function associated with the quadratic-phase Fourier transform.
- To study the fundamental properties of the SAFQ, including the conjugate symmetry, time marginal, non-linearity, time shift, frequency shift, frequency marginal, scaling and Moyal formula.
- To show the of advantage of the theory, we provide the applications of the proposed distribution in the detection of single-component and bi-component linear-frequency-modulated (LFM) signal.


### 1.2 Paper outlines

The paper is organized as follows: In Section 2, we gave a brief review of QPFT and introduce AF associated with it. The definition and the properties of the SAFQ are studied in Section 3. In Section 4, the applications of the proposed distribution for the detection of single-component and bi-component LMF signals is provided. Finally, a conclusion is drawn in Section 5.

## 2. Preliminary

In this section, we gave the definitions of the Quadratic-phase Fourier transform (QPFT), the ambiguity function associated with QPFT and the scaled ambiguity function which will be needed throughout the paper.

### 2.1 Quadratic-phase Fourier transform (QPFT)

For a given set of parameters of $\Omega=(A, B, C, D, E), B \neq 0$ the quadratic-phase Fourier transform any signal $\omega(t)$ is defined by [1-3]

$$
\begin{equation*}
\mathcal{Q}^{\Omega}[\omega](u)=\int_{\mathbb{R}} \omega(t) K_{\Omega}(t, u) d t \tag{1}
\end{equation*}
$$

where the quadratic-phase Fourier kernel $K_{\Omega}(t, w)$ is given by

$$
\begin{equation*}
K_{\Omega}(t, u)=\sqrt{\frac{B}{2 \pi i}} e^{\left(A t^{2}+B t u+C u^{2}+D t+E u\right)}, \quad A, B, C, D \cdot E \in \mathbb{R} \tag{2}
\end{equation*}
$$

### 2.2 Ambiguity function in the quadratic-phase fourier domain (AFQ)

Authors in Refs. [7, 8] defined the AF associated with the LCT, using the same procedure we can define the AF associated with QPFT (AFQ) as

$$
\begin{equation*}
A F Q_{\omega(t)}^{\Omega}(\tau, u)=\int_{\mathbb{R}} \omega\left(t+\frac{\tau}{2}\right) \omega^{*}\left(t-\frac{\tau}{2}\right) K_{\Omega}(\tau, u) d t \tag{3}
\end{equation*}
$$

### 2.3 Scaled ambiguity function

For a finite energy signal the scaled Ambiguity function (SAF) is defined as Ref. [30].

$$
\begin{equation*}
S A F_{\omega(t)}(\tau, u)=\int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-\frac{\tau}{2}\right) e^{-i u t} d t, \tag{4}
\end{equation*}
$$

where $k \in \mathbb{Q}^{+}$the set of positive rational numbers.

## 3. Scaled ambiguity function associated with quadratic-phase fourier transform (SAFQ)

In this section, we shall introduce the notion of the scaled Ambiguity function associated with QPFT followed by some of its basic properties.

### 3.1 Definition of the scaled AFQ

Thanks to the scaled AF, we obtain obtain different expressions for the SAFQ as follows:

$$
\begin{align*}
S A F_{\omega(t)}(\tau, u) & =\int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{-i u t} d t \\
& =\int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) e^{-i \frac{u}{2}\left(t+k_{2}^{\frac{\tau}{2}}\right)} \omega^{*}\left(t-\frac{\tau}{2}\right) e^{-i \frac{u}{2}\left(t-k_{\frac{\tau}{2}}^{\tau}\right.} d t  \tag{5}\\
& =\int_{\mathbb{R}} \bar{\omega}_{u}\left(t+k \frac{\tau}{2}\right) \hat{\omega}_{u}^{*}\left(t-k \frac{\tau}{2}\right) d t,
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\omega}_{u}(t)=\omega(t) e^{-i \frac{\nu_{2}^{2} t}{}} \quad \text { and } \quad \hat{\omega}_{u}(t)=\omega(t) e^{i \frac{i}{2} t} . \tag{6}
\end{equation*}
$$

On replacing the Fourier kernel in (6) with the QPFT kernel, we obtain

$$
\begin{equation*}
\bar{\omega}_{u}^{\Omega}(t)=\omega(t) K_{\Omega}\left(t, \frac{u}{2}\right) \quad \text { and } \quad \hat{\omega}_{u}^{\Omega}(t)=\omega(t) K_{\Omega}\left(t,-\frac{u}{2}\right) . \tag{7}
\end{equation*}
$$

Thus, we obtain a new version of scaled AF associated with the QPFT by replacing $\bar{\omega}_{u}(t)$ with $\bar{\omega}_{u}^{\Omega}(t)$ and $\hat{\omega}_{u}(t)$ with $\hat{\omega}_{u}^{\Omega}(t)$ in (5), i.e.,

$$
\begin{align*}
S A F_{\omega(t)}^{\Omega}(\tau, u) & =\int_{\mathbb{R}} \bar{\omega}_{u}^{\Omega}\left(t+k \frac{\tau}{2}\right) \hat{x}_{u}^{\Omega *}\left(t-k \frac{\tau}{2}\right) d t \\
& =\int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) K_{\Omega}\left(t+k \frac{\tau}{2}, \frac{u}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) K_{\Omega}^{*}\left(t-k \frac{\tau}{2}, \frac{-u}{2}\right) d t  \tag{8}\\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t .
\end{align*}
$$

With the virtue of above equation we have following definition.
Definition 3.1. The scaled Ambiguity function associated with quadratic-phase Fourier transform of a signal ' $\omega(t)^{\prime}$ in $L^{2}(\mathbb{R})$ with respect the real parameter set $\Omega=$ $(A, B, C, D, E), B \neq 0$ is defined as

$$
\begin{equation*}
S A F_{\omega(t)}^{\Omega}(\tau, u)=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t, \tag{9}
\end{equation*}
$$

where $k \in \mathbb{Q}^{+}$.
It is worth to mention that if we change the parameter $\Omega=(A, B, C, D, E)$ in the Definition 3.1, we have the following important deductions:
i. When the parameter $\Omega=(A / 2 B,-1 / B, C / 2 B, 0,0)$ is chosen and multiplying the right side of (9) by -1 , the SAFQ (9) yields the scaled ambiguity function associated with linear canonical transform [30]:

$$
\begin{equation*}
S A F_{\omega(t)}^{\Omega}(\tau, u)=\frac{1}{2 \pi B} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i \frac{i}{B}(A k \tau-u) t} d t . \tag{10}
\end{equation*}
$$

ii. For the set $\Omega=(\cot \zeta / 2,-\csc \zeta, \cot \zeta / 2,0,0), \zeta \neq 2 \pi$ and multiplying the right side of (9) by -1 the SAFQ (9) yields the novel scaled AF associated with fractional Fourier transform:

$$
\begin{equation*}
S A F_{\omega(t)}^{\zeta}(t, u)=\frac{1}{2 \pi \sin \zeta} \int_{\mathbb{R}} \omega\left(t+k \frac{\theta}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i((k \cot \zeta \tau-u \csc \zeta) t} d t . \tag{11}
\end{equation*}
$$

iii. When the parameter is choosen as $\Omega=(0,1,0,0,0)$ is chosen, the scaled AFQ (4) boils down to the classical scaled AF given in Ref. [30]. In addition of above if we take $k=1$, it reduce to classical Amniguity function.

### 3.2 Properties of the scaled AFOL

In this subsection, we investigate some general properties of the scaled AFQ with their detailed proofs. These properties play vital role in signal representation. We shall see the differences between the scaled versions and conventional ones.

Property 3.1 (symmetry property) For $\omega(t) \in L^{2}(\mathbb{R})$, then scaled AFOL of the signals $\omega^{*}(t)$ and $P[\omega(t)]$ have the following forms

$$
\begin{equation*}
S A F_{\omega(t)^{*}}^{\Omega}(\tau, u)=S A F_{\omega(t)}^{\Omega^{\prime}(-\tau,-u)} \tag{12}
\end{equation*}
$$

where $\Omega^{\prime}=(-A .-B, C,-D,-E)$.
and

$$
\begin{equation*}
S A F_{P[\omega(t)]}^{\Omega}(\tau, u)=-S A F_{\omega(t)}^{\bar{\Omega}}(-\tau,-u), \tag{13}
\end{equation*}
$$

where $P[\omega(t)]=\omega(-t)$ and $\bar{\Omega}=(A, B, C,-D,-E)$.
Proof. From Definition 3.1, we have
$S A F_{\omega(t)^{*}}^{\Omega}(\tau, u)$
$=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega^{*}\left(t+k \frac{\tau}{2}\right) \omega\left(t-k \frac{\tau}{2}\right) e^{i((2 A k \tau+B u) t+D k \tau+E u]} d t$
$=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{(-\tau)}{2}\right) \omega^{*}\left(t-k \frac{(-\tau)}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t$
$=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{(-\tau)}{2}\right) \omega^{*}\left(t-k \frac{(-\tau)}{2}\right) \times e^{i[\{2(-A) k(-\tau)+(-B)(-u)\} t+(-D) k(-\tau)+(-E)(-u)]} d t$
$=S A F_{\omega(t)}^{\Omega^{\prime}}(-\tau,-u)$, where $\quad \Omega^{\prime}=(-A .-B, C,-D,-E)$.
which prove (12).
Now, we move forward to prove (13)
From (9), we have

$$
\begin{aligned}
& S A F_{P[\omega(t)]}^{\Omega}(\tau, u) \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} P \omega\left(t+k \frac{\tau}{2}\right) P \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(-t-k \frac{\tau}{2}\right) \omega^{*}\left(-t+k \frac{\tau}{2}\right) e^{i(2 A A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(-t-k \frac{\tau}{2}\right) \omega^{*}\left(-t+k \frac{\tau}{2}\right) e^{i[\{2 A k(-\tau)+B(-u)\}(-t)+(-D) k(-\tau)+(-E)(-u)]} d t \\
& =-\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(v+k \frac{-\tau}{2}\right) \omega^{*}\left(v-k \frac{-\tau}{2}\right) e^{i[\{2 A k(-\tau)+B(-u)\} v+(-D) k(-\tau)+(-E)(-u)]} d v \\
& =-S A F_{\omega(t)}^{\bar{\Omega}}(-\tau,-u), \quad \bar{\Omega}=(A, B, C,-D,-E) .
\end{aligned}
$$

which completes the proof.
Property 3.2 (Time shift). The SAFQ of a signal $\omega(t-\lambda)$ can be expressed as:

$$
\begin{equation*}
S A F_{\omega(t-\lambda)}^{\Omega}(\tau, u)=e^{i \lambda(2 A k \tau+B u)} S A F_{\omega(t)}^{\Omega}(\tau, u) \tag{14}
\end{equation*}
$$

Proof. From (9), we obtain

$$
S A F_{\omega(t-\lambda)}^{\Omega}(\tau, u)=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t-\lambda+k \frac{\tau}{2}\right) \omega^{*}\left(t-\lambda-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t .
$$

Setting $t-\lambda=s$, we have from last equation

$$
\begin{aligned}
S A F_{\omega(t-\lambda)}^{\Omega}(\tau, u) & =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(s+k \frac{\tau}{2}\right) \omega^{*}\left(s-k \frac{\tau}{2}\right) e^{i((2 A k \tau+B u) s+D k \tau+E u]} d s \\
& =e^{i \lambda(2 A k \tau+B u)} \frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(s+k \frac{\tau}{2}\right) \omega^{*}\left(s-k \frac{\tau}{2}\right) e^{\frac{i}{\hbar}\left[(a k \tau-u) s+k u_{0} \tau-u\left(d u_{0}-b w_{0}\right)\right]} d s \\
& =e^{i \lambda(2 A k \tau+B u)} S A F_{\omega(t)}^{\Omega}(\tau, u)
\end{aligned}
$$

Which completes the proof of (14).
Property 3.3 (Frequency shift). The SAFQ of a signal $\omega(t) e^{i v t}$ can be expressed as:

$$
\begin{equation*}
S A F_{\omega(t) e^{i v t}}^{\Omega}(\tau, u)=e^{i v k \tau} S A F_{\omega(t)}^{\Omega}(\tau, u) \tag{15}
\end{equation*}
$$

Proof. From (9), we have

$$
\begin{aligned}
& \operatorname{SAF}_{\omega(t) e^{i v t}(\tau, u)}^{\Omega}= \frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) e^{i v\left(t+k \frac{\tau}{2}\right)} \omega^{*}\left(t-\frac{\tau}{2}\right) e^{-i v\left(t-k \frac{\tau}{2}\right)} \\
&=\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) e^{*}\left(t-\frac{\tau}{2}\right) e^{i v k \tau} \\
& \times e^{i(2 A k \tau+B u) t+D k \tau+E u]} d t \\
&= e^{i v k \tau} \frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-\frac{\tau}{2}\right) \\
& \quad \times e^{i(2 A k \tau+B u) t+D k \tau+E u]} d t
\end{aligned}
$$

Which completes the proof $\square$
Property 3.4 (Non-linearity). Let $\omega(t)=\omega_{1}(t)+\omega_{2}(t)$ be in $L^{2}(\mathbb{R})$, then we have

$$
\begin{equation*}
S A F_{\omega(t)}^{\Omega}(\tau, u)=S A F_{\omega_{1}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{2}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{1}, \omega_{2}}^{\Omega}(\tau, u)+S A F_{\omega_{2}, \omega_{1}}^{\Omega}(\tau, u) \tag{16}
\end{equation*}
$$

Proof. From Definition 3.1, we have

$$
\begin{aligned}
& S A F_{\omega(t)}^{\Omega}(\tau, u) \\
& \begin{aligned}
&= \frac{B}{2 \pi} \int_{\mathbb{R}}\left(\omega_{1}+\omega_{2}\right)\left(t+k \frac{\tau}{2}\right)\left(\omega_{1}+\omega_{2}\right)^{*}\left(t-k \frac{\tau}{2}\right) e^{i(2 A k \tau+B u) t+D k \tau+E u]} d t \\
&=\frac{B}{2 \pi} \int_{\mathbb{R}}\left[\left(\omega_{1}\left(t+k \frac{\tau}{2}\right)+\omega_{2}\left(t+k \frac{\tau}{2}\right)\right)\right. \\
&\left.\quad\left(\omega_{1} *\left(t-k \frac{\tau}{2}\right)+\omega_{2}^{*}\left(t-k \frac{\tau}{2}\right)\right)\right] e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
&=\frac{B}{2 \pi} \int_{\mathbb{R}}\left[\omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1} *\left(t-k \frac{\tau}{2}\right)+\omega_{2}\left(t+k \frac{\tau}{2}\right) \omega_{2}^{*}\left(t-k \frac{\tau}{2}\right)\right. \\
&\left.\quad+\omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{2}^{*}\left(t-k \frac{\tau}{2}\right)+\omega_{2}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-k \frac{\tau}{2}\right)\right] \\
& \quad \times e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t
\end{aligned} \\
& =S A F_{\omega_{1}}^{\Omega}(\tau, u)+S A F_{\omega_{2}}^{\Omega}(\tau, u)+S A F_{\omega_{1}, \omega_{2}}^{\Omega}(\tau, u)+S A F_{\omega_{2}, \omega_{1}}^{\Omega}(\tau, u) .
\end{aligned}
$$

Thus completes the proof.
Property 3.5 (Frequency marginal property). The frequency marginal property of SAFQ is given by

$$
\begin{equation*}
\int_{\mathbb{R}} S A F_{\omega(t)}^{\Omega}(\tau, u) d \tau=\frac{1}{k} \mathcal{Q}^{\Omega}[\omega(t)]\left(\frac{u}{2}\right) \mathcal{Q}^{* \Omega}[\omega(t)]\left(\frac{-u}{2}\right) \tag{17}
\end{equation*}
$$

Proof. From Definition 3.1, we have

$$
\int_{\mathbb{R}} S A F_{\omega(t)}^{\Omega}(\tau, u) d \tau=\frac{B}{2 \pi} \int_{\mathbb{R}^{2}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-\frac{\tau}{2}\right) e^{i(2 A k \tau+B u) t+D k \tau+E u]} d t d \tau .
$$

Making change of variable $t+k \frac{\tau}{2}=s$, above equation yields

$$
\int_{\mathbb{R}} S A F_{\omega(t)}^{\Omega}(\tau, u) d \tau=\frac{B}{\pi k} \int_{\mathbb{R}^{2}} \omega(s) \omega^{*}(2 t-s) e^{i[\{4 A(s-t)+B u\} t+2 D(s-t)+E u]} d s d t .
$$

Now setting $2 t=s+v$, we get

$$
\begin{aligned}
& \int_{\mathbb{R}} S A F_{\omega(t)}^{\Omega}(\tau, u) d \tau \\
& =\frac{B}{2 \pi k} \int_{\mathbb{R}^{2}} \omega(s) \omega^{*}(v) e^{i\left[\left\{4 A\left(s-\frac{s+v}{2}\right)-B u\right\}\left(\frac{s+v}{2}\right)+2 D\left(s-\frac{s+v}{2}\right)+E u\right]} d s d v \\
& =\frac{B}{2 \pi k} \int_{\mathbb{R}^{2}} \omega(s) \omega^{*}(v) e^{i\left[\{2 A(s-v)+B u\}\left(\frac{s+v}{2}\right)+D(s-v)+E u\right]} d s d v \\
& =\frac{B}{2 \pi k} \int_{\mathbb{R}^{2}} \omega(s) \omega^{*}(v) e^{i\left[A\left(s^{2}-v^{2}\right)+B u\left(\frac{s+v}{2}\right)+D(s-v)+E u\right]} d s d v \\
& =\frac{B}{2 \pi k} \int_{\mathbb{R}} \omega(s) e^{i\left[A s^{2}+B s\left(\frac{u}{2}\right)+C\left(\frac{u}{2}\right)^{2}+D s+E\left(\frac{u}{2}\right)\right]} d s \\
& \quad \times \int_{\mathbb{R}} \omega^{*}(v) e^{-i\left[A v^{2}+B v\left(\frac{-u}{2}\right)+C\left(\frac{-u}{2}\right)^{2}+D v+E\left(\frac{-u}{2}\right)\right] d v} \\
& =\frac{1}{k} \int_{\mathbb{R}} \omega(s) \sqrt{\frac{B}{2 i \pi}} e^{i\left[A s^{2}+B s\left(\frac{u}{2}\right)+C\left(\frac{u}{2}\right)^{2}+D s+E\left(\frac{u}{2}\right)\right]} d s \\
& \quad \times\left[\int_{\mathbb{R}} \omega(v) \sqrt{\frac{B}{2 i \pi}} e^{\left.i\left[A v^{2}+B v\left(\frac{-u}{2}\right)+C\left(\frac{-u}{2}\right)^{2}+D v+E\left(\frac{-u}{2}\right)\right] d v\right]^{*}}\right. \\
& =\frac{1}{k} \int_{\mathbb{R}} \omega(s) K_{\Omega}\left(s, \frac{u}{2}\right) d s\left[\int_{\mathbb{R}} \omega(v) K_{\Omega}\left(v, \frac{-u}{2}\right) d v\right]^{*} \\
& =\frac{1}{k} \mathcal{Q}^{\Omega}[\omega(t)]\left(\frac{u}{2}\right) \mathcal{Q}^{* \Omega}[\omega(t)]\left(\frac{-u}{2}\right) .
\end{aligned}
$$

Which completes the proof.
Property 3.6 (Scaling property). For a signal $\tilde{\omega}(t)=\sqrt{\sigma} \omega(\sigma t)$ the $S A F Q$ has the following form:

$$
\begin{equation*}
S A F_{\tilde{\omega}(t)}^{\Omega}(\tau, u)=S A F_{\omega(t)}^{\Omega^{\prime}}\left(\sigma \tau, \frac{u}{\sigma}\right) \tag{18}
\end{equation*}
$$

where $\Omega^{\prime}=\left(\frac{A}{\sigma^{2}}, B, C, \frac{D}{\sigma}, \sigma E\right)$.
Proof. From (9), we have

$$
S A F_{\tilde{\omega}(t)}^{\Omega}(\tau, u)=\frac{\sigma B}{2 \pi} \int_{\mathbb{R}} \omega\left(\sigma t+\sigma k \frac{\tau}{2}\right) \omega^{*}\left(\sigma t-\sigma k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t
$$

Setting $\sigma t=\eta$, above equation yields

$$
\begin{aligned}
& S A F_{\tilde{\omega}(t)}^{\Omega}(\tau, u) \\
& =\frac{\sigma B}{2 \pi} \int_{\mathbb{R}} \omega\left(\sigma t+\sigma k \frac{\tau}{2}\right) \omega^{*}\left(\sigma t-\sigma k \frac{\tau}{2}\right) e^{i\left[(2 A k \tau+B u)^{\frac{\eta}{\sigma}}+D k \tau+E u\right]} \cdot \frac{d \eta}{\sigma} \\
& =\frac{\sigma B}{2 \pi} \int_{\mathbb{R}} \omega\left(\sigma t+\sigma k \frac{\tau}{2}\right) \omega^{*}\left(\sigma t-\sigma k \frac{\tau}{2}\right) e^{i\left[\left(2 \frac{A}{\left.\left.\sigma^{2} k(\sigma \tau)+B \frac{u}{\sigma}\right) \eta+D k \tau+E u\right]} \cdot \frac{d \eta}{\sigma}\right.\right.} \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(\sigma t+\sigma k \frac{\tau}{2}\right) \omega^{*}\left(\sigma t-\sigma k \frac{\tau}{2}\right) e^{i\left[\left(2 \frac{A}{\sigma^{2}} k(\sigma \tau)+B\left(\frac{u}{\sigma}\right)\right) \eta+\frac{D}{\sigma} k(\sigma \tau)+\sigma E\left(\frac{u}{\sigma}\right)\right]} \cdot d \eta \\
& =\operatorname{SAF}_{\omega(t)}^{\Omega^{\prime}}\left(\sigma \tau, \frac{u}{\sigma}\right),
\end{aligned}
$$

where $\Omega^{\prime}=\left(\frac{A}{\sigma^{2}}, B, C, \frac{D}{\sigma}, \sigma E\right)$.
This proves (18).
Property 3.7 (Moyal formula). The Moyal formula of the SAFQ has the following form:

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{\mathbb{R}} S A F_{\omega_{1}(t)}^{\Omega}(\tau, u)\left[S A F_{\omega_{2}(t)}^{\Omega}(\tau, u)\right]^{*} d \tau d u=\frac{B}{2 \pi k}\left|\left\langle\omega_{1}(t), \omega_{2}(t)\right\rangle\right|^{2} . \tag{19}
\end{equation*}
$$

Proof. From (9), we have

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{\mathbb{R}} S A F_{\omega_{1}(t)}^{\Omega}(t, u)\left[S A F_{\omega_{2}(t)}^{\Omega}(t, u)\right]^{*} d t d u \\
& =\left(\frac{B}{2 \pi}\right)^{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-k \frac{\tau}{2}\right) \omega_{2}^{*}\left(t^{\prime}+k \frac{\tau}{2}\right) \omega_{2}\left(t^{\prime}-k \frac{\tau}{2}\right) \\
& \times e^{i[(2 A k \tau+B u) t+D k \tau+E u]} e^{-i\left[(2 A k \tau+B u) t^{\prime}+D k \tau+E u\right]} d \tau d t^{\prime} d t d u \\
& =\left(\frac{B}{2 \pi}\right)^{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-\frac{\tau}{2}\right) \omega_{2}^{*}\left(t+k \frac{\tau}{2}\right) \omega_{2}\left(t-k \frac{\tau}{2}\right) \\
& \times e^{i(2 A k \tau+B u)\left(t-t^{\prime}\right)} d \tau d u d t d t^{\prime} \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-\frac{\tau}{2}\right) \omega_{2}^{*}\left(t+k \frac{\tau}{2}\right) \omega_{2}\left(t-k \frac{\tau}{2}\right) \\
& \times e^{i 2 A k \tau\left(t-t^{\prime}\right)}\left(\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i B u\left(t-t^{\prime}\right)} d u\right) d \tau d t d t^{\prime} \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-\frac{\tau}{2}\right) \omega_{2}^{*}\left(t+k \frac{\tau}{2}\right) \omega_{2}\left(t-k \frac{\tau}{2}\right) \\
& \times e^{i 2 A k \tau\left(t-t^{\prime}\right)} \delta\left(t-t^{\prime}\right) d t^{\prime} d \tau d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{1}^{*}\left(t-\frac{\tau}{2}\right) \omega_{2}^{*}\left(t+k \frac{\tau}{2}\right) \omega_{2}\left(t-k \frac{\tau}{2}\right) d \tau d t
\end{aligned}
$$

By making the change of variable $s=t+k \frac{\tau}{2}$, we have

$$
\int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{W}_{\omega_{1}(t)}^{A, k}(t, u)\left[\mathcal{W}_{\omega_{2}(t)}^{A, k}(t, u)\right]^{*} d \tau d u=\frac{B}{k \pi} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}(s) \omega_{1}^{*}(2 t-s) \omega_{2}^{*}(s) \omega_{2}(2 t-s) d s d t
$$

Now taking $2 t-s=v$, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}} \int_{\mathbb{R}} \mathcal{W}_{\omega_{1}}^{A, k}(t, u)\left[\mathcal{W}_{\omega_{2}}^{A, k}(t, u)\right]^{*} d \tau d u & =\frac{B}{2 \pi k} \int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{1}(s) \omega_{1}^{*}(v) \omega_{2}^{*}(s) \omega_{2}(v) d s d v \\
& =\frac{B}{2 \pi k}\left(\int_{\mathbb{R}} \omega_{1}(s) \omega_{2}^{*}(s) d x\right)\left(\int_{\mathbb{R}} \omega_{1}^{*}(v) \omega_{2}(v) d v\right) \\
& =\frac{B}{2 \pi k}\left|\left\langle\omega_{1}(t), \omega_{2}(t)\right\rangle\right|^{2} .
\end{aligned}
$$

Thus completes the proof.

## 4. Applications of the scaled AFQ

In engineering the most important research topics is the detection of LFM signals as they are widely used in communications, information and optical systems. In this section our main goal is to use scaled AFQ in detection of one-component and bicomponent LFM signals, respectively.

- One component LFM signal: A one-component LFM signal is chosen as

$$
\begin{equation*}
\omega(t)=e^{i\left(\vartheta_{1} t+\vartheta_{2} t^{2}\right)} \tag{20}
\end{equation*}
$$

where $\vartheta_{1}$ and $\vartheta_{2}$ represent the initial frequency and frequency rate of $\omega(t)$, respectively. Then, we obtain the SAFQ of a signal $\omega(t)$ as shown in the following theorem.

Theorem 4.1 The SAFQ of $\omega(t)=e^{i\left(g_{1} t+g_{2} t^{2}\right)}$ can be presented as

$$
\begin{equation*}
S A F_{\omega(t)}^{\Omega}(\tau, u)=e^{i\left[k\left(\vartheta_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\vartheta_{2}+A\right) \tau+B u\right] . \tag{21}
\end{equation*}
$$

Proof. By Definition 3.1, we have

$$
\begin{align*}
& S A F_{\omega(t)}^{\Omega}(\tau, u) \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega\left(t+k \frac{\tau}{2}\right) \omega^{*}\left(t-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i\left[\vartheta_{1}\left(t+k_{2}^{\frac{\tau}{2}}\right)+\vartheta_{2}\left(t+k_{2}^{\frac{\tau}{2}}\right)^{2}\right]} e^{-i\left[\vartheta_{1}\left(t-k_{2}^{\frac{\tau}{2}}\right)+\vartheta_{2}\left(t-k_{2}^{\frac{\tau}{2}}\right)^{2}\right]} \\
& \times e^{i(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i\left[\vartheta_{1} t+\vartheta_{1} k \frac{\tau}{2}+\vartheta_{2} t^{2}+\vartheta_{2} t k \tau+\vartheta_{2} k^{2} \frac{\tau_{2}}{4}\right]} e^{-i\left[\vartheta_{1} t-\vartheta_{1} k \frac{\tau}{2}+\vartheta_{2} t^{2}-\vartheta_{2} t k \tau+\vartheta_{2} k^{2} \frac{\tau^{2}}{4}\right]}  \tag{22}\\
& \times e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i\left[\vartheta_{1} k \tau+2 \vartheta_{2} t k \tau+(2 A k \tau+B u) t+D k \tau+E u\right]} d t \\
& =\frac{B}{2 \pi} e^{i\left[k\left(\theta_{1}+D\right) \tau+E u\right]} \int_{\mathbb{R}} e^{i\left[2 k\left(\vartheta_{2}+A\right) \tau+B u\right] t} d t \\
& =e^{i\left[k\left(\vartheta_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\vartheta_{2}+A\right) \tau+B u\right] \text {, }
\end{align*}
$$

From above Theorem, we can conclude that the that the SAFQ of a one-component signal (20) are able to generate impulses in ( $\tau, u$ ) plane at a straight line $\left(B u+2 k\left(\vartheta_{2}+A\right) \tau\right)=0$ and is dependent on the scaling factor $k$ and the parameter $\Omega=(A, B, C, D, E)$. Therefore, the SAFQ can be applied to the detection of onecomponent LFM signals and is very useful and effective as there is choice of selecting the scaling factor $k$ and the parameter $\Omega$.

- Bi-component LFM signal: Consider the following bi-component LFM signal $\omega(t)$ it is well known that the bi-component LFM signal can be expressed by the summation of two single component LFM signals, i.e.,

$$
\begin{equation*}
\omega(t)=\omega_{1}(t)+\omega_{2}(t), \tag{23}
\end{equation*}
$$

where $\omega_{1}(t)=e^{i\left(\xi_{1} t+\eta_{1} t^{2}\right)}\left(\eta_{1} \neq 0\right), \omega_{2}(t)=e^{i\left(\xi_{2} t+\eta_{2} t^{2}\right)}\left(\eta_{2} \neq 0\right)$ and $\eta_{1} \neq \eta_{2}$. Now using the non-linearity property (8), the SAFQ of the signal $\omega(t)$ given in (23) can be computed as follows:

$$
\begin{aligned}
S A F_{\omega(t)}^{\Omega}(\tau, u) & =S A F_{\omega_{1}(t)+\omega_{2}(t)}^{\Omega}(\tau, u) \\
& =S A F_{\omega_{1}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{2}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{1}(t), \omega_{2}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{2}(t), \omega_{1}(t)}^{\Omega}(\tau, u) \\
& =e^{i\left[\left(\xi_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\eta_{1}+A\right) \tau+B u\right] \\
& +e^{i\left[k\left(\xi_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\eta_{2}+A\right) \tau+B u\right]+S A F_{\omega_{1}(t), \omega_{2}(t)}^{\Omega}(\tau, u)+S A F_{\omega_{2}(t), \omega_{1}(t)}^{\Omega}(\tau, u) .
\end{aligned}
$$

The first two terms in last equation stands for the auto-terms of one-component signals, whereas the rest represent the cross terms that are given by

$$
\begin{aligned}
& S A F_{\omega_{1}(t), \omega_{2}(t)}^{\Omega}(t, u) \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} \omega_{1}\left(t+k \frac{\tau}{2}\right) \omega_{2}^{*}\left(t-k \frac{\tau}{2}\right) e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i\left[\xi_{1}\left(t+k \frac{\tau}{2}\right)+\eta_{1}\left(t+k_{2}^{\tau}\right)^{2}\right]} e^{-i\left[\xi_{2}\left(t-k \frac{\tau}{2}\right)+\eta_{2}\left(t-k_{2}^{\tau}\right)^{2}\right]} e^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{2 \pi} \int_{\mathbb{R}} e^{i\left[\xi_{1} t+\xi_{1} k \frac{\tau}{2}+\eta_{1} t^{2}+\eta_{1} k^{2} \frac{\tau^{2}}{4}+\eta_{1} t k \tau\right]} e^{-i\left[\xi_{2} t-\xi_{2} k \frac{\tau}{2}+\eta_{2} t^{2}+\eta_{2} k^{2} \frac{\tau^{2}}{4}-\eta_{2} t k \tau\right]} \\
& =\frac{B}{2 \pi} e^{i\left[\frac{\eta_{1}-\eta_{2}}{4} k^{2} \tau^{2}+\frac{\xi_{1}+\xi_{2}+2 D}{2} k \tau+E u\right]} \int_{\mathbb{R}}^{i[(2 A k \tau+B u) t+D k \tau+E u]} d t \\
& =\frac{B}{k} \frac{1}{\sqrt{\pi\left(\eta_{1}-\eta_{2}\right)}} e^{i\left[\frac{\eta_{1}-\eta_{2}}{4} k^{2} \tau^{2}+\frac{\left.\xi_{1}+\xi_{2}+2 D_{2}\right) t^{2}}{2}\right.} e^{i[B u+E u]^{2}} e^{-i \frac{\left[B u+k\left(\eta_{1}+\eta_{2}+2 A\right) t-\left(\xi_{1}-\xi_{2}\right)\right]^{2}}{4\left(\eta_{1}-\eta_{2}\right)}} \\
& =
\end{aligned}
$$

similarly

$$
\begin{aligned}
& \operatorname{SAF}_{\omega_{2}(t), \omega_{1}(t)}^{\Omega}(t, u) \\
& =\frac{1}{k b} \frac{1}{\sqrt{\pi\left(\eta_{2}-\eta_{1}\right)}} e^{i\left[\frac{\eta_{2}-\eta_{1}}{4} k^{2} \tau^{2}+\frac{\xi_{1}+\xi_{2}+2 d}{2} k \tau-E u\right]} e^{-i \frac{\left[B u+k\left(\eta_{2}+\eta_{1}+2 A\right) t-\left(\xi_{2}-\xi_{1}\right)\right]^{2}}{4\left(\eta_{2}-\eta_{1}\right)}} .
\end{aligned}
$$

Hence the SAFQ of a bi-component signal $\omega(t)=\omega_{1}(t)+\omega_{2}(t)$ is given by

$$
\begin{align*}
S A F_{\omega(t)}^{\Omega}(\tau, u) & =S A F_{\omega_{1}(t)+\omega_{2}(t)}^{\Omega}(\tau, u) \\
& =e^{i\left[k\left(\xi_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\eta_{1}+A\right) \tau+B u\right] \\
& +e^{i\left[k\left(\xi_{1}+D\right) \tau+E u\right]} \delta\left[2 k\left(\eta_{2}+A\right) \tau+B u\right] \\
& +\frac{B}{k} \frac{1}{\sqrt{\pi\left(\eta_{1}-\eta_{2}\right)}} e^{i\left[\frac{\eta_{1}-\eta_{2}}{4} k^{2} \tau^{2}+\frac{\xi_{1}+\xi_{2}+2 D}{2} k \tau+E u\right]} e^{-i \frac{\left[B u+k\left(\eta_{1}+\eta_{2}+2 A\right) t-\left(\xi_{1}-\xi_{2}\right)\right]^{2}}{4\left(\eta_{1}-\eta_{2}\right)}}  \tag{24}\\
& +\frac{1}{k b} \frac{1}{\sqrt{\pi\left(\eta_{2}-\eta_{1}\right)}} e^{i\left[\frac{\eta_{2}-\eta_{1}}{4} k^{2} \tau^{2}+\frac{\xi_{1}+\xi_{2}+2 d}{2} k \tau-E u\right]} e^{-i \frac{\left[B u+k\left(\eta_{2}+\eta_{1}+2 A\right) t-\left(\xi_{2}-\xi_{1}\right)\right]^{2}}{4\left(\eta_{2}-\eta_{1}\right)}} .
\end{align*}
$$

It is clear from (24) a that the first two auto-terms are able to generate impulses which the cross terms cannot generate, and therefore, although the existence of cross terms has a certain influence on the detection performance, but the bi-component LFM signal still can be detected. This indicates that the scaled AFQ is also useful and powerful for detecting bi-component LFM signals. Moreover for an adequate value of $k$ and matrix parameter $\Omega$, the scaled AFQ benefits in cross-term reduction while maintaining a perfect time-frequency resolution with clear auto terms angle resolution.

## 5. Conclusion

Motivated by degree of freedom corresponding to the choice of a factor $k$ in the fractional instantaneous auto-correlation and the extra degree of freedom present in QPFT, we proposed novel scaled AFQ. First, we studied the fundamental properties of the proposed distributions, including the time marginal, conjugate symmetry, non-linearity, time shift, frequency shift, frequency marginal, scaling, inverse and Moyal formula. Finally to show the of advantage of the theory, we provided the applications of the scaled AFQ in the detection of single-component and bi-component linear- frequency-modulated (LFM) signal.
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Section 2

## Applications

Chapter 4

# Analytical Expressions of Infinite Fourier Sine and Cosine Transform-Based Ramanujan Integrals $R_{S, C}(m, n)$ in Terms of Hypergeometric Series ${ }_{2} F_{3}(\cdot)$ 

Showkat Ahmad Dar and M. Kamarujama


#### Abstract

In this chapter, we obtain analytical expressions of infinite Fourier sine and cosine transform-based Ramanujan integrals, $$
\mathbf{R}_{S, C}(m, n)=\int_{0}^{\infty} \frac{x^{m}}{-1+\exp (2 \pi \sqrt{x})} \sin (\pi n x) d x
$$ in an infinite series of hypergeometric functions ${ }_{2} F_{3}(\cdot)$, using the hypergeometric technique. Also, we have given some generalizations of the Ramanujan's integrals $\mathbf{R}_{S, C}(m, n)$ in the form of integrals denoted by $\mathbf{I}_{S, C}^{*}(v, b, c, \lambda, y) \mathbf{J}_{S, C}(v, b, c, \lambda, y)$, $\mathbf{K}_{S, C}(v, b, c, \lambda, y)$ and $\mathbf{I}_{S, C}(v, b, \lambda, y)$. These generalized definite integrals are expressed in terms of ordinary hypergeometric functions ${ }_{2} F_{3}(\cdot)$, with suitable convergence conditions. Moreover, as applications of Ramanujan's integrals $\mathbf{R}_{S, C}(m, n)$, some closed form of infinite summation formulas involving hypergeometric functions ${ }_{1} F_{2},{ }_{2} F_{3}(\cdot)$, and ${ }_{0} F_{1}$ are derived.


Keywords: generalized hypergeometric function, infinite Fourier sine and cosine transforms, Ramanujan's integrals, Fox-Wright psi hypergeometric function, hypergeometric series

## 1. Introduction

Naturally, we call a function"special" when the function, just as the logarithm, the exponential and trigonometric functions (the elementary transcendental functions), belongs to the toolbox of the applied mathematician, the physicist, or the engineer. This branch of mathematics has a good history with great names such as Gauss, Euler, Fourier, Legendre, and Bessel. This chapter includes definitions, namely infinite Fourier sine and cosine transforms, Pochhammer's symbol and related results, generalized Gauss hypergeometric function and its special cases, Fox-Wright hypergeometric function and its convergence conditions, Hypergeometric form of elementary
functions, Gauss-Legendre multiplication formula and infinite series decomposition identity. In the literature [1-6], the analytical expressions of the Fourier sine and cosine transforms of $x^{v-1} \backslash(\exp (b x) \pm 1)$ are available in terms of Riemann's zeta function, the Psi function (Digamma function), hyperbolic function and Beta function. The analytical solution of the following infinite Fourier sine and cosine transforms based Ramanujan integrals ([7], p. 85, eq. (49) last line):

$$
\begin{equation*}
\mathbf{R}_{S, C}(m, n)=\int_{0}^{\infty} \frac{x^{m}}{\{-1+\exp (2 \pi \sqrt{x})\}} \sin (\pi n x) d x \tag{1}
\end{equation*}
$$

are not given for all positive rational values of $n$ and non-negative integral values of $m$.

## 2. Definitions and preliminaries

### 2.1 Fourier sine and cosine transforms

The infinite Fourier sine and cosine transforms of $g(x)$ over the interval $[0, \infty)$ are defined by

$$
\begin{equation*}
F_{S, C}(g(x) ; b)=\int_{0}^{\infty} g(x) \cos _{\sin }^{\cos }(b x) d x=G_{S, C}(b),(b>0) . \tag{2}
\end{equation*}
$$

For example, if $y>0,0<\operatorname{Re}(v)<2$ for Fourier sine transform of $x^{-v}$ and $y>0$, $0<\operatorname{Re}(v)<1$ for Fourier cosine transform of $x^{-v}$, then the infinite Fourier sine and cosine transforms of $x^{-v}$ ([3], p. 68) are given by

$$
\begin{equation*}
\int_{0}^{\infty} x^{-v} \sin (x y) d x=y^{v-1} \Gamma(1-v) \sin \left(\frac{v \pi}{\cos }\right) \tag{3}
\end{equation*}
$$

Further, if $b>0,-1<\mathfrak{R}(s)<1$ for Fourier sine transform and $b>0,0<\mathfrak{R}(s)<1$ for Fourier cosine transform, then the infinite Fourier sine and cosine transform of $x^{s-1}$ are given by $[3,5,8]$.

$$
\begin{equation*}
\int_{0}^{\infty} x^{s-1} \frac{\sin }{\cos }(b x) d x=\frac{\Gamma(s) \sin \left(\frac{\pi s}{}\left(\frac{\cos }{2}\right)\right.}{b^{s}} \tag{4}
\end{equation*}
$$

Moreover, if $\Re(\mu)>-2$ for Fourier sine transform and $\Re(\mu)>-1$ for Fourier cosine transform, then we can prove the following integral by using Maclaurin's expansion of $\exp \left(-a x^{\xi}\right)$ and term by term integrating with the help of the result (4)

$$
\begin{equation*}
\int_{0}^{\infty} x^{\mu} \exp \left(-a x^{\xi}\right) \frac{\sin }{\cos }(x y) d x=y^{-\mu-1} \sum_{\ell=0}^{\infty}\left(-\frac{a}{y^{\xi}}\right)^{\ell} \frac{1}{\ell!} \Gamma(\mu+1+\xi \ell) \cos _{\sin }\left\{\frac{\pi}{2}(\mu+\xi \ell)\right\} . \tag{5}
\end{equation*}
$$

where $0<\xi<1, a>0$ and $y>0$. The conditions $\mathfrak{R}(\mu)>-2$ and $\mathfrak{R}(\mu)>-1$ stated in the integrals (5) follows from the theory of analytic continuation [5, 8]. We have also verified the conditions $\mathfrak{R}(\mu)>-2$ and $\mathfrak{R}(\mu)>-1$, using Wolfram Mathematica software.

### 2.2 Generalized gauss hypergeometric function

A natural generalization of the Gauss hypergeometric function ${ }_{2} F_{1}(z)$ is the generalized hypergeometric function $F_{q}(z)$ with $p$ numerator parameters $\alpha_{1}, \ldots, \alpha_{p}$ and $q$ denominator parameters $\beta_{1}, \ldots, \beta_{q}$ defined by [9].

$$
\begin{equation*}
{ }_{p} F_{q}\binom{\alpha_{1}, \ldots, \alpha_{p} ;}{\beta_{1}, \ldots, \beta_{q} ; z}=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!}, \tag{6}
\end{equation*}
$$

where $\alpha_{j} \in \mathbb{C}(j=1, \ldots, p), \beta_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}(j=1, \ldots, q)$ and $p, q \in \mathbb{N}_{0}$. Then the hypergeometric $p_{p} F_{q}(z)$ function in (6) converges absolutely for $|z|<\infty$ when $p \leq q$ and for $|z|<1$ when $p=q+1$. Furthermore, if we set,

$$
\begin{equation*}
\omega:=\left(\sum_{j=1}^{q} \beta_{j}-\sum_{j=1}^{p} \alpha_{j}\right) \tag{7}
\end{equation*}
$$

it is known that when $p=q+1$ the function ${ }_{p} F_{q}(z)$ is absolutely convergent for $|z|=1$ if $\Re(\omega)>0$, conditionally convergent for $|z|=1(z \neq 1)$ if $-1<\mathfrak{R}(\omega)<0$ and divergent for $|z|=1$ if $\Re(\omega) \leq-1$.

### 2.3 Hypergeometric form of elementary functions

The important special cases of ${ }_{p} F_{q}(z)$ include (for example) the binomial series ${ }_{1} F_{0}(z)$ given by [9].

$$
\begin{equation*}
(1-z)^{-a}={ }_{1} F_{0}\binom{a ;}{-;}=\sum_{n=0}^{\infty} \frac{(a)_{n}}{n!} z^{n} \tag{8}
\end{equation*}
$$

where $|z|<1, a \in \mathbb{C}$.
Elementary trigonometric functions ([10], p. 44, eq. (9) and eq. (10)) are given by

$$
\begin{align*}
& \cos z={ }_{0} F_{1}\binom{\frac{-}{2} ;}{\frac{-z^{2}}{4}},  \tag{9}\\
& \sin z=z_{0} F_{1}\left(\frac{-}{3} ; \frac{-z^{2}}{4}\right) . \tag{10}
\end{align*}
$$

Lommel function ([10], p. 44, eq. (13)) is given by

$$
\begin{equation*}
s_{\mu, v}(z)=\frac{z^{\mu+1}}{(\mu-v+1)(\mu+v+1)}{ }_{1} F_{2}\left(\frac{\mu-v+3}{2}, \frac{\mu+v+3}{2} ; \frac{-z^{2}}{4}\right), \tag{11}
\end{equation*}
$$

where $\mu \pm v \in \mathbb{C} \backslash\{-1,-3,-5,-7, \ldots\}$.

Struve function ([10], p. 44, eq. (16)) is given by

$$
\begin{equation*}
H_{v}(z)=\frac{2\left(\frac{z}{2}\right)^{v+1}}{\sqrt{\pi} \Gamma\left(v+\frac{3}{2}\right)}{ }_{1} F_{2}\left(\frac{1 ;}{\frac{3}{2}}, v+\frac{3}{2} ; \frac{-z^{2}}{4}\right) . \tag{12}
\end{equation*}
$$

Modified Struve function ([10], p. 45, eq. (17)) is given by

$$
\begin{equation*}
L_{v}(z)=\frac{2\left(\frac{z}{2}\right)^{v+1}}{\sqrt{\pi} \Gamma\left(v+\frac{3}{2}\right)}{ }_{1} F_{2}\binom{1 ;}{\frac{3}{2}, v+\frac{3}{2} ; \frac{z^{2}}{4}} . \tag{13}
\end{equation*}
$$

### 2.4 Pochhammer's symbol

Here $(\lambda)_{v}(\lambda, v \in \mathbb{C})$ denotes the Pochhammer's symbol (or the shifted factorial, since $\left.(1)_{n}=n!\right)$ is defined, in general, by [10].

$$
(\lambda)_{v}:=\frac{\Gamma(\lambda+v)}{\Gamma(\lambda)}= \begin{cases}1, & (v=0 ; \lambda \in \mathbb{C} \backslash\{0\})  \tag{14}\\ \lambda(\lambda+1) \ldots(\lambda+n-1), & (v=n \in \mathbb{N} ; \lambda \in \mathbb{C}) .\end{cases}
$$

Algebraic property of Pochhammer symbol:

$$
\begin{equation*}
(\lambda)_{m+n}=(\lambda)_{m}(\lambda+m)_{n}=(\lambda)_{n}(\lambda+n)_{m} . \tag{15}
\end{equation*}
$$

### 2.5 Gauss-Legendre multiplication formula

For every positive integer $m$ ([10], p. 22, eq. (26)), we have

$$
\begin{equation*}
(\lambda)_{m n}=m^{m n} \prod_{j=1}^{m}\left(\frac{\lambda+j-1}{m}\right)_{n} \quad ; m \in \mathbb{N}, n \in \mathbb{N}_{0} \tag{16}
\end{equation*}
$$

From the above result (16) with $\lambda=m z$, it can be proved that

$$
\begin{equation*}
\Gamma(m z)=(2 \pi)^{\frac{(1-m)}{2}} m^{m z-\frac{1}{2}} \prod_{j=1}^{m} \Gamma\left(z+\frac{j-1}{m}\right) \tag{17}
\end{equation*}
$$

where $z \neq 0,-\frac{1}{m},-\frac{2}{m}, \ldots ; m \in \mathbb{N}$.
The eq. (17) is known as Gauss-Legendre multiplication formula for Gamma function.

### 2.6 Legendre's duplication formula

When we put $m=2$ in the eq. (17), we get

$$
\begin{equation*}
\sqrt{\pi} \Gamma(2 z)=2^{2 z-1} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right), \quad 2 z \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-} \tag{18}
\end{equation*}
$$

which is known as Legendre's duplication formula.

### 2.7 Infinite series decomposition identity

An infinite series decomposition identity ([11], p. 193, eq. (8)) is given by

$$
\begin{equation*}
\sum_{\ell=0}^{\infty} \Omega(\ell)=\sum_{j=0}^{N-1}\left\{\sum_{\ell=0}^{\infty} \Omega(N \ell+j)\right\} \tag{19}
\end{equation*}
$$

where $N$ is an arbitrary positive integer. Put $N=4$ in the above eq. (19), we get

$$
\begin{align*}
& \sum_{\ell=0}^{\infty} \Omega(\ell)=\sum_{j=0}^{3}\left\{\sum_{\ell=0}^{\infty} \Omega(4 \ell+j)\right\},  \tag{20}\\
&=\sum_{\ell=0}^{\infty} \Omega(4 \ell)+\sum_{\ell=0}^{\infty} \Omega(4 \ell+1)+\sum_{\ell=0}^{\infty} \Omega(4 \ell+2)+\sum_{\ell=0}^{\infty} \Omega(4 \ell+3), \tag{21}
\end{align*}
$$

provided that all involved infinite series are absolutely convergent.

### 2.8 Fox-Wright psi function of one variable

A natural generalization of the hypergeometric function ${ }_{p} F_{q}(z)$ is the Fox-Wright psi function of one variable with $p$ pairs of numerator parameters $\left(\alpha_{1}, A_{1}\right), \ldots,\left(\alpha_{p}, A_{p}\right)$ and $q$ pairs of denominator parameters $\left(\beta_{1}, B_{1}\right), \ldots,\left(\beta_{q}, B_{q}\right)$, defined by [12, 13].

$$
\begin{gather*}
{ }_{p} \Psi_{q}\left[\begin{array}{l}
\left(\alpha_{1}, A_{1}\right), \ldots,\left(\alpha_{p}, A_{p}\right) ; \\
\left(\beta_{1}, B_{1}\right), \ldots,\left(\beta_{q}, B_{q}\right) ;
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\Gamma\left(\alpha_{1}+k A_{1}\right) \ldots \Gamma\left(\alpha_{p}+k A_{p}\right)}{\Gamma\left(\beta_{1}+k B_{1}\right) \ldots \Gamma\left(\beta_{q}+k B_{q}\right)} \frac{z^{k}}{k!},  \tag{22}\\
=\frac{1}{2 \pi \rho} \int_{L} \frac{\Gamma(\zeta) \prod_{i=1}^{p} \Gamma\left(\alpha_{i}-A_{i} \zeta\right)}{\prod_{j=1}^{q} \Gamma\left(\beta_{j}-B_{j} \zeta\right)}(-z)^{-\zeta} d \zeta \tag{23}
\end{gather*}
$$

where $\rho=\sqrt{-1}, z \in \mathbb{C}$; parameters $\alpha_{i}, \beta_{j} \in \mathbb{C}$; coefficients $A_{i}, B_{j} \in \mathbb{R}=(-\infty,+\infty)$ in case of series (22) (or $A_{i}, B_{j} \in \mathbb{R}_{+}=(0,+\infty)$ in case of contour integral (23)), $A_{i} \neq 0(i=1,2, \ldots, p), B_{j} \neq 0(j=1,2, \ldots, q)$. In eq. (22), the parameters $\alpha_{i}, \beta_{j}$ and coefficients $A_{i}, B_{j}$ are adjusted in such a way that the product of Gamma functions in numerator and denominator should be well defined.

Suppose:

$$
\begin{gather*}
\Delta^{*}=\left(\sum_{j=1}^{q} B_{j}-\sum_{i=1}^{p} A_{i}\right),  \tag{24}\\
\delta^{*}=\left(\prod_{i=1}^{p}\left|A_{i}\right|^{-A_{i}}\right)\left(\prod_{j=1}^{q}\left|B_{j}\right|^{B_{j}}\right),  \tag{25}\\
\mu^{*}=\sum_{j=1}^{q} \beta_{j}-\sum_{i=1}^{p} \alpha_{i}+\left(\frac{p-q}{2}\right), \tag{26}
\end{gather*}
$$

and

$$
\begin{equation*}
\sigma^{*}=\left(1+A_{1}+\ldots+A_{p}\right)-\left(B_{1}+\ldots+B_{q}\right)=1-\Delta^{*} . \tag{27}
\end{equation*}
$$

Then we have the following convergence conditions of (22) or (23).
Case (1): When contour ( $L$ ) is a left loop beginning and ending at $-\infty$, then ${ }_{p} \Psi_{q}[\cdot]$ given by (22) or (23) holds the following convergence conditions.
i. When $\Delta^{*}>-1,0<|z|<\infty, z \neq 0$.
ii. When $\Delta^{*}=-1,0<|z|<\delta^{*}$.
iii. When $\Delta^{*}=-1,|z|=\delta^{*}$, and $\mathfrak{R}\left(\mu^{*}\right)>\frac{1}{2}$.

Case (2): When contour $(L)$ is a right loop beginning and ending at $+\infty$, then ${ }_{p} \Psi_{q}[\cdot]$ given by (22) or (23) holds the following convergence conditions.
i. When $\Delta^{*}<-1,0<|z|<\infty, z \neq 0$.
ii. When $\Delta^{*}=-1,|z|>\delta^{*}$.
iii. When $\Delta^{*}=-1,|z|=\delta^{*}$, and $\mathfrak{R}\left(\mu^{*}\right)>\frac{1}{2}$.

Case (3): When contour ( $L$ ) is starting from $\gamma-i \infty$ and ending at $\gamma+i \infty$ where $\gamma \in \mathbb{R}=(-\infty,+\infty)$, then ${ }_{p} \Psi_{q}[\cdot]$ is also convergent under the following conditions.
i. When $\sigma^{*}>0,|\arg (-z)|<\frac{\pi}{2} \sigma^{*}, 0<|z|<\infty, z \neq 0$.
ii. When $\sigma^{*}=0, \arg (-z)=0,0<|z|<\infty, z \neq 0$ such that $-\gamma \Delta^{*}+\mathfrak{R}\left(\mu^{*}\right)>\frac{1}{2}+\gamma$.
iii. When $\gamma=0, \sigma^{*}=0, \arg (-z)=0,0<|z|<\infty, z \neq 0$, such that $\boldsymbol{R}\left(\mu^{*}\right)>\frac{1}{2}$.

In the available literature [7, 14-18] on Ramanujan's Mathematics, the analytical expression of Ramanujan's integrals $\mathbf{R}_{S, C}(m, n)$ are not given. Therefore, the main object of this chapter is to evaluate the representation of $\mathbf{R}_{S, C}(m, n)$ in an ordinary hypergeometric function ${ }_{2} F_{3}(\cdot)$. Also, our contribution to Ramanujan's Mathematics is determined by the result in [19, 20]. Here in this chapter, we generalize Ramanujan's integrals $\mathbf{R}_{S, C}(m, n)$ in the following forms:

$$
\left.\begin{array}{c}
\mathbf{I}_{S, C}^{*}(v, b, c, \lambda, y)=\sum_{k=0}^{\infty} \frac{\Theta(k)}{k!} \int_{0}^{\infty} x^{v-1} e^{-(\lambda b+c k) \sqrt{x}} \sin (x y) d x, \\
\mathbf{J}_{S, C}(v, b, c, \lambda, y)=\int_{0}^{\infty} x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} \Psi_{s}\left[\begin{array}{c}
\left(\alpha_{1}, A_{1}\right), \ldots,\left(\alpha_{r}, A_{r}\right) ; \\
\left(\beta_{1}, B_{1}\right), \ldots,\left(\beta_{s}, B_{s}\right) ;
\end{array} e^{-c \sqrt{x}}\right] \sin (x y) d x, \\
\mathbf{K}_{S, C}(v, b, c, \lambda, y)=\int_{0}^{\infty} x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} F_{s}\left(\begin{array}{ll}
\alpha_{1}, \ldots, \alpha_{r} ; \\
\beta_{1}, \ldots, \beta_{s} ; & \left.e^{-c \sqrt{x}}\right)
\end{array}\right) \sin (x y) d x, \\
\cos
\end{array}\right] \begin{aligned}
& \sin \\
& \mathbf{I}_{S, C}(v, b, \lambda, y)=\int_{0}^{\infty} x^{v-1}\{-1+\exp (b \sqrt{x})\}^{-\lambda} \sin (x y) d x,
\end{aligned}
$$

where $\{\Theta(k)\}_{k=0}^{\infty}$ is a fixed sequence of the arbitrary real or complex numbers. Moreover, we also show how the main general theorem given below applies to obtaining new interesting results by suitable adjustments in parameters and variables.

## 3. Ramanujan's integrals

The analytical solution of the following integral of Ramanujan ([7], p. 85, eq. (49) last line):

$$
\begin{equation*}
\mathbf{R}_{C}(m, n)=\int_{0}^{\infty} x^{m} \frac{\cos (\pi n x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x \tag{28}
\end{equation*}
$$

is not given for all positive rational values of $n$ and non-negative integral values of $m$. For particular values of $m$ and $n$ in Ramanujan's integral $\mathbf{R}_{C}(m, n)$, the following three integrals are given by ([7], p. 86, eq. (50)):

$$
\begin{align*}
\mathbf{R}_{C}(1,1 / 2)= & \int_{0}^{\infty} \frac{x \cos \left(\frac{\pi x}{2}\right)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{13-4 \pi}{8 \pi^{2}}  \tag{29}\\
\mathbf{R}_{C}(1,2) & =\int_{0}^{\infty} \frac{x \cos (2 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{1}{64}\left(\frac{1}{2}-\frac{3}{\pi}+\frac{5}{\pi^{2}}\right),  \tag{30}\\
\mathbf{R}_{C}(2,2) & =\int_{0}^{\infty} \frac{x^{2} \cos (2 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{1}{256}\left(1-\frac{5}{\pi}+\frac{5}{\pi^{2}}\right) . \tag{31}
\end{align*}
$$

The following theorem is proved by Ramanujan ([7], p. 76, 77, eq. (10 and 10')). Theorem 1.3.1. Let $n$ be real and positive. Then if

$$
\begin{equation*}
R_{C}(0, n)=\Phi(n)=\int_{0}^{\infty} \frac{\cos (\pi n x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\Upsilon(n)-\frac{1}{2 \pi n}=\int_{0}^{\infty} \frac{\sin (\pi n x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=R_{S}(0, n) \tag{33}
\end{equation*}
$$

then

$$
\begin{equation*}
\boldsymbol{R}_{C}(0, n)=\Phi(n)=\frac{1}{n} \sqrt{\left(\frac{2}{n}\right)} \Upsilon\left(\frac{1}{n}\right)-\Upsilon(n) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{\Upsilon}(n)=\frac{1}{n} \sqrt{\left(\frac{2}{n}\right)} \Phi\left(\frac{1}{n}\right)+\Phi(n) \tag{35}
\end{equation*}
$$

For particular values of $n$, some values of Ramanujan's integral ([7], p. 85 (eq. 48)) are given below

$$
\begin{gather*}
\mathbf{R}_{C}(0,1)=\Phi(1)=\int_{0}^{\infty} \frac{\cos (\pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{2-\sqrt{2}}{8},  \tag{36}\\
\mathbf{R}_{C}(0,2)=\Phi(2)=\int_{0}^{\infty} \frac{\cos (2 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{1}{16},  \tag{37}\\
\mathbf{R}_{C}(0,4)=\Phi(4)=\int_{0}^{\infty} \frac{\cos (4 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{3-\sqrt{2}}{32},  \tag{38}\\
\mathbf{R}_{C}(0,6)=\Phi(6)=\int_{0}^{\infty} \frac{\cos (6 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{13-4 \sqrt{3}}{144},  \tag{39}\\
\mathbf{R}_{C}(0,1 / 2)=\Phi\left(\frac{1}{2}\right)=\int_{0}^{\infty} \frac{\cos \left(\frac{\pi x}{2}\right)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{1}{4 \pi},  \tag{40}\\
\mathbf{R}_{C}(0,2 / 5)=\Phi\left(\frac{2}{5}\right)=\int_{0}^{\infty} \frac{\cos \left(\frac{2 \pi x}{5}\right)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{8-3 \sqrt{5}}{16} . \tag{41}
\end{gather*}
$$

By calculation of (7) and (9), we get the following infinite fourier sine transform of $-1+\exp (2 \pi \sqrt{x})$

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sin (\pi n x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{1}{n} \sqrt{\left(\frac{2}{n}\right)} \Phi\left(\frac{1}{n}\right)+\Phi(n)-\frac{1}{2 \pi n} . \tag{42}
\end{equation*}
$$

For special values of $n=1,2, \frac{1}{2}$ in the above eq. (16) and using $\Phi(1), \Phi(2)$ and $\Phi\left(\frac{1}{2}\right)$, we get after simplification the following three results:

$$
\begin{gather*}
\mathbf{R}_{S}(0,1)=\int_{0}^{\infty} \frac{\sin (\pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{\pi \sqrt{2}-4}{8 \pi}  \tag{43}\\
\mathbf{R}_{S}(0,2)=\int_{0}^{\infty} \frac{\sin (2 \pi x)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{\pi-2}{16 \pi}  \tag{44}\\
\mathbf{R}_{S}(0,1 / 2)=\int_{0}^{\infty} \frac{\sin \left(\frac{\pi x}{2}\right)}{\{-1+\exp (2 \pi \sqrt{x})\}} d x=\frac{\pi-3}{4 \pi} \tag{45}
\end{gather*}
$$

## 4. Main general theorems on infinite Fourier sine and cosine transform

In this section, we give some generalizations of the infinite Fourier sine and cosine transform-based Ramanujan integrals $\mathbf{R}_{S, C}(\cdot)$ in the form of infinite series of hypergeometric functions ${ }_{2} F_{3}(\cdot)$. Moreover, we denote these generalizations by $\mathbf{I}_{S, C}^{*}(\cdot)$, $\mathbf{J}_{S, C}(\cdot), \mathbf{K}_{S, C}(\cdot)$ and $\mathbf{I}_{S, C}(\cdot)$ [21, 22].

Theorem 1.4.1. Suppose $\{\Theta(k)\}_{k=0}^{\infty}$ is a fixed sequence of arbitrary real or complex numbers and satisfy the conditions $\mathfrak{R}(v)>-1, c>0, y>0 ; \lambda>0, b>0($ or $\lambda<0, b<0)$.
then we have

$$
\begin{equation*}
\mathbf{I}_{S, C}^{*}(v, b, c, \lambda, y)=\sum_{k=0}^{\infty} \frac{\Theta(k)}{k!} \int_{0}^{\infty} x^{v-1} e^{-(\lambda b+c k) \sqrt{x}} \sin \cos (x y) d x \tag{46}
\end{equation*}
$$

$$
\begin{equation*}
=y^{-\nu} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}(\lambda b+c k)^{\ell} \Gamma\left(v+\frac{\ell}{2}\right)}{y^{\frac{\ell}{2}} \ell!} \sin \left(\frac{v \pi}{2}+\frac{\ell \pi}{4}\right), \tag{47}
\end{equation*}
$$

Now replacing $\ell$ by $4 \ell+j$, after simplification we get

$$
\begin{align*}
& \mathbf{I}_{S, C}^{*}(v, b, c, \lambda, y)=y^{-v} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!} \sum_{j=0}^{3} \frac{(-1)^{j}(\lambda b+c k)^{j} \Gamma\left(v+\frac{j}{2}\right)}{y^{\frac{j}{2}} j!} \sin \left(\frac{v \pi}{2}+\frac{j \pi}{4}\right) \\
& \times{ }_{2} F_{3}\left(\begin{array}{l}
\Delta\left(2 ; \frac{2 v+j}{2}\right) ; \\
\Delta^{*}(4 ; 1+j) ;
\end{array} \quad \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{4}\right),  \tag{48}\\
& =y^{-\nu} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!} \sum_{j=0}^{3} \frac{(-1)^{j} \Gamma\left(v+\frac{j}{2}\right)}{j!} \sin \left(\frac{v \pi}{2}+\frac{j \pi}{4}\right)\left(\frac{\lambda b}{\sqrt{y}}\right)^{j} \tag{49}
\end{align*}
$$

$$
\begin{align*}
& =\frac{\Gamma(v){ }_{\cos }^{\sin }\left(\frac{v \pi}{2}\right)}{y^{v}} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{v}{2}, \frac{v+1}{2} ; \\
\frac{1}{4}, \frac{1}{2}, \frac{3}{4} ;
\end{array} \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{4}\right) \\
& -\frac{(\lambda b) \Gamma\left(v+\frac{1}{2}\right)_{\cos }^{\sin }\left(\frac{v \pi}{2}+\frac{\pi}{4}\right)}{y^{v+\frac{1}{2}}} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!}\left\{\frac{\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\} \\
& \times{ }_{2} F_{3}\left(\begin{array}{l}
\frac{2 v+1}{4}, \frac{2 v+3}{4} ; \\
\frac{1}{2}, \frac{3}{4}, \frac{5}{4} ;
\end{array} \quad \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{4}\right) \\
& +\frac{(\lambda b)^{2} \Gamma(v+1) \cos _{\sin }^{\cos }\left(\frac{v \pi}{2}\right)}{2 y^{v+1}} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!}\left\{\frac{\left(\frac{(\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{2}  \tag{50}\\
& \times{ }_{2} F_{3}\left(\begin{array}{ll}
\frac{v+1}{2}, \frac{v+2}{2} ; & \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{4}
\end{array}\right) \\
& -\frac{(\lambda b)^{3} \Gamma\left(v+\frac{3}{2}\right)_{\cos }^{\sin }\left(\frac{v \pi}{2}+\frac{\pi}{4}\right)}{6 y^{v+\frac{3}{2}}} \sum_{k=0}^{\infty} \frac{\Theta(k)}{k!}\left\{\frac{\left(\frac{\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{3}}{}\right. \\
& \times_{2} F_{3}\left(\begin{array}{l}
\frac{2 v+3}{4}, \frac{2 v+5}{4} ; \\
\frac{5}{4}, \frac{3}{2}, \frac{7}{4} ;
\end{array} \quad \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{2 b+c}{c}\right)_{k}}{\left(\frac{a b}{c}\right)_{k}}\right\}^{4}\right) .
\end{align*}
$$

Our result (30) or (31) or (32) is convergent in view of the convergence condition of ${ }_{p} F_{q}(\cdot)$ series, when $p \leq q$, and $\forall|z|<\infty$.

Proof: The result (29) is obtained by the application of the integral (49) [with substitutions $\left.\mu=v-1, a=\lambda b+c k, \xi=\frac{1}{2}\right]$ in the R.H.S. of eq. (28). Also, we calculate the results (30) to (32) by using the infinite series decomposition identity (20) and (21) and algebraic properties of Pochhammer's symbols.

### 4.1 Analytical expressions of infinite Fourier sine and cosine transforms

Theorem 1.4.2. Analytical expressions of the infinite Fourier sine and cosine transforms of $x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} \Psi_{s}[\cdot]$ holds true for $\mathfrak{R}(v)>-1 ; c>0, y>0 ; \lambda>0, b>0($ or $\lambda<0, b<0)$ then we have

$$
\boldsymbol{J}_{S, C}(v, b, c, \lambda, y)=\int_{0}^{\infty} x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} \Psi_{s}\left[\begin{array}{l}
\left(\alpha_{1}, A_{1}\right), \ldots,\left(\alpha_{r}, A_{r}\right) ;  \tag{51}\\
\left(\beta_{1}, B_{1}\right), \ldots,\left(\beta_{s}, B_{s}\right) ;
\end{array} e^{-c \sqrt{x}}\right] \sin _{\cos }^{\cos }(x y) d x,
$$

$$
\begin{align*}
&= y^{-v} \sum_{k=0}^{\infty} \frac{\Gamma\left(\alpha_{1}+k A_{1}\right) \ldots \Gamma\left(\alpha_{r}+k A_{r}\right)}{\Gamma\left(\beta_{1}+k B_{1}\right) \ldots \Gamma\left(\beta_{s}+k B_{s}\right) k!} \sum_{j=0}^{3} \frac{(-1)^{j}(\lambda b+c k)^{j} \Gamma\left(v+\frac{j}{2}\right)}{y^{\frac{j}{2}} j!} \times \\
&\left.\quad \cos _{\sin }^{\left(\frac{v \pi}{2}+\frac{j \pi}{4}\right){ }_{2} F_{3}\left(\begin{array}{l}
\Delta\left(2 ; \frac{2 v+j}{2}\right) ; \\
\Delta^{*}(4 ; 1+j) ;
\end{array}\right.} \begin{array}{l}
\frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda b}{c}\right)_{k}}\right\}^{4}
\end{array}\right), \tag{52}
\end{align*}
$$

Here the parameters $\alpha_{i}, \beta_{j} \in \mathbb{C}$ and coefficients $A_{i}, B_{j} \in \mathbb{R}=(-\infty,+\infty) ; A_{i} \neq$ $0(i=1,2, \ldots, r), B_{j} \neq 0(j=1,2, \ldots, s)$ and ${ }_{r} \Psi_{s}[\cdot]$ is the Fox-Wright psi function of one variable subject to suitable convergence conditions derived from conditions discussed in case (1) or case (2) or case (3) of the function ${ }_{p} \Psi_{q}[\cdot]$ given by (22) and (23). When $N$ is positive integer then $\Delta(N ; \lambda)$ denotes the array of $N$ parameters given by $\frac{\lambda}{N}, \frac{\lambda+1}{N}, \ldots, \frac{\lambda+N-1}{N}$. When $N$ and $j$ are independent variables then the notation $\Delta(N ; j+1)$ denotes the set of $N$ parameters given by $\frac{j+1}{N}, \frac{j+2}{N}, \ldots, \frac{j+N}{N}$. When $j$ is dependent variable that is $j=0,1,2,3, \ldots, N-1$, then the asterisk in $\Delta^{*}(N ; j+1)$ represents the fact that the (denominator) parameters $\frac{N}{N}$ is always omitted (due to the need of factorial in denominator in the power series form of hypergeometric function) so that the set $\Delta^{*}(N ; j+1)$ obviously contains only ( $N-1$ ) parameters ([10], Chap. 3, p. 214).

Proof: Let us consider $\Theta(k)=\frac{\Gamma\left(\alpha_{1}+k A_{1}\right) \ldots \Gamma\left(\alpha_{r}+k A_{r}\right)}{\Gamma\left(\beta_{1}+k B_{1}\right) \ldots \Gamma\left(\beta_{s}+k B_{s}\right)}(k=0,1,2,3, \ldots)$ in the eqs. (28) and (30), then after evaluation we get integral expressions (33) involving the FoxWright Psi function in the form of infinite series of an ordinary ${ }_{2} F_{3}$ hypergeometric function (34).

Theorem 1.4.3. Analytical expressions of the infinite Fourier sine and cosine transforms of $x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} F_{s}(\cdot)$ holds true for $\Re(v)>-1 ; c>0, y>0 ; \lambda>0, b>0$ (or $\lambda<0, b<0$ ) then we have

$$
\boldsymbol{K}_{S, C}(v, b, c, \lambda, y)=\int_{0}^{\infty} x^{v-1} e^{-b \lambda \sqrt{x}}{ }_{r} F_{s}\left(\begin{array}{c}
\alpha_{1}, \ldots, \alpha_{r} ;  \tag{53}\\
\beta_{1}, \ldots, \beta_{s} ;
\end{array} \quad e^{-c \sqrt{x}}\right) \sin (x y) d x,
$$
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$$
\begin{gather*}
=y^{-v} \sum_{k=0}^{\infty} \frac{\left(\alpha_{1}\right)_{k} \ldots\left(\alpha_{r}\right)_{k}}{\left(\beta_{1}\right)_{k} \ldots\left(\beta_{s}\right)_{k} k!} \sum_{j=0}^{3} \frac{(-1)^{j}(\lambda b+c k)^{j} \Gamma\left(v+\frac{j}{2}\right)}{y^{\frac{j}{2}} j!} \cos \left(\frac{v \pi}{2}+\frac{j \pi}{4}\right) \\
\times{ }_{2} F_{3}\left(\begin{array}{cc}
\Delta\left(2 ; \frac{2 v+j}{2}\right) ; & \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)\left(\frac{\lambda b+c}{c}\right)_{k}}{\left(\frac{\lambda 1}{c}\right)_{k}}\right\}^{4} \\
\Delta^{*}(4 ; 1+j) ;
\end{array}\right. \tag{54}
\end{gather*}
$$

where the parameters $\alpha_{i}, \beta_{j} \in \mathbb{C}(i=1,2, \ldots, r),(j=1,2, \ldots, s)$ and $r \leq s+1$.
Proof: If $A_{1}=\ldots=A_{r}=B_{1}=\ldots=B_{s}=1$ in (33) and (34), then we get the above integral expressions involving generalized hypergeometric function in the form of infinite series of an ordinary ${ }_{2} F_{3}$ hypergeometric function (36).

Corollary 1.4.4. An infinite Fourier sine and cosine transforms of $x^{v-1}\{-1+\exp (b \sqrt{x})\}^{-\lambda}$ holds true for $\mathfrak{R}(v)>-1 ; \lambda>0, b>0$ and $y>0$ then we have

$$
\begin{align*}
& \boldsymbol{I}_{S, C}(v, b, \lambda, y)=\int_{0}^{\infty} \frac{x^{v-1}}{\{-1+\exp (b \sqrt{x})\}^{\lambda}} \sin (x y) d x,  \tag{55}\\
& =y^{-v} \sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}(\lambda b+b k)^{\ell} \Gamma\left(v+\frac{\ell}{2}\right)}{y^{\frac{\ell}{2}} \ell!} \sin \left(\frac{v \pi}{2}+\frac{\ell \pi}{4}\right),  \tag{56}\\
& =y^{-v} \sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!} \sum_{j=0}^{3} \frac{(-1)^{j}(\lambda b+b k)^{j} \Gamma\left(v+\frac{j}{2}\right)}{y^{\frac{j}{2}} j!} \sin \left(\frac{v \pi}{2}+\frac{j \pi}{4}\right) \times \\
& \times_{2} F_{3}\left(\begin{array}{ll}
\Delta\left(2 ; \frac{2 v+j}{2}\right) ; \\
\Delta^{*}(4 ; 1+j) ; & \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)(\lambda+1)_{k}}{(\lambda)_{k}}\right\}^{4}
\end{array}\right),  \tag{57}\\
& \frac{\Gamma(v) \cos ^{\sin }\left(\frac{v \pi}{2}\right)}{y^{v}} \sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{v}{2}, \frac{v+1}{2} ; \\
\frac{1}{4}, \frac{1}{2}, \frac{3}{4} ;
\end{array} \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)(\lambda+1)_{k}}{(\lambda)_{k}}\right\}^{4}\right) \\
& -\frac{(\lambda b) \Gamma\left(v+\frac{1}{2}\right)_{\cos }^{\sin }\left(\frac{v \pi}{2}+\frac{\pi}{4}\right)}{y^{v+\frac{1}{2}}} \sum_{k=0}^{\infty} \frac{(\lambda+1)_{k}}{k!}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{2 v+1}{4}, \frac{2 v+3}{4} ; \\
\frac{1}{2}, \frac{3}{4}, \frac{5}{4} ;
\end{array} \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)(\lambda+1)_{k}}{(\lambda)_{k}}\right\}^{4}\right) \\
& = \\
& +\frac{(\lambda b)^{2} \Gamma(v+1) \frac{\sin }{\cos }\left(\frac{v \pi}{2}\right)}{2 y^{v+1}} \sum_{k=0}^{\infty} \frac{\left\{(\lambda+1)_{k}\right\}^{2}}{(\lambda)_{k} k!}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{v+1}{2}, \frac{v+2}{2} ; \\
\frac{3}{4}, \frac{5}{4}, \frac{3}{2} ;
\end{array} \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)(\lambda+1)_{k}}{(\lambda)_{k}}\right\}^{4}\right) \\
& -\frac{(\lambda b)^{3} \Gamma\left(v+\frac{3}{2}\right)_{\cos }^{\sin }\left(\frac{v \pi}{2}+\frac{\pi}{4}\right)}{6 y^{v+\frac{3}{2}}} \sum_{k=0}^{\infty} \frac{\left\{(\lambda+1)_{k}\right\}^{3}}{k!\left\{(\lambda)_{k}\right\}^{2}}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{2 v+3}{4}, \frac{2 v+5}{4} ; \\
\frac{5}{4}, \frac{3}{2}, \frac{7}{4} ;
\end{array} \frac{-1}{64 y^{2}}\left\{\frac{(\lambda b)(\lambda+1)_{k}}{(\lambda)_{k}}\right\}^{4}\right), \tag{58}
\end{align*}
$$

Proof: If we consider $\Theta(k)=(\lambda)_{k}$ and $c=b$ in (28), which yields

$$
\mathbf{I}_{S, C}(v, b, \lambda, y)=\int_{0}^{\infty} x^{v-1} e^{-(\lambda b) \sqrt{x}}\left\{\sum_{k=0}^{\infty} \frac{(\lambda)_{k}}{k!} e^{-(b k) \sqrt{x}}\right\} \begin{align*}
& \sin  \tag{59}\\
& \cos
\end{align*}(x y) d x .
$$

Upon the use of binomial expansion (52) in the above eq. (41), then we get after evaluation (37). The results (38) to (40) are derived from (29) to (32) by putting $\Theta(k)=(\lambda)_{k}$ and $c=b$.

Corollary 1.4.5. Analytical expressions of the Ramanujan's integrals $\boldsymbol{R}_{S, C}(m, n)$ holds true for non-negative integer $m$ and positive rational number $n$ [21, 22].

$$
\begin{align*}
& \boldsymbol{R}_{S, C}(m, n)=\int_{0}^{\infty} \frac{x^{m}}{\{-1+\exp (2 \pi \sqrt{x})\}} \cos (\pi n x) d x,  \tag{60}\\
& =(n \pi)^{-m-1} \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \frac{1}{\ell!}\left\{\frac{-(2 \pi+2 \pi k)}{\sqrt{n \pi}}\right\}^{\ell} \Gamma\left(m+1+\frac{\ell}{2}\right)_{\cos }^{\sin }\left(\frac{m \pi}{2}+\frac{\ell \pi}{4}\right), \\
& =(n \pi)^{-m-1} \sum_{k=0}^{\infty} \sum_{j=0}^{3} \frac{1}{j!}\left\{\frac{-(2 \pi+2 \pi k)}{\sqrt{n \pi}}\right\}^{j} \Gamma\left(m+1+\frac{j}{2}\right)_{\cos }^{\sin }\left(\frac{m \pi}{2}+\frac{j \pi}{4}\right) \times \\
& \times{ }_{2} F_{3}\left(\begin{array}{l}
\Delta\left(2 ; \frac{2 m+j+2}{2}\right) ; \quad \frac{-\pi^{2}}{4 n^{2}}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\Delta^{*}(4 ; 1+j) ;
\end{array},\right. \tag{61}
\end{align*}
$$

$$
=\frac{m!^{\cos }\left(\frac{m \pi}{2}\right)}{(n \pi)^{m+1}} \sum_{k=0}^{\infty}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{m+1}{2}, \frac{m+2}{2} ; \\
\frac{1}{4}, \frac{1}{2}, \frac{3}{4} ;
\end{array} \quad-\frac{\pi^{2}}{4 n^{2}}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)
$$

$$
-\frac{\left(\frac{3}{2}\right)_{m}^{\sin }\left(\frac{m \pi}{2}+\frac{\pi}{4}\right)}{(\pi)^{m}(n)^{m+\frac{3}{2}}} \sum_{k=0}^{\infty}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}_{2} F_{3}\left(\begin{array}{l}
\frac{2 m+3}{4}, \frac{2 m+5}{4} ; \\
\frac{1}{2}, \frac{3}{4}, \frac{5}{4} ;
\end{array} \quad \frac{-\pi^{2}}{4 n^{2}}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)
$$

$$
-\frac{(2)(m+1)!\cos ^{\sin }\left(\frac{m \pi}{2}\right)}{(\pi)^{m}(n)^{m+2}} \sum_{k=0}^{\infty}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}_{2}^{2} F_{3}\left(\begin{array}{l}
\frac{m+2}{2}, \frac{m+3}{2} ; \\
\frac{3}{4}, \frac{5}{4}, \frac{3}{2} ;
\end{array} \frac{-\pi^{2}}{4 n^{2}}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)
$$

$$
+\frac{\left(\frac{5}{2}\right)_{m} \operatorname{sos}\left(\frac{m \pi}{2}+\frac{\pi}{4}\right)}{(\pi)^{m-1}(n)^{m+\frac{5}{2}}} \sum_{k=0}^{\infty}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{2} F_{3}\left(\begin{array}{l}
\frac{2 m+5}{4}, \frac{2 m+7}{4} ;  \tag{62}\\
\frac{5}{4}, \frac{3}{2}, \frac{7}{4} \quad ;
\end{array} \quad \frac{-\pi^{2}}{4 n^{2}}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)
$$

Proof: The results (42) to (44) are obtained from (37), (38), (39) and (40) by putting $v=m+1, b=2 \pi, \lambda=1$ and $y=n \pi$.

## 5. Closed form infinite summation formulas

We have derived some closed forms of infinite summation formulas involving hypergeometric functions ${ }_{0} F_{1},{ }_{1} F_{2}$, and ${ }_{2} F_{3}$ [21, 22].

$$
\begin{align*}
& \sum_{k=0}^{\infty}\left[{ } _ { 1 } F _ { 2 } ( \begin{array} { c c } 
{ 1 ; } \\
{ \frac { 1 } { 4 } , \frac { 3 } { 4 } ; } & { \frac { - \pi ^ { 2 } } { 4 } \{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 4 } ) ] }
\end{array} ] \frac { \pi } { \sqrt { 2 } } \sum _ { k = 0 } ^ { \infty } \left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} { } _ { 0 } F _ { 1 } \left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{4}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2} ; & ]
\end{array}\right.\right.\right. \\
& +\frac{\pi^{2}}{\sqrt{2}} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 3 } { } _ { 0 } F _ { 1 } \left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{4}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2} ; & ]=\frac{\pi \sqrt{2}-4}{8}, ~
\end{array}\right.\right.  \tag{63}\\
& \sum_{k=0}^{\infty}\left[{ } _ { 1 } F _ { 2 } \left(\begin{array}{cc}
1 ; \\
\frac{1}{4}, \frac{3}{4} ; & \left.\left.\frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]-\frac{\pi}{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\} 0 F_{1}\left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2} ; & ]
\end{array}\right] .\right] .
\end{array}\right.\right. \\
& +\frac{\pi^{2}}{4} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 3 } { } _ { 0 } F _ { 1 } \left(\begin{array}{ll}
-; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2} ; & ]=\frac{\pi-2}{8}, \\
\end{array}\right.\right.  \tag{64}\\
& \sum_{k=0}^{\infty}\left[{ }_{1} F_{2}\left(\begin{array}{c}
1 \\
\frac{1}{4}, \frac{3}{4} ;
\end{array}-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]-\pi \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} 0 F _ { 1 } \left(\begin{array}{cc}
-; \\
\frac{1}{2} ; & \left.\left.-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]
\end{array}\right.\right. \\
& +2 \pi^{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{c}
-; \\
\frac{3}{2} ;
\end{array} \quad-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]=\frac{\pi-3}{8} . \\
& \sum_{k=0}^{\infty}\left[{ } _ { 2 } F _ { 3 } \left(\begin{array}{cc}
1, \frac{3}{2} ; \\
\frac{1}{4}, \frac{1}{2}, \frac{3}{4} ; & \left.\left.-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]
\end{array}\right.\right.  \tag{65}\\
& -\frac{3 \pi}{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}_{1} F_{2}\left(\begin{array}{cc}
\frac{7}{4} & ; \\
\frac{1}{2}, & \frac{3}{4} ;
\end{array} \quad-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right] \\
& +5 \pi^{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{1} F_{2}\left(\begin{array}{ll}
\frac{9}{4} ; & -\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{5}{4}, \frac{3}{2} ; &
\end{array}\right]=\frac{1}{32}(4 \pi-13),\right. \tag{66}
\end{align*}
$$

$$
\begin{align*}
& \sum_{k=0}^{\infty}\left[{ }_{2} F_{3}\left(\begin{array}{lll}
1, & \frac{3}{2} ; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{4}, & \frac{1}{2}, & \frac{3}{4} ;
\end{array}\right]\right. \\
& -\frac{3 \pi}{4} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} _ { 1 } F _ { 2 } \left(\begin{array}{ccc}
\frac{7}{4} & ; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2}, & \frac{3}{4} ; & ]
\end{array}\right.\right. \\
& +\frac{5 \pi^{2}}{8} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 3 } { } _ { 1 } F _ { 2 } \left(\begin{array}{ccc}
\frac{9}{4} & ; & \left.\left.\frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right] \\
\frac{5}{4}, & \frac{3}{2} ; & \frac{\pi^{2}}{16}\left(\frac{3}{\pi}-\frac{1}{2}-\frac{5}{\pi^{2}}\right), ~
\end{array}\right.\right.  \tag{67}\\
& \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} { } _ { 2 } F _ { 3 } \left(\begin{array}{ccc}
\frac{7}{4}, & \frac{9}{4} ; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2}, \frac{3}{4}, & \frac{5}{4} ; & ]
\end{array}\right.\right. \\
& -\frac{16}{5} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 2 } { } _ { 2 } F _ { 3 } \left(\begin{array}{ccc}
2, \frac{5}{2} ; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{4}, \frac{5}{4}, & \frac{3}{2} ; & ]
\end{array}\right.\right. \\
& +\frac{7 \pi}{6} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 3 } { } _ { 2 } F _ { 3 } \left(\begin{array}{ll}
\frac{9}{4}, \frac{11}{4} ; & \left.\left.\frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]=\frac{\pi^{2}}{60}\left(\frac{5}{\pi}-\frac{5}{\pi^{2}}-1\right), ~ \\
\frac{5}{4}, \frac{7}{4} ; &
\end{array}\right.\right.  \tag{68}\\
& \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} _ { 0 } F _ { 1 } \left(\begin{array}{cc}
-; & -\frac{\pi^{2}}{4}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2} ; & ]
\end{array}\right.\right. \\
& \left.-2 \sqrt{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{cc}
1 ; & \frac{-\pi^{2}}{4}\left\{\frac{(2)_{k}}{4} ;\right. \\
(1)_{k}
\end{array}\right\}^{4}\right)\right] \\
& +\pi \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{l}
-; \\
\frac{3}{2} ;
\end{array} \frac{-\pi^{2}}{4}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right]=\frac{\sqrt{2}-1}{4},  \tag{69}\\
& \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\} 0 F_{1}\left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right] \\
& -2 \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{ll}
1 ; & \left.\frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)
\end{array}\right)\right]  \tag{70}\\
& +\frac{\pi}{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right]=\frac{1}{4},
\end{align*}
$$

$$
\begin{align*}
& \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} { } _ { 0 } F _ { 1 } \left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{64}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2} ; & ]
\end{array}\right.\right. \\
& -\sqrt{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{cc}
1 ; & \frac{-\pi^{2}}{4}, \frac{5}{4} ; \\
64 & \left.\frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right] \\
& +\frac{\pi}{4} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{ll}
-; & \frac{-\pi^{2}}{64}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2} & ]
\end{array}\right]=\frac{3 \sqrt{2}-2}{4},\right.  \tag{71}\\
& \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}{ }_{0} F_{1}\left(\begin{array}{cc}
-; & \frac{-\pi^{2}}{144}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right] \\
& -\frac{2 \sqrt{3}}{3} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{cc}
1 ; & \frac{-\pi^{2}}{3}, \frac{5}{4} ; \\
\left.\frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right] \\
& +\frac{\pi}{6} \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} ^ { 3 } { } _ { 0 } F _ { 1 } \left(\begin{array}{ll}
-; & \frac{-\pi^{2}}{144}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2} ; & ]=\frac{13 \sqrt{3}-12}{12}, ~
\end{array}\right.\right.  \tag{72}\\
& \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} { } ^ { 2 } F _ { 1 } \left(\begin{array}{cc}
-; & \left.\left.-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right] \\
\frac{1}{2} ; &
\end{array}\right.\right. \\
& -4 \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{c}
1 ; \\
\frac{3}{4}, \frac{5}{4} ;
\end{array}-\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4}\right)\right] \\
& +2 \pi \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{ll}
-; & -\pi^{2}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2} ;
\end{array}\right]=\frac{1}{8 \pi},\right.  \tag{73}\\
& \sum_{k=0}^{\infty}\left[\{ \frac { ( 2 ) _ { k } } { ( 1 ) _ { k } } \} { } _ { 0 } F _ { 1 } \left(\begin{array}{cc}
-; & \frac{-25 \pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{1}{2} ; & ]
\end{array}\right.\right. \\
& -2 \sqrt{5} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{2}{ }_{1} F_{2}\left(\begin{array}{cc}
1 ; & \left.\frac{-25 \pi^{2}}{\frac{3}{4}}, \frac{5}{4} ; \quad \frac{(2)_{k}}{(1)_{k}}\right\}^{4}
\end{array}\right)\right] \\
& +\frac{5 \pi}{2} \sum_{k=0}^{\infty}\left[\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{3}{ }_{0} F_{1}\left(\begin{array}{ll}
-; & \frac{-25 \pi^{2}}{16}\left\{\frac{(2)_{k}}{(1)_{k}}\right\}^{4} \\
\frac{3}{2}
\end{array}\right)\right]=\frac{8 \sqrt{5}-15}{100} . \tag{74}
\end{align*}
$$

Proof: When $m=0$ with $n=1,2, \frac{1}{2}$ in the eqs. (42) to (44) and comparing with the eqs. (17), (18), and (19), we get the results (46), (47) and (48) respectively. In view of the hypergeometric functions (70), (71) and (72), we can express the above results
(46) to (48) in terms of cosine, sine and Lommel functions. Our results (46) to (48) are convergent in view of the convergence condition of ${ }_{p} F_{q}(\cdot)$ series, when $p \leq q$, and for all $|z|<\infty$.

Similarly, we derive (49) to (51) by putting $m=1, n=\frac{1}{2} ; m=1, n=2$ and $m=$ $2, n=2$ in the eqs. (42) and (44) and finally comparing with (3), (4) and (5). When $m=0$ with $n=1,2,4,6, \frac{1}{2}, \frac{2}{5}$ in the eqs. (42) and (44) and comparing with (10) to (15), we get the rest of results (52) to (57) respectively. In view of the hypergeometric functions (53), (54) and (55), we can express the above results (52) to (57) in terms of cosine, sine and Lommel functions. Our results (49) to (57) are convergent in view of the convergence condition of ${ }_{p} F_{q}(\cdot)$ series, when $p \leq q$, and for all $|z|<\infty$.

## 6. Concluding remarks

We have derived analytical expressions of the infinite Fourier sine and cosine transforms related to Ramanujan's integrals as an infinite sum of ordinary hypergeometric functions ${ }_{2} F_{3}$, with suitable convergence conditions. Moreover, as applications of Ramanujan's integrals $\mathbf{R}_{S}(m, n)$, some closed form infinite summation formulas associated with hypergeometric functions ${ }_{1} F_{2},{ }_{2} F_{3}$ and ${ }_{0} F_{1}$ are evaluated. It is hoped that other such integrals can also be evaluated in a similar way. We conclude by remarking that various new results and applications can be obtained from our general theorem by appropriate choice of the parameters $v, \lambda, b, c, y$ and fixed sequence $\{\Theta(k)\}_{k=0}^{\infty}$ in $I_{C}^{*}(v, b, c, \lambda, y)$.
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# Perspective Chapter: Cascaded-Resonator-Based Recursive Harmonic Analysis 

Miodrag D. Kušljević


#### Abstract

It is well known that recursive algorithms for harmonic analysis have better characteristics in terms of monitoring the change of the spectrum in comparison to methods based on the processing of blocks of consecutive samples, such as, for example, discrete Fourier transform (DFT). This property is particularly important when applying spectral estimation in real-time systems. One of the recursive algorithms is the resonator-based one. The approach of the parallel cascades of multiple resonators (MR) with the common feedback has been generalized as the cascaded-resonator (CR)-based structure for recursive harmonic analysis. The resulting filters of the CR structure can be finite impulse response (FIR) type or the infinite impulse response (IIR) ones as a computationally more efficient solution, optimizing the frequency responses of all harmonics simultaneously. In the case of the IIR filter, the unit characteristic polynomial present in the FIR filter is replaced with an optimized characteristic polynomial of the transfer function. Such a change does not lead to an increase in computing requirements and changes only the resonator gain values. By using a conveniently linearized iterative algorithm for stability control purpose, based on the Rouche's theorem, the iterative linear-programming-based or the constrained linear least-squares (CLLS) optimization techniques can be used.


Keywords: cascaded-resonator (CR)-based filter, constrained linear least squares (CLLS), discrete Fourier transformation (DFT), Taylor-Fourier transformation (TFT), harmonic analysis, IIR filter, linear programming (LP), multiple-resonator (MR)-based filter

## 1. Introduction

In recent years, a lot of various algorithms for harmonic analysis have been proposed in the literature. Good surveys of some techniques are presented in Refs. [1, 2]. The discrete Fourier transform (DFT)-based method, as a mainstream approach, is widely used for harmonic analysis, thanks to its low computational burden, especially with the fast Fourier transform (FFT). However, errors arise when the power system is operating at off-nominal frequency, especially under dynamic conditions. Harmonic estimates under oscillating conditions were recently proposed in several studies. A huge volume of papers has been written on harmonics tracking in power
systems. The focus of recent literature has been on preprocessing and postprocessing methods for fixed-sample-rate algorithms surrounding a core DFT (or similar) analysis with a fixed number of samples $[3,4]$.

Idea of considering a dynamic model to better estimate the fundamental and harmonic phasors has been emerging in Refs. [4-9], and its importance has been pointed out in Ref. [10]. In Ref. [9], the discrete Taylor-Fourier transform (TFT) was proposed as an extension of the full DFT. The TFT by using a dynamic model of the signal extends and improves estimations obtained by DFT [9, 11]. This transformation corresponds to an FIR filter bank with a maximally flat frequency response. Each filter in the bank has maximum flat gain around the harmonic frequency and near-ideal attenuation around the other harmonics. This results in less distortion of the signal and less influence of disturbances present in the signal. In this way, the periodicity restriction assumed by the Fourier analysis is mitigated. As result, so obtained reconstruction is more accurate than the reconstruction obtained through DFT. When harmonics are narrow-band pass signals with spectral density confined into the flat-gain harmonic intervals, the coefficients of the TFT provide good estimates of the first derivatives of their complex envelopes. The digital TFT formulation in a matrix form that facilitates its implementation with the FFT to reduce the computational complexity of its straightforward implementation has been given in [11].

The multiple-resonator (MR)-based recursive estimators have been introduced in Ref. [12]. In Ref. [13], the MR-based observer structure is proposed for the implementation of TFT. Their good properties are provided by their parallel form, a recursive implementation, and good sensitivity properties assured by the infinite loop gain at the resonator frequencies [14]. Multiple zeros also provide reinforcing of the required attenuations and zero-gain flatness at the harmonic components with a high overall attenuation in the stopbands. For the known frequency of the periodic signal, the estimator based on resonators with common feedback enables the estimation of Fourier components even in cases when the sampling rate is not synchronized with the signal frequency. Also, this harmonic analyzer shows robustness in real conditions where there is noise and nonlinearity of the analog part of the equipment. MR-based harmonic analysis provides better performances of the spectral estimation than the single-resonator-based observer that corresponds to the classical DFT estimator.

This approach has been generalized as the cascaded-resonator (CR)-based structure for harmonic analysis. In Ref. [15], the cascaded-dispersed-resonator-based (CDR-based) structure for harmonic analysis is proposed. Although the design objectives in Refs. [15, 16] are different, the design technique is the same in both cases. In Ref. [16], the task is to replace multiple resonators with a cascade of single resonators. In this way, for the design purpose, it is possible to use the classic Lagrange interpolation technique instead of the more complex Hermitian interpolation. The condition that the poles are distributed in a narrow band around the resonant frequencies, as close as possible to each other, which is however limited by numerical accuracy. In Ref. [15], the task is to arrange the poles in the cascade in such a way as to enable optimal attenuation in the entire range around the harmonic frequencies. Practically, the only difference is in the arrangement of the resonator poles around the harmonic frequencies. The frequency deviation issue can be resolved by adaptive estimators based on the actual frequency feedback. This approach has drawbacks as a stability issue, due to an internal delay. Instead of that, usage of the external module for the fundamental frequency estimation is proposed in Ref. [17].

## 2. Cascaded-resonator-based structure harmonic analysis

Figure 1 shows the block diagram of the $K$-type CR-based harmonic analyzer. The structure includes $(K+1)(2 M+2)$ resonators with poles $\left\{z_{m, k}, m=-M, \ldots, 0, \ldots, M+1, k=0,2, \ldots K\right\}$, placed in the $2 M+2$ cascades each of them having $K+1$ cascaded complex poles on the unit circle around related harmonic frequency $[13,15,16]$. Each resonator has its belonging complex gains $g_{m, k}$. A complete set of resonator cascades is connected in parallel in a common feedback loop. The gains of the transfer functions at the resonator frequencies are equal to unity due to the infinite loop gain at these frequencies. The number of cascades (for the coherent sampling) is $2 M+2$ ( $M$ is a number of harmonics) and depends on $\omega_{1}$, because the condition $M \omega_{1}<\pi$ has to be satisfied. The $\omega_{1}=2 \pi f_{1} / f_{S}, f_{1}$ and $f_{S}$ are the nominal fundamental frequency and sampling rate. The overall system order is $(K+1)(2 M+2)$.

We have in every $m$ th channel of the structure, as an internal transfer function

$$
\begin{equation*}
H_{m}(z)=\frac{V_{m}^{F}(z)}{E(z)}=z^{-1} \sum_{k=0}^{K} \frac{g_{m, k}^{\prime}}{\prod_{i=0}^{k-1}\left(1-z_{m, i} z^{-1}\right)}, g_{m, k}^{\prime}=\prod_{i=k}^{K} g_{m, i} \tag{1}
\end{equation*}
$$

where $m=-M, \ldots, 0, \ldots, M+1, k=0,1, \ldots, K$, and $\prod_{i=0}^{k-1}\left(1-z_{m, i} z^{-1}\right)=1$ for $k=0 . V_{m}^{F}(z)$ is the total feedback signal corresponding to $m$ th channel, composed as the linear combination of the output of each resonator, i.e., each channel contributes to the filter output with $K+1$ complex weights $\left\{g_{m, k}, k=0,1, \ldots, K\right\}$.


Figure 1.
Block diagram of the K-type CR-based harmonic analyzer.

The closed transfer function for every channel $m$ has the form of $[15,16]$.

$$
\begin{gather*}
T_{m, 0}(z)=\frac{V_{m, 0}(z)}{V_{1}(z)}=g_{m, 0}^{\prime} \frac{z^{-1} P_{m}(z)}{A(z)}, \quad P_{m}(z)=\prod_{\substack{n=-M \\
n \neq m}}^{M+1} \prod_{i=0}^{K}\left(1-z_{n, i} z^{-1}\right)  \tag{2}\\
T_{m, k}(z)=\frac{V_{m, k}(z)}{V_{1}(z)}=g_{m, k}^{\prime} \frac{z^{-1} P_{m}(z) \prod_{i=0}^{k-1}\left(1-z_{m, i} z^{-1}\right)}{A(z)}  \tag{3}\\
A(z)=\prod_{n=-M}^{M+1} \prod_{i=0}^{K}\left(1-z_{n, i} z^{-1}\right)+z^{-1} \sum_{n=-M}^{M+1}\left[P_{n}(z) \sum_{k=0}^{K}\left(g_{n, k}^{\prime} \prod_{i=0}^{k-1}\left(1-z_{n, i} z^{-1}\right)\right)\right] \tag{4}
\end{gather*}
$$

It can be seen that all poles of the resonators are mapped to the zeros of the transfer function $T_{m, 0}(z)$ due to the common feedback, with the exception of the poles belonging to the cascade of the harmonic $m$, which are automatically canceled by the poles that generated them. In differentiators transfer functions $\left\{T_{m, k}(z), k=1, \ldots, K\right\}$, ( $k \neq 0$ ), zeros $\left\{z_{m, i}, i=0, \ldots, k-1\right\}$, originated from poles in $m$ th channel, exist providing zero gain.

From Eq. (2), it is obvious that the filter corresponding to $m$ th-channel provides the maximally flatness property in the stop band around the remaining harmonic frequencies. For small pole displacements, $\Delta f$ frequency response reshaping is negligible in comparison to the multiple-resonator case [16]. It is important to mention that the lower border of $\Delta f$ is limited by the computational accuracy. On the other hand, avoiding of the multiple poles allows design by the direct usage of the classical Lagrange interpolation formula rather than the Hermite one.

Although the characteristic polynomial of the transfer functions can be chosen in different ways, under some conditions it is possible to choose one so that the error is driven to zero in exactly $(K+1)(2 M+2)$ samples. This is provided by what is called a dead-beat observer, for which the coefficients are calculated from the condition that the observer has deadbeat settling, i.e., it finds the unknown state within at most $(K+1)(2 M+2)$ steps. That leads to FIR filters (with $A(z)=1)$ in each channel. This way, although the structure is realized by resonators, which are IIR filters, the resulting filters in each channel are FIR type. Figure 2 shows frequency responses of $T_{1,0}(z)=g_{1,0}^{\prime} z^{-1} P_{1}(z)$ (corresponding to the fundamental component) of the deadbeat observer for the first up to the sixth order of resonator multiplicity ( $K=0,1, \ldots, 5$ ). It is observed that (quasi) MR structures with a higher order multiplicity of poles provide smaller sidelobes and thus ensure a lower sensitivity to noise and to harmonic and interharmonic disturbances. The negative effect is the increase in the order of the filter, which increases the group delay and response time of the filter, as well as the numerical complexity. Due to this feature, large values of the resonator multiplicity could be inconvenient in the control application. The case $K=0$ corresponds to a classic DFT estimator, while the cases $K>0$ correspond to the TFT.

Frequency responses of zeroth-, first-, and second-order differentiator discrete FIR filters corresponding to the transfer functions $T_{m, k}(z)$ related to the fundamental component ( $m=1, k=0,1,2$ ), for $K=2$ and $K=3$ (the third- and forth-order resonator structure) are given in Figure 3.

In order to obtain wider flatness intervals in the pass band, the feedback signals $V_{m}^{F}(z)$ could be used for harmonic estimation instead of $V_{m, 0}(z)$ [13]. The global


Figure 2.
Frequency responses for $T_{1,0}(z)$ (the zeroth differentiator of the first harmonic) for $K=0,1, \ldots, 5$ (the first- to sixth-order resonator structure).


Figure 3.
Frequency response of the zeroth-, first-, and second-order discrete FIR filters corresponding to $T_{m, k}(z)$, ( $m=1$ and $k=0,1,2)$, related to the fundamental component, for $f_{s}=800 \mathrm{~Hz}$ and $f_{1}=50 \mathrm{~Hz}$, for (a) $K=2$ estimator (the third-order resonator structure) and (b) $K=3$ estimator (the fourth-order resonator structure).
transfer function of the feedback loop is a sum of the transfer functions of all $K+1$ differentiators $T_{m}^{F}(z)=V_{m}^{F}(z) / V(z)=\sum_{k=0}^{K} T_{m, k}(z)$. The frequency responses of the estimation of the fundamental component obtained by $V_{m, 0}(z)$ and estimation obtained by $V_{m}^{F}(z)$ are given together in Figure 4a. The good properties of the filters corresponding to the transfer functions $T_{m}^{F}(z)$ are related to the phase responses. Frequency responses have a zero phase response in the frequency bands around the harmonic frequencies, which means that in those frequencies the group delay is equal to zero. Bad properties are high resonant gains at the edges of bandwidths and high sidelobes. The zero flat gains in the stop band are preserved, although their intervals are narrowed. It should be mentioned that the peaks of the interharmonic gains and the side lobes increase by the multiplicity of the resonators (Figure 4b).


Figure 4.
Frequency responses of (a) $T_{1,0}(z)$ and $T_{1}^{F}(z)$ for $K=2$ estimator (the third-order cascade) and (b) $T_{1}^{F}(z)$ for $K=1, K=2$ and $K=3$, related to the fundamental component, for $f_{s}=800 \mathrm{~Hz}$ and $f_{1}=50 \mathrm{~Hz}$.

### 2.1 Optimization problem statement

In order to adapt the achieved digital differentiators to their ideal frequency responses around the harmonic frequencies, it is possible to modify the filters transfer functions. An optimization technique is utilized to reshape frequency responses of the filters transfer functions, avoiding resonant frequency peaks and reducing a group delay simultaneously, that can be rather important in control applications. The optimization task can also be different, e.g., maximization of the selectivity.

The transfer function of the extended structure, including the compensation FIR filter $B(z)$, for the $m$ th component channel is as follows:

$$
\begin{equation*}
T_{m, 0}^{A B}(z)=\frac{V_{m, 0}(z)}{V_{1}(z)}=B(z) T_{m, 0}(z)=\left[g_{m, 0}^{\prime} z^{-1} P_{m}(z)\right] \frac{B(z)}{A(z)}=\left[g_{m, 0}^{\prime} z^{-1} P_{m}(z)\right] \frac{\boldsymbol{q}_{B} \boldsymbol{x}_{\boldsymbol{B}}}{1+\boldsymbol{q}_{A} \boldsymbol{x}_{A}} \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
B(z)=b_{0}+b_{1} z^{-1}+\cdots+b_{N_{B}-1} z^{-\left(N_{B}-1\right)}+b_{N_{B}} z^{-N_{B}}, \\
A(z)=1+a_{1} z^{-1}+\cdots+a_{N_{A}-1} z^{-\left(N_{A}-1\right)}+a_{N_{A}} z^{N_{A}}, \\
\boldsymbol{x}_{\boldsymbol{B}}=\left[\begin{array}{llllll}
b_{0} & b_{1} \cdots & b_{N_{B}-1} & b_{N_{B}}
\end{array}\right]^{\mathrm{T}}, \boldsymbol{x}_{A}=\left[\begin{array}{lllll}
a_{1} & a_{2} & \cdots & a_{N_{A}-1} & a_{N_{A}}
\end{array}\right]^{\mathrm{T}}, \boldsymbol{x}=\left[\begin{array}{llll}
\boldsymbol{x}_{B}{ }^{\mathrm{T}} & \boldsymbol{x}_{A}{ }^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}, \\
\boldsymbol{q}_{\boldsymbol{B}}=\left[\begin{array}{llllll}
1 & z^{-1} & z^{-2} & z^{-\left(N_{B}-1\right)} & z^{-N_{B}}
\end{array}\right], \quad \boldsymbol{q}_{\boldsymbol{A}}=\left[\begin{array}{llll}
z^{-1} & z^{-2} & z^{-\left(N_{A}-1\right)} & z^{-N_{A}}
\end{array}\right] .
\end{gathered}
$$

The polynomial $A(z)$ does not cause any additional computation and only the polynomial $B(z)$ represents an additional numerical burden. Even more, in some cases, it is possible to choose $B(z)=b_{0}$ which causes only one additional multiplication. Nevertheless, for the purposes of design, we will consider the IIR filter $B(z) / A(z)$ as a common compensation for the total set of FIR filters $P_{m}(z), m=-M, \ldots, 0, \ldots, M+1$.

With a given weighting function $W(\omega)$, the weighted Chebyshev error between the desired and actual frequency responses is defined as follows:

$$
\begin{equation*}
J^{1}(\boldsymbol{x})=\max _{\omega \in \Omega} \quad W(\omega)\left|T^{A B}\left(e^{j \omega}\right)-H^{d}\left(e^{j \omega}\right)\right| \tag{6}
\end{equation*}
$$

where $H^{d}\left(e^{j \omega}\right)$ is the desired frequency response in angular frequency $\omega$ specified in the frequency region $\Omega$ (or a union of several compact frequency bands) of the interests and $0 \leq \omega \leq \pi$.

The sum of squares of absolute values of errors in $N_{F}$ angular frequencies as follows:

$$
\begin{equation*}
J^{2}(\boldsymbol{x})=\sum_{i=1}^{N_{F}} W\left(z_{i}\right)\left[T^{A B}\left(z_{i}\right)-H^{d}\left(z_{i}\right)\right] \tag{7}
\end{equation*}
$$

where $z_{i}=e^{j \omega_{i}}$.
In order to minimize the error $J^{1}(\boldsymbol{x})$ defined in Eq. (6), a new variable $\delta$ can be introduced and the problem reformulated as follows:

\[

\]

where $E\left(z_{i}\right)=W\left(z_{i}\right)\left[T^{A B}\left(z_{i}\right)-H^{d}\left(z_{i}\right)\right], z_{i}=\exp \left(j \omega_{i}\right)$, for the total number $N_{F}$ of points defined in $\Omega$.

Further, it is:

$$
\begin{equation*}
\frac{W\left(z_{i}\right)}{\left|A\left(z_{i}\right)\right|}\left|T\left(z_{i}\right) B\left(z_{i}\right)-A\left(z_{i}\right) H^{d}\left(z_{i}\right)\right| \leq \delta \tag{9}
\end{equation*}
$$

In Ref. [18], a suitable method has been described to linearize the error function $J^{1}(\boldsymbol{x})$ such that the design problem can be solved by the linear programming (LP) method. However, this method neglects the denominator part $\left|A\left(z_{i}\right)\right|$. In Ref. [19], the performance of the LP method was improved by eliminating the above drawback by using the following iterative constraints scheme:

$$
\begin{equation*}
\frac{W\left(z_{i}\right)}{\left|A^{(k-1)}\left(z_{i}\right)\right|}\left|T\left(z_{i}\right) B\left(z_{i}\right)-A^{(k)}\left(z_{i}\right) H^{d}\left(z_{i}\right)\right| \leq \delta \tag{10}
\end{equation*}
$$

For the sake of notational simplicity, we denote

$$
\begin{equation*}
\frac{W\left(z_{i}\right)}{\left|A^{(k-1)}\left(z_{i}\right)\right|}\left|\left[\left.T\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{B}}\right|_{z=z_{i}},-\left.H^{d}\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right] \boldsymbol{x}-H^{d}\left(z_{i}\right)\right| \leq \delta \tag{11}
\end{equation*}
$$

The vector of unknown coefficients $\boldsymbol{x}$ is expanded with an additional variable $\delta$, so that the expanded vector of unknowns is obtained:

$$
\boldsymbol{x}^{\boldsymbol{\delta}}=\left[\begin{array}{ll}
\boldsymbol{x} & \delta \tag{12}
\end{array}\right]^{T} .
$$

The constraints defined by inequality (11) refer to the frequency ranges in which the error optimization is performed. In addition, sometimes it is necessary to keep the
error within predefined limits, such as for example the gains in the stopbands and/or the transition bands:

$$
\begin{equation*}
\frac{1}{\left|A^{(k-1)}\left(z_{i}\right)\right|}\left|\left[\left.T\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{B}}\right|_{z=z_{i}},-\left.H^{d}\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right] \boldsymbol{x}-H^{d}\left(z_{i}\right)\right| \leq l_{i} \tag{13}
\end{equation*}
$$

$z_{i}=\exp \left(j \omega_{i}\right), i=1,2, \cdots, N_{G}$
$l_{i}, i=1,2, \cdots, N_{G}$, are fixed borders of the absolute values of the set of complex error $E(z)$ along assemblies $z_{i}=\exp \left(j \omega_{i}\right), i=1,2, \cdots, N_{G}$.

If one wants to ensure unity gain in harmonic frequencies, the following condition must be met:

$$
\begin{equation*}
\left.\frac{B(z)}{A(z)}\right|_{z=z_{m}}=1 \text {, i.e. } B\left(z_{m}\right)=A\left(z_{m}\right) \tag{14}
\end{equation*}
$$

where $m=-M, \ldots, 0, \ldots, M+1$.
In a matrix form, it can be written as follows:

$$
\begin{equation*}
q_{m} x=1 . \tag{15}
\end{equation*}
$$

where $\boldsymbol{q}=\left[\begin{array}{ll}\boldsymbol{q}_{\boldsymbol{B}} & -\boldsymbol{q}_{\boldsymbol{A}}\end{array}\right], \boldsymbol{q}_{\boldsymbol{m}}=\left.\boldsymbol{q}\right|_{z=z_{m}}$.
Complex equality constraints (15) can be written as follows

$$
\left[\begin{array}{c}
\operatorname{Re}\left\{\boldsymbol{q}_{m}\right\}  \tag{16}\\
\operatorname{Im}\left\{\boldsymbol{q}_{m}\right\}
\end{array}\right] \boldsymbol{x}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], m=-M, \ldots, 0, \ldots, M+1
$$

### 2.2 Linearization of constraints

The inequalities (11) and (13) are nonlinear. The convex semi-infinite programming can be applied [20], thanks to the quadratic property of the functions. Furthermore, a convenient approximation of these inequalities by the system of the linear ones [21-25] allows us to solve this constrained optimization problem through the LP or the constrained linear least-squares (CLLS) optimization technique.

It is valid:

$$
\begin{equation*}
\left|E\left(z_{i}\right)\right|=\left|E\left(z_{i}\right)\right|\left(\cos ^{2} \alpha_{i}+\sin ^{2} \alpha_{i}\right)=\operatorname{Re}\left\{E\left(z_{i}\right)\right\} \cos \alpha_{i}+\operatorname{Im}\left\{E\left(z_{i}\right)\right\} \sin \alpha_{i} \tag{17}
\end{equation*}
$$

where $\alpha_{i}=\arg \left\{E\left(z_{i}\right)\right\}$.
Since $\alpha_{i}$ is not known a priory, the nonlinear constraints in Eq. (8) can be approximated by the system of linear constraints:

$$
\begin{equation*}
\operatorname{Re}\left\{E\left(z_{i}\right)\right\} \cos \alpha_{i, j}+\operatorname{Im}\left\{E\left(z_{i}\right)\right\} \sin \alpha_{i, j} \leq \delta \tag{18}
\end{equation*}
$$

where $i=1,2, \cdots, N_{F}$. If we choose $L$ equidistantly distributed angles then it is $\alpha_{i, j}=\alpha_{i, 0}+(j-1) 2 \pi / L$, where $j=1,2, \cdots, L$. Figure 5 shows that approximations by square and octagon ( $L=4$ and $L=8$, respectively) allow only rough approximations. A higher accuracy is obtained by increasing $L$. Herein, $L=32$ is used.

Let us define as following for frequency point $i$ :


Figure 5.
Approximation of a cycle with a square and an octagon.

$$
\begin{equation*}
W^{A}\left(z_{i}\right)=\frac{W\left(z_{i}\right)}{\left|A^{(k-1)}\left(z_{i}\right)\right|}, \quad \boldsymbol{g}_{i}=\left[\left.T\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{B}}\right|_{z=z_{i}}, \quad-\left.H^{d}\left(z_{i}\right) \boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right] . \tag{19}
\end{equation*}
$$

Hence, Eq. (13) can be linearized and written in a matrix form

$$
\begin{equation*}
W^{A}\left(z_{i}\right) \boldsymbol{A}_{i}^{\prime} \boldsymbol{x} \leq W^{A}\left(z_{i}\right) \boldsymbol{b}_{i}^{\prime}+l_{i} \mathbf{1}_{L \times 1}, \quad i=1,2, \cdots, N_{G} \tag{20}
\end{equation*}
$$

where matrix $\boldsymbol{A}_{i}^{\prime}$ and vector $\boldsymbol{b}_{i}^{\prime}$ are given by
$\boldsymbol{A}_{i}^{\prime}=\left[\begin{array}{c}\operatorname{Re}\left\{\boldsymbol{g}_{i}\right\} \cos \alpha_{i 1}+\operatorname{Im}\left\{\boldsymbol{g}_{i}\right\} \sin \alpha_{i 1} \\ \operatorname{Re}\left\{\boldsymbol{g}_{i}\right\} \cos \alpha_{i 2}+\operatorname{Im}\left\{\boldsymbol{g}_{i}\right\} \sin \alpha_{i 2} \\ \vdots \\ \operatorname{Re}\left\{\boldsymbol{g}_{i}\right\} \cos \alpha_{i L}+\operatorname{Im}\left\{\boldsymbol{g}_{i}\right\} \sin \alpha_{i L}\end{array}\right], \boldsymbol{b}_{i}^{\prime}=\left[\begin{array}{c}\operatorname{Re}\left\{H^{d}\left(z_{i}\right)\right\} \cos \alpha_{i 1}+\operatorname{Im}\left\{H^{d}\left(z_{i}\right)\right\} \sin \alpha_{i 1} \\ \operatorname{Re}\left\{H^{d}\left(z_{i}\right)\right\} \cos \alpha_{i 2}+\operatorname{Im}\left\{H^{d}\left(z_{i}\right)\right\} \sin \alpha_{i 2} \\ \vdots \\ \operatorname{Re}\left\{H^{d}\left(z_{i}\right)\right\} \cos \alpha_{i L}+\operatorname{Im}\left\{H^{d}\left(z_{i}\right)\right\} \sin \alpha_{i L}\end{array}\right]$.
and $l_{i}$ is a constraint limit of the error in the point $z_{i}$.
Using matrix notation, and collecting inequality linearization systems in all settled frequency points, (20) becomes the following linear form:

$$
\boldsymbol{A}^{\prime} \boldsymbol{x} \leq \boldsymbol{b}^{\prime} \quad \text { or } \quad\left[\begin{array}{ll}
\boldsymbol{A}^{\prime} & \mathbf{0}_{\left(N_{G} L\right) \times 1} \tag{21}
\end{array}\right] \boldsymbol{x}^{\delta} \leq \boldsymbol{b}^{\prime}
$$

where matrix $\boldsymbol{A}^{\prime}$ and vector $\boldsymbol{b}^{\prime}$ are given by

$$
\boldsymbol{A}^{\prime}=\left[\begin{array}{c}
W^{A}\left(z_{1}\right) \boldsymbol{A}_{1}^{\prime} \\
W^{A}\left(z_{2}\right) \boldsymbol{A}_{2}^{\prime} \\
\vdots \\
W^{A}\left(z_{N_{G}}\right) \boldsymbol{A}_{N_{G}}^{\prime}
\end{array}\right], \boldsymbol{b}^{\prime}=\left[\begin{array}{c}
W^{A}\left(z_{1}\right) \boldsymbol{b}_{1}^{\prime}+l_{1} \mathbf{1}_{L \times 1} \\
W^{A}\left(z_{2}\right) \boldsymbol{b}_{2}^{\prime}+l_{2} \mathbf{1}_{L \times 1} \\
\vdots \\
W^{A}\left(z_{N_{G}}\right) \boldsymbol{b}_{N_{G}}^{\prime}+l_{N_{G}} \mathbf{1}_{L \times 1}
\end{array}\right] .
$$

In case of the (11), we have:

$$
\left[\begin{array}{ll}
W^{A}\left(z_{i}\right) A_{i}^{\prime} & -\mathbf{1}_{L \times 1} \tag{22}
\end{array}\right] \boldsymbol{x}^{\delta} \leq W^{A}\left(z_{i}\right) \boldsymbol{b}_{i}^{\prime}, \quad i=1,2, \cdots, N_{F}
$$

or in a matrix notation

$$
\left[\begin{array}{ll}
A^{\prime} & -\mathbf{1}_{\left(N_{F} L\right) \times 1} \tag{23}
\end{array}\right] \boldsymbol{x}^{\delta} \leq \boldsymbol{b}^{\prime}
$$

where

$$
\boldsymbol{A}^{\prime}=\left[\begin{array}{c}
W^{A}\left(z_{1}\right) \boldsymbol{A}_{1}^{\prime} \\
W^{A}\left(z_{2}\right) \boldsymbol{A}_{2}^{\prime} \\
\vdots \\
W^{A}\left(z_{N_{F}}\right) \boldsymbol{A}_{N_{F}}^{\prime}
\end{array}\right], \boldsymbol{b}^{\prime}=\left[\begin{array}{c}
W^{A}\left(z_{1}\right) \boldsymbol{b}_{1}^{\prime} \\
W^{A}\left(z_{2}\right) \boldsymbol{b}_{2}^{\prime} \\
\vdots \\
W^{A}\left(z_{N_{F}}\right) \boldsymbol{b}_{N_{F}}^{\prime}
\end{array}\right] .
$$

### 2.3 Design (optimization) approach 1: CLLS minimization

An objective is to find a minimum of the sum of squares of absolute values of $\boldsymbol{h} \boldsymbol{x}-$ $d$ in the assembly of the $N_{F}$ selected frequencies subject to the vector $\boldsymbol{x}$

$$
\begin{equation*}
\min _{x} \sum_{i=1}^{N_{F}}\left|\boldsymbol{h}_{i} \boldsymbol{x}-d_{i}\right|^{2} \tag{24}
\end{equation*}
$$

where $\boldsymbol{h}_{\boldsymbol{i}}=W\left(z_{i}\right) \boldsymbol{g}_{i} /\left|A^{(k-1)}\left(z_{i}\right)\right|$ and $d_{i}=W\left(z_{i}\right) H^{d}\left(z_{i}\right) /\left|A^{(k-1)}\left(z_{i}\right)\right|$.
If we apply the following equality

$$
\begin{equation*}
\left|\boldsymbol{h}_{i} \boldsymbol{x}-d_{i}\right|^{2}=\operatorname{Re}^{2}\left\{\boldsymbol{h}_{i} \boldsymbol{x}-d_{i}\right\}+\operatorname{Im}^{2}\left\{\boldsymbol{h}_{i} \boldsymbol{x}-d_{i}\right\}=\left\|\boldsymbol{C}_{i} \boldsymbol{x}-\boldsymbol{d}_{i}\right\|_{2}^{2} \tag{25}
\end{equation*}
$$

where $\boldsymbol{C}_{\boldsymbol{i}}=\left[\begin{array}{c}\operatorname{Re}\left\{\boldsymbol{h}_{\boldsymbol{i}}\right\} \\ \operatorname{Im}\left\{\boldsymbol{h}_{i}\right\}\end{array}\right], \quad \boldsymbol{d}_{\boldsymbol{i}}=\left[\begin{array}{c}\operatorname{Re}\left\{d_{i}\right\} \\ \operatorname{Im}\left\{d_{i}\right\}\end{array}\right]$, (24) can be written in a matrix form:

$$
\begin{equation*}
\min _{x}\|C x-\boldsymbol{d}\|_{2}^{2} \tag{26}
\end{equation*}
$$

where $\boldsymbol{C}$ and $\boldsymbol{d}$ include $\boldsymbol{C}_{i}$ and $\boldsymbol{d}_{i}$, respectively, $i=1,2, \cdots, N_{F}$.
The constrained linear least squares (CLLS) is an optimization problem that deals with the maximization or minimization of a linear function called the objective function subject to linear constraints. Summarizing (16), (21), and (26), the CLLS problem is formalized as follows:

$$
\begin{align*}
& \min _{\boldsymbol{x}} \frac{1}{2}\|\boldsymbol{C} \boldsymbol{x}-\boldsymbol{d}\|_{2}^{2} \quad \text { subject to } \quad \boldsymbol{A} \boldsymbol{x} \leq \boldsymbol{b} \quad\left(\text { and }\left[\begin{array}{c}
\operatorname{Re}\left\{\boldsymbol{q}_{m}\right\} \\
\operatorname{Im}\left\{\boldsymbol{q}_{m}\right\}
\end{array}\right] \boldsymbol{x}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right),  \tag{27}\\
& (m=-M, \ldots, 0, \ldots M+1)
\end{align*}
$$

where $\boldsymbol{A}$ and $\boldsymbol{b}$ include $\boldsymbol{A}^{\prime}$ and $\boldsymbol{b}^{\prime}$, respectively, defined in (21), for all frequency points in which the constraints are defined.

### 2.4 Design (optimization) approach 2: minimax optimization

The LP optimization problem can be formalized in the following way:

$$
\text { minimize } \quad \mathbf{c} \boldsymbol{x}^{\delta} \quad \text { subject to } \boldsymbol{A} \boldsymbol{x}^{\delta} \leq \boldsymbol{b}\left(\text { and }\left[\begin{array}{cc}
\operatorname{Re}\left\{\boldsymbol{q}_{m}\right\} & 0  \tag{28}\\
\operatorname{Im}\left\{\boldsymbol{q}_{m}\right\} & 0
\end{array}\right] \boldsymbol{x}^{\delta}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right),
$$

$$
(m=-M, \ldots, 0, \ldots M+1)
$$

where $\mathbf{c}=\left[\begin{array}{ll}\mathbf{0}_{1 \times\left(\boldsymbol{N}_{A}+\boldsymbol{N}_{\boldsymbol{B}}+\mathbf{1}\right)} & 1\end{array}\right]$, and $\boldsymbol{A}$ and $\boldsymbol{b}$ include $\boldsymbol{A}^{\prime}$ and $\boldsymbol{b}^{\prime}$, respectively, for all frequency points in which the constraints or objective functions are defined in (21) and (23), respectively.

## 3. IIR cascaded-resonator-based harmonic analysis

In accordance with the prevailing trends in works dealing with this issue, in the initial works [13, 16, 22, 23, 25, 26] the resulting filters of CR structures were of the FIR type. Later, in [27], IIR filters were used, which represent a computationally more efficient solution [28,29]. The unit characteristic polynomial of the transfer function is replaced by the optimized one. Such a change does not lead to an increase in the volume of numerical calculations and only requires a change in the gain values associated with the resonators. Since the optimization of frequency characteristics for all harmonics is carried out at the same time, it is possible to obtain frequency responses of the same shape. By using a linearized iterative scheme [30] based on Rouche's theorem with the aim of stability control, it is possible to use iterative optimization techniques based on LP or CLLS.

### 3.1 Problem statement

The task of optimization is to design a filter $B(z) / A(z)$ where the order of the characteristic polynomial $A(z)$ is $N_{A}=(K+1)(2 M+2)$ and the polynomial $B(z)$ is of order $N_{B}$. We seek to find a causal stable rational function $T_{m, 0}^{A B}(z)=\left[g_{m, 0}^{\prime} z^{-1} P_{m}(z)\right] B(z) / A(z)$ for $m=-M, \ldots, 0, \ldots, M+1$ that best approximates $H_{m}^{d}\left(e^{j \omega}\right)$.

In order to make the notation as simple and short as possible, let us form a virtual transfer function so that in each bandwidth centered in $m f_{1}$ with width of $f_{1}$, i.e., for $f \in\left(m f_{1}-f_{1} / 2, m f_{1}+f_{1} / 2\right]$, it corresponds to the transfer function belonging to the harmonic $m$. It follows:

$$
\begin{equation*}
T^{A}(z)=\frac{T(z)}{A(z)}, \quad T(z)=g_{m, 0}^{\prime} z^{-1} P_{m}(z) \tag{29}
\end{equation*}
$$

for $f \in\left(m f_{1}-f_{1} / 2, m f_{1}+f_{1} / 2\right], m=-M, \ldots, 0, \ldots, M+1$.
In addition, we define a unique transfer function

$$
\begin{equation*}
T^{A B}(z)=B(z) T^{A}(z)=B(z) \frac{T(z)}{A(z)} \tag{30}
\end{equation*}
$$

Similarly, a virtual unique desired transfer function in an angular frequency $\omega$ has the following form [27]:

$$
H^{d}\left(e^{j \omega}\right)=\left\{\begin{array}{c}
e^{-j 2 \pi \tau\left(f-m f_{1}\right) / f_{S}}, \text { for } f \in\left[m f_{1}-f_{P B}, m f_{1}+f_{P B}\right]  \tag{31}\\
0, \text { for } f \in\left[m f_{1}-f_{1} / 2, m f_{1}-f_{S B}\right] \bigcup\left[m f_{1}+f_{S B}, m f_{1}+f_{1} / 2\right]
\end{array}\right.
$$

where pass and stop bands are defined by $f_{P B}$ and $f_{S B}$, respectively. A desired group delay in the passband is denoted as $\tau$.

### 3.2 Stability constraint

To obtain a stable IIR filter $T(z)$, stability constraint must be imposed on the coefficient vector $\boldsymbol{x}_{\boldsymbol{A}}$. In [30], the more convenient stability condition which is based on Rouche's theorem was proposed.

Rouche's Theorem. If $f(z)$ and $g(z)$ are analytic inside and on a closed contour $C$, and $|g(z)|<|f(z)|$ on $C$, then $f(z)$ and $g(z)+f(z)$ have the same number of zeros inside $C$.

Let

$$
\begin{align*}
& f(z)=z^{N_{A}} A(z)=z^{N_{A}}+a_{1} z^{N_{A}-1}+\cdots+a_{N_{A}-1} z+a_{N_{A}}  \tag{32}\\
& g(z)=z^{N_{A}} \Delta(z)=\delta_{0} z^{N_{A}}+\delta_{1} z^{N_{A}-1}+\cdots+\delta_{N_{A}-1} z+\delta_{N_{A}} \tag{33}
\end{align*}
$$

where $\Delta(z)$ is the update of the characteristic polynomial $A(z)$ of the transfer function at each iteration step. Since the functions $f(z)$ and $g(z)$ are analytic, except at $\mathrm{z}=\infty$, and have the same zeros as $A(z)$ and $\Delta(z)$, according to Rouche's theorem, if the polynomial $A^{(k-1)}(z)$ in the iteration step, $k-1$ has all its zeros inside a circle of radius $\rho(0<\rho<1)$ with the center at the origin of the complex plane, then also the polynomial in the iteration step $k$ given by [30]

$$
\begin{equation*}
A^{(k)}(z)=A^{(k-1)}(z)+\alpha \Delta^{(k)}(z), \quad 0<\alpha<1 \tag{34}
\end{equation*}
$$

will retain the zeros within this circle provided that in step $k$ the following condition satisfied

$$
\begin{equation*}
\left|\Delta^{(k)}(z)\right| \leq\left|A^{(k-1)}(z)\right|,|z|=\rho . \tag{35}
\end{equation*}
$$

If (34) is included in (35), we get

$$
\begin{equation*}
\left|\bar{A}^{(k)}(z)-\bar{A}^{(k-1)}(z)\right| \leq \alpha\left|A^{(k-1)}(z)\right| \tag{36}
\end{equation*}
$$

where $\bar{A}^{(k)}(z)=A^{(k)}(z)-1, \bar{A}^{(k-1)}(z)=A^{(k-1)}(z)-1$, or in a matrix notation:

$$
\left|\left[\begin{array}{ll}
\mathbf{0}_{1 \times\left(N_{B}+\mathbf{1}\right)}, & \left.\boldsymbol{q}_{A}\right|_{z=z_{i}} \tag{37}
\end{array}\right] \boldsymbol{x}-\bar{A}^{(k-1)}\left(z_{i}\right)\right| \leq \alpha\left|A^{(k-1)}\left(z_{i}\right)\right|
$$

As for the initial value of the vector $\boldsymbol{x}$, it is simplest to take $\boldsymbol{x}^{(0)}=\mathbf{0}$, when all the roots of the polynomial $A^{(0)}(z)$ lie within the circle of radius $\rho(0<\rho<1)$.

If constraint (37) is applied to a sufficiently dense set of points lying on a circle of radius $\rho(|z|=\rho)$, of total length $N_{S}$, we get

$$
\begin{equation*}
A^{\mathrm{S}} x \leq b^{\mathrm{S}} \tag{38}
\end{equation*}
$$

where matrix $\boldsymbol{A}_{i}^{\mathrm{S}}$ and vector $\boldsymbol{b}_{i}^{\mathrm{S}}$ are given by

$$
\boldsymbol{A}_{i}^{S}=\left[\begin{array}{c}
\mathbf{0}_{\mathbf{1 \times ( \boldsymbol { N } _ { \boldsymbol { B } } + \mathbf { 1 } )}}, \operatorname{Re}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \cos \alpha_{i 1}+\operatorname{Im}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \sin \alpha_{i 1} \\
\mathbf{0}_{\mathbf{1} \times\left(\boldsymbol{N}_{\boldsymbol{B}}+\mathbf{1}\right)}, \operatorname{Re}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \cos \alpha_{i 2}+\operatorname{Im}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \sin \alpha_{i 2} \\
\vdots \\
\mathbf{0}_{\mathbf{1 \times ( \boldsymbol { N } _ { \boldsymbol { B } } + \mathbf { 1 } )}}, \operatorname{Re}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \cos \alpha_{i L}+\operatorname{Im}\left\{\left.\boldsymbol{q}_{\boldsymbol{A}}\right|_{z=z_{i}}\right\} \sin \alpha_{i L}
\end{array}\right],
$$

$$
\boldsymbol{b}_{i}^{S}=\left[\begin{array}{c}
\operatorname{Re}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \cos \alpha_{i 1}+\operatorname{Im}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \sin \alpha_{i 1}+\alpha\left|A^{(k-1)}\left(z_{i}\right)\right| \\
\operatorname{Re}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \cos \alpha_{i 2}+\operatorname{Im}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \sin \alpha_{i 2}+\alpha\left|A^{(k-1)}\left(z_{i}\right)\right| \\
\vdots \\
\operatorname{Re}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \cos \alpha_{i L}+\operatorname{Im}\left\{\bar{A}^{(k-1)}\left(z_{i}\right)\right\} \sin \alpha_{i L}+\alpha\left|A^{(k-1)}\left(z_{i}\right)\right|
\end{array}\right] .
$$

Thus, the set of constraints (38) is added to the set of the above constraint conditions. In this way, the iterative methods mentioned above solve the LP or CLLS problem by taking into account constraints (38) in each iteration step. A fixed step size $\alpha$ can be used, while a gradual decrease (e.g., exponential) can help the convergence of the solution.

### 3.3 Resonators' gains calculation

After the polynomial $A(z)$ having been determined, the direct usage of the Lagrange interpolation formula provides the closed-form formulas [26]. It should be taken into account that these formulas are valid only in the case of single resonators. If a quasi-MR-based analyzer is designed, the resonator poles connected to the same harmonic should be arranged close enough to each other with a minimum distance that is limited by numerical precision. Its lower border depends on the resonator multiplicity and the sampling rate. A chosen displacement of 0.1 Hz allows a fair approximation for sampling frequencies up to 6.4 kHz ( $M=63$ for $f_{1}=50 \mathrm{~Hz}$ ) and $K=5$ [16].

A generalized closed-form formula for gains calculation for any $K$ for previously chosen polynomial $A(z)$ is given as follows:

$$
\begin{equation*}
g_{m, k}^{\prime}=\left.\frac{A(z)-z^{-1} P_{m}(z) \sum_{j=0}^{k-1}\left[g_{m, j}^{\prime} \prod_{i=0}^{j-1}\left(1-z_{m, i} z^{-1}\right)\right]}{z^{-1} P_{m}(z) \prod_{i=0}^{k-1}\left(1-z_{m, i} z^{-1}\right)}\right|_{z=z_{m, k}} \tag{39}
\end{equation*}
$$

As a final result, the designed resonator gains are as follows:

$$
g_{m, k}=g_{m, k}^{\prime} / g_{m, k+1}^{\prime},\left(g_{m, K+1}^{\prime}=1\right), m=-M, \ldots, 0, \ldots, M+1, k=0,1, \ldots, K
$$

It should be mentioned that polynomial $B(z)$ can be conveniently implemented by adding its roots as poles in additional parallel channels to the basic structure (see
Figure 1). In this case, the existing formulas for gains calculation are valid only for the identical structure of the extension cascades (they have to consist $K+1$ resonators). Otherwise, the formulas are not valid and need a completely new derivation.

### 3.4 Design example

In the next section, three demonstration examples, with frequency responses and pole-zeros maps, of the designed $K=2$ type CR-based harmonic analyzer are shown, for $f_{S}=800 \mathrm{~Hz}$ and $f_{1}=50 \mathrm{~Hz}$. For a clear readability, lower values of $f_{S}=800 \mathrm{~Hz}$ and $M=7$ are selected. The following parameters are prescribed in all three examples:


Figure 6.
(a) Frequency responses of $g_{3,0}^{\prime} z^{-1} P_{3}(z), B(z) / A(z)$ and $T_{3,0}^{A B}(z)$ and (b) Pole-zero map of $T_{3,0}(z)$ and $B(z)$ (for the third harmonic), for $N_{A}=(K+1)(2 M+2), N_{B}=(K+1)(2 M+2)$, and $\rho=0.95, f_{P B}=1.7 \mathrm{~Hz}$ and $\tau=0.9(K+1)(2 M+2)$.
$f_{S B}=17 \mathrm{~Hz}, l_{T B}=1.005, W(z)=1, \alpha_{0}=0.5, \quad \rho=0.95, \quad N_{A}=(K+1)(2 M+2)$. $\boldsymbol{x}^{(0)}=\mathbf{0}$. Other parameters were variated, depending on the chosen optimization criteria. It should mention that a large variety of optimization scenarios is possible, allowing design spectrum analyzers for a wide scope of different applications.

### 3.4.1 Example 1: flat-top passbands

The filters with a wider flatness in the pass band allow better signal tracking in the dynamic conditions. Since it is difficult task to provide the tracking of the parameters changes together with good attenuation in the stopband, a relatively high order of $N_{B}=(K+1)(2 M+2)$ is settled. The desired group delay (in samples) in the passband is $\tau=0.9(K+1)(2 M+2) . f_{P B}=1.7 \mathrm{~Hz} . l^{P B}=0.01$. Obtained frequency responses (Figure 6) show that the passband flatness is not derogated, while the selectivity and attenuation in the stopbands are increased thanks to the zeros of the polynomial $B(z)$ which are located between the existing multiple zeros of the resonator structure that had been obtained through the common feedback. A cost is an increased total group delay which causes higher latency.

### 3.4.2 Example 2: narrow selective passbands

In this example, the requests for passband and transition bands are omitted, which decrease a numerical burden. To obtain high selectivity, $N_{B}=(K+1)(2 M+2)$ is kept. The obtained frequency responses (see Figure 7) show that selectivity and attenuation in the stopbands are increased. This is achieved thanks to the poles of the transfer function located on a circle of radius $0.95(|z|=0.95)$ very close to the zeros located in the harmonic frequencies, as well as the additional zeros of the polynomial $B(z)$. Such high selectivity caused a large increase in a group delay.


Figure 7.
(a) Frequency responses of $g_{3,0}^{\prime} z^{-1} P_{3}(z), B(z) / A(z)$ and $T_{3,0}^{A B}(z)$ and (b) Pole-zero map of $T_{3,0}(z)$ and $B(z)$ (for the third harmonic), for $N_{A}=(K+1)(2 M+2), N_{B}=(K+1)(2 M+2)$, and $\rho=0.95, f_{P B}=0 \mathrm{~Hz}$.


Figure 8.
(a) Frequency responses of $g_{3,0}^{\prime} z^{-1} P_{3}(z), B(z) / A(z)$ and $T_{3,0}^{A B}(z)$ and (b) Pole-zero map of $T_{3,0}(z)$ and $B(z)$ (for the third harmonic), for $N_{A}=(K+1)(2 M+2), N_{B}=0$, and $\rho=0.95, f_{P B}=0 \mathrm{~Hz}$.

### 3.4.3 Example 3: numerically cost-effective solution

This example is very similar to the previous one with different that now is $N_{B}=0$, which means that there is no extension to the existing resonator structure with common feedback. Obtained frequency responses (see Figure 8) show that selectivity and attenuation in the stopbands are smaller than in the previous case, however, with a smaller group delay too.


Figure 9.
Block diagram of the K-type CR-based harmonic analyzer with postprocessing.

## 4. FIR cascaded-resonator-based harmonic phasor estimation

Instead of the common simultaneous compensation of the frequency responses for all harmonics through the compensating filter $B(z)$ placed in the front of the parallel resonator structure, a more flexible solution is shown in Figure 9 with postprocessing by the set of compensators $Q_{m}(z)$ designed particularly for each harmonic $m$. In this case, $A(z)=1$ is chosen to allow the use of linear optimization techniques such as LP and CLLS.

In order to obtain an algorithm that can be utilized in a wide range of signal dynamics in a unified way and improve the frequency response, a linear combination of the differentiators' outputs in the cascade can be used [22, 25, 26]. The goal of this compromised solution was to propose a tracking-mode harmonic estimation technique. In Ref. [31], it is shown that this estimation technique exhibiting maximally flat frequency responses can be efficiently used for implementation of P-Class Compliant PMU in accordance with IEC/IEEE Standard 60255-118-1:2018 for harmonic phasors estimation. In this approach, the order of the resulted compensation filter was low and equals to the pole multiplicity. In Refs. [21, 23, 24], the proposed approach was generalized to any necessary order through the postprocessing compensation FIR filters applied to the output signals obtained by the CR structure. The drawback of this approach is that we have to use as many postprocessing FIR filters as there are harmonic phasors that we need to estimate (one estimator per one harmonic phasor). On the other hand, the advantage is that it is possible to obtain a filter bank, surrounding the core CR structure, with a set of different compensation filters corresponding to different signal dynamics.

The transfer function for every $m$ th channel has the form of

$$
\begin{equation*}
T_{m, 0}^{Q}(z)=\frac{V_{m, 0}^{Q}(z)}{V(z)}=T_{m, 0}(z) Q_{m}(z)=\left[g_{m, 0}^{\prime} z^{-1} P_{m}(z)\right] q_{Q} x_{Q} \tag{40}
\end{equation*}
$$

where $Q_{m}(z)=q_{m, 0}+q_{m, 1} z^{-1}+\cdots+q_{m, N_{Q}-1} z^{-\left(N_{Q}-1\right)}+b_{m, N_{Q}} z^{-N_{Q}}$. $\boldsymbol{q}_{\mathrm{Q}}=\left[\begin{array}{llllll}1 & z^{-1} & z^{-2} & \cdots & z^{-\left(N_{Q}-1\right)} & z^{-N_{Q}}\end{array}\right], \boldsymbol{x}_{Q}=\left[\begin{array}{lllll}q_{0} & q_{1} & \cdots & q_{N_{Q}-1} & q_{N_{Q}}\end{array}\right]^{\mathrm{T}}$.

Eq (40) has the same form as Eq. (5) with the following constraints: $A(z)=1$, $N_{A}=0, x_{A}=[], q_{A}=[], \boldsymbol{x}=\boldsymbol{x}_{Q}, \boldsymbol{q}=\boldsymbol{q}_{Q} . \boldsymbol{q}_{\boldsymbol{B}}$ is replaced by $\boldsymbol{q}_{Q}$, and $\boldsymbol{x}_{B}$ by $\boldsymbol{x}_{Q}$. Since $N_{A}=0$, the stability constraints are not present. The desired frequency response is related only to the actual harmonic $m$ and does not consider the frequency responses of the other ones.

### 4.1 Total vector gradient (TVG) calculation

The response time and delay of the estimator are directly correlated with the group delay (GD) of the filter. Due to the more complex calculation of GD, it is possible to use the gradient of the transfer function $d T_{m, 0}^{Q}(z) / d z$, which is called the total vector gradient (TVG) here. In a flat range with small amplitude changes, TVG and GD are proportional, and optimization of one leads to optimization of the other. The first derivative of the transfer function $T_{m, 0}^{Q}(z)$ is as follows:

$$
\begin{align*}
d T_{m, 0}^{Q}(z) / d z & =g_{m, 0}^{\prime}\left[-z^{-2} Q_{m}(z) P_{m}(z)+z^{-1} P_{m}(z) d Q_{m}(z) / d z+z^{-1} Q_{m}(z) d P_{m}(z) / d z\right] \\
& =g_{m, 0}^{\prime} z^{-1}\left[P_{m}(z) d Q_{m}(z) / d z+\Psi_{m}(z) Q_{m}(z)\right] \tag{41}
\end{align*}
$$

where

$$
\begin{gathered}
\frac{d Q_{m}(z)}{d z}=-q_{m, 1} z^{-2}-2 q_{m, 2} z^{-3}-\cdots-N_{Q} q_{m, N_{Q}} z^{-\left(N_{Q}+1\right)} \\
\Psi_{m}(z)=-z^{-1} P_{m}(z)+d P_{m}(z) / d z \\
\frac{d P_{m}(z)}{d z}=P_{m}(z) \sum_{\substack{i=-M \\
i \neq m}}^{M+1} \sum_{k=0}^{K} \frac{z_{i, k} z^{-2}}{1-z_{i, k} z^{-1}} .
\end{gathered}
$$

Eq. (41) can be written in a matrix form as follows:

$$
\begin{equation*}
d T_{m, 0}^{Q}(z) / d z=\boldsymbol{\psi}_{m} \boldsymbol{x}_{Q, m} . \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
\boldsymbol{\psi}_{m} & =\left[\begin{array}{lllll}
\psi_{m, 0}(z) & \psi_{m, 1}(z) & \cdots & \psi_{m, N_{Q}-1}(z) & \psi_{m, N_{Q}}(z)
\end{array}\right], \\
\psi_{m, n}(z) & =g_{m, 0}^{\prime} z^{-(n+1)}\left[\Psi_{m}\left(z^{-1}\right)-n z^{-1} P_{m}\left(z^{-1}\right)\right], n=0,1, \ldots, N_{Q} .
\end{aligned}
$$

### 4.2 Optimization criteria

Selections of the object and functions and constraints can be very different depending on the optimization criteria scenario. Herein will be considered three criteria summarized in Table 1 [21, 24]. In the first Criterion 1, the cost function in which absolute values are minimized is the transfer function $T_{m, 0}^{Q}(z)$ in the stop bands.

| Criteria | Object <br> function | Desired <br> values | Frequency <br> range | Constrained <br> functions | Reference values | Frequency <br> range |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Criterion 1 | $T_{m, 0}^{Q}(z)$ | 0 | Stopbands | $T_{m, 0}^{Q}(z)$ | $T_{m}^{d}(z)=e^{-j \tau\left(\omega-\omega_{m}\right)}$ | Passband |
| Criterion 2 | $T_{m, 0}^{Q}(z)$ | 0 | Stopbands | $T_{m, 0}^{Q}(z)$ | 0 | Transition <br> band |
| Criterion 3 | $\left.d T_{m, 0}^{Q}(z) / d z\right) / d z$ | 0 | Harmonic <br> frequency |  |  |  |
|  | 0 | Harmonic | $T_{m, 0}^{Q}(z)$ | 0 | Transition <br> band |  |

Table 1.
Considered design criteria.


Figure 10.
Frequency responses for the basic $\left(T_{3,0}(z)\right)$ and reshaped $\left(T_{3,0}^{Q}(z)\right)$ transfer function for $K=2$, for $f_{s}=1.6 \mathrm{kHz}$, $N_{Q}=16$ and (a) $l_{3}^{S B} \in\{0.1,0.01,0.001\}$ and (b) $|T V G|_{\max } \in\{24,32,48\}$.

Weighting function $W_{m}(\omega)$ is settled to 1 . The function which absolute values are kept under settled limits is an error in the passband $E_{m}\left(z_{i}\right)=\left.T_{m, 0}^{Q}(z)\right|_{z=z_{i}}-T_{m}^{d}\left(z_{i}\right)$ where $T_{m}^{d}\left(z_{i}\right)=\exp \left(-j \tau\left(\omega_{i}-\omega_{m}\right)\right)$. In addition to this, a control of overshoots in the transition bands is performed.

Criterion 2 is similar with Criterion 1 with the difference that the absolute value of the TVG in the harmonic frequency is limited, that is $\left|d T_{m, 0}^{Q}(z) / d z\right|_{z=z_{m}} \leq|T V G|_{\max }$, where $|T V G|_{\text {max }}$ is a maximally allowed absolute total vector gradient. Like in Criterion 1, the limitation of overshoots in the transition bands is necessary.

Criterion 3 minimizes the absolute value of the TVG in the harmonic frequency subject to the limitation of the gain in the stopband. Similarly with the previous cases, the limitation of overshoots in the transition bands is necessary.

### 4.3 Design example

In order to illustrate the described algorithms, examples overtaken from [21] are shown for Criteria 2 and 3 defined in Table 1. Figures 10 and 11 show the frequency responses of the transfer function of the third harmonic $T_{3,0}^{Q}(z)$ in the case of $K=2$. For Criterion 3, the maximum allowed gains in the stopband was selected as $l_{m}^{S B} \in\{0.1,0.01,0.001\}$, which corresponds to attenuations of $\{20,40,60\} \mathrm{dB}$. For Criterion 2, the maximum value of $|T V G|$ in the harmonic frequencies $z_{m}$, $|T V G|_{\max } \in\{24,32,48\}$ was selected. Zoomed amplitude and $|T V G|$ characteristics around the harmonic frequency are shown in the inset figures at the bottom of the figures. It can be seen that the higher value of $N_{Q}$ gives a smaller value of $|T V G|$ and wider bandwidth. It is also visible that for smaller values $|T V G|$ sidelobes are larger,


Figure 11.
Frequency responses for the basic $\left(T_{3,0}(z)\right)$ and reshaped $\left(T_{3,0}^{Q}(z)\right)$ transfer function for $K=2$, for $f_{s}=1,6 \mathrm{kHz}$, $N_{Q}=32$ and (a) $l_{3}^{S B} \in\{0.1,0.01,0.001\}$ and $(b)|T V G|_{\max } \in\{24,32,48\}$.


Figure 12.
Frequency responses for the basic $\left(T_{3,0}(z)\right)$ and reshaped $\left(T_{3,0}^{Q}(z)\right)$ transfer function for $K=1$, for $f_{s}=1,6 \mathrm{kHz}$, $N_{Q}=16$ and (a) $l_{3}^{S B} \in\{0.1,0.01,0.001\}$ and (b) $|T V G|_{\max } \in\{16,24,32\}$.
which reduces robustness to interharmonics and noise. In addition, the bandwidth increases for smaller values of $|T V G|$.

Figure 12 shows the frequency responses of the transmission functions $T_{3,0}(z)$ and $T_{3,0}^{Q}(z)$ for different values of given parameters (a) $l_{m}^{S B}$ and (b) $|T V G|_{\max }$, in the case of $K=1$. In this case, the total $|T V G|$ is smaller than in the case of $K=2$. The order of the compensation filter $N_{Q}=16$ is smaller, so the bandwidth is narrower. In the case of $l_{3}^{S B}=0.001$, the optimization problem has no solution.

## 5. Conclusions

CR-based algorithms for harmonic analysis and estimation of harmonic phasors are described in this chapter. The resulting filters for extracting harmonic signals can be of the FIR or IIR type. Algorithms for the optimization of frequency responses are presented and corresponding examples of synthesis are given. Linearized mathematical models were used, which enabled the use of linear optimization methods such as LP and CLLS. When designing the IIR analyzers, a linearized iteration scheme based on the Rouche's theorem was used to control the stability of the system. As for the optimization algorithms, they can potentially be improved by various modifications such as, for example, by nesting optimization loops related to different constraint conditions and/or objectives, and adaptation of iteration steps. It is notable that approximating result could be obtained heuristically thanks to the characteristic position of the pole and zeros. In addition, it seems that closed-form calculation expressions derivation could be possible. On the other hand, the FIR-type algorithm particularly optimizes frequency responses through the postprocessing compensation FIR filters applied to the output signals obtained by the CR structure. This approach allows the usage of a set of compensation filters corresponding to different signal dynamics.
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## Edited by Mohammad Younus Bhat

In the world of physical science, important physical quantities like sound, pressure, electrical current, voltage, and electromagnetic fields vary with time. Such quantities are labeled as signals/waveforms and include oral signals, optical signals, acoustic signals, biomedical signals, radar, and sonar. Time-frequency analysis is a vital aid in signal analysis, which is concerned with how the frequency of a function (or signal)
behaves in time, and it has evolved into a widely recognized applied discipline of signal processing. This book discusses the Fourier transform (FT), which is one of the most valuable and widely used integral transforms that converts a signal from time versus amplitude to frequency versus amplitude. It is one of the oldest tools in the time-frequency analysis of signals. The book includes five chapters that discuss general Fourier transforms as well as new and novel transforms such as hybrid transforms, quadratic-phase Fourier transforms, fractional Fourier transforms, linear canonical transforms, and more.

