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Preface

Reliability and reliability-based design have emerged over the past several decades as 
integral and essential concepts in structural design. Engineering design problems are 
known to deal with several uncertainties; from material properties to load conditions, 
values, and combinations. Thus, the concept of 100% safe designs does not exist 
in real life. Therefore, it is only realistic to express all designs in terms of the low-
est acceptable probability of failure, which results in acceptable reliability for these 
designs. This is referred to as a reliability-based design.

Another essential concept that emerged because of the increasing demand for 
sustainable design and performance of all engineering systems is structural resilience. 
The ability of any system to recover after a major event and perform satisfactorily is 
another major concern. Due to climate change, the noticeable increase in the sever-
ity and frequency of environmental events affecting civil systems such as buildings, 
roads, highways, and infrastructure dictated structural resilience and the response to 
all types of disasters, natural and/or those caused by humans, as essential factors in 
engineering design.

Recent advances in relevant technologies have led to the emergence of innovative 
solutions for the design of reliable, resilient, and sustainable designs. This book 
introduces several innovative solutions for achieving such designs. It is organized 
into four sections. The first section consists of an introductory chapter that presents 
a range of innovative solutions that are bound to represent the avantgarde direction 
of travel when dealing with reliability-based design. The chapter presents the impact 
of innovative concepts, in general, on the resulting reliability of engineering systems. 
Such concepts include sustainability, smart, health monitoring, disaster response, 
and resilience. The second section presents a state-of-the-art approach for achieving 
a reliability-based design. The third section highlights several artificial intelligence 
applications and their impact on the reliability of integrated systems. Finally, the 
fourth section presents several geotechnical applications and their impact on the 
reliability of resulting systems.

Maguid Hassan
Dean of Engineering,

The British University in Egypt, 
Cairo, Egypt
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Chapter 1

Introductory Chapter: Innovative 
Manifestations of Reliability-Based 
Design
Maguid Hassan

1. Introduction

Reliability and reliability-based design have emerged, over the past several 
decades, as integral and essential concepts in structural design. Engineering design 
problems are known to deal with several uncertainties, from material properties to 
load conditions, values, and combinations [1–3]. Thus, the concept of 100% safe 
designs does not exist in real life. Therefore, it is only realistic to express all designs 
in terms of the lowest acceptable probability of failure which results in acceptable 
reliability for these designs. That is what we all agree to refer to as reliability-based 
design [1–3].

Another essential concept emerged because of the increasing demand for sus-
tainable design and performance of all engineering systems, which is structural 
resilience [4]. The ability of any system to recover after a major event and perform 
satisfactorily is another major concern. Due to climate change, the noticeable 
increase in the severity and frequency of environmental events affecting civil 
systems; buildings, roads, highways, and infrastructure, dictated that structural 
resilience and the response to all types of disasters, natural and/or man-made, 
emerged as essential factors in engineering design [5].

The attainment of a reliable and resilient design gave way to the emergence of 
innovative ideas in dealing with uncertain and continuously evolving design criteria. 
The recent interest in ensuring sustainability and sustainable design and the commit-
ment by the United Nations in issuing its 17 Sustainable Development Goals (SDGs) 
would further strengthen the need to develop innovative design approaches that 
would satisfy all relevant concerns and criteria.

It is further important to emphasize that any such innovative approaches need to 
be reliability based to suite the nature of the highly uncertain problem that defines 
engineering design. As an example, the emergence of smart structural systems and 
the concept of structural health monitoring are meant to ensure the sustainable and 
reliable design of engineering systems.

It is essential though to indicate what does a sustainable design entail. 
Sustainability is a holistic concept that could be translated into several design criteria, 
such as reliable, smart, optimum, and recyclable [6]. In other words, any design 
approach that would result in less material use, optimum material use, recycling of 
material waste, reliable, and resilient system could be considered a sustainable design.

In this book, a range of innovative reliability-based solutions are presented to 
address the ever-changing engineering design problem. Such solutions range from 
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considering stability issues of rock formations and thus their effect on the reliability 
of any proposed stabilizing system, to the issue of disaster response and how is that 
related to the resilience of engineering systems.

This introductory chapter will also attempt to present a range of innovative 
solutions that are bound to represent the Avantgarde direction of travel when dealing 
with reliability-based design. In the following discussion, the impact of the innovative 
concepts, in general, on the resulting reliability of engineering systems is discussed 
and portrayed. Such concepts include sustainability, smart, health monitoring, 
disaster response, and resilience.

2. Sustainability and reliability

Recent design criteria should not neglect an increasingly important factor that 
now, more than ever, is emerging as an integral design criterion. Sustainability and 
sustainable design are now considered to be one of the most important design criteria 
that needs to be integrated within all design activities [6]. Due to the climate change 
effects and the recent interest by the United Nations in devising the 17 Sustainable 
Development Goals, all designed systems shall ensure their sustainable performance 
throughout their expected lifetime [5]. Several sustainable goals are targeted when 
designing any of such systems, namely, goal 9 which relates to resilient infrastructure 
and goal 11 which relates to resilient and sustainable cities.

The main concept of sustainable design is one that should result in an environ-
mentally friendly system. The concept of sustainable design, when considered, has 
always referred to the employment of recyclable material. In spite of using recyclable 
material being an important sustainability target, in its own right, yet there are other 
factors that would result in a sustainable design such as one that is optimum, smart, 
reliable, resilient, and green.

The most important design objectives are recyclable, optimum, and reliable. 
Thus, the smart characteristic of today’s systems emerges as an important and critical 
attribute. In other words, the design of a system that is capable to adjust its physical 
properties to respond favorably to an unexpected event, natural and/or man-made, is 
much better, sustainable, and reliable than one that is designed to resist a load condi-
tion that it might not encounter during its lifetime. Therefore, smart systems are now 
considered a reliable sustainable option as compared to conventional systems.

It is important to emphasize that reliability emerges as a key factor in the design 
process; thus, the need for reliability-based design, yet such designs must be achiev-
ing advanced and continuously changing design criteria, such as sustainability. 
Another factor that has recently been identified as an important design objective, 
which is resilience, is due to the new approach toward performance-based design. 
Naturally, when considering a smart system that embodies several smart features that 
allow self-learning and continuous adaptation to uncertain events, this would result 
in a resilient system.

3. Smart systems and reliability

Smart structural systems are defined as ones that demonstrate the ability to 
modify their characteristics and/or properties to respond favorably to unexpected 
severe loading conditions. Conventional structural systems are usually designed 
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to resist predefined loading conditions. However, due to the uncertain nature of 
engineering systems, and the lack of complete and accurate information about some 
types of highly uncertain loads, such as earthquakes, smart structural systems have 
emerged as a potential solution for such problems. Instead of designing systems to 
withstand a single extreme earthquake event that may or may not occur in its lifetime, 
new designs of smart systems could emerge where the system can respond favorably, 
in a smart manner, to any type of loading that was not introduced at the design stage 
[7]. The significance of such systems is even enhanced when modeled systems are 
unconventional such as historic buildings and/or structures.

The design of such systems requires the integration of sets of additional compo-
nents within regular systems. These components belong to three major categories, 
sensors, processors, and actuators. The following section presents a summary about 
the nature of such components.

3.1 Basic components

For smart systems to behave as outlined above, they need to extend their capabilities 
through the employment of three basic component categories, i.e. sensors, processors, 
and actuators, [8, 9]. First, sensors are required to collect real-time data regarding the 
performance of the system in question. Acceleration and/or displacement transducers 
are considered as suitable devices for sensing any instantaneous state changes. Second, 
gathered real-time data are communicated to either a central processing unit or a set 
of decentralized processing units. The processing unit should be capable of identify-
ing the current state of the system and, accordingly, suggesting corrective action if 
the response is beyond predefined and acceptable limits. Smart structural systems are 
designed to mimic the mechanical behavior of a human body. Therefore, any potential 
processor needs to possess cognitive features that are like those of the human brain. 
Such features include an auto-adaptive nature, parallel processing capability, and pat-
tern recognition skills. Neural networks and/or fuzzy logic can simulate such cognitive 
features. Neural networks possess an adaptive self-learning capability, while fuzzy logic 
is capable of modeling complex systems that incorporate the qualitative nature of the 
human brain [10–12].

Finally, the processing unit sends a proposed corrective action to a set of actuators 
that follow one of two potential approaches. The first is an external force applica-
tion to balance the system. The second is through the adjustment of the actuator’s 
structural characteristics, thus, resulting in a more favorable response. External force 
application was one of the early forms of smart corrective actions [9, 13]. However, 
recent applications have shifted toward auto-adaptive actuators, which follow the 
second approach. Magneto-Rheological (MR) dampers are a good example of such 
actuators. MR dampers are proving to be very promising in civil and/or structural 
applications [14–16]. MR dampers respond to a magnetic field with a change in 
viscosity, thus, changing their response characteristics.

3.2 Reliability assessment framework

The main objective of this task is to outline a generic reliability assessment frame-
work for evaluating the reliability of different types of components and ultimately 
the overall system reliability [17–21]. Being an integrated system, comprising a set of 
basic components, the individual component reliability is of major importance to the 
evaluation of the overall reliability of the system. As outlined above, smart structural 



Avantgarde Reliability Implications in Civil Engineering

6

systems require the integration of a set of sensors, at least a central processor unit and 
a set of actuators, in addition to several structural elements employed to build the 
system. By expressing such a system in a limit state format, one could easily employ 
standard algorithms in evaluating the reliability of each individual component and 
eventually the overall reliability of the system. The reliability assessment framework, 
for each type of integral component, necessary for the design of a smart structural 
system has been developed together with a sample limit state formulation that guide 
the specific development of individual component reliability schema. Figures 1–4 
show the developed reliability assessment frameworks for sensors, actuators, proces-
sors, and the overall system.

Figure 2. 
Actuator reliability framework.

Figure 1. 
Sensor reliability framework.
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4. Resilience and reliability

Disaster response is another major concern in the design of engineering systems. 
The ability of a system to recover after being exposed to a major event, whether that is a 
natural hazard and/or a man-made event, is one of the major concerns that engineering 
systems are now required to address [4, 5]. Resilience is known to reflect such ability, 
while reliability is meant to reflect the ability of such system to survive such events. 
Recent performance-based design approach led the way to further interest in structural 
resilience, which is concerned with such ability, at the component and system levels.

Resilience could be considered at three main levels, namely, structure and/or 
system level, infrastructure network level, and finally the community/urban level [5]. 

Figure 3. 
Processor reliability framework.

Figure 4. 
System reliability framework.
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It is important to ensure the ability of systems, at all three levels, to recover and func-
tion satisfactorily after a major event.

At the structure and/or system level, this relates to structural systems and their 
redundancy which allow them to operate and function safely and reliably, even after 
such an event and until regain of full capacity is achieved. This is achieved through 
an acceptable level of redundancy that allows continuing function even after a local 
damage and/or failure occurs to one or more underlying components.

At the infrastructure level, this relates to the ability of highways, power grids, and 
all other utility networks to function and their inherent redundancy to ensure suffi-
cient operation of such networks, if some damage is incurred and to ensure that such 
local damage does not propagate through the whole network and cause full disruption 
of services.

At the community and/or urban level, this relates to the socioeconomic perfor-
mance of communities after a major disruptive event and the ability to recover and 
function normally.

The performance at these three levels is expected to be evaluated and expressed in 
terms of reliability measures since all such events are uncertain in nature. There are 
several attempts to evaluate and assess resilience measures that are available in the 
literature [4, 5, 22].

5. Health monitoring and reliability

Health monitoring relates to the continuous supervising of the performance of 
civil structures and systems throughout their lifetime. The advances in electronic 
devices, computer systems, and sensor technology paved the way for the development 
of integrated applications that can monitor the performance of civil systems, real 
time [23], and send alerts and alarming messages to the relevant authorities about 
potential damage and or recommended maintenance procedures.

Such a mechanism would enhance the reliability of targeted systems and ensures 
their continuous uninterrupted operation throughout their lifetime. However, the 
reliability of such systems is of major concern, since they comprise several compo-
nents that are expected to operate integrally within a preset framework and work 
seemingly within a certain system [23].

The integration of structural health monitoring, within an engineering system, is 
expected to enhance its reliability. It is important to consider the reliability, of such 
system, in two main levels, the first is the reliability of the structural health moni-
toring system itself and the second is the reliability of the monitored engineering 
system, including the health monitoring enhancement. There is not enough research 
activity in reliability of structural health monitoring systems and their impact on the 
reliability of monitored systems. This requires a targeted research effort in this area 
which would support the practical implementation of such systems, especially when 
dealing with the conservation of historic cultural heritage.
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Chapter 2

An Efficient Quantile-Based
Adaptive Sampling RBDO with
Shifting Constraint Strategy
Shima Rahmani, Elyas Fadakar and Masoud Ebrahimi

Abstract

There is an increasing demand for the performance optimization under the reli-
ability constraints in various engineering problems. These problems are commonly
known as reliability-based design optimization (RBDO) problems. Among different
RBDO frameworks, the decoupled methods are widely accepted for their high effi-
ciency and stability. However, when facing problems with high nonlinearity and
nonnormally distributed random variables, they lose their computational perfor-
mance. In this study, a new efficient decoupled method with two level quantile-based
sampling strategy is presented. The strategies introduced for two level sampling
followed by information reuse of nearby designs are intended to enhance the sampling
from failure region, thus reducing the number of samples to improve the efficiency of
sampling-based methods. Compared with the existing methods which decouples
RBDO in the design space and thus need to struggle with searching for most probable
point (MPP), the proposed method decouples RBDO in the probability space to
further make beneficial use of an efficient optimal shifting value search strategy to
reach an optimal design in less iterations. By comparing the proposed method with
crude MCS and other sampling-based methods through benchmark examples, our
proposed method proved to be competitive in dramatically saving the
computational cost.

Keywords: reliability-based design optimization (RBDO), decoupled method,
Stochastic optimization, Monte Carlo simulation, data-driven modeling, information
reuse

1. Introduction

It is a high priority for the engineers to reach an optimal design scheme for the
entire system. However, optimality alone cannot guarantee the reliability of the
design since theoretically, the optimal design solutions are very close to the bound-
aries of the reliability constraints. So, the optimal solution in practice can be very
sensitive to the design uncertainties and may easily crosses the reliability constraint
limits. To avoid such a situation, the optimal design should either be represented with
a confidence range (margin) or an optimization process with the objective of
maintaining the desired level of reliability [1]. Reliability-based design optimization

15



(RBDO) methodologies have been introduced to incorporate uncertainties in the
design components and to provide a scheme seeking an optimal solution with the
desired level of reliability.

To better understand the mechanism of these methods, researchers divided them
into three major categories [2]:

1.Double-loop strategies: This model is not very efficient as it accommodates
nested optimization loops where the inner loop is the reliability analysis and the
outer loop runs the main deterministic design optimization (DDO) problem
subject to the reliability requirements [3]. The computational inefficiency lies in
the fact that each constraint is under the reliability analysis even if it is very far
from the deterministic optimal point and thus has a confidence level (probability
of success) very close to 1 [4].

2.Decoupled strategies: If the reliability analysis is not called at every cycle of the
main optimization, it is classified as a decoupled strategy [5].

• Unilevel methods: It replaces the inner reliability analysis by
Karush–Kuhn–Tucker (KKT) optimality conditions on the optimum point
and then enforces it as a constraint itself in the main design optimization
loop [2, 5–7].

• Single loop methods: This approach arranges the reliability analysis and
DDO in a sequential manner so that in each cycle, the probabilistic
constraints are transformed into equivalent deterministic constraints [8–13].

The failure probability estimation is both the key component and challenge of an
RBDO problem.

Three types of methods have been identified to calculate the failure probability of
constraints [14]:

1.Analytical methods: The concept is that if the most probable point (MPP) after
being found, satisfies the probabilistic constraint, then the design can be considered
reliable. Methods for reliability assessment involve reliability index analysis (RIA)
and performance measure analysis (PMA) in the frame of first-order reliability
method (FORM) and second-order reliability method (SORM) [15, 16]

2.Numerical integration: In this method, a distribution function generates an
approximate density function of the system response based on statistical moment
estimates which allows for the estimation of failure level (e.g., dimension
reduction methods, eigenvector dimension reduction methods and multi-
dimensional integration form [17–19]).

3.Simulation-based methods: This method with its primary form “crude MCS”
could result in high accuracy of estimation if a sufficiently large sample size is
used. However, this method can often become computationally prohibitive, and
hence, recent sampling methods have been proposed to overcome this obstacle. To
cite a few, importance sampling (IS), subset simulation (SS) and line sampling are
the most frequent approaches in this regard [20–30]. To help with the heavy
computational load of simulation-based methods especially for small failure
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probabilities, an inexpensive surrogate model is employed to approximate the
original high-fidelity model. These methods are classified into three main groups:

• Data-driven methods (i.e., artificial neural network [31], kriging [32–34],
polynomial chaos expansion (PCE) [35], response surface method (RSM)
[36, 37], support vector machine [38])

• Hierarchical-based methods [39]

• Projection methods [40]

If the constraints are mildly nonlinear, analytical methods (approximate function
methods like FORM and SORM) as well as surrogate methods (e.g., RSM, Kriging)
will provide rather a good estimation of the reliability. In contrast, simulation-based
approaches have the advantage of not being sensitive to the complexity of the limit
state functions (LSF) and avoiding LSF approximation errors [41]. The high expenses
of MCS in the presence of expensive LSF, however, make their combined usage
inefficient. Even the advent of surrogate models for coping with this issue have
proven to cause a bias in failure probability estimation. They also do not reuse data
from the previous design iterations which can save a great amount of computational
budget [30]. Other approaches for decreasing the computational efforts of simulation-
based methods, especially when encountering smaller failure probabilities, are IS and
subset sampling. One of the major disadvantages of these sampling techniques is their
need to design an initial proposed distribution. If the biasing density is not built
appropriately, it can be problematic for high-dimensional and highly-nonlinear LSF
since they still require a huge sampling for the estimations.

In RBDO, both the reliability assessment and its integration with the optimization
process to find not only an optimal design but also a reliable one are vital. To make a
balance between computational efficiency and accuracy of reliability estimate,
decoupled methods proved to be good choices. They break down the nested loop
structure of DDO and the reliability analysis and perform them sequentially. Sequen-
tial optimization and reliability analysis (SORA) [4] is the most popular method in
literature with a desirable stability and efficiency [42] in which the feasibility of the
current optimal point for probabilistic constraints is assessed by the MPP [43]. How-
ever, it has the shortcoming of MPP-based methods discussed earlier. In recent years,
most of the studies in SORA have concentrated on addressing how to efficiently
search the MPP in a decoupling procedure [42].

The main contribution of this work is twofold:

• integration of the concepts of SORA’s shifting constraint strategy with the
calculation of quantile-based probability of failure,

• using a combination of recycled samples and newly generated samples in each
iteration to make use of computational wastes.

The first idea aims at eliminating the need to search for MPP and thus is able to
overcome the inherent limits of the MPP-based methods. To make this adjustment,
unlike SORA which decouples RBDO structure in the design variable space, the
proposed method decouples RBDO in the probability space. By calculating the
required distance to reach a more reliable design in the probability space, the
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reliability constraint is converted into a deterministic constraint. Then, the RBDO
problem is defined as a sequence of sub-deterministic optimization problems.

The second proposition aims to improve the computational efficiency. For the fail-
ure probability calculation, the quantile is computed by the use of sampling methods. In
order to reduce the computational effort for sampling, two strategies are proposed in
each iteration; firstly, adaptive constraint shifting based on the required level of reli-
ability in each iteration is suggested, leading to a significant reduction in iterations.
Secondly, once the initial sampling for forming the constraint distribution around the
current optimal point is performed, new samples are generated. To generate the sam-
ples, statistical properties of infeasible region of constraint distribution are used. In the
meanwhile, the samples generated from previous designs are recycled to avail the
current iteration. A mixture of these recycled samples with newly generated samples
will be further used in the reliability analysis to provide an accurate estimate of quantile.
By doing so, the convergence to the final reliable design point is gained.

To the best of our knowledge, such an idea has not been implemented under
quantile-based RBDO concepts. Reusing existing information in the context of RBDO
has been identified in [30, 44]; however, they used them in a double-loop RBDO
framework which suffers from heavy computational burden discussed earlier. The
idea of recycling samples comes from the assumption that the nearby designs are
likely to have similar failure regions. Hence, reusing them can result in computational
saving that is required for a better description of the failure region.

The remainder of the paper is organized as follows:
The proposed framework with its innovative adjustments is described in detail

under Section 2. Section 3 studies the performance of the proposed method by apply-
ing it on a number of highly cited examples in literature that is followed by a discus-
sion on its advantages. At the end, the key characteristics of the proposed method as
well as the conclusion of the achieved results are summarized.

2. Proposed sampling-based RBDO framework

SORA is dependent on the location of MPP to find the shifting vector. The strate-
gies of searching MPP are always based on the gradient methods which may drop into
the local optimum or oscillate between multiple MPPs. Another error arises when
random variables are not normal since they have to be mapped into equivalent stan-
dard normal space [42]. In this study, the sensitivity of the failure probability to solve
the RBDO problem is based on the adaptive sampling without any need to map the
random variables to the standard normal space during the MPP-search procedure. In
this framework, constraint shifting is carried out in the probability space.

2.1 RBDO problem formulation

A generic formulation of the RBDO problem is expressed as

Minimize : f d, μX, μp
� �

w:r:t: : Prob gi d,X,Pð Þ≥0
� �

<Pt
f , i ¼ 1, 2, … , n

dL ≤d≤dU, μLX ≤ μX ≤ μUX , μLP ≤ μP ≤ μUP

(1)
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Where d is a deterministic design variable, X is a stochastic design variable
vector, and P is an uncertain design parameter vector. The inequality function,
gi d,X,Pð Þ≥0, is generally the safety requirement, where gi >0 indicates the
safe region, gi <0 indicates the failure (infeasible) region, and gi ¼ 0 defines the
limit state surface. The value Pt

f is the target failure probability, so for the
probabilistic constraint to guarantee the design’s reliability, this value should be reached.

An equivalent model to Eq. (1) aligned with quantile-based probability estimation
is given by

Minimize : f d, μX, μp
� �

w:r:t: : gRi d,X,Pð Þ≤0, i ¼ 1, 2, … , n

Prob gi d,X,Pð Þ≥ gR
� � ¼ Pt

f ,

(2)

Which indicates that the probability of gi d,X,Pð Þ: is greater than or equal to
R-percentile gR which is exactly equal to the target failure probability Pt

f .
To better understand the shifting of unreliable constraints toward safe region in

a probability space (rather than random variable space), the RBDO problem is
formulated as

Minimize :  f d,Xð Þ½ �
w:r:t: Prob gi d,Xð Þ<0

� �
≤Pt

f
(3)

For simplicity in notations, X denotes all random samples (whether design
variables or design parameters).

In each iteration, once the DDO is solved, the reliability of constraints will be
evaluated on the current optimal design point. A shifting vector is required to be
searched in the probability space which implies the required step size for moving the
boundaries of constraints toward the feasible region for the next iteration. This will
ensure that the optimal point gained from the deterministic optimization will be
located on the deterministic boundary of constraints with improved reliability level.
In this framework, efforts are dedicated to seek for the best shifting value for each
active constraint in order to efficiently shift the probabilistic constraint toward the
feasible region. Moreover, it should be emphasized that the distance between the
quantiles of Pt

f and the optimal point of current design is measured in the probability
space contrary to the SORA that measures the distance between MPP and the optimal
point in a standardized design space. Doing so increases the stability and accuracy of
the method when solving the RBDO problem. This will be illustrated through the
examples section.

As in Figure 1, if the value of Pt
f is predefined, by shifting the limit state (g ¼ 0)

from its original place to the location of line 2, the target failure probability will be
obtained. This shift for limit state line can be done by means of an appropriate
auxiliary shifting variable “y”.

The minimum value of y: is zero and begins from where the constraint g is zero
(g ¼ 0). On the other hand, y can take a maximum value equal to the maximum value
of g or the endpoint of the tail of PDF termed UBg.

To calculate the required shifting for constraints, a very simple line search problem
should be defined as
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Minimize � y

s:t: Pf � Pt
f ≤0

0< y<UBg

(4)

Where the shifting variable “y” can only take values between 0 and upper bound of
constraint distribution “g”. The amount of “y” should be maximized while the proba-
bility of failure is less than target failure probability. It states that seeking for a “y” is
aimed so that the percentage of samples (of g’s distribution) that violates the value of
“y” becomes equal to the target failure probability.

As it is stated in [4], as the design moves toward 100% reliability, the computa-
tional effort for searching the MPP in a standard normal space becomes greater.
However, in the proposed approach, part of this issue is solved in the reliability
assessment level by retrieving the useful historical data from nearby designs, and part
of it can be addressed by relying on an adaptive “y” search strategy.

2.2 Adaptive shifting value search

If the value of y is chosen to be a very small amount, then the constraint will be
shifted at a very low pace. Subsequently, the rate of convergence will decrease, and
hence, after a great number of iterations the probability requirements would be met.
On the other hand, if y takes a large value, it is very likely to have a premature design
with higher reliability than is desired, meaning that an overdesign has occurred. To
tackle this problem, an adaptive step size is introduced so as to make a tradeoff
between the amount of constraint shifting and the level of required Pf . The essence is
to move the design solution as quickly as possible to its optimum in order to eliminate
the need for locating MPP that is adjusted to simulation-based approaches. The
tradeoff problem is formulated as below:

Cost function ¼ yratio þ ΔPf (5)

yratio ¼
y

UBg
(6)

Figure 1.
Shifting the limit state line as much as an optimal valuey ∗ to satisfy the desired reliability (Pt

f ) for constraint g in
probability space.
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ΔPf ¼ 1
N

XN
i¼1

inf d, xið Þ
 !

> y (7)

Where the indicator function inf is defined as

inf d,Xð Þ ¼ 1, x∈ inf ,
0, else:

�

And xi, i ¼ 1, … ,N are the N samples from probability distribution of constraint g.
The first term in Eq. (5) denotes the normalized shifting value, and the second term
denotes the error in failure probability.

The above problem can be stated in the form of a penalty function:

Cost function ¼ yratio þ r
X

max 0, vf gð Þ2
h i

(8)

and

v ¼ 1
N

XN
i¼1

inf d, xið Þ
 !

> y

" #
� Pt

f (9)

Where multiplier “r” determines the severity of the punishment and must be
specified a priori depending on the type of the problem (e.g., small failure problems).

The main advantage of using this penalty function is that in the initial iterations
(less reliable designs), the shifting toward safe region would be quicker by putting
more weight on “y”, whereas by approaching to the last iterations where the infeasible
region becomes narrower, the second term of Eq. (5) outweighs the first term. Con-
sequently, it does not allow for taking big step sizes and exceeding the Pt

f at later
stages especially for rare events.

It should be noted that in Eq. (8), “r” plays the role of a controller to control the
effect of the error term which should be changed adaptively. For instance, it can be
stipulated that when the difference between Pf and Pt

f is less than an adequately small
amount (e.g., 0.1), then an increase in the value of “r” will be applied, that is,
magnifying the error in the failure probability. This is especially beneficial for the
problems with stricter reliability requirements.

We use the results of the example 3.1 (section3) in advance for intuition.
The value of “r” in the following problem is set to 1e+3 since the Pt

f is 1e�3.
Accordingly, if the Pt

f was 1e-4, “r” should be set to 1e+4. To enlighten how the
formula works, the tradeoff curve between the amount of shifting and the probability
failure error is provided in Figure 2.

As is evident in Figure 2, by employing such optimization formulation, a tradeoff
between two terms of the objective function is made; first, greater values of “normal-
ized y” is in favor of minimizing the penalty function, because the great amount of
failure probability has more impact on the penalty function and tries to make it
maximum as fast as possible. Then, the trend will be reversed, meaning that the
amount of shift becomes more important. Narrower failure region in the next itera-
tions does not cause the effect of “y” to fade since “y” is normalized. The second term
is squared so as not to allow any violation from Pt

f (occurrence of overdesign).
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This shifting value search algorithm is robust because it is suitable for both
continuous and discrete constraint functions.

Defining y and solving its optimization problem will not impose a significant
computational load, because in fact, a comparison between a predefined value (Pt

f )
and available samples is performed. As such, in each iteration a value for y is suggested
which will be added to the deterministic constraint of the next iteration. Then, the
DDO problem aiming at finding new optimal solution will be done considering the
shifted constraint in a decoupled DDO-reliability assessment approach.

The algorithm will be in progress until a stopping criterion is satisfied. A proper
stopping criterion for this framework could be a maximum shifting value or shifting
vector (in case of more than one constraint). This criterion implies that constraints are
all reliably satisfied. Therefore, by this search strategy adapted to simulation-based
RBDO, the reliability of constraints improves progressively, while the need for
searching MPPs is eliminated.

2.3 Sampling strategy for reliability analysis

To get an insight into the constraint’s behavior near the failure region, the first level
of sampling (L1) is required. This will happen around the optimal point identified in the
DDO of current iteration with the distribution properties defined for the random vari-
ables. Contrary to the existing sampling-based methods [30, 44], in the proposed
method, for a more efficient sampling with least wastes, central limit theory is used.
According to this theory, “the mean of a batch of samples will be closer to the mean of
the overall population as the sample size increases” [45]. The overall population here
means the huge MCS samples required to describe the probability distribution of the
active constraints. Therefore, an adaptive sampling can be employed to distribute the
initial samples around the optimal point of the current iteration regarding the difference
between mean of the batch of samples and the mean of the whole population. By the aid
of such adaptive sampling in each iteration, a more appropriate generation of sample
size with less waste can be obtained. Moreover, this sampling will provide a distribution
function for the constraint that has a better description of the failure region and hence
provides a proper basis for the second-level sampling. The second-level sampling (L2)
aims at distributing more samples with a focus on the region significant to the RBDO.

MCS has been run 500 times for example 1 (Section 3) to examine the process of
convergence to the population mean (Figure 3). Then, it is repeated 100 times to

Figure 2.
Results of the adaptive optimal shift value search for example 1. The left panel indicates the effect of shift value step size
on the cost function, and right panel indicates a sharp impact of error in the probability of failure on the cost function.
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Figure 3.
Variability for different sample sizes in 500 repetitions of MCS.
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exhibit the variability. In each run, a specified number of samples is generated, and
then, these samples are aggregated with the previously produced samples. Then, the
mean of the batches of samples is plotted in order to trace the value to which their
means are approaching. Three different sample sizes are depicted to show the amount
of variability for each one of them.

Across the 500 repetitions, there was noticeable variability at low sample sizes. As
expected, this variability decreases with larger sample sizes. Thus, in each RBDO
iteration, an average sample size can be considered. Then, as long as the coefficient of
variation (CoV) is not reached its desirable value, the process of generating the batch
of samples will continue. In example 1 (Section 3), the sample size has been set to 50.
The total number of samples generated to obtain a CoV of 0.1 was 1000 for the first
iteration. It is clear that as the iterations continue, due to narrower failure region,
more data is required. This volume of samples will be then adaptively determined
based on the preset CoV. The impact of using CoV as the stopping criteria rule
depends on the properties of the probability space. This adaptive initial sampling also
reduces the potential error of improper sample size selection when building biasing
density functions in IS methods.

Now, the generated samples will be used both for estimating the failure probability
and the second level of sampling. In order to more accurately identify the constraint’s
quantile of each cycle, two actions are taken; (1) Generating second level of sampling
with its focus on the failure region, and (2) Recycling the historical samples (samples
from previous iterations). For quantile-based failure probability, only the samples
generated in the tail of the constraints are significant to an RBDO problem.

It goes without saying that initial sampling around the optimal point results in a
number of samples dropped in the safe region and the rest dropped in the failure
region. The latter are those carrying useful information for second level sampling.

It should be noted that once initial sampling is carried out, inactive constraints can
be identified to avoid their contribution in second sampling. The strategy proposed by
[46] can be employed to remove inactive constraints regardless of having knowledge
about their boundaries.

Figure 4 (top) shows the 100 random data generated from a normal distribution
with mean of 0.87 and standard deviation of 0.3 in the L1. The location of xmpp is
indicated as well. The panel has broken and classified the random samples to two
parts: pre-xmpp and post-xmpp as are demonstrated in Figure 4 (bottom). So, there are
two subsets of the main population of L1-sampling. It should be noted that regardless
of the distribution types of random variables (i.e., normal, gumbel, weibull, etc.), to
produce new samples, it is possible to safely use normal distributions. This is allowed
by the central limit theorem [45].

The standard deviation of the sampling distribution is smaller than the standard
deviation of the population by a factor of √n [45], and hence, with this distribution,
most of the L2-samples are distributed around the infeasible region.

Sorting the generated samples of random variables based on the index g ¼ 0 of
constraint distribution gives the location of xmpp in the probability space.

Magnification of the infeasible region is subject to sufficient sampling from this
region. Thus, new random samples will be generated with the mean and standard
deviation of L1-samples dropped into the infeasible region (Figure 4, bottom
right panel).

In failure probability estimation with IS, the smaller the variance of constructed
biasing density, the more accurate the failure estimation. Chaudhuri et al. [30] have
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utilized the information reuse when building a posteriori biasing density to reach an
optimal biasing density. Then, they sum the currently built biasing density with
biasing densities of nearby designs to form the final density that will be used for
failure probability estimation. In our proposed method, such strategy is employed but
in a quantile-based frame to produce an accurate estimation of the failure probability.
The newly generated samples along with the samples of the nearby design that have
an overlap with the tail of current constraint’s distribution will form the final distri-
bution function. Our method is different from [30] in the way the failure probability
is calculated. In quantile-based method, the final distribution of the constraints will be
directly used in the stage of searching for an optimal shifting value that is intended to
reduce the failure probability error. In the implementation of the information reuse,
no evaluation of the expensive LSF is required.

The new distribution function will be as below

gf ¼ g þ ginf þ
Xk�1

j¼0

ǵj (10)

Where g is the initial distribution (from L-1 sampling), ginf is the distribution of
L2-sampling, and ǵj is the distribution built over all contributing samples from past
RBDO iterations j∈ 0, … , k� 1f g that are stored in a database.

Similar to IS method where each sample has its own weight, in quantile-based
method, each sample added to the g distribution causes a change in the MCS

Figure 4.
Top panel: Sample points generated for level one with a sample size of 100. Bottom panels: The same samples of
upper panel but broken from the xmpp point into two separate panels each with its own mean and standard
deviation.
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estimator. That is because by adding any single sample, the denominator in Eq. (7)
will increase [42]. Thus, using the mixture distribution in the process of optimal
shifting value search plays an important role in the accuracy of estimations.

Considering the recycled samples, L1-sampling and L2-sampling, the problem can
be reformulated as

ΔPf ¼ 1
nL1 þ nL2 þm

XnL1þnL2þm

i¼1

inf d, xið Þ
 !

> y (11)

Where the indicator function inf is defined as:

inf d,Xð Þ ¼ 1, x∈ inf ,
0, else:

�

Here inf stands for the infeasible region of gf , nL1, nL2,m are the samples from g,
ginf and ǵj, respectively.

Figure 5 shows the flowchart of the proposed algorithm.

Figure 5.
Flowchart of the proposed algorithm.
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In the next section, three well-known benchmark problems are employed to verify
the efficiency and/or accuracy of the proposed method and to examine the whole
proposed RBDO framework for quantile-based sampling methods.

3. Implementation and performance evaluation

In this section, the performance of the proposed framework in terms of applica-
bility and computational efficiency will be investigated through three examples which
are among widely cited benchmark problems. Then, the results will be compared with
those previously presented for the sake of verification. To solve the deterministic
optimization part, the sequential quadratic programming (SQP) through fminbnd
function in MATLAB is used.

Since the computational cost of the deterministic optimization is negligible for
sequential RBDO methods, the number of LSF evaluation (short form: NFE) is a fair
measurement for efficiency.

The RBDO optimal solutions will be validated by using a crude MCS of ten million-
size as a reference to satisfy the target failure probability.

3.1 First RBDO problem: buckling of a straight column

A structural engineering problem is considered to practice both the efficiency and
accuracy of the method. A long straight column with a rectangular cross section, fixed
at one end and free at the other is considered (Figure 6) [47]. A deterministic axial
load F is applied at the free end.

The column design optimization is defined so that the total area of the cross section
should be minimized while the exerted load should not exceed the critical buckling
load. This is formulated as below:

Minimize f xð Þ ¼ bh

s:t: Pf xð Þ≤Pt
f

b� h≥0

g x, pð Þ ¼ π2Ebh3

12L2 � Fa <0 (12)

Figure 6.
A straight column with an axial load applied on it.
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Where b,h and p denote the width, the height of the column and random param-
eters, respectively. h, b are chosen to be the design variables.E, L and F stand for
elasticity modulus, length of the column and axial load. Distribution information of E
and L as random parameters and lower/upper bounds of b and h as deterministic
variables are given in Table 1.

To examine the ability of the proposed algorithm to reach different target failure
probabilities, three cases are considered (Table 2).

The results of Table 2 indicate that our algorithm not only is capable to satisfy the
desired level of reliability but also compared to the other decoupled sampling-based
method, uses less function calls. The algorithm has presented an efficiency of around
9, 5 and 2 times better in the first, second and third cases, respectively, in comparison
with the other sampling method.

The probability of failure for the probabilistic constraint of each case at the opti-
mum is evaluated by crude MCS with a ten-million sample points so as to ensure the
target failure probability is not violated.

Variables Distribution Interval Mean CoV

b mmð Þ Deterministic [100,400] — —

h mmð Þ Deterministic [100,400] — —

Fa kNð Þ Deterministic 1460 — —

E MPað Þ Lognormal — 10,000 0.15

L mmð Þ Lognormal — 3000 0.15

Table 1.
Information on variables.

Pt
f Proposed algorithm Wang-Sheng’s [47]

b, hf g f ∗ NFE y b, hf g f ∗ NFE

0.1 {206.360,197.819} 40822 Iter1
1000
+50

(L1+L2)

Iter2
1500
(L1)

154.65 {209.6,209.6} 43948 23100

0.01 {206.629,197.732} 40857 Iter1
1000
+50

(L1+L2)

Iter2
1500
+100

(L1+L2)

Iter3
2000
L1

167.74 {219.1,219.1} 47989 23100

0.001 {206.847,197.661} 40886 Iter1
1000
+50

(L1+L2)

Iter2
1500
+100

(L1+L2)

Iter3
2000
+100

(L1+L2)

183.24 {223.2,223.2} 49829 23100

Iter4
3000
+100
(L1+L2)

Iter5
4000
L1

Table 2.
Results summarized for three cases with different Pt

f .
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Calling samples of nearby design and generating samples with a focus on failure
region has led to significant improvement in the effective samples of constraint’s
quantile. The contribution of historical samples, L-1 sampling and L-2 sampling in the
final distribution is 0.1%, 0.2% and 0.5% of the whole existing samples, respectively.
Figure 7 is provided to illustrate the contribution of each batch of samples in the
failure region.

The amount of required shift for the constraint’s distribution within successive
iterations to reach Pt

f ¼ 0:01 can be traced in Figure 8. It is obvious from Figure 8 that
how the algorithm is able to shift the probability constraint to the safer region with
respect to the required level of reliability. In each cycle, since the failure region at the
tail of the probability constraint gets narrower, the contribution of the generated sam-
ples increases, while the contribution of the historical data from nearby designs drops.

In case of setting a fixed sample size for all iterations and without recycling past
information for the reliability analysis, the algorithm should produce much more
samples to be able to converge to the reliable optimal point, and this will put an
emphasis on the efficiency of the proposed sampling algorithm. As can be observed
from Figure 9, without the defined adjustments in sampling levels, a sample size of
5000 is required in each iteration (a total of 25,000 for a full RBDO) to get the desired
failure probability (Pt

f ¼ 0:001). However, with the measurements which are consis-
tent with a quantile-based sequential RBDO, the total number of function evaluations
is as few as 11,350, that is to say, 2.2 times less computational load without sacrificing
the accuracy.

3.2 Second RBDO problem: a highly nonlinear RBDO problem:

This problem is very well studied in various papers [48, 49], and the results of the
proposed method are compared with an MCS-RBDO.

Figure 7.
Pdfs of the kernel distribution fit to the random samples for second iteration Pt

f ¼ 0:01
�

) (example 1).
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The considered mathematical design problem is formulated as

Minimize f xð Þ ¼ � μx1 þ μx2 � 10
� �2

30
� μx1 þ μx2 þ 10
� �2

120

s:t: Pf gi xð Þ>0
� �

≤Pt
f ,i, i ¼ 1, 2, 3

g1 xð Þ ¼ 1� x21x2
5

Figure 8.
Pdfs of the kernel distribution fit to the random samples of all RBDO iterations for example 1 and for its second
case (Pt

f ¼ 0:01).

Figure 9.
A great number of samples, without the proposed strategy, required for each iteration to achieve the target failure
probability (here Pt

f ¼ 0:001). Right panel is a zoomed view of the left panel (example 1).
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g2 xð Þ ¼ 1� x1 þ x2 � 5ð Þ2
30

� x1 � x2 � 12ð Þ2
120

g3 xð Þ ¼ 1� 80
x21 þ 8x2 þ 5
� � (13)

Which is a minimization problem including three nonlinear constraints. The input
design variables x1and x2 are random with normal PDFs and standard deviation of 0.3
for each of them. The target failure probability is set to 2:28% for each constraint
which is equivalent to 97:72% reliability. The deterministic optimal answer is taken as
the initial point. The results are presented in Table 3.

Youn et al. in [49] have pointed out that this problem could be a good benchmark
example to be tested for RBDO methods because it has a highly nonlinear and
nonmonotonic performance function g2 as one of the active constraints. Our proposed
method has shown to have good stability in guiding the constraint boundaries toward
their final locations. It is apparently observed that the proposed framework requires
fewer LSF calls to reach the desired level of reliability. Therefore, it can save more
computational efforts than a directional MCS-based RBDO algorithm.

To give an insight into the deterministic and probabilistic constraints, Figure 10
illustrates the contours of the design space. The initial design point and the optimal
points for DDO and RBDO are shown in this figure as well. The results of the first run
(reported in Table 3) are obtained after three iterations. The iterations progress can
be seen in Figure 11.

The third constraint is not depicted in Figure 11 because the algorithm has
removed the third constraint that was probabilistically inactive. The remaining active
constraints are shifted in each iteration until the desired level of reliability is reached.
The total amounts of shifting value for these active constraints are 1:171 and 0:166,
respectively.

3.3 Third RBDO problem: highly nonlinear limit state with random and
deterministic variables

This specific benchmark problem has been selected to investigate the convergence
ability of the framework [50]. This problem is characterized by two normally distrib-
uted variables as well as two deterministic design variables in a highly nonlinear

Design vars. xLB std xUB Initial value DDO RIA [46] MCS-RBDO 2L-sampling

x1 0 0.3 10 3.5 2.44 2.251 2.258 2.306 (2.311)

x2 0 0.3 10 5 0.84 1.969 1.970 2.041 (2.030)

f — — — –0.677 –2.627 –1.995 –1.993 –1.943 (–1.948)

Pf g1
� �

% — — — 0 50 2.27 2.44 1.32 (1.35)

Pf g2
� �

% — — — 0 50 2.28 2.04 2.02 (2.20)

Pf g3
� �

% — — — 0 0 0 0 0 (0)

NFE — — — — 39 2964 6� 106 1400 (1600)

*The number in parenthesis of last column denotes results of the second run.

Table 3.
Optimization results on the second RBDO problem.
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design space. This problem is mathematically expressed as Eq. (14). The first random
variable x1 has mean 5 and standard deviation 1.5, whereas the second variable x2 has
mean and standard deviation equal to 3 and 0.9, respectively.

Find d ¼ d1, d2½ �
Minimize f dð Þ ¼ d21 þ d22

s:t: Pr g x, dð Þ≤0ð ÞÞ≤φ �βtð Þ

Figure 10.
Results of the proposed method in the design space, the boundaries of deterministic (solid lines) and probabilistic
(dotted lines) constraints (example 2).

Figure 11.
Active constraints in three iterations and optimal points of each iteration (example 2). The final optimal point
emerges in iteration 3.
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0≤ d1, d2f g≤ 15

g x, dð Þ ¼ d1d2x2 � ln x1ð Þ (14)

The optimization results of the proposed algorithm are reported in Table 4
alongside the reported result by Shayanfar et al. in [51]. With our proposed algorithm,
the achieved optimal solution is [1.35, 1.35] which is consistent with the results
obtained from methods RIA, PMA, SLA and SORA reported in [50] as well as with the
particle swarm optimization-wolf search algorithm (PSO-WSA) proposed by
Shayanfar et al. [51] (Table 4) are the same and all approaches converged to the
optimal point [1.35, 1.35]. Our method is robust as it shows no sensitivity to the
choice of the initial point. For example, the result of Table 4 is related to the
initial point x0 ¼ 4, 5½ �.

Solving the DDO is dependent on the initial point, and this issue can cause
problems when getting into the reliability assessment part. To reduce the dependency
on the initial point, there was a need to choose an appropriate deterministic constraint
handling. In order to make a balance between the effect of shift value and the error in
failure probability, a cost function in the form of an exterior penalty function Eq. (8)
is defined. This adjustment makes it possible for the algorithm to change the impor-
tance of the two terms adaptively, and hence, the dependency of the RBDO problem
on the initial point is solved in this way.

Figure 12 depicts a scheme of the objective function and constraint function in the
allowed ranges of deterministic design variables.

Proposed algorithm Shayanfar’s [51]

x1,x2f g f ∗ Pf NFE x1,x2f g f ∗ Pf NFE

{1.35,1.35} 3.67 0.01 2000 {1.35,1.35} 3.67 0.01 25,000

Table 4.
Optimization results of the proposed algorithm on the third RBDO problem in comparison with PSO-WSA.

Figure 12.
Design space of the third RBDO problem with the deterministic optimal point in red.
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If the constraint is properly handled in the DDO problem, then from the first
iteration the probabilistic constraint will be violated. Apart from sensitivity of solving
the DDO, the reliability assessment also encounters difficulties from the moving
direction of the constraint. When the algorithm is running, in each iteration a speci-
fied shifting value is added to the deterministic constraint. The optimal point in each
iteration moves toward the safe region, due to the structure of the problem, shifting
occurs in an inappropriate direction. Consequently, instead of increasing the solution’s
reliability, the algorithm faces an increase the failure probability. Figure 13 demon-
strates the direction of moving constraint and optimal point for the first and second
iterations. From this figure, it is clear that the optimal point has dropped into the
infeasible region (Figure 13b.second iteration) due to the wrong direction.

This problem arises from the nonlinearity and the fact that there is no touch
between the constraint function and the objective function at the points near the
optimal solution. Some simple changes in the algorithm solve this issue such as
replacing g þ y with g � y in the optimization problem (Figure 5). Thereby, instead of
reducing the failure probability, shifting values should be searched for which it leads
to maximize the probability of success. In this case, necessary changes to the
algorithm would be as the following:

1.Pf < 5% ! Psuccess > 95%

2.Statistical properties of new samples for building ginf :

Mean: μsort x xmpp :xendð Þ ! μsort x x1:xmppð Þ
Std: σsort x xmpp:xendð Þ ! σsort x x1:xmppð Þ

3.gf > y ! gf < � y

4.Pf ¼ 1
N

PN
i¼1

inf d,Xð Þ

inf d,Xð Þ ¼ 1, x∈ inf ≤ � y,
0, else:

�

5.Pt
f ¼ 5% ! Pt

success ¼ 95%

Figure 13.
Design space of the third RBDO problem for two consecutive iterations.
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By making the above changes in the algorithm, the direction of shifting constraints
will be reversed. See Figure 14.

In Figure 15, as expected, the algorithm has sharply reached a high probability of
failure at the very beginning when the reliability is still very low. Therefore, according
to Eq. (5), the shift value term has outweighed the failure probability error. As the
algorithm approaches the last iterations and hence the narrower the failure region, the
algorithm performs the constraint’s shifting with smaller sizes until it minimizes the

Figure 14.
Design space of the third RBDO problem after making changes to reverse the direction of shifting constraint (last
iteration).

Figure 15.
Failure probability in each optimization iteration for the third RBDO problem.
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failure probability error. Another interesting point is that as opposed to many other
sampling-based RBDO [30, 44], the proposed algorithm ensures a more reliable point
in each iteration compared to previous iterations. According to Figure 15, the algo-
rithm has converged from high errors in failure probability to lower errors as the
algorithm progresses.

Finally, from a top-down view, the proposed method has several advantages: First,
due to adopting a sequential RBDO structure, only constraints which become active in
each iteration will undergo reliability analysis which is not the case of double-loop
methods. This causes a significant computational savings. Second, thanks to adopting
sampling and quantile strategy in the estimation of failure probability, there is no need to
struggle with searching a global MPP, particularly in highly nonlinear problems, as
opposed to the existing sequential RBDO. Third, due to the adaptive step size introduced
in the shifting value search strategy, we can make sure that a more reliable optimal point
will be obtained in each iteration without any concern about the overdesign issue.

Table 5 is a general comparison between the proposed method and the existing
methods which clearly show the applicability of the algorithm.

Feature Reviewed methods in
literature

Proposed model

Classified in which
category?
• Double-loop strategies
• Decoupled strategies
• Sampling-based

strategies

Double loop: [6, 7]
Decoupled: [9–13, 42, 43]
Sampling: [20–44, 46–48, 51]

More into:
• Sampling and
• Single-loop methods

The way of calculating
failure probabilities?
• Simulation-based
• Numerical integration
• Analytical methods

Simulation-based: [20–
44, 46–48, 51]
Numerical: [17, 18]
Analytical: [15, 16]

• Simulation-based

Need to design a proposal
distribution for sampling?

IS: [20, 21, 24, 27, 30, 41, 44],
SS: [22, 25, 26, 28, 29]

• No
(In doing so, it is beneficial for high
dimensional problems as well as nonlinear
LSF especially for small failure probabilities
and also non-Gaussian random variables.)

Construct surrogate
models to estimate
required objective
functions?

Data-driven methods:
[31–38, 42]

• No
(In being so, there is no need for
manipulating the approximate model close to
the failure region in order to avoid losing
desired accuracy.)

Require calculating the
constraints/functions
gradient?

Analytical methods [15, 16] • No
(Beneficial in case of highly nonlinear and
non-differentiable functions.)

Information reuse? [30, 44] • Yes
(But as opposed to the reviewed literature,
information reuse is employed in sequential
RBDO with its inherent benefits.)

Table 5.
General features of the proposed method in summary.
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4. Conclusion

Inspired by SORA’s method, a novel sequential RBDO method is proposed which
integrates the shifting constraint’s strategy with quantile-based probability of failure
estimation instead of MPP. Searching for global MPP is problematic when being
performed in the random design space. Hence, in the proposed method, the RBDO
structure is disintegrated in the probability space instead. This quantile-based algo-
rithm uses a combination of different techniques to ensure a better result is obtained
in each iteration so that wherever the problem is paused, it ensures us that the current
design is more reliable than the previously generated ones. Once the deterministic
optimization problem is solved, the failure probability estimation process in the prob-
ability space begins which is based on the quantile calculation with sampling. To
enhance the computational efficiency in sampling, in the first level, the samples are
generated adaptively. Then, the second-level sampling is done focusing on the failure
region with the knowledge obtained from first-level sampling. Furthermore, the sam-
ples of previous iterations are reused to build a mixture distribution for which most of
the samples are distributed in the failure region to provide an accurate estimate of the
quantile. After the quantile is calculated, with an efficient adaptive step size for the
optimal shifting value, the algorithm is able to quickly converge to the target failure
probability. We explored the efficiency of the proposed method through three bench-
mark problems. The results show that the proposed method will decrease the compu-
tational cost to less than half of what is reported about other existing methods in very
small target probabilities (Pt

f ¼ 0:001) and down to 9% in mild target probabilities
(Pt

f ¼ 0:1 and Pt
f ¼ 0:01)). It is also able to provide promising results both for highly

nonlinear problems and problems with mixture of normal–nonnormal variables as
well as random-deterministic variables. As an extension to this work, the same
framework will be combined with the IS concept to reach a potentially more efficient
algorithm for smaller failure probabilities, and we will explore it in the future works.
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Chapter 3

Deep Neural Networks for
Unsupervised Robotics in Building
Constructions: A Priority Area of
the Fourth Industrial Revolution
(4IR)
Nicholas Eze, Ekene Ozioko and Johnpaul Nwigwe

Abstract

Many effective quality systems to maintain the robots’ autonomous task expansion
process in construction industries for various applications over the years have yet to
be well established. This study, therefore, presents a simple deep/neural network
algorithm to diverse robotics tasks on building construction—bricklaying, grasping,
cutting materials, and aerial robot obstacle avoidance and highlight the strengths of
these algorithms in real-world robotics applications in building sites. Our findings
revealed that the amount of tasks robots encountered in real-world environments is
extremely challenging for existing robotic control algorithms to handle. Also, our
algorithm when evaluated against other conventional learning algorithms can be a
more powerful tool with the capacity to learn features directly from data, making it an
excellent choice for such robotics applications in building construction. In other
words, our algorithm can teach robots the ability to “work,” “think,” “know,” and
“understand” their surroundings. It can also improve customer satisfaction, speed up
the building process, and improve the productivity of building development teams.
This chapter, however, contributes to classifications of autonomous robotics applica-
tion development in construction literature. Although the problem addressed in this
chapter is based on building construction, the algorithms presented are designed to be
generalizable to related tasks.

Keywords: automation, building construction, construction robots, deep learning
industrialization, machine learning, neural networks, robotics

1. Introduction

Robotics has influenced nearly every modern construction industry by improving
efficiency, safety, and cost [1]. Robotics offers process automation and reliability
thanks to sensor technologies [2]. However, while most industries have embraced this
new technology from the moment it is released, many construction industries have
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historically been slow to onboard automated solutions [3]. The reason could be linked
to product features and complexity (project size, lifetime and uniqueness, versatile
construction environments). According to Ref. [4], several other phenomena could
add to the characteristics of these construction industries that often contribute to the
complexity of projects. This phenomenon includes client needs that are sometimes
imprecise and changing, causing significant change in costs; little overall learning
because of few repetitions; high risks due to novelty; technical, climatic, and even
societal uncertainties; coordination and complex decision-making processes between
the teams involved; and changing conditions of realization. The weak capital budgets
in R&D and the reluctance of strategies related to construction automation are other
important factors [5].

These phenomena have remained unresolved for a variety of reasons. First,
building nowadays are complex entities, and construction entails many different
trades coming together to work in perfect sync with each other [6–9]. A replica of
human-like dexterity, intelligence, and situational awareness, developed over hun-
dreds of millions of years, is needed to break even [10]. Secondly, building construc-
tion project sites is often chaotic, disorganized spaces with materials, tools, debris, and
wires spread about. Many areas of the sites have unpaved soft soil, into which a
builder may sink if he steps off the beaten path. There are some environmental factors
such as dust, rain, ice, and storms. There are humans walking around, etc. All these
have not improved for so long because construction industries are the least digitized
sector [3, 5].

Nevertheless, several ongoing initiatives suggest a gradual change in practices
in this industry for rapid industrialization, which is enabled thanks to robotics
and automation. According to Ref. [11], rapid industrialization is always based
on quantity and quality that includes prefabrication, mechanization, automation,
robotics, and finally reproduction. This gradual change toward rapid
industrialization is driven by a concern to change the narrative and to be in line
with the innovations observed at the international level that will respond to
important building construction challenges: workforce, competitiveness,
sustainable development, etc. In view of this, digital transformation with robotics
technologies is one of the preferred avenues to improve the sector’s overall perfor-
mance over the long term [12]. This digital transformation is expressed in different
ways. One of the strong currents is based on the so-called concept of the Fourth
Industrial Revolution (4IR), based on unsupervised robotics utilization in building
constructions.

1.1 Rationale and research gap

While the robotics use in building construction will only continue to grow
from traditional design through final inspection and maintenance, the full
benefits of construction robotics have yet to be realized. For example, as
robotics begins to move from the lab to the real world, robots face many new
challenges. A building construction assistant robot, for instance, must perform
many complex tasks such as bricklaying, foaming, sorting, operating appliances,
picking up, and cleaning materials in the site. It must also handle the huge variety of
objects, materials, and the likes associated with these tasks such as picking up differ-
ent objects, some of which it may never have seen before. For all of these problems,
there exists only an abstract relationship between the robot’s visible inputs and the
task at hand.
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Traditionally, a roboticist, or team thereof, would hand-design these robots for
each task they want the robots to perform. Even for tasks which human users can
perform intuitively, such as bricklaying, grasping, cutting objects, detecting, and
avoiding various forms of obstacles in building construction sites, and these robots can
be very difficult to design because developers were not able to easily translate these
abstract intuitions between the robot’s visible inputs and the task at hand into code.
This makes it extremely challenging to scale these approaches up to the huge amount
of works and obstacles that building construction robots must deal with in the real-
world construction.

Secondly, most robotics that engaged in construction activities primarily rely on a
system performance metric that is dependent on a metric connected to the given
human-defined tasks, or task-dependent metric. This also implies a conventional
paradigm of same manual development, where human designers were in charge of
planning and coding for particular tasks-based activities that the robot would perform
and how it would perform them [13–15]. This has some drastic limitations on the
construction industry. For example, it is impossible for a bricklaying robot to perform
delicate tasks such as installing electrical cables, or even to be able to detect and avoid
various types of obstacles on the building construction sites. This limitation caused
during design and coding thus prevented these robots from independently “thinking,”
“knowing,” or “understanding” the multiple building operations thus generating
questions about what developers had overlooked that made them to fail to get the
anticipated outcome of operational autonomy.

Several researchers have criticized this conventional architecture for its lack of
computational data [14–19] though went on to propose several failed models, which
would have addressed this research gap. For example, in their research, several
researchers [14–16] provided the first implementations of this autonomous curiosity,
but they were unable to integrate their concept within the issues with construction of
robo-mason by demonstrating how the robot’s work patterns could emerge without
the assistance of a human.

However, in order to establish this brain model that will give the robot
significant cognitive developing abilities unique to humans, this study plans on
modeling the brain at a level above the neural level, or what would normally be
thought of as the unsupervised or unmanned level using neural deep learning algo-
rithms that will allow the robots to learn independently from some training data. Our
understanding of brain abstraction is sufficient to program a system that exhibits
similar properties and connections to the human brain without having to model its
detailed local wiring. Quite clearly, we will model this machine learning algorithmic
concept based on neural networks and highly-parameterized models, which will use
multiple layers of representation to transform data from a task-specific representation
to an autonomous task. While our algorithm is not designed to solve central problems
in artificial intelligence (AI), such as speech or object recognition, its development
was motivated by the need to improve the performance of robots in the building
construction industry. Traditional algorithms often struggle to generalize well on AI
tasks specific to this domain, which prompted us to explore the potential of deep
learning.

This chapter presents a distinct application of deep neural learning algorithms that
can enable a building construction robotics to learn from some training data and to
perform highly cognitive artificial intelligence operations. Here, rather than forcing
the engineer to hand-code an entire end-to-end construction robotic system, our
machine learning algorithm will allow portions of the system to be learned from some

47

Deep Neural Networks for Unsupervised Robotics in Building Constructions: A Priority Area…
DOI: http://dx.doi.org/10.5772/intechopen.111466



training data. This approach will allow us to model concepts, which might be difficult
or impossible to properly hand-model. It will also allow for adaptable models—as long
as the form of the model is general, meaning it can be adapted to more or different
cases simply by providing training data for these new cases.

However, by using unsupervised feature learning algorithms, deep learning
approaches are able to pre-initialize these networks with useful building construction
features, thus avoiding the overfitting problems commonly seen when neural net-
works are trained without this initialization. This machine learning algorithm can
therefore work very well on a wide variety of construction projects.

Nevertheless, we begin with a general description of deep learning algorithms
for unsupervised feature learning as well as their strengths and particular
advantages as learning algorithms for robotics applications on building constructions.
Finally, we present a simple deep/neural network algorithm to diverse robotics tasks
on building construction—bricklaying, grasping, cutting materials, and aerial robot
obstacle avoidance—highlighting the strengths of these algorithms in real-world
robotics applications in building sites. It is our hope that these algorithms will
demonstrate a more appropriate computation model where, for instance, robots’
artificial intelligence and ability to detect obstacles and carry out multiple
construction tasks unsupervised are no longer isolated from the subjective experience
of the body.

2. Literature review

2.1 Deep learning/neural network for unsupervised robotics technologies

Deep learning is a machine learning approach based on modeling adaptation of
biological neural systems. It can also be defined as a computing system made up of a
number of simple, highly interconnected processing elements, which process infor-
mation by their dynamic state response to external inputs [20]. Information
processing is carried out through connectionist approach to computation and
this amount of information needs a complex abstraction as data representations
through a hierarchical learning process [21]. The term hierarchical learning here is
referred to neural networks [22]. An example of such a neural network is shown in
Figure 1.

Here, our algorithm could be implemented to train the network in an
unsupervised manner. This is because the multi-layer (with many hidden layers)
neural network is being used as shown in Figure 2 in which each layer takes input
from the previous layer, processes it, and outputs it to the next layer, in a daisy-chain
fashion.

With this, our deep learning can be used to generate high level of abstraction for
the building construction robots. So for complex abstractions of data representations
through a hierarchical learning process, our deep learning model can produce results
faster than standard machine learning [23]. And also our proposed deep learning
model will be integrated with building construction features that are important by
itself to be learned, instead of requiring to be manually selecting the pertinent fea-
tures. However, this unsupervised learning model does not require the presence of a
teacher. The desired output is not presented to the network. The system learns on its
own by adapting the structural features in the input patterns. The general role of our
unsupervised learning model is shown in Figure 3.
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2.2 Robotics application and its capacity on building construction

Robotics applications in construction are a large field of study due to the
multidisciplinary trades that constitute the act of constructing. For example, bridges
are a type of construction subjected to various robotic automations. Oh et al. [9]
developed a robot for bridge inspection and Lorenc et al. [24] for maintenance.
Bridges can be difficult to access, and there is a high demand for robots to perform
diagnostics and repairs. However, we have gathered information from various
resources especially from relevant literatures during a span of 10 years, i.e., 2013–
2023 pertaining to more forms of robotics’ applications and its capacity in building
construction.

Figure 1.
Multi-layer artificial neural network.

Figure 2.
Deep neural network for deep learning.
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2.2.1 Drones/UAV technologies application in building construction

Few numbers of references are reported in the literature regarding use of drones/
UAVs technologies in construction by many authors [3, 25–27]. The reports show that
the use of drones highlights the essential role of humans in robotics, as drones are
being utilized for a range of tasks from painting to identifying safety concerns on
work sites. See Figure 4. These robotic manipulators are appropriate for the different
spraying activities involved in construction work. For example, high-rise building
coating, fireproofing application, and shot blasting can all be done without the need
for a human operator to be physically present. With the aid of drone robots, a variety

Figure 3.
Classification and clustering.

Figure 4.
Drone in construction work site.
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of applications, including cleaning and sandblasting, may be completed effectively.
Drones that paint walls in tall buildings are among the robotic technologies. It comes
equipped with automated spraying equipment and shot blasting capabilities for sur-
face preparation.

Also, drone data has been integrated with data captured by ground-based robots,
known as Autonomous Mobile Robots (AMRs), to provide a real-time view of a work
site [28]. This data can then be integrated into virtual reality, allowing project man-
agers to see the construction site without having to leave the office.

Drone data becomes necessary because traditional inspection is labor-intensive.
Due to the harsh workplace and lack of trained personnel, site inspection can be
completely automated using feedback from auto survey tools. These tools have a video
and electronic display that transmits data to the microcomputer using fiber optic cable
and employs a laser to configure the shield machine. This drone technology has been
briefly applied in Architecture, Engineering, and Construction (AEC) domain and
provided guidance for UAV operation and implementation in the construction
industry [29]. Scaled Robotics are forms of drone which are developed as Autonomous
Mobile Robots (AMRs) that are controlled via mobile devices where information is
collected by robots using laser scanners, focusing on identifying obstacles, mistakes,
or errors in an effort to reduce rework [30]. This is done with the aid of some digital
photogrammetric systems that are combined with robots for demolition and site
cleanup to manage large-scale earthwork projects. They are also remote-controlled
vehicles featuring microwave communications, radar beacons for position, and radar
sensors for avoiding obstructions and identify errors. They are, therefore, capable of
controlling up to 100 units simultaneously and can identify impediments at a distance
of up to 2 kilometers.

Again [31, 32], extensively conducted a systematic literature review on the current
topic pertaining to implementation of Unmanned Aerial System (UAS) in the con-
struction industry covering the most relevant job, cases, and areas of application.
Their report revealed that the recent developments in UAS regulations have played a
significant role in their popularity and wide deployment in various stages of the
construction lifecycle. A comprehensive study conducted in the United States to
identify the practical construction UAS application areas, their adopted
technologies, as well as the benefits and barriers encountered during their implemen-
tation [33], and further revealed that drone robotics technologies today help many
aspects of the building construction industries, including knowledge-based design and
control [34].

However, a critical literature review has also been carried out on the relevant
existing studies toward this immersive and digital technology [6]. The authors
analyzed the literature using meta-synthesis technique to evaluate and integrate the
findings in a single context. Their review shows that this class of construction drone
robots for various purposes focuses mostly on tasks in hazardous areas where
people cannot perform them. These domains include deep sea oil prospecting,
nuclear power plants, and decommissioning issues. However, counter reports have
revealed that these immersive and digital technologies have not been significantly
utilized in the construction sector and by extension of other sectors of the econo-
mies in developing countries due to the high level of investment required [35–38].
It therefore makes sense to utilize these technologies that can function without
administrative or motivational problems in hazardous conditions, bad weather,
and at night to reduce the growing number of accidents in hazardous building
tasks [39].
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2.2.2 Bricklaying robots

Bricklaying work is one of the most arduous jobs in construction [40, 41] since it
includes a mason standing, kneeling, and lifting. In addition, the mason works
almost exclusively outside and undergoes the weather conditions (rain, wind, heat,
humidity). The mason sometimes works in height scaffolding or in trenched soils,
which may put his life in jeopardy. However, in the last two decades, some
research projects focused on the development of a bricklaying robot [42]. Bricklaying
work follows predefined steps and thus is favorable for automation. However, the
process cannot be fully automated and requires the supervision of a worker nearby to
adjust/control the robot. Tan et al. [43] stressed the importance of the environment
when designing a robot. They support the idea that robot level of autonomy should be
in line with the environment (actively/passively/not assisted environment). For
that, the authors proposed a framework to help categorize the robot/environment
interaction.

Recent advancements in masonry work automation technology include Australian
Hadrian X and Construction Robotics’ SAM100 also known as semi-autonomous
mason are robotic bricklaying machines [44, 45]. Hadrian X uses an intelligent control
system alongside Computer Aided Drawing (CAD) to function and is capable of
building a standardized home every two days on average. The robot is capable of
laying the bricks with a high accuracy thanks to a laser guidance system. It is also able
to work on almost any block size. The advantage of such a design is the flexibility in
mobility: The robot can work under difficult circumstances linked to the environ-
ment. That is to say, by deploying Hadrian on a construction project, one can benefit
from faster masonry work, least material wastage, and overall cost-efficacy. Hadrian
X closely resembles a truck crane (Figure 5).

SAM100 (Semi-Automated Mason) on the other hand is designed to work collab-
oratively with masons to increase productivity by 3 to 5 times while reducing lifting by
80% and so on [45]. The robot has successfully passed the prototyping phase and is

Figure 5.
Bricklaying robot “HADRIAN X.” source: Pivac and Pivac [44].
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now commercially available. Figure 6 shows the utilization of SAM100 onsite. This
robot is by far the most complete masonry robot realized until now. It can lay bricks
with precision and includes the binder in the process of laying as well. SAM100 is
capable of laying 800–1.200 bricks a day. The robot performs in a straight line with a
limited height capacity. SAM100 costs around 500.000$ (442.030 €).

2.2.3 Specific design building construction robots

Several other research projects have focused on a specific design problematic of
the automation process. For example, SAM100 design is based on an articulated
arm as found in previous research projects [12, 46]. The “HADRIAN X” is based on
a variant of the articulated arm supported by a truck-crane robot. FUNAC robots
and COGIRO robots with long arms were also not left out in the discussions.
COGIRO robot is used as a precise tele-operated crane to position prefabricated
roof elements, while the FUNAC robots does monotonous, risky, repetitive construc-
tion works, handling payloads up to 2300 KG due to the strength of its axis, see
Figure 7.

These robots promise to reduce operating costs and waste, as well as provide safer
work environments and improve productivity. However, while deploying robots like
the FUNAC in a building construction project, the number of axes it has must be a
crucial factor to be considered [39]. Many people might not be aware of the signifi-
cance of the robots’ axes and how they regulate a robot’s range of motion and strength
of work. Each axis of a robot stands for a degree of freedom, or to put it another way,
an independent motion that enables a construction robot to become more functional.
In other words, the more degrees of freedom and higher usefulness a robot has, the
more axes it has. For instance, six-axis FUNAC robots are perfect for repetitive,
tiresome, and even dangerous construction tasks that were previously solely
performed by people because designers mirror human arm movements and offer the
same degrees of freedom as human arms [47].

Figure 6.
SAM100 robot onsite screenshot. Source: Podkaminer and Peters [45].
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FUNAC robots can therefore do whatever their human counterparts can do in
building construction, without becoming fatigued or risking their safety. They have
better access to even challenging vocations due to their wider range of motion and
numerous degrees of freedom, thus they carry out several repetitive operations. It is
perfect for the majority of applications found on construction sites, grasping, and
handling payloads up to 2300 KG and reaching beyond 3.5 meters. In Figure 8 below,
FUNAC robot models are displayed.

These six-axis robots offer more advantages than other types since they have a
wider range of motion and can move in more directions than just the x, y, and z planes
owing to their various degrees of freedom. For example, a three-axis robot can only
move in three planes (x, y, and z) because it lacks the other three axes. Robots with
four or five axes may move in all three planes and can even perform extra actions like
rotating or elevating the mixers.

However, due to the minimal amount of movement required to remove something
from a conveyor and place it on a pallet, four-axis robots are frequently utilized in

Figure 8.
The FANUC M-10ia and the FANUC R-2000ib six-axis robots.

Figure 7.
FUNAC robots with long arms placing bricks and other materials.
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palletizing applications. Although practically any palletizing operation may be com-
pleted using the four-axis FANUC M-410ib/160 without the use of the 2 extra axes, it
has been previously shown [39] that a robot’s range of motion increases with each axis
it possesses.

In sum, we have conducted this extensive literature work to raise the conscious-
ness of our readers on what the literature said regarding the applications and strengths
of robotics in building construction. Our conclusion is that when applying robotics in
building construction, engineers have a lesser work envelope because these machines
are more versatile and have a wider range of work alternatives.

2.3 Unsupervised robots in building construction: Requirements and important
qualities

2.3.1 Robot requirements for building construction tasks

• It should be effective in preventing human operators from dying in dangerous
circumstances.

• It ought to function in dangerous conditions, in the dark, and without issues with
administration or motivation that would be profitable [48].

• The benefits should be maximized across a variety of application areas.

• It must be mobile, autonomous, and cognitive.

2.3.2 Important qualities needed in construction robots

Sensing and control, mobility and manipulation, human aspects and task factors,
expert systems, and task flexibility are some of the qualities. The following sections
describe these qualities in more detail.

2.3.2.1 Sensing and control

The largest challenge in developing construction-related robots is sensing and
control, particularly in terms of navigation and position. The mobile autonomous
robot requires location and heading data constantly for control. With the aid of video
and image recognition systems, obstacles can be avoided and objects can be located.
On numerous prototypes, obstacle avoidance is accomplished using touch sensors and
ultrasonic technology [49].

2.3.2.2 Mobility and manipulation

The ability of equipment to move about construction sites is influenced by a
number of variables, including the types of working environments and surface mate-
rials that must be traversed. For example, robots installed on rails have enough
mobility to perform a variety of finishing activities and wall inspection jobs [50].
Different robots will do manipulative jobs according to their load bearing capabilities,
arm length, and grip style.
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2.3.2.3 Human aspects and task factors

The main motivation for the development of construction robots for use in severe
settings, high and deep locations, boiling seas, and radiation zones is safety [51]. In
these applications, the robots could operate alone or in tandem with a human operator
working remotely from a secure location. Man or machine must have overall control
for safety reasons. However, it is important to consider the current state of telecontrol
to prevent delay issues when dealing with challenging tasks and to provide accurate
manipulation feedback to the operator. During teleoperation, human factors are very
crucial, even though automation reduces manual labor, it often requires more mental
and cognitive effort. At this stage, the human-machine interface is particularly
important for machine control and display.

2.3.3 Expert system and task flexibility

The construction industry will not benefit much from robotics on its own. Real
progress can only be made when the construction process is completely organized.
Expert systems, CAD/CAM, and database technologies are crucial in robots for task
flexibility in civil engineering applications [52]. This field is now conducting in-depth
research on unique programming environments, engineering graphics, logic, compu-
tation, and control requirements. The loadings, material properties, components,
connectors, assembly, and geometric reasoning system all play a role in how con-
struction components are represented in three dimensions by an expert system. A
computerized work-control system will be necessary for robotic work to be employed
efficiently. This system must include the construction site organization and sophisti-
cated processing of commodities from the site to the robot.

2.4 Theoretical framework and hypotheses formulation

The Cognitive Behavioral Therapy (CBT), which was developed by psychologist
Albert Ellis in the 1960s, and the theory of neural network, which was developed by
Levin and Narendra in 1993, have been employed to guide this study. The principles
of cognitive behavioral psychotherapies have described how a robo-mason can recog-
nize, interact, think, and give meaning to situations, detect obstacles as well as form
beliefs about themselves, their environments, and the world. This theory serves as a
mechanism for robots to interact with its environments in an appropriate manner
based on its cognitive behavior [53]. This theory better explains our study because the
conventional robot design philosophy has given considerably more consideration to
the embedded structure than to cognitive autonomous behavioral concerns, despite
the fact that both play a substantial impact in the behaviors that follows. Autonomous
cognitive design considerations of construction robo-mason are now essential in this
study for a robot with embedded structure to learn and develop in order to eventually
adapt to increasingly complicated building construction environments [54]. The
major advantage is for the robot to change from dependent, excessive, and unhelpful
behavior patterns to autonomous, advantageous, and balanced solutions.

The second theory is the theory of nonlinear dynamic system using neural network
developed by Levin and Narendra [55]. The theory explains the use of neural net-
works to improve the stability and controllability of robotic systems. Though their
study is restricted to nonlinear systems with complete state information access and
feedforward MLNs with dynamic BP, their method takes into account a discrete-time
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system at index k, as indicated in Eq. (1). The proposed design of the neural networks
is shown in Figure 9.

x kþ 1ð Þ ¼ f x kð Þ, u kð Þð Þ (1)

where x(k) ∈ χ ⊂ Rn, u(k) ∈ U ⊂ Rr and f(0,0) = 0 so that x = 0 is an equilibrium.
Eq. (2) shows the conditions required for the neural networks to achieve feedback
linearization and stabilization of the system.

u ¼ NNψ v, zð Þ
z ¼ NNφ xð Þ z, vð Þ ¼ εRnxRr

�
(2)

However, Sontag tested and used this model to examine the potential and ultimate
constraints of alternative neural networks designs [56]. He asserts that nonlinear
systems like robots in general may be stabilized using neural networks with two
hidden layers. Their conclusion seems to go against neural networks approximation
theories, which contend that neural networks with a single hidden layer are the best
approximators. In contrast to approximation problems, Sontag’s solutions are based on
the representation of the control problem as an inverse kinematics problem.

3. Method

3.1 Building deep learning algorithm for unsupervised robotics for construction
industries

In building deep learning algorithm for unsupervised robotics for construction
industries, we described as particular instances of a fairly simple recipe: combine a
specification of a dataset, a cost function, an optimization procedure, and a model. For
example, the linear regression algorithm combines a dataset consisting of x and y, the
cost function

J w, bð Þ ¼ �E, p log p yjx� �
(3)

However, the model specification p (y|x) = N (y; x w + b, 1), and, in most cases, the
optimization algorithm defined by solving Eq. (3) for where the gradient of the cost is
zero. By recognizing that these components can be replaced independently, a broad
range of algorithms can be obtained. The cost function typically includes at least one
term that causes the learning process to perform statistical estimation. Thus, the most
common cost function is the negative log-likelihood, so that minimizing the cost
function causes maximum likelihood estimation. The cost function may also include
additional terms, such as regularization terms. For example, we can add weight decay
to the linear regression cost function to obtain

Figure 9.
Proposed architecture of the neural networks in the work of Levin and Narendra [55].
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J w, bð Þ ¼ λkwk � E, p log p yjx� �
: (4)

This still allows closed-form optimization. For example, if we change the model to
be nonlinear, then most cost functions can no longer be optimized in closed form. This
requires us to choose an iterative numerical optimization procedure, such as gradient
descent. The recipe for constructing a learning algorithm by combining models, costs,
and optimization algorithms supports both supervised and unsupervised learning. The
linear regression example shows how to support supervised learning. Unsupervised
learning can be supported by defining a dataset that contains only x and providing an
appropriate unsupervised cost and model. However, we can obtain the first PCA
vector by specifying that our loss function is

J wð Þ ¼ E, p kx� r x;wð Þk (5)

while our model is defined to have w with norm one and reconstruction function r
(x) = w xw. In some cases, the cost function may be a function that we cannot actually
evaluate, for computational reasons. In these cases, we can still approximately minimize
it using iterative numerical optimization so long as we have some way of approximating
its gradients. Most machine learning algorithms make use of this recipe, though it may
not immediately be obvious. If a machine learning algorithm seems especially unique or
hand-designed, it can usually be understood as using a special-case optimizer. Some
models such as decision trees or k-means require special-case optimizers because their
cost functions have flat regions that make them inappropriate for minimization by
gradient-based optimizers. Recognizing that most machine learning algorithms can be
described using this recipe helps to see the different algorithms as part of a taxonomy of
methods for doing related tasks that work for similar reasons, rather than as a long list
of algorithms that have separate justifications.

4. Discussion

These feature learning approaches are one of the major strengths of modern deep
learning methods. Since these algorithms are able to learn good features from data,
they are much less sensitive to input representations than other conventional learning
algorithms such as support vector machines, Gaussian processes, and others. Deep
learning algorithms are able to learn good representations and solve problems even
from basic representations such as raw pixels, avoiding the need to hand-design
features as with other learning algorithms, saving significant engineering effort for
many of the complex problems encountered in robotics, where features can be
unintuitive and hard to design.

5. Conclusion

The branch of computer science that is now permeating the construction sector is
robotics. It is crucial to automate construction sites so that robots can perform risky
tasks for workers in dangerous environments like high altitudes, deep water, high
radiation zones, inclement weather, and deep oceans. It is also beneficial in terms of
avoiding the disruptive effects of strikes, issues with administration and motivation,
safety and health regulations, a lack of skilled labor, and the need to perform
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repetitive, dirty, and dangerous work as well as the completion of projects or tasks
with quality control, on schedule, and economically. Despite the fact that this tech-
nology is helping the construction industry, much research is still needed in the areas
of sensing and control, human factors, task flexibility, and the software support to
integrate robots into a larger construction-based management. Our feature learning
approach is one of the major strengths to achieve this. Since this algorithm is able to
learn good features from data, they are much less sensitive to input representations
than other conventional learning algorithms such as support vector machines, Gauss-
ian processes, and others. Our deep learning algorithm is able to learn good represen-
tations and solve problems even from basic representations such as raw pixels,
avoiding the need to hand-design features as with other learning algorithms, saving
significant engineering effort for many of the complex problems encountered in
robotics, where features can be unintuitive and hard to design.
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Chapter 4

The Use of Artificial Intelligence  
to Bridge Multiple Narratives  
in Disaster Response
Karla Saldaña Ochoa

Abstract

Disaster response presents the current situation, creates a summary of available 
information on the disaster, and sets the path for recovery and reconstruction. During 
the last 10 years, various disciplines have investigated disaster response twofold. First, 
researchers published several studies using state-of-the-art technologies for disaster 
response. Second, humanitarian organizations have produced numerous mission 
statements on how to respond to natural disasters. The former suggests questioning: If 
we have developed a considerable number of studies to respond to a natural disaster, 
how can we cross-validate its results with humanitarian organizations’ mission state-
ments to bring the knowledge of specific disciplines into disaster response? To address 
the above question, the research proposes an experiment that considers both: knowl-
edge produced in the form of 8364 abstracts of academic writing on Disaster Response 
and 1930 humanitarian organizations’ mission statements indexed online. The experi-
ment uses an Artificial Intelligence algorithm, Neural Network, to perform the task 
of word embedding––Word2Vec––and an unsupervised machine learning algorithm 
for clustering––Self-Organizing Maps. Finally, it employs Human Intelligence for the 
selection of information and decision-making. The result is a digital infrastructure 
that will suggest actions and tools relevant to a specific scenario, providing valuable 
information loaded with architectural knowledge to guide the decision-makers at the 
operational level in tasks dealing with spatial and constructive constraints.

Keywords: artificial intelligence, disaster response, big data, Word2Vec,  
self-organizing maps, architecture

1. Introduction

After a natural disaster, disaster response is essential. Its assessments present the 
current situation and summarize information that guides rescue forces and other 
immediate relief efforts to the site [1]. Currently, many scholars publish research on 
disaster response, focusing on implementing artificial intelligence to process big data. 
Examples of the former are: a platform to classify crisis-related communications [2], 
a model that learns damage assessment and proposes applications [1], an automated 
method to retrieve information for humanitarian crises [3], or an interface to assist 
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with fast decision-making during humanitarian health crises [4, 5]. In parallel, 
we observe a growing global presence of humanitarian organizations that publish 
humanitarian mission statements and declarations. There are more than 4000 orga-
nizations active in this area. Examples of large ones include the World Food Program 
(WFP), Cooperative Assistance and Relief Everywhere (CARE), the International 
Federation of Red Cross and Red Crescent Societies (IFRC), and Action Against 
Hunger (AAH) [6]. However, the two narratives do not overlap and often ignore each 
other’s efforts. To achieve an understanding that leads to a unification of the knowl-
edge produced, one must think of methods to analyze both academic literature and 
humanitarian mission statements to create a common ground.

Most scientific publications and mission statements of humanitarian organiza-
tions are published in text form, which is challenging to analyze using traditional 
statistical analysis. Nowadays, artificial intelligence algorithms are used to facilitate 
this process. The branch of research that concentrates on text analysis with these 
methods is called text mining––a specific branch of data mining. Text mining is 
the process of analyzing texts to obtain new information from them. It does this by 
identifying patterns or correlations between terms, thus making it possible to find 
information that is not explicit in the text. This new information makes it possible to 
create inferences in different tasks such as classification, clustering, or prediction of 
texts. Currently, novel studies strengthen their efforts to develop or improve meth-
ods for analyzing text data, such as the study by [7], which will serve as a reference 
for this experiment.

2. Methodology

This article will focus on the late operations in disaster response: building safety 
assessments, temporary housing, and policy recommendations. The abovementioned 
tasks will serve as keywords to crawl academic publications and humanitarian 
organizations’ mission statements to define a specific framework directed toward 
architectural practices to respond to natural disasters.

2.1 Academic publications

To collect academic publications, the pipeline follows the approach of [8]. In their 
article, the researchers proposed to work with abstracts. They argue that abstracts 
communicate information concisely and straightforwardly, avoiding unnecessary 
words. In contrast with full texts, which sometimes contain negative relationships, 
writing styles can include complex sentences that require different encoding methods 
than the ones proposed in the present research.

The abstracts of academic publications will be collected from the ScienceDirect 
database (https://www.sciencedirect.com), one of the most significant and extensive 
academic archives of journals and conference proceedings. Using a diverse database 
such as ScienceDirect is beneficial, as a substantial amount of scientific literature 
from many fields can be assembled to address architectural practices in disaster 
response. To start collecting the abstracts of academic publications, an API was 
used, which required keywords to filter data according to a specific interest. The API 
has two syntax rules. The first rule, +AND+, searches for pair words, the second, +, 
determines that the word must be contained in the text. By setting the keywords: Bui
lding+AND + Safety+Assessments, Housing+and + Disaster+ANDResponse, and Poli
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cy+AND + Recommendations+and + Disaster+AND + Response, 9000 abstracts were 
collected. The articles are from the last 10 years, from 2010 to 2020.

As suggested by Tsitoyana et al. [8], abstracts that contained in their titles the fol-
lowing keywords: “Foreword,” “Prelude,” “Commentary,” “Workshop,” “Conference,” 
“Symposium,” “Comment,” “Retract,” “Correction,” “Erratum,” and “Memorial” were 
removed. Figure 1 shows a word cloud of the collected abstracts, where the main  
concepts are represented, and an overview of the general intention is graspable.

2.2 Professional humanitarian organizations

Professional Humanitarian Organizations have continuously expanded over the 
past decades. Worldwide more than 125 million people relying on humanitarian aid—
double the number 10 years ago [7]. Commonly, such organizations communicate 
with their stakeholders via platforms online, sharing their mission statements, aims, 
and goals. Two of the leading online platforms are Wikipedia and ReliefWeb. Hence, 
data on humanitarian organizations’ mission statements will be collected from these 
two web sources.

From Wikipedia, 749 humanitarian mission statements were collected using 
Wikipedia API under the Category “Humanitarian aid organizations.” The collected 
texts were translated into English. To collect the text from ReliefWeb, a twofold 

Figure 1. 
World cloud of 8364 abstracts from the field of disaster response.
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process was performed. The first step was to collect 1154 links of Humanitarian 
Organizations from the ReliefWeb web (https://reliefweb.int), a specialized digital 
service of the UN Office for the Coordination of Humanitarian Affairs (OCHA). 
Those links were organized under the tag “Organizations.” The second step was to 
access each retrieved link and parse the source text, searching for tags: “about,” “about 
us,” “we are,” “who we are,” and “what we do.” Having a particular focus on English 
texts. After the two-step process, a description of each organization and mission 
statement was found.

After joining both datasets (Wikipedia and ReliefWeb), an overlapping of 87 
organizations was found. This points out the lacking of consistency regarding profes-
sional humanitarian aid on the web. Nevertheless, we worked with all the humanitar-
ian organizations found, which sum up 1930 entries. Figure 2 shows the word cloud 
of the overall dataset.

2.3 Data processing and encoding

To pre-process the text data, three operations were implemented: first, selection of 
lower-casing and de-accenting; second, removing stop words; and third, selection of 
words that are part of a speech (nouns, pronouns, adjectives, verbs, adverbs, prepositions, 
conjunctions, and interjections).

Figure 2. 
World cloud of 1930 mission statements from humanitarian organizations.
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To encode the text data to numerical vectors, the research uses algorithms for 
word embedding (Natural Language Processing), a technique that assigns high-
dimensional vectors (embeddings) to words in a text corpus, preserving their syntax 
and semantics. Tshitoyan et al. [8] demonstrated that scientific knowledge could 
efficiently be encoded as information-dense word embeddings without human label-
ing or supervision. The algorithm used to transform the text into word embeddings 
is an Artificial Neural Network called Word2Vec [9, 10], which uses the continuous-
bag-of-words (CBOW) method. The algorithm learns the embedding by maximizing 
the ability of each word to be predicted from its set of context words using vector 
similarity. The output of Word2Vec is a 50-dimensional numerical vector for each 
word from the text corpus.

To continue with the experiment, a subsample of 40% of the pre-processed texts 
(both abstracts of academic writing and mission statements of humanitarian organiza-
tions) were fed as training data to a Word2Vec algorithm to use the knowledge acquired 
from the previous training to create a domain-specific model Word2VecDR (this is call 
transfer learning). After the Word2VecDR was trained, it was able to encode all texts 
from the dataset into a numerical representation––every word of the text was assigned 
50 numerical vectors. The texts ranged from 15 to 5668 words, having an average of 
824 words per text. Therefore, if an abstract contains 100 words, the resulting vector 
form Word2VecDR is a list of 100 sub-lists with 50 elements each.

Mikolov et al. [9] observed that simple algebraic operations on word embed-
dings, e.g., vector “King” – vector “Man” + vector “Woman,” results in a vector that is 
closest to the vector “Queen” concluding that the resulting vector is content-related. 
Furthermore, researchers have also applied statistical operations such as mean 
or average values onto a list of word embeddings and had successful results that 
captured the content of the text (examples of the former can be found in [11, 12]. 
However, when calculating the mean value or adding each word vector, the resulting 
vector will be an abstraction (reduced) of its content, hence, losing information. To 
encapsulate as much information as possible from the list of numerical vectors, the 
present research proposed to use Higher-Order Statics (HOS). In HOS, mean (X) and 
standard deviations (s) are related to the first and the second-order moments––one 
could calculate up to n-order moments. Skewness (ski) can be calculated from the 
third-order moments of the data distribution, which measures the direction of the tail 
in comparison to the normal distribution, where Y is the Median.

 ( )−
=i

X Y
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If the resulting number is positive, the data are skewed to the left, leaving the tail 
pointing to the right side of the distribution. If the resulting number is negative, the 
tail is on the left side of the distribution. Kurtosis (ki) is the fourth-order moment, 
which measures how heavy the tails of a distribution are [13], where N is the sample 
size.
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By applying the fourth moments of HOS to the data, each text is represented by a 
numerical vector of 200 dimensions or four sublists of 50 dimensions for each HOS 
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moment (mean, standard deviation, skewness, and kurtosis). Two advantages of 
encoding data with HOS are that, compared with the embedding vectors in deep auto-
encoders, the resulting vectors of HOS are meaningful and directly interpretable [14]. 
Second, by using HOS, the computational time for clustering the text data reduces 
exponentially since the length of the numerical vector is decreased. Additionally, by 
using the fourth moments of HOS, each resulting numerical vector encapsulates more 
information than when using only one statistical value (first or second moment).

2.4 Data representation and clustering

Clustering and representation techniques assist with adequately exploring data 
collection and identifying clusters of similar information that share similar properties 
[15]. For example, to cluster text, the following algorithms have been used: Support 
Vector Machine (SVM) [16], k-means [17], Principal Component Analysis (PCA) 
[18], and Kohonen Self-Organizing Map (SOM) [19]. A full review of different 
clustering algorithms can be found in [20]. As shown in the work of [19], the unsu-
pervised ML algorithm SOM [21, 22] has proven to have excellent performance when 
clustering text data and reducing its dimensionality. Additionally, as presented in the 
work of [23].

“SOM acts as a nonlinear data transformation in which data from a high-dimensional 
space are transformed into a low-dimensional space (usually a space of two or three 
dimensions), while the topology of the original high-dimensional space is preserved. 
SOM has the advantage of delivering two-dimensional maps that visualizes data 
clusters that reflect the topology of the original high-dimensional space.”

In the proposed experiment, the algorithm of choice for Clustering is SOM, 
which takes advantage of both clustering and dimensionality reduction [21, 22]. 
SOM acts as a nonlinear data transformation in which data from a high-dimensional 
space are transformed into a low-dimensional space (usually a space of two or 
three dimensions) while preserving the topology of the original high-dimensional 
space. Topology preservation means that if two data points are similar in the high-
dimensional space, they are necessarily close in the new low-dimensional space, and 
hence, they are placed within the same cluster. This low-dimensional space, usually 
represented by a planar grid with a fixed number of points, is called a map. Each 
node of this map has specific coordinates (xi,1, xi,2) and an associated n-dimensional 
vector or Best Matching Unit (BMU) in such a way that similar data points in the high 
dimensional space are given similar coordinates. Moreover, each node of the map 
represents the average of the n-dimensional original observed data that, after itera-
tion, belongs to this node [14]. SOM is an algorithm that helps navigates a dataset. It 
represents the many dimensions of a dataset into one or two dimensions, allowing a 
deep understanding of such a dataset.

3. Results

At this point, the text of the academic publications and the humanitarian mis-
sion statements are comparable since both were encoded with the same method 
(Word2Vec). Therefore, they can be clustered using the SOM algorithm presented 
in the previous section. The first attempts to unify the narratives showed that the 
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number of texts still creates confusion, as many studies and mission statements do 
not focus specifically on architectural practices in disaster response. Instead, such 
clustering has a general approach, making it challenging to select studies or tools to 
answer questions about spatial or constructive problems. Therefore, we will use the 
SOM as a first filter to narrow the focus to specific tasks (architectural practices). The 
SOM algorithm allows us to have an organized view of the data; that is to say, we can 
make a selection based on a specific approach. Thus, it will enable us to concentrate 
on the information relevant to the focus of this experiment.

The filtering will be performed on both datasets beginning with the mission state-
ments of humanitarian organizations. For this purpose, the numerical vectors repre-
senting the texts from humanitarian organizations were fed as inputs in a 10x10 SOM 
grid. The algorithm started with an initial distribution of random weights, and over 

Figure 3. 
The SOM HO is a SOM grid of 10×10 data from the humanitarian organization data.
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1 million epochs eventually settled into a map of stable zones or clusters. The output 
layer can be visualized as a smooth changing spectrum where each SOM node has its 
coordinates and an associated n-dimensional vector or Best Matching Unit (BMU). 
For visualization purposes, a color assigned to the weight value (n-dimensional vec-
tor) of each BMU and a list of keywords are displayed together. The keywords are the 
most common terms used in the texts that are clustered in each SOM node. The size of 
the word represents the number of occasions the word appeared in the group of text. 
Figure 3 shows the consistency in clustering, such as similar keywords being positioned 
close to each other. This trained SOM grid can be considered a common ground for the 
mission statements of humanitarian organizations, which will be called SOM HO.

Figure 4. 
Shows the activated cells of the SOM HO, where humanitarian organizations that share a common interest in 
academic writing are found.
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Although this SOM HO represents data in an organized manner, it also contains 
data on humanitarian organizations that may not be relevant to this thesis’s focus. As 
our focus is on architectural practices for natural disaster response, we will perform 
filtering of the humanitarian organization’s data based on similar interests shared 
with academic publications. When a new dataset is fed to a trained SOM, each unique 
data point measures its Euclidean distance to each BMU of the trained SOM. The 
closer the distance, the better the data point fits that node. When feeding the data on 
academic literature into the trained SOM HO, this data activates a specific number of 
cells. Hence, the data we will take for creating our final common ground comes only 
from the cells activated by the academic publication data. Figure 4 shows the acti-
vated cells of the SOM HO, where humanitarian organizations that share a common 
interest in academic writing are found.

After collecting all the activated cells, 1081 humanitarian organizations out of 
the original list of 1930 were filtered. Some of the selected humanitarian organiza-
tions are: The International NGO Safety Organization, Nansen International Office 
for Refugees, Peoplesafe, Rise Against Hunger, SeedChange, and Association of 
Assistance Solidarity Supportiveness of Refugees and Asylum Seekers.

A similar filtering process was performed on the data on academic writing––ini-
tially 8364. First, the encoded abstracts were fed into a new 2D SOM algorithm of 
10×10, where each text was clustered based on the similarity of content (the training 
procedure was like that in the case of humanitarian organization mission state-
ments)—creating a SOM of academic publications, which we will call SOM AP. The 
filtering constraint was defined by a sample of publications that will be taken as 
exemplary text. Those samples of academic publications concentrate on architectural 
practices for disaster response. Such selected academic publications were fed into 
the trained SOM AP and found some cells with similar approaches. Out of the 8364 
abstracts, 835 were selected. Figure 5 shows the Map of Events AP and the selected 
cells matching the selected publications.

Figure 5. 
SOM 10×10 of abstracts and the selected cells based on specific literature. Resulting in the final filtering of 835 
abstracts.
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The filtered dataset of humanitarian organizations (1082) was joined with 
the filtered dataset of academic publications (835), creating a new dataset of 
1917 texts. These data were fed as input in a new SOM grid of 10×10 that, after 
a million iterations, settled into a map of clustered texts or what we will call a 
final Common Ground (Figure 6). Such a Common Ground joins two discourses 
regarding disaster response in an organized manner that serves as a ground for 
articulating informed decisions, which will emerge out of specific requirements 
and interests.

4. Validation

To validate the proposed approach, we will take international news (reports on 
natural disasters and their impact on the communities) since, after a natural disaster, 
the first source of information comes from that source. It should be emphasized 
that any query can be taken, being this something very particular or something 

Figure 6. 
Common Ground, a SOM of 10x10 trained with joined data from filtered humanitarian organizations (1082) 
and academic writing from the field of disaster response (835).
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descriptive, as in the case of the news. For experimental purposes, the specific inter-
est (query) was extracted from news describing three natural disasters of the last 
5 years.

The first one was the 2016 Earthquake of magnitude 7.8 on the Ecuadorian coast:

“A magnitude 7.8 earthquake rocked Ecuador’s coast on April 16, 2016 — killing 
almost 700 people and leveling homes, schools, and infrastructure. More than 6,000 
people were severely injured. The quake’s epicenter was offshore, about 17 miles from 
the town of Muisne in Manabí province and 100 miles northwest of Quito, the capital. 
After the quake, more than 700,000 people needed assistance. An estimated 35,000 
houses were destroyed or badly damaged, leaving more than 100,000 people in need of 
shelter. Water, sanitation, and healthcare facilities were also destroyed.” [21, 22]

The second one from the 2019 earthquake of 5.4 magnitude in Costa Rica.

“A magnitude 5.4 earthquake shook much of Costa Rica at 7:33 p.m., according to 
preliminary data from the National Seismological Network (RSN). The tremor had 
an epicenter near Arancibia, Puntarenas, which is located about 45 miles northwest 
of San José and its surrounding Greater Metropolitan Area. RSN indicates the quake 
was felt throughout the Central Valley, home to nearly three-quarters of Costa Rica’s 
population. There have not been any immediate reports of substantial damage. 
“According to preliminary data from the emergency committees, so far there is no 
report of damage after the perceived earthquake, “said the National Emergency 
Commission (CNE) in a post. The National Seismological Network has already 
reported at least one aftershock, which occurred at 7:38 p.m. and had a similar 
epicenter.” [23]

The third one from the 2019 earthquake with a magnitude of 6.5 in Indonesia.

“A 6.5-magnitude earthquake struck the remote Maluku Islands in eastern Indonesia 
on Thursday morning, killing at least 20 people. Indonesian officials said the quake, 
which was detected at 8:46 a.m. local time, did not present the threat of a tsunami. 
But it was classified as a “strong“ earthquake in Ambon, a city of more than 300,000 
people and the capital of Maluku Province. The United States Geological Survey said 
the epicenter was about 23 miles’ northeast of Ambon. At least 20 people were killed 
in the quake, the authorities said, including a man who was killed when a building 
partially collapsed at an Islamic university in Ambon, according to Reuters. More 
than 100 people were reported injured in the quake, and the authorities said about 
2,000 had been displaced from their homes.” [24]

All queries were pre-processed and fed into the trained Word2Vec model to 
extract its word embeddings. The output of the Word2Vec model was encoded with 
HOS (see section Data Processing), having a final vector of 200 dimensions for each 
query. Each query vector was then fed into the final Common Ground, SOM of 10×10, 
(Figure 7), finding the closest Euclidean distance to a BMU. Figure 7 displays the 
closest BMU concerning each query vector. For the first case study, the keywords in 
the selected cell are: community, earthquake, risk, and safety. For the second case 
study, the keywords in the selected cell are: disaster, community, study, and manage-
ment. For the third case study, the keywords in the selected cell are: energy, disaster, 
policy, study.
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5. Discussion

As explained in the Introduction, this research focuses on operations for disaster 
response, where information has to be concise and arrives on time for decision-mak-
ers at the operational level to make an informed decision. The selected case studies are 
only a subsample of the different scenarios investigated in this work. The final output 
for each query was four organizations, and four studies were selected (Figure 8). 
These texts belong to the set of texts grouped in the BMU assigned to each query.

A correlation with the specific interest can be observed when analyzing the 
final output. Let us focus on the first case study. Here we can see that the keywords 
extracted from the first query (2016 Earthquake of magnitude 7.8 on the Ecuadorian 
coast) are: earthquake, people, severely, assistance, shelter, health care, facility; and 
that those assigned to the BMU were: community, earthquake, risk, safety; have 
several overlapping, which demonstrates the consistency in the clustering. Within 
the selected cell were various humanitarian organizations and academic publications 
from different research fields such as health sciences, engineering, and architecture. 
These are all clustered together as they share similar keywords and concerns. This 
pattern will always occur; an output will always suggest a list of possible options from 
different fields of study. Therefore, the final selection, which can be called human 

Figure 7. 
On color, the BMU had the closest Euclidean distance to each query vector.
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supervision, ensures the success of the articulation. The decision-maker decides what 
kind of information is relevant for the decision-making based on particular concerns. 
In our case, as we focus mainly on architectural practices, the tools and organizations 
shown in the final outputs (Figure 8) are the ones with constructive and spatial focus.

The present experiment described a methodology that joined two discourses from 
the field of disaster response together to create a Common Ground, which then pro-
vided a ground for selecting and prioritizing information regarding a specific interest 
to articulate three final outputs. When working with a data-driven approach, there 
are often questions about whether the accuracy of the results can be trusted. To avoid 
this, the research proposed a methodology involving human and artificial intelligence 
interplay where accuracy is ensured by a series of filters that are user-dependent and 
secure the specificity of the result.

6. Conclusion and future work

First, several lists of humanitarian organizations indexed on the web con-
tain information that cannot be compared; in other words, most organizations 

Figure 8. 
A list of organizations and tools from the cluster text that belongs to the BMU closest to each query vector.
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registered in one source are not present in another. To settle on a reliable source, one 
must navigate and filter through to get a representative number. Second, several 
approaches from different disciplines share similar keywords, e.g., academic writing 
from the field of health with the field of building safety assessments. Though both 
are extremely necessary, their approaches are entirely different. Therefore, even if AI 
predicts similarities among them, humans must be present to make the final decision 
and selection.

Additionally, it was found that there is a lack of research on how to integrate AI 
into a workflow of large-scale disaster response, especially in countries with scarce 
resources. Therefore, in the future, we should look for ways to apply the proposed 
or similar methodologies to an ongoing disaster case study to validate the speed 
and relevance of the results. Besides, it would be interesting if researchers add new 
discourses to those proposed in this experiment, e.g., social media, as these will 
bring a new stakeholder approach to disaster response. Also, researchers can examine 
different ways of encoding text data into numerical vectors. For example, instead of 
using word embedding, the frequency of words used over time (Google Books Ngram 
Viewer) can be used, and the results of the present research can be compared with the 
latter.

To conclude, AI is a problem-solving tool tailored to specific problems. Therefore, 
in a natural disaster scenario, this type of intelligence can be beneficial. Many 
problems gather a massive amount of data that require considerable computational 
power, and there are usually few people available to process this data. Therefore, by 
joining the strengths of human cognition with the strengths of AI computing, this 
experiment illustrates a method for creating a Common Ground where we can depict 
collaboration among humanitarian organizations and researchers around the world to 
aid an informed response in the aftermath of a natural disaster.
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Chapter 5

Geophysical Investigations for
Design Parameters Related to
Geotechnical Engineering
Folahan Peter Ibitoye

Abstract

Geophysical investigations for design parameters related to geotechnical
engineering consider the application of geophysical methods such as electrical
methods, seismic methods, magnetic prospecting method, electromagnetic
prospecting methods, and these methods are needed to delineate the subsurface
geological features before the erection of building structures, and design parameters
used for geotechnical engineering can be investigated using geophysical methods.
Moreover, geological structures such as fractures, faults, contacts, dykes, etc. can
easily be delineated using geophysical methods, these geological structures are
responsible for ground subsidence, building foundation problems, and building fail-
ures, which can affect the development of geotechnical engineering, and case studies
will be referenced for easy understanding.

Keywords: engineering, geophysical, subsurface, fractures, design

1. Introduction

Geophysical investigations for design parameters related to geotechnical engineer-
ing provides a cost effective and faster way of civil engineering related investigations,
the reliable results usually obtained from integrated investigations are indispensable
in the pre-construction procedures, examples of such studies include [1–4]. In cases of
large area of coverage for construction of engineering structures, it becomes necessary
to adopt the use of geophysical methods as a means of reconnaissance procedure
before embarking on geotechnical investigation, in order to increase safety net ratio,
borehole drilling can be done without having environmental implication such as
drilling a confined fracture which can lead to flooding, drilling of contaminant plumes
prone subsoil which can cause groundwater contamination, omission of important
subsoil information along distances between boreholes. In order to perform a sound
geotechnical project design, the subsurface profile information must be obtained.
subsurface exploration also known as geotechnical investigations usually involves
drilling holes in the ground, retrieving soils or rock samples through the boreholes at
predictable depths, extent of subsoil exploration depends on the spread size of the
project (road, bridges, builds etc.). Geophysical investigations which are fast and cost
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effective avoid the destructive effects of drilling and can generate profile for the
subsurface features. Bearing capacity is the capacity of the soil beneath foundation to
support a super structure load. The maximum load-bearing capacity of the soil, that is
the maximum stress then soil can carry without failure, For instance, in the basement
complex of the south-western Nigeria, subsoil is categorized into sand, sandy-clay,
clayey sand, clay, lateritic-clay, clay to sand ratio determines the bearing capacity of
the soil beneath a foundation, the subsoil can be delineated by using geophysical
investigations. when the ultimate bearing capacity of the soil beneath a foundation is
exceeded by stress caused by the superstructure, the soil may compress and slide
(shear) and a sliding(shear) surface may develop in the soil, this is called bearing
capacity failure, this also manifests as cracks on the walls of a building [2]. Low
subsurface bearing capacity results in a case where the foundation settles excessively,
if the groundwater table is near the ground surface, it may affect the ultimate bearing
capacity, but if the groundwater table is close to the ground surface, it may not affect
the ultimate bearing capacity, groundwater table can be located through geophysical
investigations.

When saturated soil is subjected to an external load, the pore water pressure
increases immediately on the application of external load, with time, the increase of
pore water pressure gradually decreases and effective stress gradually increases, as
pore water drains from the soil, the pore volume and total volume of the soil gradually
decrease, it is important to locate the geologic features such as faults, fractures, dykes
using geophysical methods due to the fact that the drained water migrates from the
soil through the geologic features which serve a conduits for movement of ground-
water, but the soil exhibits weakness at these zones, therefore resulting into structural
failure. The soil volume decrease in the vertical direction due to primary consolida-
tion, thereby resulting into primary consolidation settlement, geophysical methods
can ascertain the sand and clay compartments of subsoil that can result into differen-
tial settlement.

The essence of an exploration phase of geotechnical engineering is to identify the
significant features of a typical geologic environment that may have significant impact
on the proposed construction of an engineering structure. This includes the definition
of the lateral distribution and thickness of the soil and rock strata within the zone of
influence of the proposed construction; definition of groundwater conditions consid-
ering seasonal changes; identification of geologic hazards such as unstable slopes,
faults, ground subsidence; identification of geologic materials for identification, clas-
sification and measurement of engineering properties

In this chapter, the applications of geophysical methods to derive the geotechnical
parameters needed for building design are thoroughly explained. Section 2 discusses
geotechnical parameters that can be derived from seismic refraction method. Section 3
discusses the application of the electrical method to the delineation of geotechnical
parameters necessary for building construction, important factors such as subsurface
layers and geologic features were explained. Section 4 illustrated the brief concept of
magnetic method. Section 5 explains the application of Very Low Frequency Electro-
magnetic Method (VLF-EM). Section 6 explains relevant case studies.

2. Seismic exploration

The origin of seismic methods dates back to the early 1900s when instrumentation
was designed to detect wave signals propagating through the earth arising from
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earthquakes. These waves propagated outwards from the focus (source) of the earth-
quakes and were detected and recorded by instruments on the surface of the earth. The
study and analysis of the recorded signals resulted in the resolution of the source/focus
and the magnitude of the earthquake. More importantly the nature of the internal
structure of the earth’s subsurface was well known from more detailed analysis of the
form of the recorded waves and their travelled ray trajectories. These records showed
waves that had propagated deep into the earth and had been reflected and/or refracted
back to the surface from seismic/acoustic interfaces of the subsurface.

By the extension of these earthquake studies, the techniques of refraction and
reflection seismology using artificial seismic sources were carried out about 1915 by
Minthrop.

Seismic surveying has since been and still is the single most utilised geophysical
surveying method in the search for oil and gas and also in hydrogeological, environ-
mental and geotechnical problems. Seismic waves are generated and they propagate
through the earth, get detected and recorded usually on the surface of the earth.

2.1 Seismic waves

Seismic waves are elastic waves that travel within the Earth; i.e. they spread out
from a source by elastic deformation of the rocks through which they travel. This
propagation depends on elastic properties that are described by the relationships
between stress and strain. The linear relationship between stress and strain in the
elastic range is specified for any material by its various elastic moduli), each of which
expresses the ratio of a particular type of stress to the resultant strain. Seismic wave
velocities are determined by the type of seismic wave and by elastic modulus and the
density of the rocks they travel through. There are two groups of seismic waves: body
waves and surface waves.

Body Waves: an elastic medium can be subjected to two types of deformation;
namely the compressional/dilatational and Shear. Hence all the elastic waves are
basically ‘compressional/dilatational’ or ‘shear’ waves. The essential difference
between the two types is that one entails a volume change without rotation of the
medium particles, whereas the entails rotation without any change of volume. These
first two waves propagate along the surface or into the subsurface, returning to the
surface by reflection or refraction.

• Compressional or P-(primary) wave: They cause a back-and-forth (compressional)
motion which is parallel to the direction in which the wave is travelling.

• Shear or S waves: They cause a to-and-fro (shear) motion which is perpendicular
to the direction in which the wave is travelling. Particle motions involve
oscillation about a fixed-point at right angles to the direction of wave
propagation. If all the particle oscillations are in the same plane, the shear wave is
said to be plane-polarised. Unlike compressional waves, shear waves cannot
travel through liquids or gases.

The equations of motion for dilatation(P-wave) and shear (S-wave) disturbances
can be derived in terms of dilatational and rotational strain the results obtained from
these equations is that the velocities of P- and S-waves (Vp and Vs) respectively are
related to the elastic moduli and density of material. The relationships are shown
below:
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2.2 P-wave velocity

Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K þ 4

3
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μ

ρ

s
(1)

This involves change of shape and volume

2.3 S-wave velocity

Vs ¼ μ

ρ

� �1
2

(2)

Vs ¼
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ε

ρ

1
2 1þ σð Þ

s
(3)

This involves Change in shape only
Where,
K = Bulk modulus
σ = Poisson ratio
ε= Young modulus
μ= Shear modulus/Lame’s constant
ρ = Density of the medium
These symbols are described in the diagram shown below:
Once the seismic wave velocities are measured, shear modulus (μ), Bulk modulus

(K), Young’s modulus or modulus of elasticity (ε), Poisson’s ratio (σ), Oedometric
modulus (εc) and other elastic parameters may be obtained from the Eqs. (4)–(11)
below. These expressions make the determination of the geotechnical parameters
needed for building design as derived below:

1.Shear Modulus: Shear modulus (μ) relates Shear wave velocity with acceleration
due to gravity as expressed in Eq. (4)

μ ¼ γVs
2

g
(4)

Where g is the acceleration due to gravity (9.8 m/s2), where g is given as γ=ρ , γ is
the unit weight of the soil and ρ is the mass density. The unit mass density relates
with P-wave velocity Vp as shown in Eq. (5)

γ ¼ γ0 þ 0:002VP (5)

γ0 is defined as the reference unit weight value in KN/m3 [3, 5, 6]. γo = 16 for
loose, sandy and clayey soil. According to [5], some elastic parameters were
defined in Eqs. (6)–(9):

2.Young’s modulus/modulus of elasticity (E)

E ¼ 2μ 1þ σð Þ (6)
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μ is shear modulus and σ is the Poisson’s ratio.

3.Oedometric modulus (Ec) given by Eq. (7)

Ec ¼ 1� σð ÞE
1þ σð Þ 1� 2σð Þ (7)

E is modulus of elasticity

4.Bulk modulus (K) is expressed by Eq. (8) as

K ¼ 2μ 1þ σð Þ
3 1� 2σð Þ (8)

5.Poisson’s ratio (σ) is given as in Eq. (9) as

σ ¼ α� 2
2 α� 1ð Þ (9)

Where

α ¼ Ec

μ
¼ Vp

VS

� �2

(10)

6.Subgrade Coefficient (Ks), ultimate bearing capacity qf and allowable bearing
pressure are given by Eqs (11)–(13) according as,

KS ¼ 4γVS (11)

7.Ultimate Failure (Ultimate Bearing Capacity (qf))

qf ¼
KS

40
(12)

which is for shallow foundation.

8. Allowable Bearing Pressure (qa)

qa ¼
qf
n

(13)

Where n is the factor of safety (n = 4.0 for soils)

The basic requirement for construction or foundation sites is low compressibility
and compliance and high bearing capacity which can be estimated from the
reciprocal values of bulk modulus (K) and Young’s modulus (E) respectively.
Shear modulus and shear wave velocity of the soil layer is reduced with
increasing shear strain [7]
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3. Electrical method

The purpose of electrical resistivity survey is to determine the subsurface resistivity
distribution bymakingmeasurements on the ground surface. Electrical resistivitymethod
involves the passage of direct current, (DC) into the ground through two current elec-
trodes (C1 and C2)while the resulting potential difference ismeasured across another pair
of electrodes called potentials electrodes (P1 and P2), which may or may not be located
within the current electrode pair, depending on the electrode array.

The apparent resistivity of the ground is calculated from the measured resistance
(R). The survey techniques includes the Vertical Electrical Sounding (VES) and hor-
izontal profiling (HP). Variations of the apparent resistivity with depth are measured
in the VES technique, while lateral variations in ground resistivity are measured in the
HP technique.

These variations in the resistivity of rocks are influenced by factors such as poros-
ity, degree of fluid saturation, temperature, rock texture, rock types, geological pro-
cesses and permeability. Geologic features such as fractures, fault zones, contacts can
be easily delineated using the electrical, subsurface layers configuration can also be
easily ranked based on their competence, soil corosivity can also be ranked and
classified for burying of metallic structures during building constructions.

Outlined below are important areas of applications of electrical resistivity method
in site characterization.

4. Depth to Bedrock determination

The determination of the overburden thickness and hence depth to the bedrock at
a construction site or along the highway road is one of the major applications of
electrical resistivity in site investigation. The depth to the competent bedrock is given
by the total overburden thickness resting on the bedrock. Depth to bedrock is
obtained from the summation of the thicknesses of the layers that constitutes the
lithologic sequence in an area.

5. Structural mapping of the Bedrock

The structural setting of the bedrock (possible fault location, fracture, joints, buried
river channels etc.) can be investigated with the seismic and electrical resistivity method.
Fractures in bedrock occur most often in competent rocks unable to adjust to the stresses
placed upon them. Fractures in bedrock are characterized by moisture making them
more electrically conductive than a non-fractured bedrock. Fractured region may be
topographically more depressed than the surrounding unfractured bedrock.

6. Location of construction materials

Electrical resistivity profiling method is mainly used in the search for sand and
gravel deposits needed for construction projects. The data can be inverted to
depict the resistivity variation, both laterally and vertically, against depth. The low-
resistivity area (less than 20 ohm-m) corresponds to clay layers and high-resistivity
zones (greater than 100 ohm-m) correspond to sand and gravel lenses.
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7. Soil corrosivity

Corrosivity is defined as soil’s ability to corrode a material that may be buried in it. As
soils at building site would normally host metallic pipes etc., it becomes mandatory that a
well-organized site testing exercise be carried out to evaluate soil aggressivity
(corrosivity) taking into consideration the type of materials to be buried in it. The degree
of corrosivity of the soil can be predicted using the electrical resistivity values. The
electrical resistivity values of the top soil at the site can be used to assess the corrosivity of
the soil of that site. Soils with resistivity values of less or equal to 10 ohm-m are strongly
corrosive. Soils with resistivity values ranging between 10 and 60 ohm-m are moderately
corrosive while those with resistivity between 60 and 180 ohm-m are slightly corrosive.
Soils with resistivity values greater than 180 ohm-m are practically non corrosive.

8. Site subsoil competence

The strength of any geological material is influenced by several factors such as the
mineralogy of its particles, the character of the particle contrast and agents of
weathering. However, in a given locality, apparent resistivity values can be used for
the evaluation of earth materials and their competence. Materials underlying a site can
be judged to be generally competent or incompetent. High apparent resistivity zones
are said to be competent in comparison with regions of relatively low resistivity
values. Certain ranges of apparent resistivity values can be correlated with lithologic
competence.

9. Mapping of seepage zones

Earth and rock-fill dams are large civil engineering structures designed to impound
surface water. The design of dams makes provisions for control seepage and spillage.
In spite of advances made in the field of geotechnical engineering, it is not possible to
have 100% leak-proof structure. Anomalous seepages may sometimes occur through
permeable soils, rock aquifers controlled by their structural bedrock topography and
fault/joints structures. Geophysical method play an important role in mapping seep-
age paths and monitoring the changes of the seepage with time, enabling to plan
technically and economically worthwhile remedial measures

10. Magnetic prospecting method

The origin of the earth’s magnetism is commonly believed to be the liquid part of
the earth’s core, which cools at the outside as a result of which material becomes
denser and sinks towards the inside of the outer core and new warm liquid matter
rises to the outside; thus, convection currents are generated by liquid metallic matter
which move through a weak cosmic magnetic field which subsequently generates
induction currents. It is this induction current that generate the earth’s crust magnetic
field. Most rocks of the earth’s crust contain crystals with magnetic minerals; thus
most rocks have a certain amount of magnetism, which usually has two components
induced by the magnetic field present while taking measurement, and remanent
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which is formed during geologic history [8]. The aim of magnetic survey is to inves-
tigate subsurface geology on the basis of anomalies in the Earth’s magnetic field
resulting from the magnetic properties of the rocks [9]. Although most rock-forming
minerals are effectively nonmagnetic, certain rock types contain sufficient magnetic
minerals to produce significant magnetic anomalies. An observed anomalous magne-
tization might be associated with buried magnetic objects that are potentially of
commercial interest. Anomalies recorded in the measured field are interpreted in
terms of variations in magnetic susceptibility and/or remanent magnetism, the phys-
ical rock properties affecting the measurements. Magnetic susceptibility is the physi-
cal property on which the response of magnetic method is based, and it is the property
whose distribution we are trying to investigate.

11. Very low frequency electromagnetic method

Very Low Frequency (VLF-EM) is an effective reconnaissance geophysical tool for
mapping geologic features. It may be used wherever an electrical conductivity con-
trast exists between geological units, this includes Fault mapping, Groundwater
investigation, Overburden (summation of all the materials on the bedrock) mapping,
contaminant mapping. Electrical conductive features include fault zones which tend
to be more conductive than the surrounding bedrock or host rock. Other conductive
geologic units include moist, clayey or fine grained soils which tends to be more
conductive than dry, sandy or coarse grained soils. Hence, these geologic objectives
are reasonable “targets” and can be mapped using electromagnetic methods. In
reconnaissance mode, VLF profiles can be run quickly and inexpensively to determine
anomalous areas which requires further investigation.

12. Case studies: application of electrical and very low frequency
electromagnetic method to pre-construction investigations

12.1 Site descriptions, geomorphology and physiography

The study area as shown in Figure 1 is located within Igarra, Southwestern Nigeria
expressed in Universal Traverse Mercator (UTM) Zone 3, and the study area is located
within Northings 807054 mN and 807265 mN and Eastings 179000 mE and
179210 mE. The landforms are of two main groups, the high hills which are found in
the north-eastern part of Igarra, while the other is low lying around north-western and
south-western part of Igarra. The Igarra area is made up of untarred roads, footpaths,
rivers, the tributaries converges at the point to form rivers which flows along the
strike direction of the outcrops in the area.

12.2 Brief geology of the study area

Three major rocks overlie the basement complex in the Igarra area. The
successions of the rocks are namely;

• Granodiorite which are rich in biotite and hornblende, diorite which are
unmetamorphosised pegmatite which has large quartz clasts.
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• Rocks formed under low temperature and pressure(low grade
metasediments) such as schists, calc-silicate gneiss, marble, metaconglomerate
and quartzites.

• Metamorphic rocks such as gneiss rich in biotite-hornblende with bands of
minerals, the metasediments are younger than the basement complex [10] and
the older granites represents the youngest group of rocks of the Precambrian age
in this area.

The sequence of rocks in the Igarra area is made up of four main groups which
includes Calc-silicate gneiss and marble, Metaconglomerate, Mica-schist and Quartz-
biotite schist

12.3 Method of study

The geophysical investigation involved electrical resistivity method (Dipole-
Dipole Technique) and Very Low Frequency-Electromagnetic Method, the steps
includes geologic mapping (reconnaissance survey of the study area) and establishing
of traverses, production of geophysical location maps from the base/topographical
map, data acquisition for all the geophysical methods followed by processing and
interpretation. Inverted 2D Model of VLF data was generated using K-H Filter
(Karous-Hjelt Filtering software). The Dipole-Dipole array was used for the data
acquisition. The inter-electrode spacing (a) of 5 m was adopted while inter-dipole

Figure 1.
Data acquisition map of the study area.
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separation factor (n) was varied from 1–5. The apparent resistivity values were calcu-
lated using πn(n + 1)(n + 2)a as the geometric factor. 2-D inversion modelling of the
Dipole-Dipole data was carried out using DIPROTM Software developed by the Korea
Institute of Geoscience and Mineral Resources

12.4 2-D resistivity structure along South-North direction

The dipole-dipole pseudosections and the 2D resistivity structure along the S-N
direction are shown in Figure 2. The 2D resistivity structure revealed four geoelectric/
geologic subsurface layers marked A, B, C and D separated by geologic boundaries;
namely topsoil marked by A (generally blue colour except at few points with green
colour), B (green and blue colour), weathered/fractured basement marked by C
(generally green except at few points with yellow colour).The topsoil is generally thin
and subsume into the weathered layer in many places due to its thickness and it is
characterised mainly by clay but few sandy clay. The weathered layer is characterised
by clay and sandy clay, its thickness increases from the centre of the traverse towards
the southern and the northern flanks respectively. The northern flank of the weath-
ered layer exhibit very low resistivity values which may be due to high level of
saturation and diagnostic effect of wet clay.

The weathered/fractured basement is characterised by two linear features which
are between stations 4 and 5(distance at 40 m and 50 m) and stations 14 and 16

Figure 2.
2-D modelling of dipole-dipole along S-N direction.
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(distance at 140 m and 160 m). The upper part of the weathered/fractured basement
exhibits lower resistivity than its lower section, signifying that the upper part (green
colour) is more weathered than the lower part of the pseudosection.

The depth to bedrock is thinner between stations 7 and 10 (distance at 70 m and
100 m), but increases towards the southern flank (between stations 2 and 7) and
increases towards the northern flank(stations 10 and 19), this shows that the bedrock
extends beyond the depth of study (30 m) between the stations 2 and 6 and stations 12
and 19. The overburden at the northern flank is characterised by higher portion of clay
due to its lower resistivity values when compared with the southern flank.

12.5 2-D resistivity structure along West-East direction

The 2D resistivity structure (Figure 3) reveals four geologic/geoelectric subsurface
layers separated by geologic boundaries; namely topsoil marked by A (generally blue
except few points with yellow and green colour), weathered layer marked B (gener-
ally blue except few points with yellow and green colour), weathered/fractured

Figure 3.
2-D modelling of dipole-dipole along West-East direction.
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basement marked C (green and yellow colour) and fresh basement marked D (gener-
ally red except few points with yellow colour). The topsoil is generally thin but
subsume into the weathered layer in many places due to its thickness, the topsoil is
characterised mainly by clay with few portions of laterite and sandy clay. The weath-
ered layer is characterised mainly by clay (lowest resistivity represented by blue
colour) between stations 5 and 8 (distance at 50 m and 80 m), but the resistivity
values increases from the above stations towards the western and the eastern flank
signifying the reduction of clay to sand ratio.

A linear feature is noticed between stations 5 and 7 (distance at 50 m and 70 m)
which has significant depth extent. The low resistivity zone is between stations 5 and 7
(50 m–70 m) which could be diagnostic of a suspected fault zone with a width of
approximately 19 m. The suspected fault zone is flanked on both sides by regions of
higher resistivity. The extremely low resistivity value (blue colour) that was noticed at
the lower part of the fault zone signifies the effect of high saturation and diagnostic
effect of wet clay. The resistive parts are seen at the lower part of the section which is
the fresh basement.

Figure 4.
VLF profile and inverted 2D model obtained along traverse one (S-N).
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12.6 VLF profile along South-North and West-East direction

On the traverse one which is trending South-North, the VLF-EM profile
(Figure 4) identified peak positive filtered real values at distances 2 m, 40 m, 83 m,
110 m, 138 m, 168 m and 200 m. The amplitude of the peak positive filtered real
values are very low, the inverted model shows that most of the peaks manifest as non-
anomalous conductive zones, except for the peak positive filtered real noticed at
200 m. The VLF-EM profile and the inverted model are shown on the profile.

On the traverse trending North-South, the VLF-EM profile (Figure 5) identified
peak positive filtered real values at distances 18 m, 43 m and 58 m. The amplitude of
the peak positive filtered real values are very low, the inverted model shows that most
of the peaks manifest as non-anomalous conductive zones, except for the peak posi-
tive filtered real noticed at 18 m.

On the baseline which is trending West-East direction, the VLF-EM profile and the
inverted model are shown in Figure 6, the VLF-EM profile identified peak positive
filtered real values at distances 18 m, 32 m, 46 m, 60 m, 82 m, 112 m and 138 m, the

Figure 5.
VLF profile and inverted 2D model obtained along traverse three (South-North).
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observation agree with conductive zones delineated by the inverted model at distance
20–60 m, 80–100 m and 122–138 m. The conductive zone between distance 122–138 m
and 20–60 m are typical of a linear feature (fracture) because of its depth and it is
dipping to the west.

On the traverse which is trending West-East, the VLF-EM profile and the inverted
model are shown in Figure 7. The VLF-EM profile identified peak positive filtered real
values at distance 78 m, 102 m, 118 m and 138 m, the observations agree with the
conductive zones delineated at distances 3–20 m, 110–140 m, the conductive zones
between 110 m and 140 m is typical of a linear feature (fracture) and it is dipping to
the east.

13. Conclusion

In this chapter geophysical investigations for design parameters related to
geotechnical engineering was explored.

The strength of the geophysical methods lies in the ability of the method to image
the subsurface in a faster and cost effective approach when compared with geotech-
nical investigations. Geophysical methods provides adequate guidance to civil engi-
neers before embarking in boring and drilling operations, this will avoid excessive

Figure 6.
VLF profile and inverted 2D model obtained along baseline (West-East).
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damage of subsurface materials which result in environmental risks such as flooding
activities.

Seismic refraction, electrical methods, electromagnetic method and magnetic
method have been proven to be useful for evaluating design parameters/geologic
subsurface deductions needed before the construction of engineering structures such
as buildings, rail ways, dams, bridges etc. Case studies involving the application of
electrical method and Very Low Frequency Electromagnetic method at Study area
within Igarra, South-western Nigeria was explained to reveal the importance of geo-
physical methods in geotechnical engineering. Geologic features such as faults and
fractures were delineated from the Electrical Resistivity Image of the subsurface, VLF
profile and the Inverted 2D Model, the compositions (sandy clay, clay, clayey sand
and laterite) of the subsurface/geoelectric layers were also classified based on their
competence.

In conclusion, the importance of geophysical investigations for evaluation of the
design parameters related to geotechnical engineering cannot be neglected in the
pre-construction phase.

Figure 7.
VLF profile and inverted 2D model obtained along traverse two (West-East).
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Chapter 6

Rock Slope Stability under
Temperature Fluctuations
Dagan Bakun-Mazor

Abstract

Air temperature fluctuations cause intermittent shrinkage and expansion of rock
blocks close to the surface. These cyclic deformations can bring cumulative and irre-
versible displacement of blocks down rock slopes, creating potentially dangerous con-
ditions. This chapter presents examples from stations monitoring various slopes and
natural cliffs that illustrate this phenomenon. The chapter will also present the results of
a laboratory experiment performed on a block system that simulates the typical geolog-
ical structure of a slope in a stratified and cracked rock mass. Inside a tensile crack, a
prismatic rock block serves as a wedge capable of accelerating the cumulative displace-
ment. The results obtained from the laboratory measurements serve as a basis for
calibrating analytical and numerical 3D models of the problem. The results of the
laboratory experiment and the numerical models clearly show that the wedge is of great
importance in accelerating the rate of movement of the blocks on the slope. Further
numerical analysis performed on blocks on the slopes of Mount Masada shows that
temperature changes alone could explain the blocks’ detachment from the slope.

Keywords: rock slope stability, wedging mechanism, thermomechanical response,
3DEC, field monitoring observation

1. Introduction

Observations from monitoring stations in rock slopes around the world indicate
thermally induced cumulative deformations of removable rock blocks. Although tem-
perature fluctuations are cyclical, the reaction of the rock is not necessarily so, indi-
cating that the mere accumulation of plastic deformations that weaken the mass of the
rock can lead to rock failure.

The first time the research group of which I was a member noticed the phenome-
non was when monitoring blocks that had detached from the rock mass in the eastern
cliff of Mount Masada, in Israel’s Judean Desert. During 1998, as part of a project to
build a new cable car to the mountaintop, the group monitored blocks whose stability
was questionable [1]. Joint meters were installed to measure joint displacement along
the tensile joints that separate the blocks from the rock mass. Temperature and
humidity meters were also installed.

The location of Mount Masada along the Dead Sea transform, just near the Dead
Sea, is shown in Figure 1A. The main monitored block (referred to as “Block 1”) is
shown in the picture in Figure 1B, taken before the construction of the new station.

103



(The old cable car station is shown beneath the block.) In the picture in Figure 1C,
taken after the completion of the new station and the access road from it to the
mountaintop, you can see the proximity of the block to the visitor area. The results of
the monitoring station are shown in Figure 1D. The results indicate a direct relation-
ship between seasonal temperature changes and joint displacement [1]. At the end of
that monitoring campaign, it was decided to anchor the block to the rock mass.

Another observation fromMasada was obtained from a research station installed on
the western side of the mountain in 2009 [2]. This station was installed near the Roman
Ramp (Figure 2A). The station consisted of four joint meters, an air temperature sensor,
and a humidity sensor (Figure 2B). The monitoring results over 2 years are shown in
Figure 2C, where joint openings are shown in black lines, and air temperature is in blue.
A cumulative opening of the joints can be seen as a function of air temperature.

Various other studies by worldwide monitoring stations noticed the cumulative
displacement of blocks on rock slopes as a response to temperature fluctuations. For
example, Vlcko et al. [3] monitored selected castles on rock cliffs to preserve cultural

Figure 1.
Observation from a monitoring station at the eastern cliff of Masada. A) Location map, B) the snake path cliff
with the old cable car station, C) the monitored sliding block (“Block 1”), and D) the obtained monitoring results
during 1998 (After Hatzor et al. [1]).
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heritage sites. They reported a thermal response of rocks as a result of seasonal
periodic temperature changes.

Gischig et al. [4] monitored the rock slope instability above Randa (Switzerland)
and measured temperature-controlled deformation trends at depths up to 68 meters.
They interpreted this seasonal deformation trend as being controlled by thermome-
chanical effects driven by near-surface temperature cycles. Natural rock slope defor-
mations across fractures, predominantly in a chert rock mass, were monitored by
Mufundirwa et al. [5]. They proposed a new method to minimize displacement propor-
tional to temperature and reported thermally induced rock mass movements. In their
pioneering study, Gunzburger et al. [6] suggested that temperature fluctuations cause
cumulative deformations in systems with a preferred sliding surface directionality.

These are just a few works from a wide variety of projects for monitoring rock
movements along slopes. One of the difficulties is isolating the temperature’s effect
from the other factors that can lead to slope failure, as discussed by Fiorucci et al. [7].
Moreover, asymmetry in the block system leads to the development of preferred
directional stresses that can induce permanent displacement of rock blocks.

This chapter demonstrates a mechanism capable of explaining the cumulative
displacement of rock blocks on a slope due to temperature fluctuations. First, I present
the mechanism and describe laboratory procedures that tested the mechanism and,
and then the use of numerical simulations to analyze a case study in the field.

2. The Ratchet mechanism

2.1 Mechanism description

The ratchet model is one of the mechanisms that can explain cumulative displace-
ment driven by temperature changes. A schematic diagram depicting the mechanism

Figure 2.
Observation from the monitoring station at the western cliff of Masada. A) Station location, B) station setup, and
C) obtained results (After Bakun-Mazor et al. [2]).
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in a stratified and jointed rock mass is shown in Figure 3. The components of the
mechanism are shown in Figure 3A. A sliding block detached from the rock mass at a
tension crack lies on a sliding surface. Rock fragments inside the tension crack func-
tion as wedge blocks in the ratchet mechanism. During cooling episodes (Figure 3B),
the system contracts, and the tension crack opens. As a result, the rock fragments slide
into the gradual opening of the crack. During heating episodes (Figure 3C), the
system expands. The sliding block also expands and aims to close the tension crack.
However, the rock fragments inside the crack are locked in place, resulting in the
sliding block moving down the slope.

A striking example of this can be inferred along a rock column in the Larzac
Plateau (Southern France), as reported by Taboada et al. [8] and shown in Figure 4. It
has nicely appeared that the rock column has a thermomechanical creep, and perma-
nent deformations are associated with mechanical forces induced by short-term ther-
mal cycles. Additional examples of potential wedging mechanisms are shown in the
images in Figure 5.

A one-dimensional analytical solution to the mechanism mentioned above was
developed by Pasten [9]. The solution, which also is presented in detail in Bakun-
Mazor et al. [10], consists of three displacement components. One component
depends on the thermal expansion of the block system. The other two components
depend on the ability of the sliding block to absorb some of the deformations elasti-
cally through elastic deformation of both the sliding block and the sliding surface
upon which it rests. However, if the thermal expansion component is greater than the
elastic components, the block is expected to accumulate plastic deformations reflected
in its relative sliding down the slope.

Figure 3.
The ratchet model. A) Model components along a rock slope, B) rock contraction at cooling episode, and C) rock
expansion at heating episode.

Figure 4.
Example from monitoring station at Larzac Plateau (Southern France), measuring thermally induced rock
column displacement. A) The rock column with the wedge blocks, and B) temperature and displacement data
from the rock column (After Taboada et al. [8]).
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2.2 Lab experiments inside temperature-controlled chambers

Since the proposal of the mechanism, it has been tested by several researchers in
the laboratory. The first to test the feasibility of measuring cumulative displacement
as a result of a temperature change were Pasten et al. [11]. Their model, built from an
acrylic block and wedge system, was placed in a temperature-controlled chamber that
was heated and cooled using a light bulb and a fan. They showed that the wedge slides
down due to temperature fluctuations and that the accumulation of plastic displace-
ment, induced by temperature cycling, are proportional to the period and amplitude
of the input temperature signal.

Another work that examined the mechanism in the laboratory was conducted by
Greif et al. [12], who tested sandstone samples. As part of the work, the researchers
examined how the ratio between the wedge length and the sliding block length affects
the cumulative displacement. They then compared the measured results to those
obtained from the analytical model. They reported that the results of the physical
model agreed with Pasten’s analytical solution [9].

2.3 Lab experiment on a large scale

The two studies mentioned above tested the mechanism on relatively small models
inside thermal chambers in the laboratory. On the other hand, a research work I
carried out with the research group examined the mechanism of a model representing
the dimensions of blocks in the field. The model was prepared using concrete castings
formed as a block assembly representing a typical situation in stratified and jointed
rock slopes found in the field. Figure 6A shows the block system with its dimensions
in cm. The system model was placed on a tilted steel table and placed inside a
temperature-controlled room (Figure 6B).

Figure 6 shows the four locations where displacement transducers were installed
to measure: A) the relative displacement between the sliding block and the fixed
block, B) the vertical displacement of the wedge, C) the displacement of the front of
the sliding block, and D) the thermal response of the concrete block (this transducer
used as a dummy).

The relative displacement of the block assembly was measured using both dis-
placement transducers and a high-resolution visual range camera (Figure 7). The
visual range camera tracked the junction area between the four blocks, as shown in

Figure 5.
Photos of blocks from the field that illustrate the ratchet mechanism, A) Masada Mountain, Israel, B) Arugot
Valley, Israel, C) Yellow Mountain, China, D) Zohar Valley, Israel, and E) Machtesh Ramon, Israel. The scale of
each bar in the inset represents 1 m.
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Figure 7. Screws were installed on the blocks to serve as markers for image processing
(Figure 7D). The material properties of the concrete were measured in the laboratory
and are detailed in Table 1. The room temperature is heated using electrical furnaces
and cooled using an air conditioning system that operates inside air sleeves to prevent
air movement inside the room. A controller regulates the thermal system. In a pre-
liminary phase of the laboratory experiment, we tested the time needed for the center
of the sliding block to reach the target temperature of the room. The measurements

Figure 6.
The physical model in the lab. A) Concrete block system with the location of the displacement transducers
(dimensions in cm), and B) the block system on an inclined steel table inside a temperature-controlled room.

Figure 7.
The experiment measurement setup. A) Displacement transducers, B) the focus area along the junction between the
blocks, C) visual range camera tracing the focus area, and D) markers on the blocks for image processing.
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from the thermocouples inside the block showed that it takes about 3 days for the
block to reach room temperature in its center. During the experiment, the room
temperature changed intermittently from 35 degrees to 5 degrees, with a delay of
about 75 hours between one target temperature and another.

The experiment’s results indicate cumulative sliding of the block down the slope,
depending on the temperature cycles. Figure 8A shows time-dependent cumulative
displacement over three and a half temperature cycles. The block responds to the tem-
perature cycles but accumulates a one-directional slip down the slope. The slip reaches
about 0.06 mm at the end of three temperature cycles, that is, a rate of about 0.02 mm
per cycle. Figure 8B shows the wedge sliding down to the gradual opening of the crack.

3. Numerical simulations

3.1 Validation against laboratory results

To deeply study the mechanism and carry out simulations of a case study in the
field, we performed a numerical analysis using a three-dimensional version of the
Distinct Element Code (3DEC) [13, 14]. The theoretical foundation of this method is
the formulation and solution of equations of motion of deformable blocks by an
explicit time-marching scheme using the finite volume method. The code can simulate
the response of discontinuous media to static, dynamic, or thermal loading and can
provide the corresponding deformation.

We first reproduced the geometry of the physical model in the 3DEC environment
for validation. We applied the thermal boundary conditions on all exposed faces as the
temperature-time histories recorded in the lab. The model was fixed in all directions at
the bottom of the sliding surface, and in the normal direction behind the rock mass.
The numerical simulation was performed with the thermomechanical parameters
exactly as measured in the laboratory. The response of the block system in the
numerical model is shown in Figure 9. The block’s response in the numerical analysis
appears slightly greater than the displacement measured in the experiment. The
numerical model, however, captures the expected physics of the failure mode very
well. We performed sensitivity analyses to better explore the relative influence of the

Parameter Symbol Units Value

Material properties Elastic modulus E GPa 24.5

Poisson’s ratio ν - 0.251

Bulk density ρ kg/m3 2140

Joint properties Friction angle ϕ ° 21

Normal stiffness Kn GPa/m 5

Shear stiffness Ks GPa/m 0.5

Thermal properties Thermal expansion coefficient α 10�6/°C 3.22

Thermal diffusivity DT 10�7m2/sec 5.44

Specific heat capacity (assumed) Cp J/kg/K 850

Table 1.
Thermomechanical properties of the concrete used for the experiments.
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controlling parameters. We found that the numerical model is most sensitive to the
chosen values of the normal stiffness in the contact between the blocks, and to the
thermal expansion coefficient. The value of the thermal expansion coefficient that we
used in the analysis represents linear expansion, while the problem in reality is
affected by volumetric expansion. We assume this is one of the reasons for the
differences between the laboratory measurements and the numerical results.

3.2 Field case study

After confirming that the numerical analysis captured the thermally induced
ratchet mechanism, we used the code to test a case study in the field, returning to the
case of Block 1 on the eastern slope of Masada. We used 3DEC to model the geometry

Figure 8.
Physical model results. Displacement obtained by two different measurement methods (colored lines) is shown on
the right y-axis, room and block temperature (gray lines) are shown on the left y-axis, for A) sliding block and B)
wedge block.
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of Block 1. The block rests on an inclined bedding plane (j1) with a dip angle of 20o

toward the east (the free space). The maximum (peak) friction angle measured in the
laboratory is 41o, and the residual (saw-cut) friction angle is 28o [1]. The block is
separated from the mountain by two tensile joints—one joint, referred to as j2, is
open, and fragments of rock can be seen inside the joint (Figure 10A), while the
second joint, referred to as j3, is relatively closed (Figure 10B). Therefore, in the
numerical model, we added a wedge block only inside j2 (Figure 10D). A temperature
function, representing the air temperature as recorded at a nearby meteorological
station, was applied to the free surfaces in the model. The numerical parameters used
for the analysis are detailed in Table 2, assigned to the rock mass in Masada [1, 2]. A
video describing the simulation over three seasonal cycles is attached to this chapter.
The response of the block for three annual cycles is shown in Figure 11. The cumula-
tive response of the block after three years is about 0.6 mm when considering a

Figure 9.
Comparison between numerical 3DEC results (purple lines) and physical model results obtained by the
displacement transducer (blue lines). Displacement (colored lines) is shown on the right y-axis, and room and
block temperature (gray lines) are shown on the left y-axis for A) sliding block and B) wedge block.
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friction angle of the sliding surface of 41o and about 1.0 mm when considering a
friction angle of 28o.

4. Discussion

4.1 The role of the wedge

Temperature fluctuations under conditions of biased forces are capable of causing
geological materials to creep in accumulative plastic displacement [16]. Hence, it is
assumed that rock blocks tend to creep on an inclined plane even without the wedge
inside the joint, as also inferred by Gunzburgeret et al. [6]. To study the role of the
wedge, we performed both the experiment and the numerical 3DEC analysis without a
wedge block. The comparison between the two configurations, with and without a
wedge, is shown in Figure 12. In our tested geometry, we infer that the wedge
accelerates the cumulative slip rates approximately three times, compared to the
situation where the tensile crack is empty for both the experiment and the numerical
analysis.

We also analyzed Block 1 in Masada without a wedge block inside the tensile crack.
Similar to the comparison made in the laboratory geometry, we numerically examined
the effect of the wedge on the displacement rate of Block 1 in Masada. The results
showed that the slip rate wedge acceleration was two times faster.

We used also the analytical solution to evaluate the annual displacement rate, as a
function of the ratio between wedge and block length, for varied values of slope
inclination (Figure 13). We use relevant physical and mechanical properties of
Masada dolomite (Table 2). It seems that the mechanism becomes most effective
when the length of the wedge is about a third of the length of the sliding block.

4.2 Daily vs. seasonal cycles

The rock mass response to temperature fluctuations occurs at relatively shallow
depths because the temperature changes in the atmosphere do not penetrate too
deeply into the rock. The extent of thermal penetration depends on the thermal
conductivity of the material and the duration of the thermal cycle. Daily changes are

Figure 10.
The analyzed Block 1 in Masada. A) J2 with the wedge fragments. B) The trace of J3 with no wedge blocks, C) the
block near the cable car station, and D) the 3DEC model of the block.
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sensed at depths of only a few cm, while seasonal changes can be discerned several
meters into the rock. Therefore, we assumed that the larger the blocks on the slope,
the more likely they will be affected by seasonal changes rather than daily changes. To
test this on Block 1 at Masada, we implemented the temperature function in two ways:

Parameter Symbol Units Value Source

Block geometry Bedding plane J1 dip/dip direction 20/124 [1]

Joint 2 J2 - 84/107

Joint 3 J3 - 75/052

Face surface 1 f 1 - 84/060

Face surface 2 f 2 - 90/126

Block volume V m3 563

Material properties Elastic modulus E GPa 40 [2]

Poisson’s ratio ν - 0.2

Bulk density ρ kg/m3 2600

Block mass W 106kg 1.465

Joints properties Peak friction angle ϕpeak ° 41 [1]

Saw-cut friction angle ϕsaw ° 28

Residual friction angle ϕres ° 23

Normal stiffness Kn GPa/m 5 [2]

Shear stiffness Ks GPa/m 1

Thermal properties Thermal expansion coefficient α 10�6/°C 6-8 [2]

Thermal conductivity λ W/m/K 1.7

Thermal diffusivity DT 10�7m2/sec 8.07 calculated

Specific heat capacity Cp J/kg/K 810 [15]

Table 2.
Properties of the removable block in Masada.

Figure 11.
Thermally induced displacements in Block 1 in Masada, as computed with 3DEC for peak and residual (saw-cut)
friction. The applied temperature to the block boundaries is shown on the upper panel; the normal compressive
stresses that evolve at the back of the wedge in response to thermal oscillations are shown on the lower panel.
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1) using a full record that also contains the daily measurements, and 2) using a
smoothed record that contains only the seasonal changes. The results are shown in
Figure 14. It is indicated that the daily changes do not affect the cumulative response
of the block; namely, the cycle duration is too short to affect the heating and cooling of
the block. However, several consecutive days of extreme temperature can lead to a
cumulative response, as seen in the gray areas in Figure 14 and in Figure 1D.

4.3 Rock types affected by the mechanism

Thermally induced rock displacement depends mainly on the rock material’s ther-
mal conductivity and the thermal expansion coefficient. To examine which rock types
are more responsive to the ratchet mechanism, we performed a numerical analysis
using 3DEC on the system geometry of the blocks representing the physical model.
We used a different type of rock in each analysis, with physical properties taken from
the literature (Table 3). The results of the analysis for different types of rock are
shown in Figure 15. It is clearly that sandstone reacts to the thermally induced ratchet
mechanism more extensively, probably because of the high value of the thermal
expansion coefficient.

Figure 12.
Cumulative displacements for each thermal cycle as obtained with the numerical and physical models for the
“Ratcheting” (left) and crawling (right) failure mechanisms.

Figure 13.
One cycle plastic displacement for several plane inclination angles for Masada dolomite, as calculated by the
analytical expressions suggested by Pasten [9].
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Figure 14.
The influence of short-term thermal fluctuations on block displacement. Top) Temperature input for the
simulations. Bottom) Block displacement as computed with 3DEC for the two input temperature records.

Parameter Symbol Units Granite Basalt Sandstone Dolomite

Elastic modulus E GPa 50 [17] 70 [17] 20 [18] 48 [19]

Poisson's ratio ν - 0.2 [20] 0.28 [20] 0.25 [21] 0.26 [19]

Bulk density ρ Kg/m3 2650 [17] 2870 [22] 2640 [22] 2550 [19]

Thermal expansion coefficient α 10�6/°C 8 [23] 5 [24] 11[25] 8 [23]

Thermal conductivity k W/m/K 2.5 [26] 1.2 [27] 3.3 [24] 4.5 [24]

Specific heat capacity Cp J/kg/K 840 [26] 840 [28] 900 [28] 900 [28]

Thermal diffusivity (calculated) κ 10�6m2/sec 1.12 0.50 1.39 1.96

Table 3.
Typical thermomechanical properties of some rocks.

Figure 15.
Response to the thermal ratcheting mechanism; a comparison between different rock types. The analyses were done
using 3DEC on the geometry and thermal boundary conditions used on the physical model inside the climate-
controlled room.
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5. Summary

This chapter presented observations showing that a jointed rock mass responds to
temperature fluctuations. First, we presented a few examples of measurements
observed at several monitoring stations around the world. The difficulty in field
measurements is to isolate the effect of temperature from other environmental fac-
tors, such as water pressure in joints due to a freezing and thawing process. For this
reason, Mount Masada is a preferred site for testing thermal mechanisms because of
the prevailing desert conditions, where there is usually no pore pressure or freezing of
underground water.

Then, a ratchet mechanism was used to explain how temperature changes can lead
to cumulative displacement along a rock slope. Laboratory results of models of differ-
ent sizes were presented, and the effect of the wedge size was demonstrated. Numer-
ical analyses using 3DEC illustrate the effect of the wedge inside the tensile crack. We
have seen that the wedge generally accelerates the cumulative response of the block
system, and the maximum response occurs where the wedge length in about a third of
the length of the sliding block.

The numerical analyses also make it possible to examine the contribution of daily
and annual fluctuations. We saw that in the model of the block in Masada, the daily
temperature fluctuations do not affect the block due to its large size. However, a
sequence of several days with extreme temperatures for the season can lead to a
cumulative response. Finally, based on the numerical analysis, rocks made of material
with a high thermal expansion coefficient will respond more to the thermal
mechanism.
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