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## Preface

It gives me great pleasure to introduce as well as discuss, learn, solve, teach, and work with operator theory. This book discusses some fundamental aspects of the theory of operators and explores their use to solve a large array of problems. The book addresses many topics, including the paradigm of complex probability, principal parts extension for a Noether operator A, the sets of fractional operators and some of their applications, the total and partial differentials as algebraically manipulable entities, and more.

In mathematics, operator theory is the study of linear operators on function spaces, beginning with differential operators and integral operators. The operators may be presented abstractly by their characteristics, such as bounded linear operators or closed operators; consideration may also be given to nonlinear operators. The study of operator theory, which depends heavily on the topology of function spaces, is a branch of functional analysis. Also, if a collection of operators forms an algebra over a field, then it is an operator algebra. Hence, the description of operator algebras is part of operator theory.

Moreover, single-operator theory deals with the properties and classification of operators, considered one at a time. For example, the classification of normal operators in terms of their spectra falls into this category. In addition, the theory of operator algebras brings algebras of operators such as $\mathrm{C}^{*}$-algebras to the fore.

Many operators that are studied are operators on Hilbert spaces of holomorphic functions, and the study of the operator is intimately linked to questions in function theory. For example, Beurling's theorem describes the invariant subspaces of the unilateral shift in terms of inner functions, which are bounded holomorphic functions on the unit disk with unimodular boundary values almost everywhere on the circle. Beurling interpreted the unilateral shift as multiplication by the independent variable on the Hardy space. The success in studying multiplication operators, and more generally Toeplitz operators (which are multiplication, followed by projection onto the Hardy space), has inspired the study of similar questions in other spaces, such as the Bergman space. Therefore, operator theory has a connection with complex analysis.

This volume illustrates the use of operator theory when applied to solve specific problems and discusses some fundamental aspects of pure and applied operator theory. It is a useful resource for scholars, researchers, and undergraduate and graduate students in pure and applied mathematics, classical and modern physics, engineering, and science in general.

Abdo Abou Jaoudé, Ph.D.<br>Associate Professor, Mathematics and Statistics, Notre Dame University-Louaizé, Zouk Mosbeh, Lebanon

## Chapter 1

# The Paradigm of Complex Probability and the Theory of Metarelativity: A Simplified Model of MCPP 

Abdo Abou Jaoudé

"Subtle is the Lord. Malicious, He is not."

Albert Einstein.
"Mathematics, rightly viewed, possesses not only truth but supreme beauty.. "
Bertrand Russell.
"Logic will get you from A to Z; imagination will get you everywhere."
Albert Einstein.
"There are more things in heaven and earth, Horatio, than are dreamt of in your philosophy."

Hamlet (1601), William Shakespeare.
"Ex nihilo nihil fit: Nothing comes from nothing."
Parmenides.
"All is One. From One all things."
Heraclitus.


#### Abstract

All our work in classical probability theory is to compute probabilities. The original idea in this research work is to add new dimensions to our random experiment, which will make the work deterministic. In fact, probability theory is a nondeterministic theory by nature; which means that the outcome of the events is due to chance and luck. By adding new dimensions to the event in the real set of probabilities $\mathcal{R}$, we make the work deterministic, and hence a random experiment will have a certain outcome in the complex set of probabilities and total universe $\mathbf{G}=\mathcal{C}$. It is of great


importance that the stochastic system, like in real-world problems, becomes totally predictable since we will be totally knowledgeable to foretell the outcome of chaotic and random events that occur in nature, for example, in statistical mechanics or in all stochastic processes. Therefore, the work that should be done is to add to the real set of probabilities $\mathcal{R}$ the contributions of $\mathcal{M}$, which is the imaginary set of probabilities that will make the event in $\mathbf{G}=\mathcal{C}=\mathcal{R}+\mathcal{M}$ deterministic. If this is found to be fruitful, then a new theory in statistical sciences and in science, in general, is elaborated and this is to understand absolutely deterministically those phenomena that used to be random phenomena in $\mathcal{R}$. This paradigm was initiated and developed in my previous 21 publications. Moreover, this model will be related to my theory of Metarelativity, which takes into account faster-than-light matter and energy. This is what I called "The Metarelativistic Complex Probability Paradigm (MCPP)," which will be elaborated on in the present two chapters 1 and 2.

Keywords: chaotic factor, degree of our knowledge, complex random vector, probability norm, complex probability set $\mathcal{C}$, metarelativistic transformations, imaginary number, imaginary dimensions, superluminal velocities, metaparticles, dark matter, metamatter, dark energy, metaenergy, metaentropy, universe $\mathbf{G}_{1}$, metauniverse $\mathbf{G}_{2}$, luminal universe $\mathbf{G}_{3}$, the total universe $\mathbf{G}$

## 1. Introduction

The development of a new theory in physics, which I called the theory of Metarelativity creates a new continuum or space-time in which a new matter interacts [1-3]. This newly discovered matter is surely not the ordinary matter but a new kind of matter that can be easily identified to be the dark matter that astronomers, astrophysicists, and cosmologists seek to find. In fact, my novel theory shows that this new matter is superluminal by nature and is related to the new meta-space-time that lies in the metauniverse $\mathbf{G}_{2}$ in the same fashion that ordinary matter is related to the ordinary space-time and that lies in the universe $\mathrm{G}_{1}$ that we know. From what has been proved in Metarelativity, it was shown that the theory does not destroy Albert Einstein's theory of relativity that we know at all but on the contrary, it proves its veracity and expands it to the superluminal velocities' realm. The new space-time is "imaginary" since it exists in the domain of imaginary numbers and is now called meta-space-time or metauniverse because it lays beyond the ordinary "real" spacetime that exists in the domain of real numbers as well as the matter and the energy interacting within them. Now the relation between both matter and metamatter is shown in the theory of Metarelativity. The first space-time is called the universe and the second space-time is called the metauniverse, which is another universe if we can say as material and as real as the first one but at a different level of experience because it is superluminal relative to the first one. It is similar to the atomic world that exists and is real but at a different level of physical experience, in the sense that we have discovered its laws in the theory of quantum mechanics where we deal with atoms and particles like when we deal in astronomy and astrophysics with planets and galaxies. In fact, astronomy is also real in the sense that we have discovered the laws governing the stars and planets but it lays at a different level of reality from our everyday world and experience. Metarelativity comes now to enlarge once more the scope of our understanding to encompass a new level of physical reality.

Furthermore, my Metarelativity will be bonded to my Complex Probability Paradigm ( $C P P$ ), which was developed in my 21 previous research works. In fact, the system of axioms for probability theory laid in 1933 by Andrey Nikolaevich Kolmogorov can be extended to encompass the imaginary set of numbers, and this by adding to his original five axioms an additional three axioms. Therefore, we create the complex probability set $\mathcal{C}$, which is the sum of the real set $\mathcal{R}$ with its corresponding real probability and the imaginary set $\mathcal{M}$ with its corresponding imaginary probability. Hence, all stochastic and random experiments are performed now in the complex set $\mathcal{C}$ instead of the real set $\mathcal{R}$. The objective is then to evaluate the complex probabilities by considering supplementary new imaginary dimensions to the event occurring in the "real" laboratory. Consequently, the corresponding probability in the whole set $\mathcal{C}$ is always equal to one and the outcome of all random experiments that follow any probability distribution in $\mathcal{R}$ is now predicted totally and absolutely in $\mathcal{C}$. Subsequently, it follows that chance and luck in $\mathcal{R}$ are replaced by total determinism in $\mathcal{C}$. Consequently, by subtracting the chaotic factor from the degree of our knowledge of the stochastic system, we evaluate the probability of any random phenomenon in $\mathcal{C}$. My innovative Metarelativistic Complex Probability Paradigm (MCPP) will be developed in this work in order to express all probabilistic phenomena completely deterministically in the total universe $\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\mathcal{M}=\mathbf{G}_{1}+\mathbf{G}_{2}+\mathbf{G}_{3}$.

Finally, and to conclude, this research work is organized as follows: After the introduction in Section 1, the purpose and the advantages of the present work are presented in Section 2. Afterward, in Section 3, we will review and recapitulate the complex probability paradigm ( $C P P$ ) with its original parameters and interpretation. In Section 4, a concise review of Metarelativity will be explained and summarized. Also, in Section 5, I will show the road and explain the steps that will lead us to the final MCPP theory, which will be developed in the subsequent sections. Therefore, in Section 6, and after extending Albert Einstein's relativity to the imaginary and complex sets, I will link my original theory of Metarelativity to my novel complex probability paradigm; hence, the first simplified model of MCPP will be developed. Finally, in Section 7, we will present the conclusion of the first chapter and then mention the list of references cited in the current research work. Moreover, in the second following chapter and in Section 1, a more general second model will be established. Furthermore, in Section 2, a wider third model will be presented. And in Section 3, the final and the most general model of MCPP, which takes into account the case of electromagnetic waves will be elaborated. Additionally, in Section 4, we will present some very important consequences of the MCPP paradigm. Finally, I conclude the work by doing a comprehensive summary in Section 5 and then present the list of references cited in the second research chapter.

## 2. The purpose and the advantages of the current publication

To summarize, the advantages and the purposes of this current work are to [4-24]:

1. Extend the theory of classical probability to encompass the complex numbers set; hence, to bond the theory of probability to the field of complex variables and analysis in mathematics. This mission was elaborated on and initiated in my earlier 21 papers.
2. Apply the novel probability axioms and CPP paradigm to Metarelativity and hence to bond my Metarelativity theory to my Complex Probability Paradigm and thus show that:

$$
\begin{gathered}
\quad \mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }} \\
=\left(R_{1}+R_{2}+R_{3}\right)+\left(M_{1}+M_{2}+M_{3}\right) \\
=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)+\left(R_{3}+M_{3}\right) \\
=\mathcal{C}_{1}+\mathcal{C}_{2}+\mathcal{C}_{3}=\mathbf{G}_{1}+\mathbf{G}_{2}+\mathbf{G}_{3}=\mathbf{G} .
\end{gathered}
$$

3. Show that all nondeterministic phenomena like in the problems considered here can be expressed deterministically in the complex probabilities set and total universe $\mathbf{G}=\mathcal{C}$.
4. Compute and quantify both the degree of our knowledge and the chaotic factor of the probability distributions and $M C P P$ in the sets $\mathcal{R}, \mathcal{M}$, and $\mathcal{C}$.
5. Represent and show the graphs of the functions and parameters of the innovative paradigm related to Metarelativity.
6. Demonstrate that the classical concept of probability is permanently equal to one in the set of complex probabilities; hence, no randomness, no chaos, no ignorance, no uncertainty, no nondeterminism, no unpredictability, and no information loss or gain exist in:
$\mathbf{G}($ complex matter and energy set $)=\mathcal{C}$ (complex probabilities set)
$=\mathcal{R}($ real probabilities set $)+\boldsymbol{\mathcal { M }}$ (imaginary probabilities set).
7. Explain the existence of dark matter and dark energy that exist in $G_{2} \subset G$.
8. Prepare to implement this creative model to other topics and problems in physics. These will be the job to be accomplished in my future research publications.

Concerning some applications of the novel-founded paradigm and as a future work, it can be applied to any nondeterministic phenomenon in science. And compared with existing literature, the major contribution of the current research work is to apply the innovative paradigm of CPP to Metarelativity and to express it completely deterministically as well as to determine the corresponding mass and energy of dark matter and dark energy.

The next figure displays the major purposes of the Metarelativistic Complex Probability Paradigm (MCPP) (Figure 1).

## 3. The complex probability paradigm

### 3.1 The original Andrey Nikolaevich Kolmogorov system of axioms

The simplicity of Kolmogorov's system of axioms may be surprising [4-24]. Let $E$ be a collection of elements $\left\{E_{1}, E_{2}, \ldots\right\}$ called elementary events and let $F$ be a set of subsets of $E$ called random events [25-29]. The five axioms for a finite set $E$ are:


Figure 1.
The diagram of the Metarelativistic Complex Probability Paradigm's major purposes and goals.
Axiom 1: $F$ is a field of sets.
Axiom 2: $F$ contains the set $E$.
Axiom 3: A nonnegative real number $P_{\text {rob }}(A)$, called the probability of $A$, is assigned to each set $A$ in $F$. We have always $0 \leq P_{\text {rob }}(A) \leq 1$.

Axiom 4: $P_{\text {rob }}(E)$ equals 1.
Axiom 5: If $A$ and $B$ have no elements in common, the number assigned to their union is:

$$
P_{r o b}(A \cup B)=P_{r o b}(A)+P_{r o b}(B)
$$

Hence, we say that $A$ and $B$ are disjoint; otherwise, we have:

$$
P_{r o b}(A \cup B)=P_{r o b}(A)+P_{r o b}(B)-P_{r o b}(A \cap B)
$$

And we say also that: $P_{\text {rob }}(A \cap B)=P_{\text {rob }}(A) \times P_{\text {rob }}(B / A)=P_{\text {rob }}(B) \times P_{\text {rob }}(A / B)$ which is the conditional probability. If both $A$ and $B$ are independent then:

$$
P_{r o b}(A \cap B)=P_{r o b}(A) \times P_{r o b}(B)
$$

Moreover, we can generalize and say that for $N$ disjoint (mutually exclusive) events $A_{1}, A_{2}, \ldots, A_{j}, \ldots, A_{N}$ (for $1 \leq j \leq N$ ), we have the following additivity rule:

$$
P_{\text {rob }}\left(\bigcup_{j=1}^{N} A_{j}\right)=\sum_{j=1}^{N} P_{\text {rob }}\left(A_{j}\right)
$$

And we say also that for $N$ independent events $A_{1}, A_{2}, \ldots, A_{j}, \ldots, A_{N}($ for $1 \leq j \leq N)$, we have the following product rule:

$$
P_{r o b}\left(\bigcap_{j=1}^{N} A_{j}\right)=\prod_{j=1}^{N} P_{r o b}\left(A_{j}\right)
$$

### 3.2 Adding the imaginary part $\mathcal{M}$

Now, we can add to this system of axioms an imaginary part such that:

Axiom 6: Let $P_{m}=i \times\left(1-P_{r}\right)$ be the probability of an associated complementary event in $\mathcal{M}$ (the imaginary part or probability universe) to the event $A$ in $\mathcal{R}$ (the real part or probability universe). It follows that $P_{r}+P_{m} / i=1$, where $i$ is the imaginary number with $i=\sqrt{-1}$ or $i^{2}=-1$.

Axiom 7: We construct the complex number or vector $Z=P_{r}+P_{m}=P_{r}+i\left(1-P_{r}\right)$ having a norm $|Z|$ such that:

$$
|Z|^{2}=P_{r}^{2}+\left(P_{m} / i\right)^{2}
$$

Axiom 8: Let $P c$ denote the probability of an event in the complex probability set and universe $\mathcal{C}$, where $\mathcal{C}=\mathcal{R}+\mathcal{M}$. We say that $P c$ is the probability of an event $A$ in $\mathcal{R}$ with its associated and complementary event in $\mathcal{M}$ such that:

$$
P c^{2}=\left(P_{r}+P_{m} / i\right)^{2}=|Z|^{2}-2 i P_{r} P_{m} \text { and is always equal to } 1 .
$$

We can see that by taking into consideration the set of imaginary probabilities we added three new and original axioms and consequently the system of axioms defined by Kolmogorov was hence expanded to encompass the set of imaginary numbers and realm.

### 3.3 A concise interpretation of the original CPP paradigm

To summarize the novel CPP paradigm, we state that in the real probability universe $\mathcal{R}$ the degree of our certain knowledge is undesirably imperfect and hence unsatisfactory, thus we extend our analysis to the set of complex numbers $\mathcal{C}$, which incorporates the contributions of both the set of real probabilities, which is $\mathcal{R}$ and the complementary set of imaginary probabilities, which is $\mathcal{M}$. Afterward, this will yield an absolute and perfect degree of our knowledge in the probability universe $\mathcal{C}=\mathcal{R}+\mathcal{M}$ because $P c=1$ constantly and permanently. As a matter of fact, the work in the universe $\mathcal{C}$ of complex probabilities gives way to a sure forecast of any stochastic experiment, since in $\mathcal{C}$ we remove and subtract from the computed degree of our knowledge the measured chaotic factor. This will generate in the universe $\mathcal{C}$ a probability equal to 1 as it is shown and proved in the following equation: $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$. Many applications which take into consideration numerous continuous and discrete probability distributions in my 21 previous research papers confirm this hypothesis and innovative paradigm [4-24]. The Extended Kolmogorov Axioms (EKA for short) or the Complex Probability Paradigm (CPP for short) can be shown and summarized in the next illustration (Figure 2):

## 4. A concise review of Metarelativity

### 4.1 The new Metarelativistic transformations

Consider the following two inertial systems of referential (Figure 3) [1]:
Assume that $v$ becomes greater than $c$, which is the velocity of light, the system of equations called metarelativistic transformations, which are the extension of relativistic Lorentz transformations to the imaginary space-time are:
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Figure 2.
The EKA or the CPP diagram.


Figure 3
Two inertial systems of referential.

$$
\left\{\begin{aligned}
& x^{\prime}=\frac{(x-v t)}{\sqrt{(-1) \times\left(\frac{v^{2}}{c^{2}}-1\right)}}=\frac{(x-v t)}{\sqrt{-1} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{(x-v t)}{\sqrt{i^{2}} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{(x-v t)}{ \pm i \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{ \pm i \times(x-v t)}{\sqrt{\frac{v^{2}}{c^{2}}-1}} \\
& y^{\prime}=y \\
& z^{\prime}=z \\
& t^{\prime}=\frac{\left(t-\frac{v x}{c^{2}}\right)}{\sqrt{(-1) \times\left(\frac{v^{2}}{c^{2}}-1\right)}}=\frac{\left(t-\frac{v x}{c^{2}}\right)}{\sqrt{-1} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{\left(t-\frac{v x}{c^{2}}\right)}{\sqrt{i^{2}} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{\left(t-\frac{v x}{c^{2}}\right)}{ \pm i \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{ \pm i \times\left(t-\frac{v x}{c^{2}}\right)}{\sqrt{\frac{v^{2}}{c^{2}}-1}}
\end{aligned}\right.
$$

where $i$ is the imaginary number such that: $i^{2}=-1$ and $\sqrt{-1}= \pm i$ and $\frac{1}{ \pm i}=\mp i$.

### 4.2 The mass of matter and metamatter

We have in special relativity: $m=\frac{m_{0}}{\sqrt{1-\frac{v^{2}}{c^{2}}}}=m_{G 1}$.
If $v$ becomes greater than $c=300,000 \mathrm{~km} / \mathrm{s}$, then $m$ becomes equal to:

$$
\begin{aligned}
m= & \frac{m_{0}}{\sqrt{(-1) \times\left(\frac{v^{2}}{c^{2}}-1\right)}}=\frac{m_{0}}{\sqrt{-1} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{m_{0}}{\sqrt{i^{2}} \times \sqrt{\frac{v^{2}}{c^{2}}-1}}=\frac{m_{0}}{ \pm i \times \sqrt{\frac{v^{2}}{c^{2}}-1}} \\
& =\frac{ \pm i \times m_{0}}{\sqrt{\frac{v^{2}}{c^{2}}-1}}=m_{G 2}
\end{aligned}
$$

yielding hence two imaginary and superluminal particles $+i\left|m_{G 2}\right|$ and $-i\left|m_{G 2}\right|$ where $\left|m_{G 2}\right|$ is the module or the norm of the imaginary mass $m_{G 2}$. They are called imaginary in the sense that they lay in the four-dimensional superluminal universe of imaginary numbers that we call $\mathbf{G}_{2}$ or the metauniverse. Matter which has increased throughout the whole process of special relativity will become equal to infinity when velocity reaches $c$ as it is apparent in the equations, and in the new dimensions matter is imaginary due to the imaginary dimensions that we defined in the theory of Metarelativity. We say that beneath $c$ we are working in the subluminal universe $\mathbf{G}_{\mathbf{1}}$ or in the universe, and beyond $c$ that we are working in $\mathbf{G}_{2}$ or in the metauniverse. Additionally, if the velocity is equal to $c$, we say that we are working in the luminal universe of electromagnetic waves and that is denoted by $\mathrm{G}_{3}$.

Firstly, in the first following equation:
$m=\frac{+i m_{0}}{\sqrt{\frac{v^{2}}{c^{2}}-1}}=m_{G 2}$ (MetaParticle).
That means that matter now will decrease till it vanishes whenever the velocity reaches infinity, which means that mass is equal to zero at the velocity infinity.

Secondly, in the second following equation:
$m=\frac{-i m_{0}}{\sqrt{\frac{\nu_{c}^{2}}{c^{2}}-1}}=m_{G 2}$ (MetaAntiParticle).
we say mathematically, that if $v$ tends to infinity, $m$ tends to zero. Matter now will continue increasing as in the equation till it vanishes whenever the velocity reaches infinity, which means that mass is equal to zero at the velocity infinity.

Thirdly, electromagnetic waves (EW), which travel at the velocity of light $c$ exist in the universe $\mathbf{G}_{3}$ and have a mass:

$$
m_{G 3}=m_{E W}=\frac{h f}{c^{2}}
$$

where $h$ is Planck's constant and $f$ is the frequency of the EW.
In the total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathbf{G}_{\mathbf{3}}$ we have:

$$
m_{G}=m_{G 1}+m_{G 2}+m_{G 3}=m_{G 1} \pm i\left|m_{G 2}\right|+\frac{h f}{c^{2}}
$$

And we can notice that $m_{G}$ belongs to the set of complex numbers denoted in mathematics by $\mathbb{C}$. The following graphs illustrate these facts (Figures 4 and 5).


Figure 4.
The graphs of $m=m_{\circ} / \sqrt{1-\frac{v^{2}}{c^{2}}}$ in blue for $\circ \leq v<c$ and of $m=+m_{\circ} / \sqrt{\frac{v^{2}}{c^{2}}-1}$ in red and of $m=-m_{\circ} / \sqrt{\frac{v^{2}}{c^{2}}-1}$ in green for $v>c$.

Graphically, we can represent the two complementary metaparticles $+i\left|m_{G 2}\right|$ and $-i\left|m_{G 2}\right|$ and their annihilation in Figure 6 as in the following reactions:
$+i\left|m_{G 2}\right|-i\left|m_{G 2}\right| \rightarrow 2 m_{G 1}$ and $+i\left|m_{G 2}\right|-i\left|m_{G 2}\right| \rightarrow 2$ photons.

### 4.3 The energy and the metaenergy

We know from special relativity that energy is given by:

$$
E=m c^{2}=\frac{m_{0} c^{2}}{\sqrt{1-\frac{v^{2}}{c^{2}}}}=E_{G 1}
$$

In Metarelativity, we have accordingly the imaginary energy or metaenergy. It is clear from the equation above that this metaenergy can be positive as:
$E=\frac{+i m_{0} \times c^{2}}{\sqrt{\frac{v^{2}}{c^{2}}}}=E_{G 2}$ (MetaParticle Energy or MetaEnergy).
or it can be negative as:
$E=\frac{-i m_{0} \times c^{2}}{\sqrt{\frac{\nu^{2}}{c^{2}}-1}}=E_{G 2}$ (MetaAntiParticle Energy or MetaAntiEnergy).
Additionally, the luminal electromagnetic waves (EW) in the universe $\mathbf{G}_{3}$ have energy:

$$
E_{G 3}=E_{E W}=h f
$$

where $h$ is Planck's constant and $f$ is the frequency of the EW.
Therefore, in the total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathbf{G}_{\mathbf{3}}$ we have:


Figure 5.
The graphs of $m_{G_{1}}(v)$ in blue, of $+i\left|m_{G_{2}}(v)\right|$ in red, of $-i\left|m_{G_{2}}(v)\right|$ in green, where $m_{E W}$ lies in the yellow plane of equation $\mathrm{v}=\mathrm{c}$, and of $m_{G}=m_{G_{1}}+m_{G_{2}}+m_{E W}=m_{G_{1}} \pm i\left|m_{G_{2}}\right|+\frac{h f}{c^{2}}$ in magenta for $0 \leq v<+\infty$ in the complex plane in cyan.


Figure 6.
The two complementary particles of metamatter $+i\left|m_{G_{2}}\right|$ and $-i\left|m_{G_{2}}\right|$ where $\left|m_{G_{2}}\right|$ is the module or the norm of the imaginary mass $m_{G_{2}}$ in the metauniverse $\mathbf{G}_{\mathbf{2}}$ and their annihilation into the real matter in the universe $\boldsymbol{G}_{1}$ or into photons in the universe $G_{3}$.

The Energy in the Total Universe $\mathrm{G}=\mathrm{G}_{1}+\mathrm{G}_{2}+\mathrm{G}_{3}: \mathrm{E}_{\mathrm{G}}=\mathrm{E}_{\mathrm{G} 1}+\mathrm{E}_{\mathrm{G} 2}+\mathrm{E}_{\mathrm{Ew}}$


Figure 7.
The graphs of $E_{G_{1}}(v)$ in blue, of $+i\left|E_{G_{2}}(v)\right|$ in red, of $-i\left|E_{G_{2}}(v)\right|$ in green, where $E_{E W}$ lies in the yellow plane of equation $\mathrm{v}=\mathrm{c}$, and of $E_{G}=E_{G 1}+E_{G 2}+E_{E W}=E_{G_{1}} \pm i\left|E_{G_{2}}\right|+h f$ in magenta for $0 \leq v<+\infty$ in the complex plane in cyan.

$$
E_{G}=E_{G 1}+E_{G 2}+E_{G 3}=E_{G 1} \pm i\left|E_{G 2}\right|+h f .
$$

And we can notice that $E_{G}$ belongs to the set of complex numbers denoted in mathematics by $\mathbb{C}$. Additionally, $\left|E_{G 2}\right|$ is the module or the norm of the imaginary energy $E_{G 2}$ in the metauniverse $\mathbf{G}_{2}$. The following graph illustrates these facts (Figure 7).

### 4.4 Time intervals and imaginary time

When $v>c$, we get:

$$
T^{\prime}=\frac{ \pm i \times T}{\sqrt{\frac{v^{2}}{c^{2}}-1}}
$$

If $T^{\prime}=\frac{+i \times T}{\sqrt{\frac{v^{2}}{c^{2}}-1}}$ then this means that when $v$ increases, $T^{\prime}$ decreases (time contraction).
And if $T^{\prime}=\frac{-i \times T}{\sqrt{\frac{v^{2}}{c^{2}}}-1}$ then this means that when $v$ increases, $T^{\prime}$ increases (time dilation).


Clockwise in $\mathbf{G}_{1}$


Counterclockwise in $\mathbf{G}_{\mathbf{2}}$

Figure 8.
The flow of time in both the universe $\boldsymbol{G}_{1}$ and in a part of the metauniverse $\boldsymbol{G}_{2}$.
Concerning the explanation of this is that firstly time goes clockwise in the new four-dimensional continuum $\mathbf{G}_{2}$ relative to the universe $\mathbf{G}_{1}$ since it is positive, and secondly it goes counterclockwise relative to the universe $\mathbf{G}_{\mathbf{1}}$ since it is negative. It is to say once more that the imaginary number " $i$ " identifies the new four dimensions that define $\mathrm{G}_{2}$ (Figure 8).

### 4.5 The real and imaginary lengths

When $v>c$, we will have:

$$
L^{\prime}= \pm i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}
$$

If $L^{\prime}=+i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$ this means that when $v$ increases so $L^{\prime}$ increases (Length dilation).

And if $L^{\prime}=-i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$ this means that when $v$ increases so $L^{\prime}$ decreases (Length contraction).

In fact, the minus sign confirms the fact that a length contraction can occur in $\mathbf{G}_{\mathbf{2}}$ when $v>c$ similar to the length contraction in the region where $v<c$ that means in the universe $\mathbf{G}_{1}$.

### 4.6 The entropy and the metaentropy

To understand the meaning of negative time in $\mathbf{G}_{2}$ relative to $\mathbf{G}_{\mathbf{1}}$, then entropy is the best tool. We know that entropy is defined as $d S \geq 0$ in the second principle of thermodynamics. We say that when time grows, then entropy increases. Due to the fact that time is negative as one possible solution in $G_{2}$, this implies that we can have $d S \leq 0$. Consequently, and for this case, we say that when time flows, then entropy (or metaentropy) decreases. This means directly the following: The direction of evolution in a part of $\mathbf{G}_{\mathbf{2}}$ is the opposite to that in $\mathbf{G}_{\mathbf{1}}$.

### 4.7 The transformation of velocities

We have from special relativity: $v=\frac{V^{\prime}-V}{\left(\frac{v V^{\prime}}{c^{2}}-1\right)} \Leftrightarrow v=\frac{c^{2}\left(V^{\prime}-V\right)}{\left(V V^{\prime}-c^{2}\right)}$.

## First Case:

This is the case of two bodies in $\mathbf{G}_{\mathbf{1}}$, where their velocities are smaller than $c$.

$$
\overrightarrow{\mathrm{G}_{1}} \quad \overrightarrow{\mathrm{G}_{1}}
$$

We note that: $V=f c$, where $0 \leq f<1$ and $V^{\prime}=f^{\prime} c$, where $0 \leq f^{\prime}<1$.
This implies that:

$$
v=\frac{c^{2}\left(f^{\prime} c-f c\right)}{\left(f f^{\prime} c^{2}-c^{2}\right)}=\frac{c^{2} \times c \times\left(f^{\prime}-f\right)}{c^{2} \times\left(f f^{\prime}-1\right)}=\frac{c\left(f^{\prime}-f\right)}{f f^{\prime}-1}
$$

This relation is the one we use in relativistic computations. So, it is not new to us and just as predicted by special relativity.

## Second Case:

This is the case of a body in $\mathbf{G}_{\mathbf{1}}$ (where the velocity is $\langle c$ ) and a beam of light (where the velocity is $c$ ).

$$
\overrightarrow{\text { Light }} \quad \overrightarrow{\mathrm{G}_{1}}
$$

We have now: $V=c$ and $V^{\prime}=f^{\prime} c$, where $0 \leq f^{\prime}<1$. Then:

$$
v=\frac{c^{2}\left(f^{\prime} c-c\right)}{\left.\left(\left(c \times f^{\prime} c\right)-c^{2}\right)\right)}=\frac{c^{3} \times\left(f^{\prime}-1\right)}{c^{2} \times\left(f^{\prime}-1\right)}=c
$$

This means that light is the limit velocity in $\mathbf{G}_{\mathbf{1}}$ and is constant in it whatever the velocity of the body in $\mathbf{G}_{\mathbf{1}}$ relative to the beam of light. So just like Albert Einstein's special relativity has predicted.

## Third Case:

This is the case of a beam of light relative to another beam of light.

$$
\begin{gathered}
\overrightarrow{\text { Light }} \\
\lim _{V^{\prime} \rightarrow c} v=\lim _{V^{\prime} \rightarrow c}\left[\frac{c^{2}\left(V^{\prime}-V\right)}{\left(V V^{\prime}-c^{2}\right)}\right]=\lim _{f^{\prime} \rightarrow 1}\left[\frac{c \times\left(f^{\prime}-1\right)}{\left(f^{\prime}-1\right)}\right]=c
\end{gathered}
$$

We know that we have here $V=c$ and $V^{\prime}=c$. In this case, $v=c$, this is not new to us also. It is the consequence of the relativistic transformation also.

## Fourth Case:

This is the case of a beam of light relative to a moving body in $G_{2}$, where the velocity is greater than $c$.

$$
\overrightarrow{\text { Light }} \quad \overrightarrow{\mathrm{G}_{2}}
$$

We have now: $V=c$ and $V^{\prime}=f^{\prime} c$, where $1<f^{\prime}<+\infty$. Then:

$$
v=\frac{c^{2}\left(f^{\prime} c-c\right)}{\left.\left(\left(c \times f^{\prime} c\right)-c^{2}\right)\right)}=\frac{c^{3} \times\left(f^{\prime}-1\right)}{c^{2} \times\left(f^{\prime}-1\right)}=c
$$

This means that relative to $\mathbf{G}_{\mathbf{2}}$, light is still the limit velocity and is still constant. In other words, $\mathbf{G}_{2}$ relative to Light is similar to $\mathbf{G}_{\mathbf{1}}$ relative to Light. Light is the limit velocity in both $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$. This fact will be more clarified and more understood in the fifth case.

## Fifth Case:

This is the case of a moving body in $\mathbf{G}_{2}$ relative to another moving body in $\mathbf{G}_{2}$.

$$
\overrightarrow{\mathrm{G}_{2}} \quad \overrightarrow{\mathrm{G}_{2}}
$$

We have from Metarelativity: $m=\frac{ \pm i \times m_{0}}{\sqrt{\frac{v^{2}}{c^{2}}-1}} \Leftrightarrow m_{G 2}=\frac{m_{0, G 2}}{\sqrt{\frac{v^{2}}{c^{2}}-1}}$. where $m_{0, G 2}$ is the starting or the smallest mass in $\mathbf{G}_{\mathbf{2}}$.

$$
\begin{aligned}
& \text { So, if } m_{G 2}=m_{0, G 2} \Leftrightarrow m_{0, G 2}=\frac{m_{0, G 2}}{\sqrt{\frac{V^{2}}{c^{2}}-1}} \Leftrightarrow 1=\frac{1}{\sqrt{\frac{V^{2}}{c^{2}}-1}} \\
& \qquad \begin{array}{l}
\frac{V^{2}}{c^{2}}-1
\end{array}=1 \Leftrightarrow \frac{V^{2}}{c^{2}}-1=1^{2}=1 \Leftrightarrow \frac{V^{2}}{c^{2}}=2 \Leftrightarrow V^{2}=2 c^{2} \\
& \Leftrightarrow V=c \sqrt{2}
\end{aligned}
$$

That means that the starting mass which is $m_{0, G 2}$ in the metauniverse $\mathbf{G}_{2}$ occurs when $V=c \sqrt{2}$.

Assume that $V=c \sqrt{2}$ (the smallest velocity in $\mathbf{G}_{2}$ ) and that $V^{\prime}=\beta c \sqrt{2}$ that is any velocity greater or equal to the starting velocity, in other words: $\beta \geq 1$. This implies that:

$$
v=\frac{c^{2}(\beta c \sqrt{2}-c \sqrt{2})}{\left(2 \beta c^{2}-c^{2}\right)}=\frac{c \sqrt{2}(\beta-1)}{(2 \beta-1)}
$$

If $\beta=1$ then $v=0$.
If $\beta \rightarrow+\infty$ then $v \rightarrow \frac{c \sqrt{2}}{2}=0.7071 c<c$.
This is similar to the relativistic transformations since we have:
$0 \leq \nu \leq \frac{c \sqrt{2}}{2}=0.7071 c<c$. As if we are working in $\mathbf{G}_{1}$ exactly. This means that the universe $G_{2}$ relatively to itself behaves like the universe $G_{1}$ relative to itself since the velocity of $\mathbf{G}_{2}$ relative to $\mathbf{G}_{2}$ is smaller than $c$ just like the velocity of $\mathbf{G}_{1}$ relative to $\mathbf{G}_{\mathbf{1}}$. This fact can be also explained as follows: $\mathbf{G}_{\mathbf{2}}$ is as real as $\mathbf{G}_{1}$ relative to itself but at a different level of experience and in higher dimensions. Accordingly, we can say that $\mathrm{G}_{2}$ relative to itself is a "real" universe but relative to $\mathrm{G}_{\mathbf{1}}$ is an "imaginary" universe as it will be shown in the sixth and seventh cases.

## Sixth Case:

This is the case of $\mathbf{G}_{\mathbf{2}}$ relative to $\mathbf{G}_{\mathbf{1}}$.

$$
\overrightarrow{\mathrm{G}_{1}} \quad \overrightarrow{\mathrm{G}_{2}}
$$

We note that: $V=f c$, where $0 \leq f<1$ and $V^{\prime}=f^{\prime} c$, where $1<f^{\prime}<+\infty$.
This implies that:

$$
v=\frac{c^{2}\left(f^{\prime} c-f c\right)}{\left(f f^{\prime} c^{2}-c^{2}\right)}=\frac{c^{2} \times c \times\left(f^{\prime}-f\right)}{c^{2} \times\left(f f^{\prime}-1\right)}=\frac{c\left(f^{\prime}-f\right)}{f f^{\prime}-1}
$$

So, if $f=0 \Rightarrow v=\frac{c\left(f^{\prime}-0\right)}{\left(0 \times f^{\prime}\right)-1}=\frac{f^{\prime} c}{-1}=-f^{\prime} c \Rightarrow|v|=f^{\prime} c>c$ since $1<f^{\prime}<+\infty$.
And if $f \rightarrow 1 \Rightarrow v \rightarrow \frac{c\left(f^{\prime}-1\right)}{\left(1 \times f^{\prime}\right)-1}=\frac{c\left(f^{\prime}-1\right)}{f^{\prime}-1}=c$.

We have here $|\nu|>c$. This implies that the metarelativistic transformations are needed here and for the first time.

## Seventh Case:

This is the case of $\mathbf{G}_{1}$ relative to $\mathbf{G}_{2}$.

$$
\overrightarrow{\mathrm{G}_{2}} \quad \overrightarrow{\mathrm{G}_{1}}
$$

We note that: $V=f c$, where $1<f<+\infty$ and $V^{\prime}=f^{\prime} c$, where $0 \leq f^{\prime}<1$.
This implies that:

$$
v=\frac{c^{2}\left(f^{\prime} c-f c\right)}{\left(f f^{\prime} c^{2}-c^{2}\right)}=\frac{c^{2} \times c \times\left(f^{\prime}-f\right)}{c^{2} \times\left(f f^{\prime}-1\right)}=\frac{c\left(f^{\prime}-f\right)}{f f^{\prime}-1}
$$

So, if $f^{\prime}=0 \Rightarrow v=\frac{c(0-f)}{(f \times 0)-1}=\frac{-f c}{-1}=f c>c$ since $1<f<+\infty$.
And if $f^{\prime} \rightarrow 1 \Rightarrow v \rightarrow \frac{c(1-f)}{(f \times 1)-1}=\frac{(1-f) c}{f-1}=-c \Rightarrow|v| \rightarrow c$.
We have here $|\nu|>c$. This implies that the metarelativistic transformations are needed here also.

### 4.8 The new principle of Metarelativity

Now, if we want to elaborate on the new principle of Metarelativity, it will be:
"Inertial observers must correlate their observations by means of relativistic Lorentz transformations if the velocity is smaller than $c$ and by means of the metarelativistic transformations if the velocity is greater than $c$, and all physical quantities must transform from one inertial system to another in such a way that the expression of the physical laws is the same for all inertial observers. The subluminal universe is denoted by $\mathbf{G}_{1}$, the superluminal universe is denoted by $\mathbf{G}_{2}$, and the luminal universe of frequencies is denoted by $G_{3}$. The sum of $G_{1}$, of the electromagnetic waves $\mathbf{E W}$, and of $\mathbf{G}_{2}$ is denoted by:

$$
\mathrm{G}=\mathrm{G}_{1}+\mathrm{G}_{3}+\mathrm{G}_{2}=\mathrm{G}_{1}+\text { Light }+\mathrm{G}_{2}
$$

and all electromagnetic waves (that include light) are at constant velocity in both $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$."

As it was shown that the new theory does not destroy Einstein's theory of relativity that we know at all but on the contrary, it proves its veracity and then expands it to the set of complex masses, time, lengths, and energies, which is the eight-dimensional complex hyperspace $\mathbb{C}$ or equivalently in the total universe $\mathbf{G}$.

## 5. The four models of MCPP: The road to the final and most general model of MCPP

In this work and in the following sections in chapters 1 and 2 we will consider three simplified models of MCPP then present at the end the final and most general model [1-24, 30-43]. Each model is an enhanced and wider model than the previous one. In all four models, we will consider the velocities of the bodies moving in G to be random variables that follow certain probability distributions (PDFs) and certain corresponding cumulative probability distribution functions (CDFs) in both the subluminal universe $\mathbf{G}_{\mathbf{1}}$ and the superluminal metauniverse $\mathbf{G}_{\mathbf{2}}$. I have followed this
methodology in order to develop gradually and systematically the MCPP paradigm and in order to reach the final and most general model of MCPP that can be adopted in any possible and imaginable situation. Even the deterministic case, which is a special case of the general random CPP, was also presented and considered in order to show that MCPP is valid everywhere either in the deterministic or in the random case. Consequently, and in each model, we evaluate the associated real, imaginary, and complex probabilities as well as all the related MCPP parameters in the probabilities sets $\mathcal{R}, \mathcal{M}$, and $\mathcal{C}$; hence, in the universes $\mathrm{G}_{1}, \mathrm{G}_{2}, \mathrm{G}_{3}$, and $\mathbf{G}$. Thus, we connect successfully CPP with Metarelativity to unify both theories in a general and a unified paradigm that we called MCPP.

In the first simplified model, the body velocities $P D F_{1}$ in $\mathbf{G}_{\mathbf{1}}$ and $P D F_{2}$ in $\mathbf{G}_{2}$ are taken to be both Gaussian and normal, in addition, the velocity in the metauniverse $\mathbf{G}_{2}$ varies here between $c$ (light velocity) and $2 c$. In this reduced model, we restricted our study to $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}$.

In the second simplified and more general model, the body velocities $P D F_{1}$ in $\mathbf{G}_{1}$ and $P D F_{2}$ in $\mathbf{G}_{\mathbf{2}}$ are taken also to be both Gaussian and normal, in addition, the velocity in $\mathbf{G}_{\mathbf{2}}$ varies between $c$ and $n c$, where $n$ is an arbitrary and predetermined number having: $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$. This was done since the velocities in $\mathbf{G}_{2}$ according to Metarelativity vary between $c$ and infinity. Hence, the second model is an improved version of the first one. In this model, we restricted our study also to $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}$.

In the third simplified and wider model, the body velocities $P D F_{1}$ in $\mathbf{G}_{1}$ and $P D F_{2}$ in $\mathbf{G}_{2}$ are taken to follow any possible probability distribution whether discrete or continuous and they do not have to be similar at all like in the previous two models, this in order to be realistic. In addition, the velocity in $\mathbf{G}_{2}$ varies between $c$ and $n c$ also. Thus, the third model is an enhanced model. In this model, we have considered also only the universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}$.

The final and most general model is the sought model of MCPP. It is the goal of all the calculations made and of the methodology adopted. Here, the body velocities $P D F_{1}$ in $\mathbf{G}_{1}$ and $P D F_{2}$ in $\mathbf{G}_{2}$ are taken to follow any possible probability distribution whether discrete or continuous and they do not have to be similar at all in order to be totally realistic. The velocity in $\mathbf{G}_{2}$ varies between $c$ and $n c$ also. Additionally, we have included the contributions of the luminal universe of electromagnetic waves, which is $\mathrm{G}_{3}$, where the velocity of the EW is $c$ and the corresponding frequency follows any possible probability distribution $P D F_{3}$ and $C D F_{3}$, respectively. Therefore, we have considered here the most general case which is the total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathrm{G}_{3}$. This final model links definitively and in the most general way $C P P$ with Metarelativity into the unified paradigm of MCPP.

Furthermore, in all four models in the two chapters, we have defined, calculated, simulated, illustrated, and drawn all the probabilities and all the MCPP parameters in $\mathcal{R}, \mathcal{M}$, and $\mathcal{C}=\mathbf{G}$.

## 6. The Metarelativistic complex probability paradigm (MCPP): A first model

### 6.1 The real and imaginary probabilities

Let $v_{1}$ be the velocity of a body in $R_{1}$ with $0 \leq v_{1}<c$ and let it be a random variable that follows the normal distribution: $N\left(\bar{v}_{1}=c / 2, \sigma_{v 1}=c / 6\right)$ where $\bar{v}_{1}$ is the mean or
the expectation of this symmetric normal probability distribution of $v_{1}$ or $P D F_{1}\left(v_{1}\right)$ and $\sigma_{v 1}$ is its corresponding standard deviation.

And let $v_{2}$ be the velocity of a body in $R_{2}$ with $c<v_{2} \leq 2 c$ and let it be a random variable that follows the normal distribution: $N\left(\bar{v}_{2}=3 c / 2, \sigma_{v 2}=c / 6\right)$ where $\bar{v}_{2}$ is the mean or the expectation of this symmetric normal probability distribution of $v_{2}$ or $P D F_{2}\left(v_{2}\right)$ and $\sigma_{v 2}$ is its corresponding standard deviation.

Then, $P_{R 1}=P_{\text {rob }}\left(0 \leq V \leq v_{1}\right)=C D F_{1}\left(0 \leq V \leq v_{1}\right)=\int_{0}^{v 1} P D F_{1}(v) d v=\int_{0}^{v 1} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v$.
If $v_{1}<0 \Rightarrow P_{R 1}=P_{\text {rob }}(V<0)=$ CDF $_{1}(V<0)=0$.
If $v_{1}=0 \Rightarrow P_{R 1}=P_{\text {rob }}(V \leq 0)=C D F_{1}(V \leq 0)=\int_{0}^{0} P D F_{1}(v) d v=0$.
If $v_{1}=\bar{v}_{1}=c / 2 \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq c / 2)=C D F_{1}(0 \leq V \leq c / 2)=\int_{0}^{c / 2} P D F_{1}(v) d v=0.5$.
If $v_{1} \rightarrow c^{-} \Rightarrow P_{R 1} \rightarrow P_{\text {rob }}(0 \leq V<c)=C D F_{1}(0 \leq V<c)=\int_{0}^{c} P D F_{1}(v) d v=\int_{0}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v=1$.
If $v_{1}>c \Rightarrow P_{R 1}=P_{r o b}(V>c)=C D F_{1}(V>c)=\int_{0}^{v 1} P D F_{1}(v) d v=\left\{\int_{0}^{c} P D F_{1}(v) d v+\int_{c}^{v 1} P D F_{1}(v) d v\right\}=(1+0)=1$.
And $P_{R 2}=P_{\text {rob }}\left(c<V \leq v_{2}\right)=C D F_{2}\left(c<V \leq v_{2}\right)=\int_{c}^{v 2} P D F_{2}(v) d v=\int_{c}^{v 2} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v$.
If $v_{2}<c \Rightarrow P_{R 2}=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$.
If $v_{2} \rightarrow c^{+} \Rightarrow P_{R 2} \rightarrow \int_{c}^{c} P D F_{2}(v) d v=\int_{c}^{c} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v=0$.
If $v_{2}=\bar{v}_{2}=3 c / 2 \Rightarrow P_{R 2}=P_{\text {rob }}(c<V \leq 3 c / 2)=C D F_{2}(c<V \leq 3 c / 2)=\int_{c}^{3 c / 2} P D F_{2}(v) d v=0.5$.
If $v_{2}=2 c \Rightarrow P_{R 2}=P_{\text {rob }}(c<V \leq 2 c)=C D F_{2}(c<V \leq 2 c)=\int_{c}^{2 c} P D F_{2}(v) d v=\int_{c}^{2 c} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v=1$.
If $v_{2}>2 c$

$$
\begin{aligned}
\Rightarrow P_{R 2} & =P_{\text {rob }}(V>2 c)=C D F_{2}(V>2 c) \\
& =\int_{c}^{v 2} P D F_{2}(v) d v=\left\{\int_{c}^{2 c} P D F_{2}(v) d v+\int_{2 c}^{v 2} P D F_{2}(v) d v\right\}=(1+0)=1
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
P_{M 1} & =i\left(1-P_{R 1}\right)=i\left[1-P_{\text {rob }}\left(0 \leq V \leq v_{1}\right)\right]=i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]=i C D F_{1}\left(v_{1}<V<c\right) \\
& =i\left[1-\int_{0}^{v 1} P D F_{1}(v) d v\right]=i \int_{v 1}^{c} P D F_{1}(v) d v=i \int_{v 1}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v
\end{aligned}
$$

If $v_{1}<0 \Rightarrow$
$P_{M 1}=i \int_{v 1}^{c} P D F_{1}(v) d v=i\left\{\int_{v 1}^{0} P D F_{1}(v) d v+\int_{0}^{c} P D F_{1}(v) d v\right\}=i(0+1)=i \Rightarrow P_{M 1} / i=1$.
If $v_{1}=0$
$\Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V \leq 0)\right]=i\left[1-C D F_{1}(V \leq 0)\right]=i(1-0)=i \Rightarrow P_{M 1} / i=1$.

If $v_{1}=\bar{v}_{1}=c / 2$

$$
\begin{aligned}
\Rightarrow P_{M 1} & =i\left[1-P_{\text {rob }}(0 \leq V \leq c / 2)\right]=i\left[1-C D F_{1}(0 \leq V \leq c / 2)\right] \\
& =i\left[1-\int_{0}^{c / 2} P D F_{1}(v) d v\right]=i \int_{c / 2}^{c} P D F_{1}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 1} / i=0.5
\end{aligned}
$$

If $v_{1} \rightarrow c^{-}$
$\Rightarrow P_{M 1} \rightarrow i\left[1-P_{\text {rob }}(0 \leq V<c)\right]=i\left[1-C D F_{1}(0 \leq V<c)\right]=i\left[1-\int_{0}^{c} P D F_{1}(v) d v\right]=i(1-1)=0$
$\Rightarrow P_{M 1} / i \rightarrow 0$
If $v_{1}>c \Rightarrow P_{M 1}=0 \Rightarrow P_{M 1} / i=0$.
And

$$
\begin{aligned}
& P_{M 2}=i\left(1-P_{R 2}\right)=i\left[1-P_{\text {rob }}\left(c<V \leq v_{2}\right)\right]=i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]=i C D F_{2}\left(v_{2}<V \leq 2 c\right) \\
& \quad=i\left[1-\int_{c}^{v 2} P D F_{2}(v) d v\right]=i \int_{v 2}^{2 c} P D F_{2}(v) d v=i \int_{v 2}^{2 c} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v \\
& \text { If } v_{2}<c \Rightarrow P_{M 2}=i \int_{v 2}^{2 c} P D F_{2}(v) d v=i\left\{\int_{v 2}^{c} P D F_{2}(v) d v+\int_{c}^{2 c} P D F_{2}(v) d v\right\}=i(0+1)=i \\
& \Rightarrow P_{M 2} / i=1 . \\
& \text { If } \\
& v_{2} \rightarrow c^{+} \Rightarrow P_{M 2} \rightarrow i\left[1-P_{r o b}\left(V \leq v_{2}\right)\right]=i P_{\text {rob }}(c<V \leq 2 c)=i \times 1=i \Rightarrow P_{M 2} / i \rightarrow 1 . \\
& \text { If } v_{2}=\bar{v}_{2}=3 c / 2 \\
& \Rightarrow P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq 3 c / 2)\right]=i\left[1-C D F_{2}(c<V \leq 3 c / 2)\right] \\
& \quad=i\left[1-\int_{c}^{3 c / 2} P D F_{2}(v) d v\right]=i \int_{3 c / 2}^{2 c} P D F_{2}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 2} / i=0.5
\end{aligned}
$$

If $v_{2}=2 c$
$\Rightarrow P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq 2 c)\right]=i\left[1-C D F_{2}(c<V \leq 2 c)\right]=i\left[1-\int_{c}^{2 c} P D F_{2}(v) d v\right]=i(1-1)=0$
$\Rightarrow P_{M 2} / i=0$
If $v_{2}>2 c \Rightarrow P_{M 2}=0 \Rightarrow P_{M 2} / i=0$.
We have $\mathcal{R}=R_{1}(0 \leq v<c)+R_{2}(c<v \leq 2 c)$.
Now, let $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ and it is equal to half of the sum of the cumulative probability that $0 \leq V \leq v_{1}$ in $R_{1}$ and the cumulative probability that $c<V \leq v_{2}$ in $R_{2}$.

$$
\begin{aligned}
\Rightarrow P_{R} & =\frac{C D F_{1}\left(0 \leq V \leq v_{1}\right)+C D F_{2}\left(c<V \leq v_{2}\right)}{2} \\
& =\frac{1}{2}\left\{\int_{0}^{v 1} P D F_{1}(v) d v+\int_{c}^{v 2} P D F_{2}(v) d v\right\} \\
& =\frac{1}{2}\left\{\int_{0}^{v 1} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v+\int_{c}^{v 2} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v\right\}
\end{aligned}
$$

We have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}: 0 \leq v \leq 2 c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+0}{2}=\frac{C D F_{1}(0 \leq V \leq v)}{2}=\frac{P_{R 1}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}$ alone.

And if $c<v \leq 2 c \Rightarrow P_{R 1}=P_{\text {rob }}(V>c)=C D F_{1}(V>c)=1$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{1+C D F_{2}(c<V \leq v)}{2}=\frac{1+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{2}$ alone.

And, if $0 \leq v \leq 2 c$ with $v \neq c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+C D F_{2}(c<V \leq v)}{2}=\frac{P_{R 1}+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}+R_{2}$.

And consequently,
if $v<0 \Rightarrow P_{R}=\frac{C D F_{1}(V<0)}{2}=\frac{0}{2}=0$.
if $v=c / 2 \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq c / 2)+C D F_{2}(V<c)}{2}=\frac{0.5+0}{2}=0.25$.
if $v \rightarrow c^{-} \Rightarrow P_{R} \rightarrow \frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}=\frac{1+0}{2}=0.5$.
if $v=3 c / 2 \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq 3 c / 2)}{2}=\frac{1+0.5}{2}=0.75$.
if $v=2 c \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq 2 c)}{2}=\frac{1+1}{2}=1$.
We have $\mathcal{M}=M_{1}(0 \leq v<c)+M_{2}(c<v \leq 2 c)$.
Now, let $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ and it is equal to half of the sum of the complement of the cumulative probability that $0 \leq V \leq v_{1}$ in $M_{1}$ and the complement of the cumulative probability that $c<V \leq v_{2}$ in $M_{2}$.

$$
\begin{aligned}
\Rightarrow P_{M} & =\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2} \\
= & \frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right) \\
\Rightarrow P_{M} & =\frac{i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]+i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]}{2} \\
& =\frac{i}{2}\left\{\int_{0}^{v 1}\left[1-P D F_{1}(v)\right] d v+\int_{c}^{v 2}\left[1-P D F_{2}(v)\right] d v\right\} \\
& =\frac{i}{2}\left\{\int_{0}^{v 1}\left[1-N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right)\right] d v+\int_{c}^{v 2}\left[1-N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right)\right] d v\right\} \\
& =\frac{i}{2}\left\{\int_{v 1}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v+\int_{v 2}^{2 c} N\left(\bar{v}=3 c / 2, \sigma_{v}=c / 6\right) d v\right\}
\end{aligned}
$$

We have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}: 0 \leq v \leq 2 c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(V<c)\right]=i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i$

$$
\Rightarrow P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i}{2}=\frac{i+P_{M 1}}{2}=i\left[1-\frac{P_{R 1}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}$ alone.

And if $c<v \leq 2 c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V>c)\right]=i\left[1-C D F_{1}(V>c)\right]=i(1-1)=0$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$

$$
\Rightarrow P_{M}=\frac{0+i\left[1-C D F_{2}(c<V \leq v)\right]}{2}=\frac{P_{M 2}}{2}=i\left[\frac{1-P_{R 2}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\mathcal{M}=M_{2}$ alone.

And, if
$0 \leq v \leq 2 c$ with $v \neq c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$
$\Rightarrow P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V<c)\right]+i\left[1-C D F_{2}(c<V \leq v)\right]}{2}=\frac{P_{M 1}+P_{M 2}}{2}=i\left[1-\frac{P_{R 1}+P_{R 2}}{2}\right]=i\left[1-P_{R}\right]$.
Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}$.

And consequently, if $v<0 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(V<0)}{2}\right]=i\left[1-\frac{0}{2}\right]=i \Rightarrow P_{M} / i=1$.
if $v=c / 2 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V \leq c / 2)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{0.5+0}{2}\right]=0.75 i$

$$
\Rightarrow P_{M} / i=0.75
$$

if $v \rightarrow c^{-} \Rightarrow P_{M} \rightarrow i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{1+0}{2}\right]=0.5 i \Rightarrow P_{M} / i \rightarrow 0.5$.
if $v=3 c / 2 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq 3 c / 2)}{2}\right]=i\left[1-\frac{1+0.5}{2}\right]=0.25 i$

$$
\Rightarrow P_{M} / i=0.25
$$

if $v=2 c \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq 2 c)}{2}\right]=i\left[1-\frac{1+1}{2}\right]=i(1-1)=0$

$$
\Rightarrow P_{M} / i=0
$$

In addition, since $v=c$ is an axis of symmetry then we can deduce from calculus that:

$$
P_{R 1}\left[0 \leq v_{1}<c\right]=P_{M 2}\left[c<\left(v_{2}=2 c-v_{1}\right) \leq 2 c\right] / i=1-P_{R 2}\left[c<\left(v_{2}=2 c-v_{1}\right) \leq 2 c\right]
$$

Check that: $P_{R 1}\left[0 \leq\left(v_{1}=0\right)<c\right]=P_{M 2}\left[c<\left(v_{2}=2 c-v_{1}=2 c-0=2 c\right) \leq 2 c\right] / i=0$

$$
\begin{gathered}
P_{R 1}\left[0 \leq\left(v_{1}=c / 2\right)<c\right]=P_{M 2}\left[c<\left(v_{2}=2 c-v_{1}=2 c-c / 2=3 c / 2\right) \leq 2 c\right] / i=0.5 \\
P_{R 1}\left[0 \leq\left(v_{1} \rightarrow c\right)<c\right]=P_{M 2}\left[c<\left(v_{2}=2 c-v_{1} \rightarrow 2 c-c=c\right) \leq 2 c\right] / i=1
\end{gathered}
$$

And,

$$
P_{R 2}\left[c<v_{2} \leq 2 c\right]=P_{M 1}\left[0 \leq\left(v_{1}=2 c-v_{2}\right)<c\right] / i=1-P_{R 1}\left[0 \leq\left(v_{1}=2 c-v_{2}\right)<c\right]
$$

Check that: $P_{R 2}\left[c<\left(v_{2}=2 c\right) \leq 2 c\right]=P_{M 1}\left[0 \leq\left(v_{1}=2 c-v_{2}=2 c-2 c=0\right)<c\right] / i=1$

$$
\begin{gathered}
P_{R 2}\left[c<\left(v_{2}=3 c / 2\right) \leq 2 c\right]=P_{M 1}\left[0 \leq\left(v_{1}=2 c-v_{2}=2 c-3 c / 2=c / 2\right)<c\right] / i=0.5 \\
P_{R 2}\left[c<\left(v_{2} \rightarrow c\right) \leq 2 c\right]=P_{M 1}\left[0 \leq\left(v_{1}=2 c-v_{2} \rightarrow 2 c-c=c\right)<c\right] / i=0
\end{gathered}
$$

Therefore, for any value of $0 \leq v \leq 2 c$ with $v \neq c$, we can write without any confusion that:

$$
P_{M 1}=i\left(1-P_{R 1}\right) \text { and } P_{R 1}=1-P_{M 1} / i
$$

hence, $M_{1}$ is the imaginary complementary probability universe to the real probability universe $R_{1}$.

$$
\text { And } P_{M 2}=i\left(1-P_{R 2}\right) \text { and } P_{R 2}=1-P_{M 2} / i
$$

hence, $M_{2}$ is the imaginary complementary probability universe to the real probability universe $R_{2}$.

Additionally, in condition and in the case where $v_{2}=2 c-v_{1}$, we have:

$$
P_{R 1}\left[0 \leq v_{1}<c\right]+P_{R 2}\left[c<\left(v_{2}=2 c-v_{1}\right) \leq 2 c\right]=1
$$

hence, $R_{2}$ is the real complementary probability universe to the real probability universe $R_{1}$.

$$
\text { And, } P_{M 1}\left[0 \leq v_{1}<c\right]+P_{M 2}\left[c<\left(v_{2}=2 c-v_{1}\right) \leq 2 c\right]=i
$$

hence, $M_{2}$ is the imaginary complementary probability universe to the imaginary probability universe $M_{1}$.

Moreover, in all cases and for any value of $v: 0 \leq v \leq 2 c$ with $v \neq c$, we have:
$P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ where $\boldsymbol{\mathcal { R }}=R_{1}+R_{2}$.
And $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ where $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}$.
Check that:

$$
\begin{aligned}
P_{M} & =\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2} \\
& =\frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right)
\end{aligned}
$$

Hence, $\boldsymbol{\mathcal { M }}$ is the imaginary complementary probability universe to the real probability universe $\mathcal{R}$.

Moreover, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$, where $0 \leq v \leq 2 c$ with $v \neq c$ :
$\mathcal{C}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)=\mathcal{C}_{1}+\mathcal{C}_{2}$.
In fact, in $\mathcal{C}_{1}$ we have: $P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1$.
And, in $\mathcal{C}_{2}$ we have: $P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1$.
And, in $\mathcal{C}$ we have:

$$
\begin{aligned}
P c=P_{R}+P_{M} / i & =\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}\right] / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\frac{\left(1-P_{R 1}\right)+\left(1-P_{R 2}\right)}{2}=\frac{P_{R 1}+P_{R 2}}{2}+1-\frac{P_{R 1}+P_{R 2}}{2} \\
& =1
\end{aligned}
$$

We can write also:

$$
\begin{aligned}
P c & =P_{R}+P_{M} / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{R 1}+P_{M 1} / i}{2}+\frac{P_{R 2}+P_{M 2} / i}{2}=\frac{P c_{1}}{2}+\frac{P c_{2}}{2} \\
& =\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2}=1
\end{aligned}
$$

Consequently: $P c=P c_{1}=P c_{2}=1$, in accordance with $C P P$ axioms.
Furthermore, we have:
$\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq 2 c)$, which means that the total universe $\mathbf{G}$ is the sum of the real subluminal universe $\mathbf{G}_{\mathbf{1}}$ and the imaginary superluminal universe or metauniverse $\mathbf{G}_{2}$.

Additionally, the real subluminal universe $\mathrm{G}_{1}$ corresponds to the complex probability universe $\mathcal{C}_{1}$, which is also subluminal, hence: $\mathbf{G}_{\mathbf{1}}=\mathcal{C}_{1}=R_{1}+M_{1}$ with ( $0 \leq v<c$ ). And the imaginary superluminal universe $\mathbf{G}_{2}$ or metauniverse corresponds to the complex probability universe $\mathcal{C}_{2}$, which is also superluminal; hence, $\mathbf{G}_{2}=\mathcal{C}_{2}=R_{2}+M_{2}$ with $(c<v \leq 2 c)$.

Therefore,

$$
\begin{gathered}
P_{G 1}=P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1 \text { and } \\
P_{G 2}=P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1 .
\end{gathered}
$$

Consequently, the complex total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq 2 c)$, which is the sum of the universe and the metauniverse corresponds to the complex probability universe $\mathcal{C}$ having:
$\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)$
$=\mathcal{C}_{1}(0 \leq v<c)+\mathcal{C}_{2}(c<v \leq 2 c)=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq 2 c)$ with
$0 \leq v \leq 2 c$ and $v \neq c$,
Hence,

$$
P_{G}=P c=\frac{P_{G 1}+P_{G 2}}{2}=\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2}=1
$$

Hence, $P c=1$, in accordance with $C P P$ axioms.
Thus, we can conclude that, by adding the complementary imaginary probabilities universes $M_{1}, M_{2}$ and $\mathcal{M}$ to the real probabilities universes $R_{1}, R_{2}$ and $\mathcal{R}$ then all random phenomena in the complex probabilities' universes $\mathcal{C}_{1}, \mathcal{C}_{2}$, and $\mathcal{C}$, and hence in the subluminal universe $\mathbf{G}_{1}$, in the superluminal universe $\mathbf{G}_{2}$, and in the total and complex universe $\mathbf{G}$, become absolutely and perfectly deterministic with probabilities:

$$
P c=P c_{1}=P c_{2}=1 \text { and } P_{G}=P_{G 1}=P_{G 2}=1 .
$$

### 6.2 The MCPP parameters of the first model

The real probabilities in $\mathcal{R}=R_{1}+R_{2}$ :

$$
P_{R}=\frac{P_{R 1}+P_{R 2}}{2}
$$

The imaginary complementary probabilities in $\mathcal{M}=M_{1}+M_{2}$ :

$$
P_{M}=\frac{P_{M 1}+P_{M 2}}{2}=i\left(1-P_{R}\right)=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]
$$

The real complementary probabilities in $\mathcal{R}=R_{1}+R_{2}$ :

$$
\begin{aligned}
P_{M} / i & =\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{M 1} / i+P_{M 2} / i}{2} \\
& =i\left(1-P_{R}\right) / i=1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}
\end{aligned}
$$

The Complex Random Vectors in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}$.
We have: In $\mathbf{G}_{1}: Z_{1}=P_{R 1}+P_{M 1}$ and in $\mathbf{G}_{2}: Z_{2}=P_{R 2}+P_{M 2}$.
Then, in $\mathbf{G}: Z=P_{R}+P_{M}=\frac{P_{R 1}+P_{R 2}}{2}+\frac{P_{M 1}+P_{M 2}}{2}=\frac{P_{R 1}+P_{M 1}}{2}+\frac{P_{R 2}+P_{M 2}}{2}=\frac{Z_{1}+Z_{2}}{2}$.
The degrees of our knowledge:
We have: In $\mathbf{G}_{1}: D O K_{1}=\left|Z_{1}\right|^{2}=\left|P_{R 1}+P_{M 1}\right|^{2}=P_{R 1}^{2}+\left[P_{M 1} / i\right]^{2}=P_{R 1}^{2}+\left[1-P_{R 1}\right]^{2}$.
In G ${ }_{2}$ : $D O K_{2}=\left|Z_{2}\right|^{2}=\left|P_{R 2}+P_{M 2}\right|^{2}=P_{R 2}^{2}+\left[P_{M 2} / i\right]^{2}=P_{R 2}^{2}+\left[1-P_{R 2}\right]^{2}$.
Then, in $\mathbf{G}$ :

$$
\begin{aligned}
D O K & =|Z|^{2}=\left|P_{R}+P_{M}\right|^{2}=P_{R}^{2}+\left[P_{M} / i\right]^{2}=P_{R}^{2}+\left[1-P_{R}\right]^{2} \\
& =\left[\frac{P_{R 1}+P_{R 2}}{2}\right]^{2}+\left[1-\left(\frac{P_{R 1}+P_{R 2}}{2}\right)\right]^{2}
\end{aligned}
$$

The chaotic factors:
We have: In $\mathbf{G}_{1}$ :
$C h f_{1}=2 i P_{R 1} P_{M 1}=2 i P_{R 1} i\left(1-P_{R 1}\right)=2 i^{2} P_{R 1}\left(1-P_{R 1}\right)=-2 P_{R 1}\left(1-P_{R 1}\right)$.
In $\mathrm{G}_{2}:$ Chf $_{2}=2 i P_{R 2} P_{M 2}=2 i P_{R 2} i\left(1-P_{R 2}\right)=2 i^{2} P_{R 2}\left(1-P_{R 2}\right)=-2 P_{R 2}\left(1-P_{R 2}\right)$.
Then, in $\mathbf{G}$ :

$$
\begin{aligned}
\text { Chf }=2 i P_{R} P_{M} & =2 i P_{R} i\left(1-P_{R}\right)=2 i^{2} P_{R}\left(1-P_{R}\right)=-2 P_{R}\left(1-P_{R}\right) \\
& =-2\left[\frac{P_{R 1}+P_{R 2}}{2}\right]\left[1-\left(\frac{P_{R 1}+P_{R 2}}{2}\right)\right]
\end{aligned}
$$

The magnitudes of the chaotic factors:
We have: $\operatorname{In} \mathrm{G}_{1}$ :
$M \operatorname{Chf}_{1}=\left|\operatorname{Chf}_{1}\right|=-2 i P_{R 1} P_{M 1}=-2 i P_{R 1} i\left(1-P_{R 1}\right)=-2 i^{2} P_{R 1}\left(1-P_{R 1}\right)=2 P_{R 1}\left(1-P_{R 1}\right)$.
In $\mathrm{G}_{2}:$ MChf $_{2}=\left|C h f_{2}\right|=-2 i P_{R 2} P_{M 2}=-2 i P_{R 2} i\left(1-P_{R 2}\right)=-2 i^{2} P_{R 2}\left(1-P_{R 2}\right)=2 P_{R 2}\left(1-P_{R 2}\right)$.
Then, in G:

$$
\begin{gathered}
M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i P_{R} i\left(1-P_{R}\right)=-2 i^{2} P_{R}\left(1-P_{R}\right)=2 P_{R}\left(1-P_{R}\right) \\
=2\left[\frac{P_{R 1}+P_{R 2}}{2}\right]\left[1-\left(\frac{P_{R 1}+P_{R 2}}{2}\right)\right]
\end{gathered}
$$

The deterministic probabilities in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$.
We have: $\operatorname{In} \mathrm{G}_{\mathbf{1}}$ :

$$
\begin{aligned}
P c_{1}^{2} & =\left[P_{R 1}+P_{M 1} / i\right]^{2}=\left[P_{R 1}+\left(1-P_{R 1}\right)\right]^{2}=1^{2}=1 \\
& =D O K_{1}-\operatorname{Chf}_{1}=1 \\
& =D O K_{1}+M C h f_{1}=1 \\
& =P c_{1}
\end{aligned}
$$

In $\mathrm{G}_{\mathbf{2}}$ :

$$
\begin{aligned}
P c_{2}^{2} & =\left[P_{R 2}+P_{M 2} / i\right]^{2}=\left[P_{R 2}+\left(1-P_{R 2}\right)\right]^{2}=1^{2}=1 \\
& =D O K_{2}-\text { Chf }_{2}=1 \\
& =D O K_{2}+M C h f_{2}=1 \\
& =P c_{2}
\end{aligned}
$$

Then, in G:

$$
\begin{aligned}
P c^{2} & =\left[P_{R}+P_{M} / i\right]^{2}=\left[P_{R}+\left(1-P_{R}\right)\right]^{2}=1^{2}=1 \\
& =D O K-C h f=1 \\
& =D O K+M C h f=1 \\
& =P c
\end{aligned}
$$

### 6.3 The deterministic cases and the MCPP parameters of the first model

Additionally, it is crucial and very important to mention here that if the real probabilities $P_{R 1}$ and $P_{R 2}$ are equal to one or zero, then we will return directly to the deterministic theory, which is a special nonrandom case of the probabilistic complex probability paradigm (MCPP) general case. Hence, this certainly proves that MCPP is always valid in the deterministic case or in the probabilistic and random case.

Consequently, in the deterministic situation, we will have these possible four cases:

## Case 1:

$P_{R 1}=1$ and $P_{R 2}=1$, that means we are working in $\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{2}(c<v \leq 2 c)$.
$P_{M 1}=i\left(1-P_{R 1}\right)=i(1-1)=0$ and $P_{M 2}=i\left(1-P_{R 2}\right)=i(1-1)=0$.
$P_{M 1} / i=i\left(1-P_{R 1}\right) / i=1-P_{R 1}=1-1=0$ and $P_{M 2} / i=i\left(1-P_{R 2}\right) / i=1-P_{R 2}=$ $1-1=0$.
$P_{R 1}+P_{M 1} / i=P_{R 1}+i\left(1-P_{R 1}\right) / i=1+0=1=P_{G 1}=P c_{1}$ and $P_{R 2}+P_{M 2} / i=P_{R 2}+i\left(1-P_{R 2}\right) / i=1+0=1=P_{G 2}=P c_{2}$.

Hence, $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}=\frac{1+1}{2}=1$ and $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}=\frac{0+0}{2}=0$.
So, $P_{R}+P_{M} / i=P_{R}+i\left(1-P_{R}\right) / i=1+0=1=P c$.
And $P_{G}=\frac{P_{G 1}+P_{G 2}}{2}=\frac{1+1}{2}=1=P c$

$$
\begin{gathered}
Z_{1}=P_{R 1}+P_{M 1}=1+0=1 \\
Z_{2}=P_{R 2}+P_{M 2}=1+0=1 \\
Z=P_{R}+P_{M}=1+0=1=\frac{Z_{1}+Z_{2}}{2}=\frac{1+1}{2}=1 \\
D O K_{1}=\left|Z_{1}\right|^{2}=P_{R 1}^{2}+\left(P_{M 1} / i\right)^{2}=1^{2}+0^{2}=1 \\
D O K_{2}=\left|Z_{2}\right|^{2}=P_{R 2}^{2}+\left(P_{M 2} / i\right)^{2}=1^{2}+0^{2}=1 \\
D O K=|Z|^{2}=P_{R}^{2}+\left(P_{M} / i\right)^{2}=1^{2}+0^{2}=1 \\
C h f_{1}=2 i P_{R 1} P_{M 1}=2 i \times 1 \times 0=0 \\
C h f_{2}=2 i P_{R 2} P_{M 2}=2 i \times 1 \times 0=0
\end{gathered}
$$

$$
\begin{aligned}
& C h f=2 i P_{R} P_{M}=2 i \times 1 \times 0=0 \\
& M C h f_{1}=\left|C h f_{1}\right|=-2 i P_{R 1} P_{M 1}=-2 i \times 1 \times 0=0 \\
& M C h f_{2}=\left|C h f_{2}\right|=-2 i P_{R 2} P_{M 2}=-2 i \times 1 \times 0=0 \\
& M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i \times 1 \times 0=0 \\
& P c_{1}^{2}=\left(P_{R 1}+P_{M 1} / i\right)^{2}=(1+0)^{2}=1^{2}=1 \\
&= D O K_{1}-C h f_{1}=1-0=1 \\
&= D O K_{1}+M C h f_{1}=1+0=1 \\
&= P c_{1} \\
& P c_{2}^{2}=\left(P_{R 2}+P_{M 2} / i\right)^{2}=(1+0)^{2}=1^{2}=1 \\
&=D O K_{2}-C h f_{2}=1-0=1 \\
&=D O K_{2}+M C h f_{2}=1+0=1 \\
&=P c_{2} \\
& P c^{2}=\left(P_{R}+P_{M} / i\right)^{2}=(1+0)^{2}=1^{2}=1 \\
&=D O K-C h f=1-0=1 \\
&=D O K+M C h f=1+0=1 \\
&=P c
\end{aligned}
$$

## Case 2:

$P_{R 1}=1$ and $P_{R 2}=0$, that means we are working in $\mathbf{G}=\mathbf{G}_{1}(0 \leq v<c)$ alone.
$P_{M 1}=i\left(1-P_{R 1}\right)=i(1-1)=0$ and $P_{M 2}=i\left(1-P_{R 2}\right)=i(1-0)=i$.
$P_{M 1} / i=i\left(1-P_{R 1}\right) / i=1-P_{R 1}=1-1=0$ and $P_{M 2} / i=i\left(1-P_{R 2}\right) / i=1-P_{R 2}=$ $1-0=1$.
$P_{R 1}+P_{M 1} / i=P_{R 1}+i\left(1-P_{R 1}\right) / i=1+0=1=P_{G 1}=P c_{1}$ and $P_{R 2}+P_{M 2} / i=P_{R 2}+i\left(1-P_{R 2}\right) / i=0+1=1=P_{G 2}=P c_{2}$.

Hence, $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}=\frac{1+0}{2}=0.5$ and $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}=\frac{0+i}{2}=0.5 i$.
So, $P_{R}+P_{M} / i=P_{R}+i\left(1-P_{R}\right) / i=0.5+0.5=1=P c$.
And $P_{G}=\frac{P_{G 1}+P_{G 2}}{2}=\frac{1+1}{2}=1=P c$

$$
\begin{gathered}
Z_{1}=P_{R 1}+P_{M 1}=1+0=1 \\
Z_{2}=P_{R 2}+P_{M 2}=0+i=i \\
Z=P_{R}+P_{M}=0.5+0.5 i=\frac{Z_{1}+Z_{2}}{2}=\frac{1+i}{2}=\frac{1}{2}+\frac{i}{2}=0.5+0.5 i \\
D O K_{1}=\left|Z_{1}\right|^{2}=P_{R 1}^{2}+\left(P_{M 1} / i\right)^{2}=1^{2}+0^{2}=1 \\
D O K_{2}=\left|Z_{2}\right|^{2}=P_{R 2}^{2}+\left(P_{M 2} / i\right)^{2}=0^{2}+1^{2}=1 \\
D O K=|Z|^{2}=P_{R}^{2}+\left(P_{M} / i\right)^{2}=0.5^{2}+0.5^{2}=0.5 \\
C h f_{1}=2 i P_{R 1} P_{M 1}=2 i \times 1 \times 0=0 \\
\operatorname{Chf}_{2}=2 i P_{R 2} P_{M 2}=2 i \times 0 \times i=0
\end{gathered}
$$

$$
\begin{aligned}
& C h f=2 i P_{R} P_{M}=2 i \times 0.5 \times 0.5 i=-0.5 \\
& M C h f_{1}=\left|C h f_{1}\right|=-2 i P_{R 1} P_{M 1}=-2 i \times 1 \times 0=0 \\
& M C h f_{2}=\left|C h f_{2}\right|=-2 i P_{R 2} P_{M 2}=-2 i \times 0 \times i=0 \\
& \begin{aligned}
& M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i \times 0.5 \times 0.5 i=0.5 \\
& P c_{1}^{2}=\left(P_{R 1}+P_{M 1} / i\right)^{2}=(1+0)^{2}=1^{2}=1 \\
&=D O K_{1}-C h f_{1}=1-0=1 \\
&= D O K_{1}+M C h f_{1}=1+0=1 \\
& \quad=P c_{1} \\
& P c_{2}^{2}=\left(P_{R 2}+P_{M 2} / i\right)^{2}=(0+1)^{2}=1^{2}=1 \\
& \quad=D O K_{2}-C h f_{2}=1-0=1 \\
& \quad=D O K_{2}+M C h f_{2}=1+0=1 \\
& \quad=P c_{2}
\end{aligned} \\
& P c^{2}=\left(P_{R}+P_{M} / i\right)^{2}=(0.5+0.5)^{2}=1^{2}=1 \\
& =D O K-C h f=0.5-(-0.5)=0.5+0.5=1 \\
& =D O K+M C h f=0.5+0.5=1 \\
& =P c
\end{aligned}
$$

These results can be understood and explained since we are considering in this case only the subluminal universe $\mathbf{G}_{1}$ and discarding totally the superluminal universe $\mathbf{G}_{2}$; hence, we are looking at one part or half of the whole picture, which is the total complex universe $\mathbf{G}=\mathbf{G}_{1}+\mathbf{G}_{2}$. Additionally, both $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ have equal probabilities to be considered in G and which are $P_{R}=P_{M} / i=\frac{1}{2}=0.5$. Moreover, and for the same reason, $D O K$ which is the degree of our knowledge in the whole universe G is minimum and is equal to 0.5 ; hence, accordingly $M C h f$, which measures the magnitude of chaos and ignorance in $\mathbf{G}$ is maximum and is equal to 0.5 . Knowing that $P c$ in $\mathbf{G}$, which is computed by subtracting and eliminating chaos materialized by Chf from the experiment and after adding the contributions of $\boldsymbol{\mathcal { M }}$ to $\mathbf{G}$, is always maintained as equal to $1=100 \%$.

Case 3:
$P_{R 1}=0$ and $P_{R 2}=1$, that means we are working in $\mathbf{G}=\mathbf{G}_{2}(c<v \leq 2 c)$ alone.
$P_{M 1}=i\left(1-P_{R 1}\right)=i(1-0)=i$ and $P_{M 2}=i\left(1-P_{R 2}\right)=i(1-1)=0$.
$P_{M 1} / i=i\left(1-P_{R 1}\right) / i=1-P_{R 1}=1-0=1$ and $P_{M 2} / i=i\left(1-P_{R 2}\right) / i=1-P_{R 2}=$ $1-1=0$.
$P_{R 1}+P_{M 1} / i=P_{R 1}+i\left(1-P_{R 1}\right) / i=0+1=1=P_{G 1}=P c_{1}$ and $P_{R 2}+P_{M 2} / i=P_{R 2}+i\left(1-P_{R 2}\right) / i=1+0=1=P_{G 2}=P c_{2}$.

Hence, $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}=\frac{0+1}{2}=0.5$ and $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}=\frac{i+0}{2}=0.5 i$.
So, $P_{R}+P_{M} / i=P_{R}+i\left(1-P_{R}\right) / i=0.5+0.5=1=P c$.
And $P_{G}=\frac{P_{G 1}+P_{G 2}}{2}=\frac{1+1}{2}=1=P c$

$$
\begin{gathered}
Z_{1}=P_{R 1}+P_{M 1}=0+i=i \\
Z_{2}=P_{R 2}+P_{M 2}=1+0=1
\end{gathered}
$$

$$
\begin{aligned}
& Z=P_{R}+P_{M}=0.5+0.5 i=\frac{Z_{1}+Z_{2}}{2}=\frac{i+1}{2}=\frac{i}{2}+\frac{1}{2}=0.5+0.5 i \\
& D O K_{1}=\left|Z_{1}\right|^{2}=P_{R 1}^{2}+\left(P_{M 1} / i\right)^{2}=0^{2}+1^{2}=1 \\
& D O K_{2}=\left|Z_{2}\right|^{2}=P_{R 2}^{2}+\left(P_{M 2} / i\right)^{2}=1^{2}+0^{2}=1 \\
& D O K=|Z|^{2}=P_{R}^{2}+\left(P_{M} / i\right)^{2}=0.5^{2}+0.5^{2}=0.5 \\
& \text { Chf }_{1}=2 i P_{R 1} P_{M 1}=2 i \times 0 \times i=0 \\
& C h f_{2}=2 i P_{R 2} P_{M 2}=2 i \times 1 \times 0=0 \\
& \text { Chf }=2 i P_{R} P_{M}=2 i \times 0.5 \times 0.5 i=-0.5 \\
& M \operatorname{Chf}_{1}=\left|\operatorname{Chf}_{1}\right|=-2 i P_{R 1} P_{M 1}=-2 i \times 0 \times i=0 \\
& M C h f_{2}=\left|C h f_{2}\right|=-2 i P_{R 2} P_{M 2}=-2 i \times 1 \times 0=0 \\
& M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i \times 0.5 \times 0.5 i=0.5 \\
& P c_{1}^{2}=\left(P_{R 1}+P_{M 1} / i\right)^{2}=(0+1)^{2}=1^{2}=1 \\
& =D O K_{1}-\text { Chf }_{1}=1-0=1 \\
& =D O K_{1}+\text { MChf }_{1}=1+0=1 \\
& =P c_{1} \\
& P c_{2}^{2}=\left(P_{R 2}+P_{M 2} / i\right)^{2}=(1+0)^{2}=1^{2}=1 \\
& =D O K_{2}-\text { Chf }_{2}=1-0=1 \\
& =D O K_{2}+M C h f_{2}=1+0=1 \\
& =P c_{2} \\
& P c^{2}=\left(P_{R}+P_{M} / i\right)^{2}=(0.5+0.5)^{2}=1^{2}=1 \\
& =D O K-C h f=0.5-(-0.5)=0.5+0.5=1 \\
& =D O K+M C h f=0.5+0.5=1 \\
& =P c
\end{aligned}
$$

These results can be understood and explained since we are considering in this case only the superluminal universe $G_{2}$ and discarding totally the subluminal universe $G_{1}$; hence, we are looking at one part or half of the whole picture, which is the total complex universe $\mathbf{G}=\mathbf{G}_{1}+\mathbf{G}_{2}$. Additionally, both $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ have equal probabilities to be considered in G and which are $P_{R}=P_{M} / i=\frac{1}{2}=0.5$. Moreover, and for the same reason, DOK which is the degree of our knowledge in the whole universe $\mathbf{G}$ is minimum and is equal to 0.5 ; hence, accordingly $M C h f$ which measures the magnitude of chaos and ignorance in $\mathbf{G}$ is maximum and is equal to 0.5 . Knowing that $P c$ in $\mathbf{G}$, which is computed by subtracting and eliminating chaos materialized by Chf from the experiment and after adding the contributions of $\mathcal{M}$ to $\mathbf{G}$, is always maintained as equal to $1=100 \%$.

Case 4:
$P_{R 1}=0$ and $P_{R 2}=0$, that means that we have impossible events and experiments in the whole G.

$$
P_{M 1}=i\left(1-P_{R 1}\right)=i(1-0)=i \text { and } P_{M 2}=i\left(1-P_{R 2}\right)=i(1-0)=i .
$$

$P_{M 1} / i=i\left(1-P_{R 1}\right) / i=1-P_{R 1}=1-0=1$ and $P_{M 2} / i=i\left(1-P_{R 2}\right) / i=1-P_{R 2}=$ $1-0=1$.
$P_{R 1}+P_{M 1} / i=P_{R 1}+i\left(1-P_{R 1}\right) / i=0+1=1=P_{G 1}=P c_{1}$ and $P_{R 2}+P_{M 2} / i=P_{R 2}+i\left(1-P_{R 2}\right) / i=0+1=1=P_{G 2}=P c_{2}$.

Hence, $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}=\frac{0+0}{2}=0$ and $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}=\frac{i+i}{2}=i$.
So, $P_{R}+P_{M} / i=P_{R}+i\left(1-P_{R}\right) / i=0+1=1=P c$.
And $P_{G}=\frac{P_{G 1}+P_{G 2}}{2}=\frac{1+1}{2}=1=P c$

$$
\begin{aligned}
& Z_{1}=P_{R 1}+P_{M 1}=0+i=i \\
& Z_{2}=P_{R 2}+P_{M 2}=0+i=i \\
& Z=P_{R}+P_{M}=0+i=i=\frac{Z_{1}+Z_{2}}{2}=\frac{i+i}{2}=\frac{2 i}{2}=i \\
& D O K_{1}=\left|Z_{1}\right|^{2}=P_{R 1}^{2}+\left(P_{M 1} / i\right)^{2}=0^{2}+1^{2}=1 \\
& D O K_{2}=\left|Z_{2}\right|^{2}=P_{R 2}^{2}+\left(P_{M 2} / i\right)^{2}=0^{2}+1^{2}=1 \\
& D O K=|Z|^{2}=P_{R}^{2}+\left(P_{M} / i\right)^{2}=0^{2}+1^{2}=1 \\
& \text { Chf }_{1}=2 i P_{R 1} P_{M 1}=2 i \times 0 \times i=0 \\
& \text { Chf }_{2}=2 i P_{R 2} P_{M 2}=2 i \times 0 \times i=0 \\
& \text { Chf }=2 i P_{R} P_{M}=2 i \times 0 \times i=0 \\
& \text { MChf }_{1}=\left|\operatorname{Chf}_{1}\right|=-2 i P_{R 1} P_{M 1}=-2 i \times 0 \times i=0 \\
& M C h f_{2}=\left|C h f_{2}\right|=-2 i P_{R 2} P_{M 2}=-2 i \times 0 \times i=0 \\
& M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i \times 0 \times i=0 \\
& P c_{1}^{2}=\left(P_{R 1}+P_{M 1} / i\right)^{2}=(0+1)^{2}=1^{2}=1 \\
& =D O K_{1}-\operatorname{Chf}_{1}=1-0=1 \\
& =D O K_{1}+\text { MChf }_{1}=1+0=1 \\
& =P c_{1} \\
& P c_{2}^{2}=\left(P_{R 2}+P_{M 2} / i\right)^{2}=(0+1)^{2}=1^{2}=1 \\
& =\text { DOK }_{2}-\text { Chf }_{2}=1-0=1 \\
& =D O K_{2}+M C h f_{2}=1+0=1 \\
& =P c_{2} \\
& P c^{2}=\left(P_{R}+P_{M} / i\right)^{2}=(0+1)^{2}=1^{2}=1 \\
& =D O K-C h f=1-0=1 \\
& =D O K+M C h f=1+0=1 \\
& =P c
\end{aligned}
$$

### 6.4 The first model simulations

We note that in the following simulations, $P_{R 3}$ is the real probability in the luminal universe $\mathbf{G}_{3}$ for $(v=c)$ in yellow in the simulations, where we have $\forall P_{R 3}: 0 \leq P_{R 3} \leq 1$
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and that it will be included in the final most general model of MCPP. Thus, the current model is a simplified first model. The simulations from Figures 9-12 illustrate the first model.

All the MCPP Parameters and the Normal Distribution


Figure 9.
The MCPP first model parameters and the normal distribution in $\boldsymbol{G}_{\mathbf{1}}$.
All the MCPP Parameters and the Normal Distribution


Figure 10.
The MCPP first model parameters and the normal distribution in $\mathbf{G}_{\mathbf{2}}$.


Figure 11.
The MCPP first model probabilities and the normal/normal distributions in $\mathbf{G}$.

All the MCPP Parameters and the Normal / Normal Distributions


Figure 12.
The MCPP first model parameters and the normal/normal distributions in $\mathbf{G}$.

## 7. Conclusion

In the current research work, the original extended model of eight axioms (EKA) of A. N. Kolmogorov was connected and applied to Metarelativity theory. Thus, a tight link between Metarelativity and the novel paradigm ( $C P P$ ) was achieved. Consequently, the model of "Complex Probability" was more developed beyond the scope of my 21 previous research works on this topic.

Additionally, as it was proved and verified in the novel model, before the beginning of the random phenomenon simulation and at its end we have the chaotic factor (Chf and MChf) is zero and the degree of our knowledge (DOK) is one since the stochastic fluctuations and effects have either not started yet or they have terminated and finished their task on the probabilistic phenomenon. During the execution of the nondeterministic phenomenon and experiment, we also have $0.5 \leq D O K<1$, $-0.5 \leq C h f<0$, and $0<M C h f \leq 0.5$. We can see that during this entire process, we have incessantly and continually $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$, which means that the simulation that behaved randomly and stochastically in the real probability set $\mathcal{R}$ is now certain and deterministic in the complex probability set and total universe $\mathbf{G}=\mathcal{C}=\mathcal{R}+\mathcal{M}$, and this after adding to the random experiment executed in the real probability set $\mathcal{R}$ the contributions of the imaginary probability set $\mathcal{M}$ and hence after eliminating and subtracting the chaotic factor from the degree of our knowledge as it is shown in the equation above. Furthermore, the real, imaginary, complex, and deterministic probabilities and that correspond to each value of the velocity random variable have been determined in the three probabilities sets, which are $\mathcal{R}, \mathcal{M}$, and $\mathbf{G}=\mathcal{C}$ by $P_{r}, P_{m}, Z$, and $P c$, respectively. Consequently, at each value of $v$ the novel MCPP parameters $P_{r}, P_{m}, P_{m} / i, D O K, \operatorname{Chf}, M C h f$, $P c$, and $Z$ are surely and perfectly predicted in the complex probabilities set and total universe $\mathbf{G}=\mathcal{C}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathbf{G}_{\mathbf{3}}$ with $P c$ maintained equal to one permanently and repeatedly.

## Nomenclature

| EKA | Extended Kolmogorov's Axioms |
| :---: | :---: |
| CPP | Complex Probability Paradigm |
| MCPP | Metarelativistic Complex Probability Paradigm |
| $i$ | the imaginary number where $i=\sqrt{-1}$ or $i^{2}=-1$ |
| $\mathrm{G}_{1}$ | real universe of matter and energy = subluminal universe |
| $\mathrm{G}_{2}$ | imaginary universe of matter and energy = superluminal universe or metauniverse |
| $\mathrm{G}_{3}$ | luminal universe of electromagnetic waves |
| G | total universe of matter and energy $=\mathbf{G}_{\mathbf{1}}(v<c)+\mathbf{G}_{\mathbf{2}}(v>c)+\mathbf{G}_{\mathbf{3}}(v=c)=$ complex universe |
| $\mathrm{R}_{1}$ | real probabilities set in $\mathbf{G}_{\mathbf{1}}(v<c)$ |
| $\mathrm{M}_{1}$ | imaginary complementary probabilities set to $\mathrm{R}_{1}$ in $\mathrm{G}_{1}(v<c)$ |
| $\mathrm{R}_{2}$ | real probabilities set in $\mathbf{G}_{2}(v>c)$ |
| $\mathrm{M}_{2}$ | imaginary complementary probabilities set to $\mathrm{R}_{2}$ in $\mathbf{G}_{2}(v>c)$ |
| $\mathrm{R}_{3}$ | real probabilities set in $\mathrm{G}_{3}(v=c)$ |
| $\mathrm{M}_{3}$ | imaginary complementary probabilities set to $\mathrm{R}_{3}$ in $\mathrm{G}_{3}(v=c)$ |
| $\mathcal{C}_{1}$ | $\mathrm{R}_{1}+\mathrm{M}_{1}=$ complex set of probabilities in $\mathrm{G}_{1}(v<c)$ |
| $\mathcal{C}_{2}$ | $\mathrm{R}_{2}+\mathrm{M}_{2}=$ complex set of probabilities in $\mathbf{G}_{2}(v>c)$ |


| $\mathcal{C}_{3}$ | $\mathrm{R}_{3}+\mathrm{M}_{3}=$ complex set of probabilities in $\mathrm{G}_{3}(v=c)$ |
| :---: | :---: |
| $\mathcal{R}$ | $\mathrm{R}_{1}+\mathrm{R}_{2}+\mathrm{R}_{3}=$ real set of events and probabilities in $G$ |
| $\mathcal{M}$ | $M_{1}+M_{2}+M_{3}=$ imaginary set of events and probabilities in $G$ |
| $\mathcal{C}$ | complex set of events and probabilities in G, $\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$ |
| $P_{\text {rob }}$ | probability of any event |
| $P_{R 1}$ | probability in the real set $\mathcal{R}$ in $\mathrm{G}_{\mathbf{1}}$ |
| $P_{R 2}$ | probability in the real set $\mathcal{R}$ in $\mathbf{G}_{2}$ |
| $P_{R 3}$ | probability in the real set $\mathcal{R}$ in $\mathrm{G}_{3}$ |
| $P_{M 1}$ | probability in the imaginary set $\mathcal{M}$ in $\mathrm{G}_{1}$ |
| $P_{M 2}$ | probability in the imaginary set $\boldsymbol{\mathcal { M }}$ in $\mathrm{G}_{2}$ |
| $P_{M 3}$ | probability in the imaginary set $\boldsymbol{\mathcal { M }}$ in $\mathbf{G}_{\mathbf{3}}$ |
| $P_{R}$ | probability in the real set $\mathcal{R}$ in $\mathbf{G}$ |
| $P_{M}$ | probability in the imaginary set $\mathcal{M}$ in $\mathbf{G}$ |
| $P c_{1}$ | probability in the complex set $\mathcal{C}_{1}$ in $\mathrm{G}_{1}$ |
| $P c_{2}$ | probability in the complex set $\mathcal{C}_{2}$ in $\mathrm{G}_{2}$ |
| $P c_{3}$ | probability in the complex set $\mathcal{C}_{3}$ in $\mathrm{G}_{3}$ |
| Pc | probability of a real event in $\mathcal{R}$ with its associated complementary imaginary event in $\boldsymbol{\mathcal { M }}=$ probability in the complex probability set $\mathcal{C}$ in the total universe G |
| $Z$ | complex probability number $=$ sum of $P_{R}$ and $P_{M}=$ complex random vector |
| DOK | $=\|Z\|^{2}=$ the degree of our knowledge of the random system or experiment, it is the square of the norm of $Z$ |
| Chf | the chaotic factor of $Z$ |
| MChf | the magnitude of the chaotic factor of $Z$ |
| c | light velocity $\cong 300,000 \mathrm{Km} / \mathrm{s}=3 \times 10^{8} \mathrm{~m} / \mathrm{s} \cong 186,000 \mathrm{miles} / \mathrm{s}$ in vacuum |
| $m_{G 1}$ | mass in the real subluminal universe $\mathbf{G}_{\mathbf{1}}$ of matter |
| $m_{G 2}$ | mass in the imaginary superluminal universe $\mathbf{G}_{\mathbf{2}}$ of matter or metamatter |
| $m_{G 3}$ | mass in the luminal universe $\mathbf{G}_{\mathbf{3}}$ |
| $m_{G}$ | mass in the complex total universe of matter $\mathbf{G}$ |
| $E_{G 1}$ | energy in the real subluminal universe $\mathrm{G}_{1}$ of energy |
| $E_{G 2}$ | energy in the imaginary superluminal universe $\mathrm{G}_{2}$ of energy |
| $E_{G 3}$ | energy of the electromagnetic waves in the luminal universe $\mathbf{G}_{3}$ of energy |
| $E_{G}$ | energy in the complex total universe $\mathbf{G}$ of energy |
| EW | electromagnetic waves in $\mathbf{G}_{\mathbf{3}}$ |
| $f$ | frequency of the electromagnetic waves in $\mathbf{G}_{\mathbf{3}}$ |
| PDF | probability density function |
| CDF | cumulative probability distribution function |
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# The Paradigm of Complex Probability and the Theory of Metarelativity: The General Model and Some Consequences of MCPP 

Abdo Abou Jaoudé


#### Abstract

Calculating probabilities is a crucial task of classical probability theory. Adding supplementary dimensions to nondeterministic experiments will yield a deterministic expression of the theory of probability. This is the novel and original idea at the foundation of my complex probability paradigm. As a matter of fact, probability theory is a stochastic system of axioms in its essence; that means that the phenomena outputs are due to randomness and chance. By adding novel imaginary dimensions to the nondeterministic phenomenon happening in the set $\mathcal{R}$ will lead to a deterministic phenomenon and thus a stochastic experiment will have a certain output in the complex probability set and total universe $\mathbf{G}=\mathcal{C}$. If the chaotic experiment becomes completely predictable, then we will be fully capable to predict the output of random events that arise in the real world in all stochastic processes. Accordingly, the task that has been achieved here was to extend the random real probabilities set $\mathcal{R}$ to the deterministic complex probabilities set and total universe $\mathbf{G}=\mathcal{C}=\mathcal{R}+\mathcal{M}$ and this by incorporating the contributions of the set $\mathcal{M}$, which is the complementary imaginary set of probabilities to the set $\mathcal{R}$. Consequently, since this extension reveals to be successful, then an innovative paradigm of stochastic sciences and prognostic was put forward in which all nondeterministic phenomena in $\mathcal{R}$ was expressed deterministically in $\mathcal{C}$. This paradigm was initiated and elaborated in my previous 21 publications. Furthermore, this model will be linked to my theory of Metarelativity, which takes into consideration faster-than-light matter and energy. This is what I named "The Metarelativistic Complex Probability Paradigm (MCPP)," which will be developed in the present two chapters 1 and 2.
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## 1. The metarelativistic complex probability paradigm (MCPP): a more general second model

In this section, we will develop the second more general model of $M C P P$ with all its parameters [1-42].

### 1.1 The real and imaginary probabilities

Here, and in this second MCPP model, $v_{1}$ is always the velocity of a body in $R_{1}$ with $0 \leq v_{1}<c$ and is a random variable that follows the normal distribution:
$N\left(\bar{v}_{1}=c / 2, \sigma_{v 1}=c / 6\right)$ where $\bar{v}_{1}$ is the mean or the expectation of this symmetric normal probability distribution of $v_{1}$ or $P D F_{1}\left(v_{1}\right)$ and $\sigma_{v 1}$ is its corresponding standard deviation. And $v_{2}$ is also the velocity of a body in $R_{2}$ with $c<v_{2} \leq n c$ and is a random variable that follows the normal distribution: $N\left(\bar{v}_{2}=(n+1) c / 2, \sigma_{v 2}=(n-1) c / 6\right)$ for a determined and fixed value of $n$ such that $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$ and where $\bar{v}_{2}$ is the mean or the expectation of this symmetric normal probability distribution of $v_{2}$ or $P D F_{2}\left(v_{2}\right)$ and $\sigma_{v 2}$ is its corresponding standard deviation.

First, we will define and calculate the real and imaginary probabilities in the universes $R_{1}, R_{2}, M_{1}$, and $M_{2}$ in the second model of MCPP as follows:

$$
\begin{aligned}
& P_{R 1}=P_{r o b}\left(0 \leq V \leq v_{1}\right)=C D F_{1}\left(0 \leq V \leq v_{1}\right)=\int_{0}^{v 1} P D F_{1}(v) d v=\int_{0}^{v 1} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v . \\
& \quad \text { So, if } v_{1}<0 \Rightarrow P_{R 1}=P_{\text {rob }}(V<0)=C D F_{1}(V<0)=0 . \\
& \quad \text { If } v_{1}=0 \Rightarrow P_{R 1}=P_{\text {rob }}(V \leq 0)=C D F_{1}(V \leq 0)=\int_{0}^{0} P D F_{1}(v) d v= \\
& \int_{0}^{0} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v=0 . \\
& \text { If } v_{1}=\bar{v}_{1}=c / 2 \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq c / 2)=C D F_{1}(0 \leq V \leq c / 2)=\int_{0}^{c / 2} P D F_{1}(v) d v=0.5 . \\
& \quad \text { If } v_{1} \rightarrow c^{-} \Rightarrow P_{R 1} \rightarrow P_{r o b}(0 \leq V<c)=C D F_{1}(0 \leq V<c)=\int_{0}^{c} P D F_{1}(v) d v= \\
& \int_{0}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v=1 . \\
& \quad \text { If } v_{1}>c \Rightarrow P_{R 1}=P_{r o b}(V>c)=C D F_{1}(V>c)=\int_{0}^{v 1} P D F_{1}(v) d v= \\
& \left\{\int_{0}^{c} P D F_{1}(v) d v+\int_{c}^{v 1} P D F_{1}(v) d v\right\}=(1+0)=1 .
\end{aligned}
$$

And we have for the second real probability:

$$
\begin{aligned}
P_{R 2} & =P_{\text {rob }}\left(c<V \leq v_{2}\right)=C D F_{2}\left(c<V \leq v_{2}\right) \\
& =\int_{c}^{v 2} P D F_{2}(v) d v=\int_{c}^{v 2} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v
\end{aligned}
$$

So, if $v_{2}<c \Rightarrow P_{R 2}=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$.
If $v_{2} \rightarrow c^{+} \Rightarrow P_{R 2} \rightarrow \int_{c}^{c} P D F_{2}(v) d v=\int_{c}^{c} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v=0$.

If $v_{2}=\bar{v}_{2}=(n+1) c / 2 \Rightarrow P_{R 2}=P_{\text {rob }}(c<V \leq(n+1) c / 2)=$ $C D F_{2}(c<V \leq(n+1) c / 2)=\int_{c}^{(n+1) c / 2} P D F_{2}(v) d v=0.5$.

If $v_{2}=n c$

$$
\begin{aligned}
\Rightarrow P_{R 2} & =P_{\text {rob }}(c<V \leq n c)=C D F_{2}(c<V \leq n c) \\
& =\int_{c}^{n c} P D F_{2}(v) d v=\int_{c}^{n c} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v=1
\end{aligned}
$$

If $v_{2}>n c$

$$
\begin{aligned}
\Rightarrow P_{R 2} & =P_{r o b}(V>n c)=C D F_{2}(V>n c) \\
& =\int_{c}^{v 2} P D F_{2}(v) d v=\left\{\int_{c}^{n c} P D F_{2}(v) d v+\int_{n c}^{v 2} P D F_{2}(v) d v\right\}=(1+0)=1
\end{aligned}
$$

Moreover, the first imaginary probability is:

$$
\begin{aligned}
P_{M 1} & =i\left(1-P_{R 1}\right)=i\left[1-P_{r o b}\left(0 \leq V \leq v_{1}\right)\right]=i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]=i C D F_{1}\left(v_{1}<V<c\right) \\
& =i\left[1-\int_{0}^{v 1} P D F_{1}(v) d v\right]=i \int_{v 1}^{c} P D F_{1}(v) d v=i \int_{v 1}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v
\end{aligned}
$$

So, if $v_{1}<0 \Rightarrow$

$$
\begin{aligned}
& P_{M 1}=i \int_{v 1}^{c} P D F_{1}(v) d v=i\left\{\int_{v 1}^{0} P D F_{1}(v) d v+\int_{0}^{c} P D F_{1}(v) d v\right\}=i(0+1)=i \Rightarrow P_{M 1} / i=1 . \\
& \quad \text { If } v_{1}=0 \\
& \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V \leq 0)\right]=i\left[1-C D F_{1}(V \leq 0)\right]=i(1-0)=i \Rightarrow P_{M 1} / i=1 . \\
& \text { If } v_{1}=\bar{v}_{1}=c / 2 \\
& \Rightarrow P_{M 1}=i\left[1-P_{r o b}(0 \leq V \leq c / 2)\right]=i\left[1-C D F_{1}(0 \leq V \leq c / 2)\right] \\
& \quad=i\left[1-\int_{0}^{c / 2} P D F_{1}(v) d v\right]=i \int_{c / 2}^{c} P D F_{1}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 1} / i=0.5
\end{aligned}
$$

If $v_{1} \rightarrow c^{-} \Rightarrow P_{M 1} \rightarrow i\left[1-P_{\text {rob }}(0 \leq V<c)\right]=i\left[1-C D F_{1}(0 \leq V<c)\right]=$
$i\left[1-\int_{0}^{c} P D F_{1}(v) d v\right]=i(1-1)=0 \Rightarrow P_{M 1} / i \rightarrow 0$
If $v_{1}>c \Rightarrow P_{M 1}=0 \Rightarrow P_{M 1} / i=0$.
And we have for the second imaginary probability:

$$
\begin{aligned}
P_{M 2} & =i\left(1-P_{R 2}\right)=i\left[1-P_{r o b}\left(c<V \leq v_{2}\right)\right]=i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]=i C D F_{2}\left(v_{2}<V \leq n c\right) \\
& =i\left[1-\int_{c}^{v 2} P D F_{2}(v) d v\right]=i \int_{v 2}^{n c} P D F_{2}(v) d v=i \int_{v 2}^{n c} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v
\end{aligned}
$$

$$
\begin{aligned}
& \text { So, if } v_{2}<c \Rightarrow P_{M 2}=i \int_{v 2}^{n c} P D F_{2}(v) d v=i\left\{\int_{v 2}^{c} P D F_{2}(v) d v+\int_{c}^{n c} P D F_{2}(v) d v\right\}= \\
& i(0+1)=i \Rightarrow P_{M 2} / i=1 .
\end{aligned} \begin{aligned}
& \text { If } v_{2} \rightarrow c^{+} \\
& \Rightarrow P_{M 2} \rightarrow i\left[1-P_{\text {rob }}\left(V \leq v_{2}\right)\right]=i P_{\text {rob }}(c<V \leq n c)=i C D F_{2}(c<V \leq n c)=i \times 1=i \\
&=i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i \\
& \Rightarrow P_{M 2} / i \rightarrow 1
\end{aligned} ~ ل ~ \begin{aligned}
\end{aligned}
$$

If $v_{2}=\bar{v}_{2}=(n+1) c / 2$

$$
\begin{aligned}
\Rightarrow P_{M 2} & =i\left[1-P_{\text {rob }}(c<V \leq(n+1) c / 2)\right]=i\left[1-C D F_{2}(c<V \leq(n+1) c / 2)\right] \\
& =i\left[1-\int_{c}^{(n+1) c / 2} P D F_{2}(v) d v\right]=i \times \int_{(n+1) c / 2}^{n c} P D F_{2}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 2} / i=0.5
\end{aligned}
$$

If $v_{2}=n c \Rightarrow P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq n c)\right]=i\left[1-C D F_{2}(c<V \leq n c)\right]=$ $i\left[1-\int_{c}^{n c} P D F_{2}(v) d v\right]=i(1-1)=0$

$$
\Rightarrow P_{M 2} / i=0
$$

If $v_{2}>n c \Rightarrow P_{M 2}=0 \Rightarrow P_{M 2} / i=0$.
Additionally, we have $\mathcal{R}=R_{1}(0 \leq v<c)+R_{2}(c<v \leq n c), \forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$.
Now, let $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ and it is equal to half of the sum of the cumulative probability that $0 \leq V \leq v_{1}$ in $R_{1}$ and the cumulative probability that $c<V \leq v_{2}$ in $R_{2}$.

$$
\begin{aligned}
\Rightarrow P_{R} & =\frac{C D F_{1}\left(0 \leq V \leq v_{1}\right)+C D F_{2}\left(c<V \leq v_{2}\right)}{2} \\
& =\frac{1}{2}\left\{\int_{0}^{v 1} P D F_{1}(v) d v+\int_{c}^{v 2} P D F_{2}(v) d v\right\} \\
& =\frac{1}{2}\left\{\int_{0}^{v 1} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v+\int_{c}^{v 2} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v\right\}
\end{aligned}
$$

Hence, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{2}: 0 \leq v \leq n c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(V \leq v)=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+0}{2}=\frac{C D F_{1}(0 \leq V \leq v)}{2}=\frac{P_{R 1}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}$ alone.

And if $c<v \leq n c \Rightarrow P_{R 1}=P_{r o b}(V>c)=C D F_{1}(V>c)=1$.

And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{1+C D F_{2}(c<V \leq v)}{2}=\frac{1+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{2}$ alone.

And if $0 \leq v \leq n c$ with $v \neq c \Rightarrow P_{R 1}=P_{r o b}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+C D F_{2}(c<V \leq v)}{2}=\frac{P_{R 1}+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}+R_{2}$.

And consequently, we can deduce from the above the real probability in the probability universe $\mathcal{R}=R_{1}+R_{2}$ for special velocity cases as follows:
if $v<0 \Rightarrow P_{R}=\frac{C D F_{1}(V<0)}{2}=\frac{0}{2}=0$.
if $v=c / 2 \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq c / 2)+C D F_{2}(V<c)}{2}=\frac{0.5+0}{2}=0.25$.
if $v \rightarrow c^{-} \Rightarrow P_{R} \rightarrow \frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}=\frac{1+0}{2}=0.5$.
if $v=(n+1) c / 2 \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq(n+1) c / 2)}{2}=\frac{1+0.5}{2}=0.75$.
if $v=n c \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)}{2}=\frac{1+1}{2}=1$.
Furthermore, we have $\mathcal{M}=M_{1}(0 \leq v<c)+M_{2}(c<v \leq n c)$, $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$.
Now, let $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ and it is equal to half of the sum of the complement of the cumulative probability that $0 \leq V \leq v_{1}$ in $M_{1}$ and the complement of the cumulative probability that $c<V \leq v_{2}$ in $M_{2}$.

$$
\begin{aligned}
& \Rightarrow P_{M}=\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}=\frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right) \\
& \Rightarrow P_{M}=\frac{i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]+i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]}{2} \\
& \quad=\frac{i}{2}\left\{\int_{0}^{v 1}\left[1-P D F_{1}(v)\right] d v+\int_{c}^{v 2}\left[1-P D F_{2}(v)\right] d v\right\} \\
& =\frac{i}{2}\left\{\int_{0}^{v 1}\left[1-N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right)\right] d v+\int_{c}^{v 2}\left[1-N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right)\right] d v\right\} \\
& =\frac{i}{2}\left\{\int_{v 1}^{c} N\left(\bar{v}=c / 2, \sigma_{v}=c / 6\right) d v+\int_{v 2}^{n c} N\left(\bar{v}=(n+1) c / 2, \sigma_{v}=(n-1) c / 6\right) d v\right\}
\end{aligned}
$$

Hence, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{M}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}: 0 \leq v \leq n c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i$

$$
\Rightarrow P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i}{2}=\frac{i+P_{M 1}}{2}=i\left[1-\frac{P_{R 1}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}$ alone.

And if $c<v \leq n c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V>c)\right]=i\left[1-C D F_{1}(V>c)\right]=i(1-1)=0$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$

$$
\Rightarrow P_{M}=\frac{0+i\left[1-C D F_{2}(c<V \leq v)\right]}{2}=\frac{P_{M 2}}{2}=i\left[\frac{1-P_{R 2}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{2}$ alone.

And if
$0 \leq v \leq n c$ with $v \neq c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V<v)\right]=i\left[1-C D F_{1}(0 \leq V<v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right] \Rightarrow$ $P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i\left[1-C D F_{2}(c<V \leq v)\right]}{2}=\frac{P_{M 1}+P_{M 2}}{2}=i\left[1-\frac{P_{R 1}+P_{R 2}}{2}\right]=i\left[1-P_{R}\right]$.

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{M}=M_{1}+M_{2}$.

And consequently, we can deduce from the above the imaginary probability in the probability universe $\mathcal{M}=M_{1}+M_{2}$ for special velocity cases as follows:

$$
\begin{aligned}
& \text { if } v<0 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(V<0)}{2}\right]=i\left[1-\frac{0}{2}\right]=i \Rightarrow P_{M} / i=1 \\
& \text { if } v=c / 2 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V \leq c / 2)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{0.5+0}{2}\right]=0.75 i \\
& \Rightarrow P_{M} / i=0.75
\end{aligned}
$$

if $v \rightarrow c^{-} \Rightarrow P_{M} \rightarrow i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{1+0}{2}\right]=0.5 i \Rightarrow P_{M} / i \rightarrow 0.5$. if $v=(n+1) c / 2$

$$
\begin{gathered}
\Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq(n+1) c / 2)}{2}\right]=i\left[1-\frac{1+0.5}{2}\right]=0.25 i \\
\Rightarrow P_{M} / i=0.25
\end{gathered}
$$

if $v=n c \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)}{2}\right]=i\left[1-\frac{1+1}{2}\right]=i(1-1)=0$

$$
\Rightarrow P_{M} / i=0
$$

Therefore, for any value of $0 \leq v \leq n c$ with $v \neq c$, we can write without any confusion that:
$P_{M 1}=i\left(1-P_{R 1}\right)$ and $P_{R 1}=1-P_{M 1} / i$; hence, $M_{1}$ is the imaginary complementary probability universe to the real probability universe $R_{1}$.

And $P_{M 2}=i\left(1-P_{R 2}\right)$ and $P_{R 2}=1-P_{M 2} / i$; hence, $M_{2}$ is the imaginary complementary probability universe to the real probability universe $R_{2}$.

Moreover, in all cases and for any value of $v: 0 \leq v \leq n c$ with $v \neq c$, we have:
$P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ where $\mathcal{R}=R_{1}+R_{2}$.
And $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ where $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}$.
We can check that:
$P_{M}=\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}=\frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right)$

Hence, $\mathcal{M}$ is the imaginary complementary probability universe to the real probability universe $\mathcal{R}$.

Moreover, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$, where $0 \leq v \leq n c$ with $v \neq c$,

$$
\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty) .
$$

Then, $\mathcal{C}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)=\mathcal{C}_{1}+\mathcal{C}_{2}$.
In fact, in $\mathcal{C}_{1}$ we have: $P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1$.
And, in $\mathcal{C}_{2}$ we have: $P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1$.
And, in $\mathcal{C}$ we have:

$$
\begin{aligned}
P c & =P_{R}+P_{M} / i=\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}\right] / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\frac{\left(1-P_{R 1}\right)+\left(1-P_{R 2}\right)}{2}=\frac{P_{R 1}+P_{R 2}}{2}+1-\frac{P_{R 1}+P_{R 2}}{2} \\
& =1
\end{aligned}
$$

We can calculate $P c$ in another way as follows:

$$
\begin{aligned}
P c & =P_{R}+P_{M} / i=\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{R 1}+P_{M 1} / i}{2}+\frac{P_{R 2}+P_{M 2} / i}{2}=\frac{P c_{1}}{2}+\frac{P c_{2}}{2} \\
& =\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2}=1
\end{aligned}
$$

Consequently: $P c=P c_{1}=P c_{2}=1$, in accordance with $C P P$ axioms.
Furthermore, we can state now and affirm finally that in this second model:
$\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)$ that means that the total universe $\mathbf{G}$ is the sum of the real subluminal universe $\mathbf{G}_{1}$ and the imaginary superluminal universe or metauniverse $\mathbf{G}_{2}$.
1.The real subluminal universe $\mathbf{G}_{\mathbf{1}}$ corresponds to the complex probability universe $\mathcal{C}_{1}$, which is also subluminal; hence, $\mathbf{G}_{\mathbf{1}}=\mathcal{C}_{1}=R_{1}+M_{1}$ with $(0 \leq v<c)$.
2. And the imaginary superluminal universe $\mathbf{G}_{2}$ or metauniverse corresponds to the complex probability universe $\mathcal{C}_{2}$, which is also superluminal; hence, $\mathbf{G}_{2}=\mathcal{C}_{2}=R_{2}+M_{2}$ with $(c<v \leq n c)$.

Therefore,

$$
\begin{aligned}
& P_{G 1}=P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1 \text { and } \\
& P_{G 2}=P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1 .
\end{aligned}
$$

Consequently, the complex total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)$, which is the sum of the universe and the metauniverse, corresponds to the complex probability universe $\mathcal{C}$ having:
$\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)$
$=\mathcal{C}_{1}(0 \leq v<c)+\mathcal{C}_{2}(c<v \leq n c)=\mathbf{G}_{1}(0 \leq v<c)+\mathbf{G}_{2}(c<v \leq n c)$ with $0 \leq v \leq n c$ and $v \neq c$,
hence:

$$
P_{G}=P c=\frac{P_{G 1}+P_{G 2}}{2}=\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2}=1
$$

Consequently: $P c=1$, in accordance with $C P P$ axioms.
Thus, we can conclude that, by adding the complementary imaginary probabilities universes $M_{1}, M_{2}$ and $\mathcal{M}$ to the real probabilities universes $R_{1}, R_{2}$ and $\mathcal{R}$ then all random phenomena in the complex probabilities' universes $\mathcal{C}_{1}, \mathcal{C}_{2}$, and $\mathcal{C}$, and hence in the subluminal universe $\mathbf{G}_{1}$, in the superluminal universe $\mathbf{G}_{\mathbf{2}}$, and in the total and complex universe $\mathbf{G}$, become absolutely and perfectly deterministic with probabilities expressed totally as follows:
$P c=P c_{1}=P c_{2}=1$ and $P_{G}=P_{G 1}=P_{G 2}=1$.

### 1.2 The MCPP parameters of the second model

The MCPP parameters in this second model are similar to those of the first model and this is done by including the probabilities $P_{R}$ and $P_{M}$ corresponding to the second model.

### 1.3 The deterministic cases and the MCPP parameters of the second model

The deterministic cases in this second model are similar to those of the first model and this is done by taking into consideration the probabilities $P_{R}$ and $P_{M}$ pertaining and corresponding to the second model.

### 1.4 The second model simulations

We note that in the following simulations, $P_{R 3}$ is the real probability in the luminal universe $\mathbf{G}_{3}$ for $(v=c)$ in yellow in the simulations, where we have $\forall P_{R 3}: 0 \leq P_{R 3} \leq 1$ and that it will be included in the final most general model of $M C P P$. Thus, the current model is a simplified second model. The simulations from Figures 1-3 illustrate the second and more general model.

## 2. The metarelativistic complex probability paradigm (MCPP): a more general third model

In this section, we will develop the third more general model of $M C P P$ with all its parameters [1-42].

### 2.1 The real and imaginary probabilities

Here, and in this third MCPP model, $v_{1}$ is always the velocity of a body in $R_{1}$ with $0 \leq v_{1}<c$ and is a random variable that follows any possible probability distribution: $P D F_{1}\left(\bar{v}_{1}, \sigma_{v 1}\right)$ where $\bar{v}_{1}$ is the mean or the expectation of this general probability distribution of $v_{1}$ or $P D F_{1}\left(v_{1}\right)$ and $\sigma_{v 1}$ is its corresponding standard deviation. And $v_{2}$ is also the velocity of a body in $R_{2}$ with $c<v_{2} \leq n c$ and is a random variable that follows any possible probability distribution: $P D F_{2}\left(\bar{v}_{2}, \sigma_{v 2}\right)$ for a determined and fixed value of $n$ such that $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$ and where $\bar{v}_{2}$ is the mean or the expectation of this general probability distribution of $v_{2}$ or $P D F_{2}\left(v_{2}\right)$ and $\sigma_{v 2}$ is its corresponding standard deviation. Note that, $P D F_{1}$ and $P D F_{2}$ do not have here to be similar probability distributions.
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All the MCPP Parameters and the Normal Distribution


Figure 1.
The MCPP second model parameters and the normal distribution for $n=6$ in $\mathbf{G}_{\mathbf{2}}$.

All the MCPP Probabilities and the Normal / Normal Distributions


Figure 2.
The MCPP second model probabilities and the normal/normal distributions for $n=6$ in $\mathbf{G}$.

All the MCPP Parameters and the Normal / Normal Distributions


Figure 3
The MCPP second model parameters and the normal/normal distributions for $n=6$ in $G$.

First, we will define and calculate the real and imaginary probabilities in the universes $R_{1}, R_{2}, M_{1}$, and $M_{2}$ in the third model of MCPP as follows:
$P_{R 1}=P_{\text {rob }}\left(0 \leq V \leq v_{1}\right)=C D F_{1}\left(0 \leq V \leq v_{1}\right)=\int_{0}^{v 1} P D F_{1}(v) d v$.
So, if $v_{1}<0 \Rightarrow P_{R 1}=P_{\text {rob }}(V<0)=C D F_{1}(V<0)=0$.
If $v_{1}=0 \Rightarrow P_{R 1}=P_{\text {rob }}(V \leq 0)=C D F_{1}(V \leq 0)=\int_{0}^{0} P D F_{1}(v) d v=0$.
If $v_{1}=\operatorname{Md}\left(v_{1}\right) \Rightarrow P_{R 1}=P_{\text {rob }}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)=C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)=$ $\operatorname{Md}\left(v_{1}\right)$
$\int_{0} P D F_{1}(v) d v=0.5$.
where $\operatorname{Md}\left(v_{1}\right)$ is the median of the velocity $v_{1}$ probability distribution.
If $v_{1} \rightarrow c^{-} \Rightarrow P_{R 1} \rightarrow P_{r o b}(0 \leq V<c)=C D F_{1}(0 \leq V<c)=\int_{0}^{c} P D F_{1}(v) d v=1$.
If $v_{1}>c \Rightarrow P_{R 1}=P_{r o b}(V>c)=C D F_{1}(V>c)=\int_{0}^{v 1} P D F_{1}(v) d v=$ $\left\{\int_{0}^{c} P D F_{1}(v) d v+\int_{c}^{v 1} P D F_{1}(v) d v\right\}=(1+0)=1$.

And we have for the second real probability:

$$
P_{R 2}=P_{r o b}\left(c<V \leq v_{2}\right)=C D F_{2}\left(c<V \leq v_{2}\right)=\int_{c}^{v 2} P D F_{2}(v) d v
$$

So, if $v_{2}<c \Rightarrow P_{R 2}=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$.

If $v_{2} \rightarrow c^{+} \Rightarrow P_{R 2} \rightarrow \int_{c}^{c} P D F_{2}(v) d v=0$.
If $v_{2}=\operatorname{Md}\left(v_{2}\right) \Rightarrow P_{R 2}=P_{\text {rob }}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)=C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)=$ $\operatorname{Md}\left(v_{2}\right)$
$\int_{c}^{\left(v_{2}\right)} P D F_{2}(v) d v=0.5$.
where $\operatorname{Md}\left(v_{2}\right)$ is the median of the velocity $v_{2}$ probability distribution.
If $v_{2}=n c \Rightarrow P_{R 2}=P_{\text {rob }}(c<V \leq n c)=C D F_{2}(c<V \leq n c)=\int_{c}^{n c} P D F_{2}(v) d v=1$.
If $v_{2}>n c$

$$
\begin{aligned}
\Rightarrow P_{R 2} & =P_{r o b}(V>n c)=C D F_{2}(V>n c) \\
& =\int_{c}^{v 2} P D F_{2}(v) d v=\left\{\int_{c}^{n c} P D F_{2}(v) d v+\int_{n c}^{v 2} P D F_{2}(v) d v\right\}=(1+0)=1
\end{aligned}
$$

Moreover, the first imaginary probability is:

$$
\begin{aligned}
P_{M 1} & =i\left(1-P_{R 1}\right)=i\left[1-P_{\text {rob }}\left(0 \leq V \leq v_{1}\right)\right]=i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]=i C D F_{1}\left(v_{1}<V<c\right) \\
& =i\left[1-\int_{0}^{v 1} P D F_{1}(v) d v\right]=i \int_{v 1}^{c} P D F_{1}(v) d v
\end{aligned}
$$

So, if $v_{1}<0 \Rightarrow$

$$
\begin{aligned}
& P_{M 1}=i \int_{v 1}^{c} P D F_{1}(v) d v=i\left\{\int_{v 1}^{0} P D F_{1}(v) d v+\int_{0}^{c} P D F_{1}(v) d v\right\}=i(0+1)=i \Rightarrow P_{M 1} / i=1 . \\
& \quad \text { If } v_{1}=0 \\
& \Rightarrow P_{M 1}=i\left[1-P_{r o b}(V \leq 0)\right]=i\left[1-C D F_{1}(V \leq 0)\right]=i(1-0)=i \Rightarrow P_{M 1} / i=1 . \\
& \text { If } v_{1}=\operatorname{Md}\left(v_{1}\right) \\
& \Rightarrow P_{M 1}=i\left[1-P_{r o b}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)\right]=i\left[1-C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)\right] \\
& \quad=i\left[1-\int_{0}^{\operatorname{Md}\left(v_{1}\right)} P D F_{1}(v) d v\right]=i \int_{\operatorname{Md}\left(v_{1}\right)}^{c} P D F_{1}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 1} / i=0.5
\end{aligned}
$$

$$
\text { If } v_{1} \rightarrow c^{-} \Rightarrow P_{M 1} \rightarrow i\left[1-P_{\text {rob }}(0 \leq V<c)\right]=i\left[1-C D F_{1}(0 \leq V<c)\right]=
$$

$$
i\left[1-\int_{0}^{c} P D F_{1}(v) d v\right]=i(1-1)=0
$$

$$
\Rightarrow P_{M 1} / i \rightarrow 0
$$

If $v_{1}>c \Rightarrow P_{M 1}=0 \Rightarrow P_{M 1} / i=0$.
And we have for the second imaginary probability:

$$
\begin{aligned}
P_{M 2} & =i\left(1-P_{R 2}\right)=i\left[1-P_{\text {rob }}\left(c<V \leq v_{2}\right)\right]=i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]=i C D F_{2}\left(v_{2}<V \leq n c\right) \\
& =i\left[1-\int_{c}^{v 2} P D F_{2}(v) d v\right]=i \int_{v 2}^{n c} P D F_{2}(v) d v
\end{aligned}
$$

So, if $v_{2}<c \Rightarrow$
$P_{M 2}=i \int_{v 2}^{n c} P D F_{2}(v) d v=i\left\{\int_{v 2}^{c} P D F_{2}(v) d v+\int_{c}^{n c} P D F_{2}(v) d v\right\}=i(0+1)=i \Rightarrow P_{M 2} / i=1$.
If $v_{2} \rightarrow c^{+}$

$$
\begin{aligned}
\Rightarrow P_{M 2} \rightarrow i\left[1-P_{r o b}\left(V \leq v_{2}\right)\right] & =i P_{\text {rob }}(c<V \leq n c)=i C D F_{2}(c<V \leq n c)=i \times 1=i \\
& =i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i \\
& \Rightarrow P_{M 2} / i \rightarrow 1
\end{aligned}
$$

If $v_{2}=\operatorname{Md}\left(v_{2}\right)$
$\Rightarrow P_{M 2}=i\left[1-P_{\text {rob }}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)\right]=i\left[1-C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)\right]$
$=i\left[1-\int_{c}^{\operatorname{Md}\left(v_{2}\right)} P D F_{2}(v) d v\right]=i \times \int_{\operatorname{Md}\left(v_{2}\right)}^{n c} P D F_{2}(v) d v=i(1-0.5)=0.5 i \Rightarrow P_{M 2} / i=0.5$

If $v_{2}=n c \Rightarrow P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq n c)\right]=i\left[1-C D F_{2}(c<V \leq n c)\right]=$
$i\left[1-\int_{c}^{n c} P D F_{2}(v) d v\right]=i(1-1)=0$
$\Rightarrow P_{M 2} / i=0$
If $v_{2}>n c \Rightarrow P_{M 2}=0 \Rightarrow P_{M 2} / i=0$.
Furthermore, we have $\mathcal{R}=R_{1}(0 \leq v<c)+R_{2}(c<v \leq n c)$, $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$.
Now, let $P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ and it is equal to half of the sum of the cumulative probability that $0 \leq V \leq v_{1}$ in $R_{1}$ and the cumulative probability that $c<V \leq v_{2}$ in $R_{2}$.

$$
\Rightarrow P_{R}=\frac{C D F_{1}\left(0 \leq V \leq v_{1}\right)+C D F_{2}\left(c<V \leq v_{2}\right)}{2}=\frac{1}{2}\left\{\int_{0}^{v 1} P D F_{1}(v) d v+\int_{c}^{v 2} P D F_{2}(v) d v\right\}
$$

Hence, we have in $\mathbf{G}=\boldsymbol{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}: 0 \leq v \leq n c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(V \leq v)=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+0}{2}=\frac{C D F_{1}(0 \leq V \leq v)}{2}=\frac{P_{R 1}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}$ alone.

And if $c<v \leq n c \Rightarrow P_{R 1}=P_{\text {rob }}(V>c)=C D F_{1}(V>c)=1$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{1+C D F_{2}(c<V \leq v)}{2}=\frac{1+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{2}$ alone.

And if $0 \leq v \leq n c$ with $v \neq c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+C D F_{2}(c<V \leq v)}{2}=\frac{P_{R 1}+P_{R 2}}{2}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}+R_{2}$.

And consequently, we can deduce from the above the real probability in the probability universe $\mathcal{R}=R_{1}+R_{2}$ for special velocity cases as follows:
if $v<0 \Rightarrow P_{R}=\frac{C D F_{1}(V<0)}{2}=\frac{0}{2}=0$.
if $v=\operatorname{Md}\left(v_{1}\right) \Rightarrow P_{R}=\frac{C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)+C D F_{2}(V<c)}{2}=\frac{0.5+0}{2}=0.25$.
if $v \rightarrow c^{-} \Rightarrow P_{R} \rightarrow \frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}=\frac{1+0}{2}=0.5$.
if $v=\operatorname{Md}\left(v_{2}\right) \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)}{2}=\frac{1+0.5}{2}=0.75$.
if $v=n c \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)}{2}=\frac{1+1}{2}=1$.
where $\operatorname{Md}\left(v_{1}\right)$ and $\operatorname{Md}\left(v_{2}\right)$ are the medians of the velocities probabilities distributions.

Additionally, we have $\mathcal{M}=M_{1}(0 \leq v<c)+M_{2}(c<v \leq n c)$, $\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$.
Now, let $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ and it is equal to half of the sum of the complement of the cumulative probability that $0 \leq V \leq v_{1}$ in $M_{1}$ and the complement of the cumulative probability that $c<V \leq v_{2}$ in $M_{2}$.

$$
\begin{aligned}
\Rightarrow P_{M} & =\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}=\frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right) \\
\Rightarrow P_{M} & =\frac{i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]+i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]}{2} \\
& =\frac{i}{2}\left\{\int_{0}^{v 1}\left[1-P D F_{1}(v)\right] d v+\int_{c}^{v 2}\left[1-P D F_{2}(v)\right] d v\right\}=\frac{i}{2}\left\{\int_{v 1}^{c} P D F_{1}(v) d v+\int_{v 2}^{n c} P D F_{2}(v) d v\right\}
\end{aligned}
$$

Thus, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}: 0 \leq v \leq n c$ with $v \neq c$.
So, if $0 \leq v<c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i$

$$
\Rightarrow P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i}{2}=\frac{i+P_{M 1}}{2}=i\left[1-\frac{P_{R 1}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}$ alone.

And if $c<v \leq n c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V>c)\right]=i\left[1-C D F_{1}(V>c)\right]=i(1-1)=0$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$

$$
\Rightarrow P_{M}=\frac{0+i\left[1-C D F_{2}(c<V \leq v)\right]}{2}=\frac{P_{M 2}}{2}=i\left[\frac{1-P_{R 2}}{2}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{2}$ alone.

And if
$0 \leq v \leq n c$ with $v \neq c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right] \Rightarrow$
$P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V<c)\right]+i\left[1-C D F_{2}(c<V \leq \nu)\right]}{2}=\frac{P_{M 1}+P_{M 2}}{2}=i\left[1-\frac{P_{R 1}+P_{R 2}}{2}\right]=i\left[1-P_{R}\right]$.
Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}$.

And consequently, we can deduce from the above the imaginary probability in the probability universe $\mathcal{M}=M_{1}+M_{2}$ for special velocity cases as follows:

$$
\begin{aligned}
& \text { if } v<0 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(V<0)}{2}\right]=i\left[1-\frac{0}{2}\right]=i \Rightarrow P_{M} / i=1 . \\
& \text { if } v=\operatorname{Md}\left(v_{1}\right) \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{0.5+0}{2}\right]=0.75 i \\
& \Rightarrow P_{M} / i=0.75
\end{aligned}
$$

if $v \rightarrow c^{-} \Rightarrow P_{M} \rightarrow i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)}{2}\right]=i\left[1-\frac{1+0}{2}\right]=0.5 i \Rightarrow P_{M} / i \rightarrow 0.5$.
if $v=\operatorname{Md}\left(v_{2}\right) \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)}{2}\right]=i\left[1-\frac{1+0.5}{2}\right]=0.25 i$

$$
\Rightarrow P_{M} / i=0.25
$$

if $v=n c \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)}{2}\right]=i\left[1-\frac{1+1}{2}\right]=i(1-1)=0$

$$
\Rightarrow P_{M} / i=0
$$

where $\operatorname{Md}\left(v_{1}\right)$ and $\operatorname{Md}\left(v_{2}\right)$ are the medians of the velocities probabilities distributions.

Therefore, for any value of $0 \leq v \leq n c$ with $v \neq c$, we can write without any confusion that:
$P_{M 1}=i\left(1-P_{R 1}\right)$ and $P_{R 1}=1-P_{M 1} / i$; hence, $M_{1}$ is the imaginary complementary probability universe to the real probability universe $R_{1}$.

And $P_{M 2}=i\left(1-P_{R 2}\right)$ and $P_{R 2}=1-P_{M 2} / i$; hence, $M_{2}$ is the imaginary comple-
mentary probability universe to the real probability universe $R_{2}$.
Moreover, in all cases and for any value of $v: 0 \leq v \leq n c$ with $v \neq c$, we have:
$P_{R}=\frac{P_{R 1}+P_{R 2}}{2}$ where $\mathcal{R}=R_{1}+R_{2}$.
And $P_{M}=\frac{P_{M 1}+P_{M 2}}{2}$ where $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}$.
We can check that:

$$
P_{M}=\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}=\frac{2 i-i\left(P_{R 1}+P_{R 2}\right)}{2}=i-\frac{i\left(P_{R 1}+P_{R 2}\right)}{2}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}\right)}{2}\right]=i\left(1-P_{R}\right)
$$

Hence, $\mathcal{M}$ is the imaginary complementary probability universe to the real probability universe $\mathcal{R}$.

Moreover, we have in $\mathbf{G}=\mathcal{C}=\mathcal{R}+\mathcal{M}$ where $0 \leq v \leq n c$ with $v \neq c$,

$$
\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)
$$

Then, $\mathcal{C}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)=\mathcal{C}_{1}+\mathcal{C}_{2}$.

In fact, in $\mathcal{C}_{1}$ we have: $P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1$.
And, in $\mathcal{C}_{2}$ we have: $P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1$.
And, in $\mathcal{C}$ we have:

$$
\begin{aligned}
P c=P_{R}+P_{M} / i & =\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)}{2}\right] / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\frac{\left(1-P_{R 1}\right)+\left(1-P_{R 2}\right)}{2}=\frac{P_{R 1}+P_{R 2}}{2}+1-\frac{P_{R 1}+P_{R 2}}{2} \\
& =1
\end{aligned}
$$

We can calculate $P c$ using this method also:

$$
\begin{aligned}
P c & =P_{R}+P_{M} / i \\
& =\frac{P_{R 1}+P_{R 2}}{2}+\left[\frac{P_{M 1}+P_{M 2}}{2}\right] / i=\frac{P_{R 1}+P_{M 1} / i}{2}+\frac{P_{R 2}+P_{M 2} / i}{2}=\frac{P c_{1}}{2}+\frac{P c_{2}}{2}=\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2} \\
& =1
\end{aligned}
$$

Consequently: $P c=P c_{1}=P c_{2}=1$, in accordance with $C P P$ axioms.
Furthermore, we can state now and affirm finally that in this third model:
$\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)$ that means that the total universe $\mathbf{G}$ is the sum of the real subluminal universe $\mathrm{G}_{1}$ and the imaginary superluminal universe or metauniverse $\mathbf{G}_{2}$.
1.The real subluminal universe $\mathbf{G}_{1}$ corresponds to the complex probability universe $\mathcal{C}_{1}$, which is also subluminal; hence, $\mathrm{G}_{1}=\mathcal{C}_{1}=R_{1}+M_{1}$ with $(0 \leq v<c)$.
2. And the imaginary superluminal universe $\mathbf{G}_{2}$ or metauniverse corresponds to the complex probability universe $\mathcal{C}_{2}$, which is also superluminal; hence, $\mathbf{G}_{2}=\mathcal{C}_{2}=R_{2}+M_{2}$ with $(c<v \leq n c)$.

Therefore,

$$
\begin{aligned}
& P_{G 1}=P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1 \text { and } \\
& P_{G 2}=P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1 .
\end{aligned}
$$

Consequently, the complex total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)$, which is the sum of the universe and the metauniverse corresponds to the complex probability universe $\mathcal{C}$ having:
$\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\left(R_{1}+R_{2}\right)+\left(M_{1}+M_{2}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)$
$=\mathcal{C}_{1}(0 \leq v<c)+\mathcal{C}_{2}(c<v \leq n c)=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)$ with $0 \leq v \leq n c$ and $v \neq c$,

Hence,

$$
P_{G}=P c=\frac{P_{G 1}+P_{G 2}}{2}=\frac{P c_{1}+P c_{2}}{2}=\frac{1+1}{2}=1
$$

Consequently: $P c=1$, in accordance with $C P P$ axioms.
Thus, we can conclude that, by adding the complementary imaginary probabilities universes $M_{1}, M_{2}$ and $\mathcal{M}$ to the real probabilities universes $R_{1}, R_{2}$ and $\mathcal{R}$ then all
random phenomena in the complex probabilities' universes $\mathcal{C}_{1}, \mathcal{C}_{2}$, and $\mathcal{C}$, and hence in the subluminal universe $\mathbf{G}_{1}$, in the superluminal universe $\mathbf{G}_{2}$, and in the total and complex universe G, become absolutely and perfectly deterministic with probabilities expressed totally as follows:
$P c=P c_{1}=P c_{2}=1$ and $P_{G}=P_{G 1}=P_{G 2}=1$.

### 2.2 The MCPP parameters of the third model

The MCPP parameters in this third model are similar to those of the first and second models and this is done by including the probabilities $P_{R}$ and $P_{M}$ corresponding to the third model.

### 2.3 The deterministic cases and the MCPP parameters of the third model

The deterministic cases in this third model are similar to those of the first and second models and this is done by taking into consideration the probabilities $P_{R}$ and $P_{M}$ pertaining and corresponding to the third model.

### 2.4 The third model simulations

We note that in the following simulations, $P_{R 3}$ is the real probability in the luminal universe $\mathbf{G}_{3}$ for $(v=c)$ in yellow in the simulations, where we have $\forall P_{R 3}: 0 \leq P_{R 3} \leq 1$, and that it will be included in the final most general model of MCPP. Thus, the current model is a simplified third model. The simulations from Figures 4-6 illustrate the more general third model of $M C P P$.


Figure 4.
The MCPP third model parameters and the Beta distribution for $n=2$ in $\boldsymbol{G}_{\mathbf{2}}$.
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## All the MCPP Probabilities and the Normal / Beta Distributions



Figure 5.
The MCPP third model probabilities and the Normal / Beta distributions for $\mathrm{n}=2$ in $G$.


Figure 6.
The MCPP third model parameters and the normal / Beta distributions for $n=2$ in $\mathbf{G}$.

## 3. The final and most general model: including the case of electromagnetic waves

In this section, we will develop the final most general model of MCPP with all its parameters [1-42].

### 3.1 The real and imaginary probabilities

Here, and in this final MCPP model, $f$ is the frequency of the electromagnetic waves in $\mathbf{G}_{3}$ since the velocity of all electromagnetic waves is always $c$ with $\left(L_{b}=0 \mathrm{~Hz}\right) \leq f \leq\left(U_{b}=10^{24} \mathrm{~Hz}\right)$ and is a random variable that follows any possible probability distribution: $P D F_{3}\left(\bar{f}, \sigma_{f}\right)$. Knowing that $L_{b}$ is the lower bound of the frequency in the probability distribution and $U_{b}$ is the upper bound of the frequency in the probability distribution. Additionally, $\bar{f}$ is the mean or the expectation of this general probability distribution of $f$ or $P D F_{3}(f)$ and $\sigma_{f}$ is its corresponding standard deviation. Moreover, the annihilation of two real particles in $\mathrm{G}_{1}$ or of two imaginary particles in $\mathbf{G}_{2}$ can lead to the creation of electromagnetic waves in $\mathbf{G}=\mathbf{G}_{1}+\mathrm{G}_{3}+\mathrm{G}_{2}$, just as proved in the theory of Metarelativity.

First, we will define and calculate the real and imaginary probabilities in the universes $R_{3}$ and $M_{3}$ in the final model of $M C P P$ as follows:
$P_{R 3}=P_{r o b}\left(v=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=C D F_{3}\left(v=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=\int_{L_{b}}^{f_{E}} P D F_{3}(v=c, f) d f$
where $f_{E}$ is a certain value of the frequency $f$ of the electromagnetic wave.
So, we have the real probability in $R_{3}$ : if $v \neq c \Rightarrow P_{R 3}=C D F_{3}(v \neq c)=0$.
And if $v=c$ then:
If $f_{E} \leq L_{b} \Rightarrow P_{R 3}=P_{\text {rob }}\left(F \leq L_{b}\right)=C D F_{3}\left(F \leq L_{b}\right)=0$.
If $f_{E}=\operatorname{Md}(f) \Rightarrow P_{R 3}=P_{\text {rob }}\left(L_{b} \leq F \leq \operatorname{Md}(f)\right)=C D F_{3}\left(L_{b} \leq F \leq \operatorname{Md}(f)\right)=$
$\operatorname{Md}(f)$
$\int_{L_{b}} P D F_{3}(f) d f=0.5$.
where $\operatorname{Md}(f)$ is the median of the frequencies probability distribution.

$$
\begin{aligned}
& \text { If } f_{E}=U_{b} \Rightarrow P_{R 3}=P_{r o b}\left(L_{b} \leq F \leq U_{b}\right)=C D F_{3}\left(L_{b} \leq F \leq U_{b}\right)=\int_{L_{b}}^{U_{b}} P D F_{3}(f) d f=1 . \\
& \text { If } f_{E}>U_{b} \\
& \qquad \Rightarrow P_{R 3}=P_{r o b}\left(F>U_{b}\right)=C D F_{3}\left(F>U_{b}\right) \\
& \quad=\int_{L_{b}}^{f_{E}} P D F_{3}(f) d f=\left\{\int_{L_{b}}^{U_{b}} P D F_{3}(f) d f+\int_{U_{b}}^{f_{E}} P D F_{3}(f) d f\right\}=(1+0)=1
\end{aligned}
$$

Moreover, we have for the imaginary probability in $M_{3}$ :
$P_{M 3}=i\left(1-P_{R 3}\right)=i\left[1-P_{\text {rob }}\left(L_{b} \leq F \leq f_{E}\right)\right]=i\left[1-\operatorname{CDF}_{3}\left(L_{b} \leq F \leq f_{E}\right)\right]=$
$i C D F_{3}\left(f_{E}<F \leq U_{b}\right)=i\left[1-\int_{L_{b}}^{f_{E}} P D F_{3}(f) d f\right]=i \int_{f_{E}}^{U_{b}} P D F_{3}(f) d f$.

So, if $v \neq c \Rightarrow P_{M 3}=i\left[1-C D F_{3}(v \neq c)\right]=i(1-0)=i \Rightarrow P_{M 3} / i=1$.
And if $v=c$ then:

$$
\begin{aligned}
& \text { If } f_{E} \leq L_{b} \Rightarrow P_{M 3}=i \int_{f_{E}}^{U_{b}} P D F_{3}(f) d f=i\left\{\int_{f_{E}}^{L_{b}} P D F_{3}(f) d f+\int_{L_{b}}^{U_{b}} P D F_{3}(f) d f\right\}= \\
& i(0+1)=i \Rightarrow P_{M 3} / i=1 \\
& \text { If } f_{E}=\operatorname{Md}(f) \Rightarrow P_{M 3}=i \times \int_{\operatorname{Md}(f)}^{U_{b}} P D F_{3}(f) d f=0.5 i \Rightarrow P_{M 3} / i=0.5 . \\
& \text { If } f_{E}=U_{b} \Rightarrow P_{M 3}=i \int_{b}^{U_{b}} P D F_{3}(f) d f=i \times 0=0 \Rightarrow P_{M 3} / i=0 . \\
& \text { If } f_{E}>U_{b} \Rightarrow P_{M 3}=0 \Rightarrow P_{M 3} / i=0 .
\end{aligned}
$$

Therefore, for any value of $f: L_{b} \leq f \leq U_{b}$, we can write without any confusion that:

$$
P_{M 3}=i\left(1-P_{R 3}\right) \text { and } P_{R 3}=1-P_{M 3} / i,
$$

hence, $M_{3}$ is the imaginary complementary probability universe of frequencies to the real probability universe $R_{3}$ of frequencies.

Furthermore, we have

$$
\begin{gathered}
\mathcal{R}=R_{1}(0 \leq v<c)+R_{2}(c<v \leq n c)+R_{3}\left(v=c \text { and } L_{b} \leq f \leq U_{b}\right), \\
\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty) .
\end{gathered}
$$

Now, let $P_{R}=\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}$ and it is equal to the sum of the cumulative probability that $0 \leq V \leq v_{1}$ in $R_{1}$ and the cumulative probability that $c<V \leq v_{2}$ in $R_{2}$ and the cumulative probability that $v_{3}=c$ and $L_{b} \leq f \leq U_{b}$ in $R_{3}$, and all divided by 3 .

$$
\begin{aligned}
\Rightarrow P_{R} & =\frac{C D F_{1}\left(0 \leq V \leq v_{1}\right)+C D F_{2}\left(c<V \leq v_{2}\right)+C D F_{3}\left(V=v_{3}=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3} \\
& =\frac{1}{3}\left\{\int_{0}^{v 1} P D F_{1}(v) d v+\int_{c}^{v 2} P D F_{2}(v) d v+\int_{L_{b}}^{f_{E}} P D F_{3}\left(v_{3}=c, f\right) d f\right\}
\end{aligned}
$$

Hence, we have in $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathbf{G}_{\mathbf{3}}: 0 \leq v \leq n c$ and $L_{b} \leq f \leq U_{b}$.
So, if $0 \leq v<c \Rightarrow P_{R 1}=P_{\text {rob }}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(V \leq v)=P_{\text {rob }}(V<c)=C D F_{2}(V<c)=0$.
And $P_{R 3}=P_{\text {rob }}(V \neq c)=C D F_{3}(V \neq c)=0$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+0+0}{3}=\frac{C D F_{1}(0 \leq V \leq v)}{3}=\frac{P_{R 1}}{3}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}$ alone.
if $0 \leq v \leq c$ and $L_{b} \leq f \leq U_{b} \Rightarrow P_{R 1}=P_{r o b}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(V \leq v)=P_{\text {rob }}\left(V<c^{+}\right)=C D F_{2}\left(V<c^{+}\right)=0$.
And $P_{R 3}=P_{\text {rob }}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=C D F_{3}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+0+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{P_{R 1}+P_{R 3}}{3}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{1}+R_{3}$.

And if $c<v \leq n c \Rightarrow P_{R 1}=P_{\text {rob }}(V>c)=C D F_{1}(V>c)=1$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$.
And $P_{R 3}=P_{\text {rob }}(V \neq c)=\operatorname{CDF}_{3}(V \neq c)=0$

$$
\Rightarrow P_{R}=\frac{1+C D F_{2}(c<V \leq v)+0}{3}=\frac{1+P_{R 2}}{3}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{2}$ alone.

And if $c \leq v \leq n c$ and $L_{b} \leq f \leq U_{b} \Rightarrow P_{R 1}=P_{r o b}(V>c)=C D F_{1}(V>c)=1$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$.
And $P_{R 3}=P_{\text {rob }}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=C D F_{3}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)$

$$
\Rightarrow P_{R}=\frac{1+C D F_{2}(c<V \leq v)+C D F_{3}\left(v=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{1+P_{R 2}+P_{R 3}}{3}
$$

Therefore, we say here that we are working in the real probability universe $\mathcal{R}=R_{2}+R_{3}$.

And if $0 \leq v \leq n c$ and $L_{b} \leq f \leq U_{b} \Rightarrow P_{R 1}=P_{r o b}(0 \leq V \leq v)=C D F_{1}(0 \leq V \leq v)$.
And $P_{R 2}=P_{\text {rob }}(c<V \leq v)=C D F_{2}(c<V \leq v)$.
And $P_{R 3}=P_{\text {rob }}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=C D F_{3}\left(V=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)$

$$
\Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V \leq v)+C D F_{2}(c<V \leq v)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}
$$

Therefore, we say here that we are working in the real probability universe $\boldsymbol{\mathcal { R }}=R_{1}+R_{2}+R_{3}$.

And consequently, we can deduce from the above the real probability in the probability universe $\boldsymbol{\mathcal { R }}=R_{1}+R_{2}+R_{3}$ for special velocity and frequency cases as follows:
if $v<0 \Rightarrow P_{R}=\frac{C D F_{1}(V<0)}{3}=\frac{0}{3}=0$.
if $v=\operatorname{Md}\left(v_{1}\right) \Rightarrow P_{R}=\frac{C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)+C D F_{2}(V<c)+C D F_{3}(V \neq c)}{3}=\frac{0.5+0+0}{3}=0.1667$.
if $v \rightarrow c^{-} \Rightarrow P_{R} \rightarrow \frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)+C D F_{3}(V \neq c)}{3}=\frac{1+0+0}{3}=0.3333$.
if $v=c \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(V<c^{+}\right)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}$

$$
=\frac{1+0+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{1+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}
$$

So, if $f_{E}=L_{b} \Rightarrow P_{R}=\frac{1+0+0}{3}=\frac{1}{3}=0.3333$.
if $f_{E}=\operatorname{Md}(f) \Rightarrow P_{R}=\frac{1+0+0.5}{3}=\frac{1.5}{3}=0.5$.
if $f_{E}=U_{b} \Rightarrow P_{R}=\frac{1+0+1}{3}=\frac{2}{3}=0.6667$.
if $v=\operatorname{Md}\left(v_{2}\right)$

$$
\begin{aligned}
\Rightarrow P_{R} & =\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3} \\
& =\frac{1+0.5+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{1.5+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}
\end{aligned}
$$

$$
\begin{aligned}
& \text { So, if } f_{E}=L_{b} \Rightarrow P_{R}=\frac{1+0.5+0}{3}=\frac{1.5+0}{3}=0.5 \text {. } \\
& \text { if } f_{E}=\operatorname{Md}(f) \Rightarrow P_{R}=\frac{1+0.5+0.5}{3}=\frac{2}{3}=0.6667 . \\
& \text { if } f_{E}=U_{b} \Rightarrow P_{R}=\frac{1+0.5+1}{3}=\frac{2.5}{3}=0.8333 . \\
& \text { if } v=n c \\
& \Rightarrow P_{R}=\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3} \\
& \quad=\frac{1+1+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}=\frac{2+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}
\end{aligned}
$$

So, if $f_{E}=L_{b} \Rightarrow P_{R}=\frac{1+1+0}{3}=\frac{2}{3}=0.6667$.
if $f_{E}=\operatorname{Md}(f) \Rightarrow P_{R}=\frac{1+1+0.5}{3}=\frac{2.5}{3}=0.8333$.
if $f_{E}=U_{b} \Rightarrow P_{R}=\frac{1+1+1}{3}=\frac{3}{3}=1$.
where $\operatorname{Md}\left(v_{1}\right)$ and $\operatorname{Md}\left(v_{2}\right)$ are the medians of the velocities probabilities distributions and $\operatorname{Md}(f)$ is the median of the frequencies probability distribution.

Furthermore, we have

$$
\begin{gathered}
\mathcal{M}=M_{1}(0 \leq v<c)+M_{2}(c<v \leq n c)+M_{3}\left(v=c \text { and } L_{b} \leq f \leq U_{b}\right), \\
\forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty) .
\end{gathered}
$$

Now, let $P_{M}=\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3}$ and it is equal to the sum of the complement of the cumulative probability that $0 \leq V \leq v_{1}$ in $M_{1}$ and the complement of the cumulative probability that $c<V \leq v_{2}$ in $M_{2}$ and the complement of the cumulative probability that $v_{3}=c$ and $L_{b} \leq f \leq U_{b}$ in $M_{3}$, and all divided by 3 .

$$
\begin{aligned}
\Rightarrow P_{M} & =\frac{i\left[1-C D F_{1}\left(0 \leq V \leq v_{1}\right)\right]+i\left[1-C D F_{2}\left(c<V \leq v_{2}\right)\right]+i\left[1-C D F_{3}\left(V=v_{3}=c \text { and } L_{b} \leq F \leq f_{E}\right)\right]}{3} \\
& =\frac{i}{3}\left\{\int_{0}^{v 1}\left[1-P D F_{1}(v)\right] d v+\int_{c}^{v 2}\left[1-P D F_{2}(v)\right] d v+\int_{L_{b}}^{f_{E}}\left[1-P D F_{3}\left(v_{3}=c, f\right)\right] d f\right\} \\
& =\frac{i}{3}\left\{\int_{v 1}^{c} P D F_{1}(v) d v+\int_{v 2}^{n c} P D F_{2}(v) d v+\int_{f_{E}}^{U_{b}} P D F_{3}\left(v_{3}=c, f\right) d f\right\} \\
\Rightarrow & P_{M}=\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)+i\left(1-P_{R 3}\right)}{3} \\
& =\frac{3 i-i\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}=i-\frac{i\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}\right]=i\left(1-P_{R}\right)
\end{aligned}
$$

We have in $\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\mathbf{G}_{\mathbf{1}}+\mathbf{G}_{\mathbf{2}}+\mathbf{G}_{\mathbf{3}}: 0 \leq v \leq n c$ and $L_{b} \leq f \leq U_{b}$.
So, if $0 \leq v<c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{2}(V<c)\right]=i(1-0)=i$.
And $P_{M 3}=i\left[1-P_{\text {rob }}(V \neq c)\right]=i\left[1-C D F_{3}(V \neq c)\right]=i(1-0)=i$

$$
\Rightarrow P_{M}=\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i+i}{3}=\frac{2 i+P_{M 1}}{3}=i\left[1-\frac{P_{R 1}}{3}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}$ alone.
if $0 \leq v \leq c$ and $L_{b} \leq f \leq U_{b} \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.
And $P_{M 2}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{2}\left(V<c^{+}\right)\right]=i(1-0)=i$.
And $P_{M 3}=i\left[1-P_{\text {rob }}\left(V=c\right.\right.$ and $\left.\left.L_{b} \leq F \leq f_{E}\right)\right]=$ $i\left[1-C D F_{3}\left(V=c\right.\right.$ and $\left.\left.L_{b} \leq F \leq f_{E}\right)\right]$

$$
\begin{aligned}
\Rightarrow P_{M} & =\frac{i\left[1-C D F_{1}(0 \leq V \leq v)\right]+i+i\left[1-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)\right]}{3} \\
& =\frac{i+\left(P_{M 1}+P_{M 3}\right)}{3}=i\left[1-\frac{P_{R 1}+P_{R 3}}{3}\right]
\end{aligned}
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{M}=M_{1}+M_{3}$.

And if $c<v \leq n c \Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(V>c)\right]=i\left[1-C D F_{1}(V>c)\right]=i(1-1)=0$
And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$.
And $P_{M 3}=i\left[1-P_{\text {rob }}(V \neq c)\right]=i\left[1-C D F_{3}(V \neq c)\right]=i(1-0)=i$

$$
\Rightarrow P_{M}=\frac{0+i\left[1-C D F_{2}(c<V \leq v)\right]+i}{3}=\frac{i+P_{M 2}}{3}=i\left[\frac{2-P_{R 2}}{3}\right]
$$

Therefore, we say here that we are working in the imaginary probability universe $\mathcal{M}=M_{2}$ alone.

And if $c \leq v \leq n c$ and $L_{b} \leq f \leq U_{b}$

$$
\Rightarrow P_{M 1}=i\left[1-P_{r o b}(V>c)\right]=i\left[1-C D F_{1}(V>c)\right]=i(1-1)=0
$$

$$
\begin{aligned}
& \text { And } P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right] . \\
& \text { And } P_{M 3}=i\left[1-P_{\text {rob }}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)\right]=i\left[1-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)\right] \\
& \Rightarrow P_{M}=\frac{0+i\left[1-C D F_{2}(c<V \leq v)\right]+i\left[1-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)\right]}{3}=\frac{P_{M 2}+P_{M 3}}{3} \\
& \quad=i\left[\frac{2-\left(P_{R 2}+P_{R 3}\right)}{3}\right]
\end{aligned}
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{2}+M_{3}$.

And if $0 \leq v \leq n c$ and $L_{b} \leq f \leq U_{b}$ $\Rightarrow P_{M 1}=i\left[1-P_{\text {rob }}(0 \leq V \leq v)\right]=i\left[1-C D F_{1}(0 \leq V \leq v)\right]$.

And $P_{M 2}=i\left[1-P_{\text {rob }}(c<V \leq v)\right]=i\left[1-C D F_{2}(c<V \leq v)\right]$.
And $P_{M 3}=i\left[1-P_{\text {rob }}\left(V=c\right.\right.$ and $\left.\left.L_{b} \leq F \leq f_{E}\right)\right]=$ $i\left[1-C D F_{3}\left(V=c\right.\right.$ and $\left.\left.L_{b} \leq F \leq f_{E}\right)\right]$

$$
\begin{aligned}
\Rightarrow P_{M} & =\frac{i\left[1-C D F_{1}(0 \leq V<c)\right]+i\left[1-C D F_{2}(c<V \leq v)\right]+i\left[1-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)\right]}{3} \\
& =\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3}=i\left[1-\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}\right]=i\left[1-P_{R}\right]
\end{aligned}
$$

Therefore, we say here that we are working in the imaginary probability universe $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}+M_{3}$.

And consequently, we can deduce from the above the imaginary probability in the probability universe $\mathcal{M}=M_{1}+M_{2}+M_{3}$ for special velocity and frequency cases as follows:
if $v<0 \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(V<0)}{3}\right]=i\left[1-\frac{0}{3}\right]=i \Rightarrow P_{M} / i=1$.
if $v=\operatorname{Md}\left(v_{1}\right) \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}\left(0 \leq V \leq \operatorname{Md}\left(v_{1}\right)\right)+C D F_{2}(V<c)+C D F_{3}(V \neq c)}{3}\right]=$ $i\left[1-\frac{0.5+0+0}{3}\right]=0.8333 i \Rightarrow P_{M} / i=0.8333$.
if $v \rightarrow c^{-} \Rightarrow P_{M} \rightarrow i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(V<c)+C D F_{3}(V \neq c)}{3}\right]=$ $i\left[1-\frac{1+0+0}{3}\right]=\frac{2 i}{3}=0.6667 i \Rightarrow P_{M} / i \rightarrow 0.6667$.
if $v=c$

$$
\begin{aligned}
\Rightarrow P_{M} & =i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(V<c^{+}\right)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right] \\
& =i\left[1-\frac{1+0+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]=i\left[\frac{2-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]
\end{aligned}
$$

So, if $f_{E}=L_{b} \Rightarrow P_{M}=i\left[\frac{2-0}{3}\right]=0.6667 i \Rightarrow P_{M} / i=0.6667$.
if $f_{E}=\operatorname{Md}(f) \Rightarrow P_{M}=i\left[\frac{2-0.5}{3}\right]=0.5 i \Rightarrow P_{M} / i=0.5$.
if $f_{E}=U_{b} \Rightarrow P_{M}=i\left[\frac{2-1}{3}\right]=0.3333 i \Rightarrow P_{M} / i=0.3333$.
If $v=\operatorname{Md}\left(v_{2}\right) \Rightarrow P_{M}=i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}\left(c<V \leq \operatorname{Md}\left(v_{2}\right)\right)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]$

$$
=i\left[1-\frac{1+0.5+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]=i\left[0.5-\frac{C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right] .
$$

So, if $f_{E}=L_{b} \Rightarrow P_{M}=i\left[0.5-\frac{0}{3}\right]=0.5 i \Rightarrow P_{M} / i=0.5$.
if $f_{E}=\operatorname{Md}(f) \Rightarrow P_{M}=i\left[0.5-\frac{0.5}{3}\right]=0.3333 i \Rightarrow P_{M} / i=0.3333$.
if $f_{E}=U_{b} \Rightarrow P_{M}=i\left[0.5-\frac{1}{3}\right]=0.1667 i \Rightarrow P_{M} / i=0.1667$.
if $v=n c$

$$
\begin{aligned}
\Rightarrow P_{M} & =i\left[1-\frac{C D F_{1}(0 \leq V<c)+C D F_{2}(c<V \leq n c)+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right] \\
& =i\left[1-\frac{1+1+C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]=i\left[\frac{1-C D F_{3}\left(V=c \text { and } L_{b} \leq F \leq f_{E}\right)}{3}\right]
\end{aligned}
$$

So, if $f_{E}=L_{b} \Rightarrow P_{M}=i\left[\frac{1-0}{3}\right]=\frac{i}{3}=0.3333 i \Rightarrow P_{M} / i=0.3333$.
if $f_{E}=\operatorname{Md}(f) \Rightarrow P_{M}=i\left[\frac{1-0.5}{3}\right]=0.1667 i \Rightarrow P_{M} / i=0.1667$.
if $f_{E}=U_{b} \Rightarrow P_{M}=i\left[\frac{1-1}{3}\right]=0 \Rightarrow P_{M} / i=0$.
where $\operatorname{Md}\left(v_{1}\right)$ and $\operatorname{Md}\left(v_{2}\right)$ are the medians of the velocities probabilities distributions and $\operatorname{Md}(f)$ is the median of the frequencies probability distribution.

Therefore, for any value of $0 \leq v \leq n c$, we can write without any confusion that:
$P_{M 1}=i\left(1-P_{R 1}\right)$ and $P_{R 1}=1-P_{M 1} / i$; hence, $M_{1}$ is the imaginary complementary probability universe to the real probability universe $R_{1}$.

And $P_{M 2}=i\left(1-P_{R 2}\right)$ and $P_{R 2}=1-P_{M 2} / i$; hence, $M_{2}$ is the imaginary complementary probability universe to the real probability universe $R_{2}$.

And $P_{M 3}=i\left(1-P_{R 3}\right)$ and $P_{R 3}=1-P_{M 3} / i$; hence, $M_{3}$ is the imaginary complementary probability universe to the real probability universe $R_{3}$.

Moreover, in all cases and for any value of $v: 0 \leq v \leq n c$, we have:
$P_{R}=\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}$ where $\boldsymbol{\mathcal { R }}=R_{1}+R_{2}+R_{3}$.
And $P_{M}=\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3}$ where $\boldsymbol{\mathcal { M }}=M_{1}+M_{2}+M_{3}$.

Thus, we can check that:

$$
\begin{aligned}
P_{M} & =\frac{i\left(1-P_{R 1}\right)+i\left(1-P_{R 2}\right)+i\left(1-P_{R 3}\right)}{3} \\
& =\frac{3 i-i\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}=i-\frac{i\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}=i\left[1-\frac{\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}\right]=i\left(1-P_{R}\right)
\end{aligned}
$$

Hence, $\mathcal{M}$ is the imaginary complementary probability universe to the real probability universe $\boldsymbol{\mathcal { R }}$.

Furthermore, we can state now and affirm finally that in this final MCPP model:
$\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)+\mathbf{G}_{\mathbf{3}}(v=c)$ that means that the total universe $\mathbf{G}$ is the sum of the real subluminal universe $\mathbf{G}_{1}$ and the imaginary superluminal universe or metauniverse $\mathbf{G}_{\mathbf{2}}$ in addition to the electromagnetic waves' universe $\mathbf{G}_{\mathbf{3}}$, which stands between $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$.

1. The real subluminal universe $\mathbf{G}_{1}$ corresponds to the complex probability universe $\mathcal{C}_{1}$, which is also subluminal; hence, $\mathbf{G}_{\mathbf{1}}=\mathcal{C}_{1}=R_{1}+M_{1}$ with $(0 \leq v<c)$.
2. The imaginary superluminal universe $\mathbf{G}_{2}$ or metauniverse corresponds to the complex probability universe $\mathcal{C}_{2}$, which is also superluminal; hence, $\mathbf{G}_{2}=\mathcal{C}_{2}=R_{2}+M_{2}$ with $(c<v \leq n c), \forall n, n \in \mathbb{R}^{+}: n>1 \Leftrightarrow n \in(1,+\infty)$.
3. In addition, the luminal universe $\mathbf{G}_{\mathbf{3}}$ of electromagnetic waves corresponds to the complex probability universe $\mathcal{C}_{3}$ of frequencies, which is also luminal; hence, $\mathbf{G}_{3}=\mathcal{C}_{3}=R_{3}+M_{3}$ with $\left(v=c\right.$ and $\left.L_{b} \leq f \leq U_{b}\right)$.

Therefore,

$$
\begin{gathered}
P_{G 1}=P c_{1}=P_{R 1}+P_{M 1} / i=P_{R 1}+\left(1-P_{R 1}\right)=1 \text { and } \\
P_{G 2}=P c_{2}=P_{R 2}+P_{M 2} / i=P_{R 2}+\left(1-P_{R 2}\right)=1 \text { and } \\
P_{G 3}=P c_{3}=P_{R 3}+P_{M 3} / i=P_{R 3}+\left(1-P_{R 3}\right)=1 .
\end{gathered}
$$

Consequently, the complex total universe

$$
\mathbf{G}=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(0<v \leq n c)+\mathbf{G}_{\mathbf{3}}(v=c),
$$

which is the sum of the universe and the metauniverse and the luminal electromagnetic waves universe and which corresponds to the complex probability universe $\mathcal{C}$ having:
$\mathbf{G}=\mathcal{C}=\boldsymbol{R}+\boldsymbol{\mathcal { M }}=\left(R_{1}+R_{2}+R_{3}\right)+\left(M_{1}+M_{2}+M_{3}\right)=\left(R_{1}+M_{1}\right)+\left(R_{2}+M_{2}\right)+$ $\left(R_{3}+M_{3}\right)$
$=\mathcal{C}_{1}(0 \leq v<c)+\mathcal{C}_{2}(c<v \leq n c)+\mathcal{C}_{3}\left(v=c\right.$ and $\left.L_{b} \leq f \leq U_{b}\right)$
$=\mathbf{G}_{\mathbf{1}}(0 \leq v<c)+\mathbf{G}_{\mathbf{2}}(c<v \leq n c)+\mathbf{G}_{\mathbf{3}}\left(v=c\right.$ and $\left.L_{b} \leq f \leq U_{b}\right)$.
Hence,

$$
P_{G}=P c=\frac{P_{G 1}+P_{G 2}+P_{G 3}}{3}=\frac{P c_{1}+P c_{2}+P c_{3}}{3}=\frac{1+1+1}{3}=1
$$

Additionally,

$$
P_{G}=P_{R}+P_{M} / i=P_{R}+\left(1-P_{R}\right)=1
$$

Consequently, $P c=P c_{1}=P c_{2}=P c_{3}=1$ in accordance with $C P P$ axioms.
Thus, we can conclude that, by adding the complementary imaginary probabilities universes $M_{1}, M_{2}, M_{3}$, and $\mathcal{M}$ to the real probabilities' universes $R_{1}, R_{2}, R_{3}$ and $\mathcal{R}$ then all random phenomena in the complex probabilities' universes $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}$, and $\mathcal{C}$, and hence in the subluminal universe $\mathbf{G}_{1}$, in the superluminal universe $\mathbf{G}_{2}$, in the luminal universe $\mathbf{G}_{3}$ of electromagnetic waves, and in the total and complex universe $\mathbf{G}$, become absolutely and perfectly deterministic with probabilities expressed totally as follows:

$$
P c=P c_{1}=P c_{2}=P c_{3}=1 \text { and } P_{G}=P_{G 1}=P_{G 2}=P_{G 3}=1 .
$$

### 3.2 The MCPP parameters in $G_{3}=\mathcal{C}_{3}=R_{3}+M_{3}$

In this section, we will determine and calculate all the $M C P P$ parameters in $\mathrm{G}_{3}$ as follows:

The real probabilities in $\mathcal{R}=R_{3}: P_{R 3}=P_{\text {rob }}\left(v=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=$ $C D F_{3}\left(v=c\right.$ and $\left.L_{b} \leq F \leq f_{E}\right)=\int_{L_{b}}^{f_{E}} P D F_{3}(v=c, f) d f$ for any value of $f: L_{b} \leq f \leq U_{b}$.

The imaginary complementary probabilities in $\mathcal{M}=M_{3}$ :

$$
P_{M 3}=i\left(1-P_{R 3}\right)
$$

The real complementary probabilities in $\mathcal{R}=R_{3}$ :

$$
P_{M 3} / i=1-P_{R 3}
$$

The complex random vector:

$$
Z_{3}=P_{R 3}+P_{M 3}
$$

The degree of our knowledge:

$$
D O K_{3}=\left|Z_{3}\right|^{2}=\left|P_{R 3}+P_{M 3}\right|^{2}=P_{R 3}^{2}+\left[P_{M 3} / i\right]^{2}=P_{R 3}^{2}+\left[1-P_{R 3}\right]^{2}
$$

The chaotic factor:

$$
\operatorname{Chf}_{3}=2 i P_{R 3} P_{M 3}=2 i P_{R 3} i\left(1-P_{R 3}\right)=2 i^{2} P_{R 3}\left(1-P_{R 3}\right)=-2 P_{R 3}\left(1-P_{R 3}\right)
$$

The magnitude of the chaotic factor:
$M C^{\prime} f_{3}=\left|C h f_{3}\right|=-2 i P_{R 3} P_{M 3}=-2 i P_{R 3} i\left(1-P_{R 3}\right)=-2 i^{2} P_{R 3}\left(1-P_{R 3}\right)=2 P_{R 3}\left(1-P_{R 3}\right)$
The deterministic probability in $\mathbf{G}_{3}=\mathcal{C}_{3}=R_{3}+M_{3}$ :

$$
\begin{aligned}
P c_{3}^{2} & =\left[P_{R 3}+P_{M 3} / i\right]^{2}=\left[P_{R 3}+\left(1-P_{R 3}\right)\right]^{2}=1^{2}=1 \\
& =D O K_{3}-C h f_{3}=1 \\
& =D O K_{3}+M C h f_{3}=1 \\
& =P c_{3}
\end{aligned}
$$

### 3.3 The final MCPP parameters in $\mathrm{G}=\mathrm{G}_{1}+\mathrm{G}_{2}+\mathrm{G}_{3}=\mathcal{C}=\mathcal{C}_{1}+\mathcal{C}_{2}+\mathcal{C}_{3}=\mathcal{R}+\mathcal{M}$ of the final and most general model

The MCPP parameters in this final and most general model are similar to those of the first and second and third models and this is done by including the probabilities $P_{R}$ and $P_{M}$ corresponding to the final model. These paradigm parameters are determined and computed as follows:

The real probabilities in $\mathcal{R}=R_{1}+R_{2}+R_{3}: P_{R}=\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}$.
The imaginary complementary probabilities in $\mathcal{M}=M_{1}+M_{2}+M_{3}$ :

$$
P_{M}=\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3}=i\left(1-P_{R}\right)=i\left[1-\frac{\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}\right]
$$

The real complementary probabilities in $\mathcal{R}=R_{1}+R_{2}+R_{3}$ :

$$
P_{M} / i=\left[\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3}\right] / i=\frac{P_{M 1} / i+P_{M 2} / i+P_{M 3} / i}{3}=i\left(1-P_{R}\right) / i=1-\frac{\left(P_{R 1}+P_{R 2}+P_{R 3}\right)}{3}
$$

The complex random vectors:

$$
\begin{aligned}
Z & =\frac{Z_{1}+Z_{2}+Z_{3}}{3}=\frac{\left(P_{R 1}+P_{M 1}\right)+\left(P_{R 2}+P_{M 2}\right)+\left(P_{R 3}+P_{M 3}\right)}{3}=\frac{P_{R 1}+P_{R 2}+P_{R 3}}{3}+\frac{P_{M 1}+P_{M 2}+P_{M 3}}{3} \\
& =P_{R}+P_{M}
\end{aligned}
$$

The degree of our knowledge:

$$
D O K=|Z|^{2}=\left|P_{R}+P_{M}\right|^{2}=P_{R}^{2}+\left[P_{M} / i\right]^{2}=P_{R}^{2}+\left[1-P_{R}\right]^{2}
$$

The chaotic factor:

$$
\text { Chf }=2 i P_{R} P_{M}=2 i P_{R} i\left(1-P_{R}\right)=2 i^{2} P_{R}\left(1-P_{R}\right)=-2 P_{R}\left(1-P_{R}\right)
$$

The magnitude of the chaotic factor:

$$
M C h f=|C h f|=-2 i P_{R} P_{M}=-2 i P_{R} i\left(1-P_{R}\right)=-2 i^{2} P_{R}\left(1-P_{R}\right)=2 P_{R}\left(1-P_{R}\right)
$$

The deterministic probability in $\mathbf{G}=\mathcal{C}$

$$
\begin{aligned}
P c^{2} & =\left[P_{R}+P_{M} / i\right]^{2}=\left[P_{R}+\left(1-P_{R}\right)\right]^{2}=1^{2}=1 \\
& =D O K-C h f=1 \\
& =D O K+M C h f=1 \\
& =P c
\end{aligned}
$$

### 3.4 The deterministic cases and the MCPP parameters of the final model

The deterministic cases in this final model are similar to those of the first and second and third models and this is done by taking into consideration the probabilities $P_{R}$ and $P_{M}$ pertaining to and corresponding to the final model.
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### 3.5 The simulations in the universe $\mathrm{G}_{3}=\mathcal{C}_{3}=R_{3}+M_{3}$

All the simulations from Figures 7-10 illustrate $M C P P$ in the luminal universe $\mathbf{G}_{\mathbf{3}}$ of electromagnetic waves.


Figure 7.
The MCPP final model parameters and the normal distribution in $\boldsymbol{G}_{3}$.


Figure 8.
The MCPP final model parameters and the Beta distribution in $G_{3}$.

All the MCPP Parameters and the Rayleigh Distribution


Figure 9.
The MCPP final model parameters and the Rayleigh distribution in $\mathbf{G}_{3}$.

All the MCPP Parameters and the Uniform Distribution


Figure 10.
The MCPP final model parameters and the uniform distribution in $\mathbf{G}_{3}$.

## 4. Some very important consequences and advantages of the MCPP paradigm

In this section, we will examine, determine, and deduce some very important consequences and advantages of MCPP that have been developed in the previous sections of the two chapters.

### 4.1 Dark matter and dark energy

According to Astronomical Observations [40-42]:
The total mass-energy of the universe contains 5\% ordinary matter and energy, $27 \%$ dark matter, and $68 \%$ of a form of energy known as dark energy. Thus, dark matter constitutes $85 \%$ of total mass, while dark energy plus dark matter constitutes $95 \%$ of total mass-energy content.
$\Rightarrow$ Dark Matter $=$ Metamatter in $\mathbf{G}_{2}$.
$\Rightarrow$ Dark Energy $=$ Metaenergy in $\mathbf{G}_{2}$.
$\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{E W}+\mathbf{G}_{\mathbf{2}}$
$=3 / 3=1=100 \%$
$\cong 2 / 3\left\{ \pm i\left|E_{G 2}\right|=1 / 3\left[+i\left|E_{G 2}\right|\right]+\mathbf{1 / 3}\left[-i\left|E_{G 2}\right|\right]\right\}=\mathbf{6 6 . 6 6 \%}$ dark energy in $\mathbf{G}_{2}$
$+\cong 1 / 3(1 / 30+9 / 30=10 / 30)=33.33 \%$.
Iceberg similarity:
$\cong 10 \%$ of $1 / 3=1 / 30=3.33 \%$ ordinary matter and energy in $G_{1}$.
$\cong 90 \%$ of $1 / 3=9 / 30=30 \%$ dark matter in $G_{2}$.
Then $\cong 2 / 3+9 / 30=87 / 90=96.6667 \%$ of the total mass-energy content in G $=($ dark energy + dark matter $)$ in $\mathrm{G}_{2}$ (refer to Figure 11).

### 4.2 Solution of the cause-effect paradox

As it is known, we have always in the subluminal universe $\mathbf{G}_{\mathbf{1}}$ (our ordinary "real" universe) the effect of any action following the cause of this action. In fact, physicists noted that if tachyons travel in the past then we will have the action cause following


Figure 11.
The total universe $\boldsymbol{G}=\mathbf{G}_{\mathbf{1}}+\boldsymbol{E W}+\mathbf{G}_{\mathbf{2}}$ similar to an iceberg.


Figure 12.
The flow of time in both $\boldsymbol{G}_{\mathbf{1}}$ and $\boldsymbol{G}_{\mathbf{2}}$.
the action effect, which is certainly absurd. In fact, the solution of this riddle and paradox follows directly from Metarelativity, where we have $t \leq 0$ is one possible solution in $\mathbf{G}_{2}$, then metaparticles or tachyons travel in the past in the "imaginary" superluminal metauniverse $\mathbf{G}_{2}$ where $t \leq 0$ relative to the "real" subluminal universe $\mathbf{G}_{\mathbf{1}}$, where $t \geq 0$ (Figure 12). This means the following:

1. No action effect before action cause in the universe $G_{1}$ since faster-than-light particles travel in the metauniverse $\mathbf{G}_{\mathbf{2}}$ and not in the universe $\mathbf{G}_{\mathbf{1}}$
2. Instantaneous effect on the present in the universe $\mathbf{G}_{\mathbf{1}}$ since metaparticles travel in the metauniverse $\mathbf{G}_{2}$ and in the relative past of the universe $\mathbf{G}_{1}$; hence, the instantaneous effect of the past in $\mathbf{G}_{2}$ on the present in $\mathbf{G}_{1}$ as it is shown in the figure above since the past has already occurred and its consequences and results are direct and immediate on the present and current instant.

### 4.3 Solution of Einstein-Podolsky-Rosen (EPR) paradox or of quantum entanglement

As a consequence of the previous Section 4.2 is the solution of the very famous $E P R$ paradox that states if quantum entanglement were true than there should be faster-than-light particles, which are forbidden by classical Einstein's relativity.
Metarelativity solves also this paradox. In fact, as it was mentioned, tachyons that travel in the past of $\mathbf{G}_{\mathbf{2}}$ relatively to $\mathbf{G}_{\mathbf{1}}$ have therefore instantaneous effect on $\mathbf{G}_{\mathbf{1}}$. This consequence of $M C P P$ explains and supports totally Alain Aspect's experiment and results on the instantaneous quantum entanglement of particles in $\mathbf{G}_{\mathbf{1}}$ through the interchange of metaparticles or tachyons in $\mathbf{G}_{2}$, whose effect on the present is instantaneous in $\mathbf{G}_{\mathbf{1}}$ since they travel relatively to $\mathbf{G}_{\mathbf{1}}$ in the past in $\mathbf{G}_{\mathbf{2}}$ (since $t \leq 0$ is one possible solution in $\mathbf{G}_{2}$ ) (Figure 13).

### 4.4 Gravitational effect of $G_{2}$ on $G_{1}$ in $G$

As it was proved in metarelativity [1], light is the limit and the constant velocity in both $\mathbf{G}_{1}$ and $\mathbf{G}_{\mathbf{2}}$ (refer to Section 4.7 in Chapter 1). Consequently, gravitation behaves relatively to matter in $G_{1}$ just like to metamatter in $G_{2}$ since it has the speed of light. Therefore, metamatter exerts gravitational effects on the matter just like ordinary matter as a result of this fact. It is the effect of metamatter on matter that we observe inside and outside galaxies. Consequently, the dark matter, which is metamatter can attract ordinary matter. This is what we are actually observing in astronomy.


Figure 13.
Quantum entanglement of particles in the real universe $\boldsymbol{G}_{\boldsymbol{1}}$.

Therefore,

1. $\Rightarrow$ Gravitational waves travel with the velocity of light.
2. $\Rightarrow$ Light is constant and is the limit velocity in both $\mathbf{G}_{\mathbf{1}}$ and $\mathbf{G}_{\mathbf{2}}$.
$\Rightarrow$ The gravitational effect of metamatter in $\mathbf{G}_{\mathbf{2}}$ on ordinary matter in $\mathbf{G}_{\mathbf{1}}$.

### 4.5 Beneath the geometric point and beyond the infinity of time

In the Metarelativistic transformations, velocity becomes larger than the velocity of light and new Metarelativisitc equations are used to express the behavior of matter (or metamatter) inside it. In fact, starting from zero, when velocity increases, time starts to dilate as it is shown in the equation $T^{\prime}=T / \sqrt{1-\frac{v^{2}}{c^{2}}}$ and space to contract as it is shown in the equation $L^{\prime}=L \sqrt{1-\frac{v^{2}}{c^{2}}}$ and according to the well-known EinsteinLorentz mathematical equations. If $v \rightarrow c$ then $L^{\prime} \rightarrow 0$ that means when reaching the velocity of light, length at the end of contraction reaches its limits and becomes equal to zero. When velocity surpasses the barrier of light, space can start expanding as it is shown in the equation: $L^{\prime}=i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$, or it can start contracting again as it is shown in the equation: $L^{\prime}=-i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$, and this after it has reached the dimensions zero which are the dimensions of a geometric point. As a matter of fact, Euclid defined in his ELEMENTS [43] the geometric point as a geometrical entity of dimensions zero. What is smaller than zero in algebra are negative numbers. What is smaller than the geometric zero is new to us. In fact, particles in the atomic world have dimensions and the smallest particles to our knowledge are the quarks, which are the constituents of protons and neutrons. Even strings, the smallest postulated entities in String Theory, have dimensions greater than zero. Surely the dimensions of the quarks are smaller than the dimensions of protons and neutrons but they still have
dimensions how small as they can be, but never the dimensions of a geometric point because zero is nothing in physics and it could not contain neither matter nor energy, except photons: photons move at the velocity of light and could never have dimensions because nature forbids that a moving body having the velocity of light has any length. The last fact was shown by Einstein in the theory of special relativity. Therefore, we can say that when space reaches zero dimensions (when $v=c$ ) it has reached the end of the shrinking process and what is smaller than zero in the four real dimensions of the universe $\mathbf{G}_{\mathbf{1}}$ is the zero in the four imaginary dimensions of the metauniverse $\mathbf{G}_{2}$. Hence, after reaching zero in $\mathbf{G}_{\mathbf{1}}$, space starts here in the metauniverse from zero to expand opening the field to new four imaginary dimensions as it is shown in the equation derived from the theory of Metarelativity, which is:
$L^{\prime}=i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$, or it can start to contract again as it is shown in the equation: $L^{\prime}=-i \times L \sqrt{\frac{v^{2}}{c^{2}}-1}$.

Moreover, starting from zero, if speed continues to increase, time will continue to dilate in special relativity as it is shown in the equation $T^{\prime}=T / \sqrt{1-\frac{v^{2}}{c^{2}}}$. If $v \rightarrow c$ then $T^{\prime} \rightarrow+\infty$ that means that if velocity reaches the velocity of light, therefore time reaches infinity. In fact, infinity in mathematics is the greatest "number" that we can ever reach while counting but we can never reach. To be more accurate, it is a symbol more than a number, since no computer could reach infinity. Infinity is not finite by nature. Infinity is extensively used in mathematics like in series and in sequences in calculus. This is why light is said to be the limit velocity and the barrier between the two geometries: the universe $\mathbf{G}_{\mathbf{1}}$ and the metauniverse $\mathbf{G}_{2}$. In fact, if $v \rightarrow c$ then $T^{\prime} \rightarrow+\infty$ and if the velocity surpasses the velocity of light: $v>c$, then time has to surpass infinity in the "real" subluminal universe $\mathrm{G}_{1}: T^{\prime}>+\infty$ and hence we start counting time anew but now in the new "imaginary" superluminal metauniverse $\mathbf{G}_{2}$. The counting is done now using clocks set up in the metauniverse or in the four imaginary dimensions that we have already discovered in the previous metarelativistic transformations. We precise again that the new dimensions are imaginary in the sense that they contain the imaginary number $i$. The time measurement can start now counterclockwise because it is negative and time is said to be dilating again since $T^{\prime}=-i \times T / \sqrt{\frac{v^{2}}{c^{2}}-1}$ or it can start clockwise because it is positive and time is said to be contracting since $T^{\prime}=i \times T / \sqrt{\frac{v^{2}}{c^{2}}-1}$ and this depends on the sign before the imaginary number $i$.

Accordingly, as we have noticed, the metauniverse is truly at a different level of experience, it is in fact beneath the atomic world when speaking about space (dimensions smaller than zero) and beyond infinity when speaking about time. In fact, we may ask where is this metauniverse if it is beyond infinity and beneath zero? The answer is evident and it is shown in the equations: in other dimensions, which form the meta-space-time of the metauniverse $\mathbf{G}_{2}$, in the world of the imaginary number $i$. If a new matter is indirectly detected (like dark matter) then Metarelativity is able to explain it and it takes into consideration its existence because no directly detectable and visible matter was found. Only its gravitational effect can be detected in $\mathbf{G}_{\mathbf{1}}$. So, it should be another kind of matter, faster than light and unseen by our telescopes and accelerators. Thus, it should lay somewhere in space-time and this somewhere is the metauniverse $\mathbf{G}_{2}$. This will truly prove the existence of the metauniverse, which exists by mathematical and physical proofs and by the power of facts and experience. In fact, what is essentially more important in physics than the equations themselves is
the understanding and the explanations given to these equations. What is more important than mathematics is its meaning and its philosophy.

### 4.6 The energy of the void

In fact, the metauniverse or the four imaginary dimensions of meta-space-time may be regarded as a field full of potential and latent energy as we have mentioned but "invisible" in nature since it is superluminal and imaginary as it is shown in the equation $E=\frac{ \pm i m_{0} \times c^{2}}{\sqrt{\frac{v^{2}}{c^{2}}}}=E_{G 2}$. We said a field because the hidden matter that lies inside it forms a field of action and potentialities that can be discovered, like in the atom. The metauniverse is a field of latent energy relative to $\mathbf{G}_{\mathbf{1}}$. What does the metauniverse mean relatively to itself? The answer to this question was answered before in Metarelativity [1]. The result derives from the Metarelativistic equations. The outcome is that the metauniverse relatively to itself is just like the universe relatively to itself which means as real as the universe (refer to Section 4.7 in Chapter 1). I made the separation between both (between the two space-times) but in fact they are related and bonded both mathematically through precise equations. So, we have discovered the energy of the void, which is the invisible and dark and superluminal metauniverse $\mathbf{G}_{2}$ relative to the visible universe $\mathbf{G}_{1}$ : its hidden imaginary dimensions, which lay in $\mathbf{G}_{\mathbf{2}}$, its hidden energy (dark energy), and its hidden mass (dark matter).

### 4.7 Big Bang theory and the origin of the universe $\mathrm{G}_{1}$ : Smaller than and before Planck's length and time ( $1.6 \times 10^{-35} \mathrm{~m}$ and $10^{-43}$ seconds)

In fact, in our calculations, we expanded the Einstein-Lorentz equations to reach the metauniverse, as if we have done the backward walk by going from the universe $\mathbf{G}_{\mathbf{1}}$ to the metauniverse $\mathbf{G}_{\mathbf{2}}$. The direct walk is done from the metauniverse $\mathbf{G}_{\mathbf{2}}$ to the universe $\mathbf{G}_{\mathbf{1}}$ and is by saying that from this latent energy, that exists in the universe $\mathbf{G}_{2}$, the universe $\mathbf{G}_{1}$ emerged. In fact, if we do the direct walk, we will see our whole "real" universe $\mathbf{G}_{1}$ coming out from nothing, from void, from $\mathbf{G}_{2}$, to existence like in the Big Bang model. This "nothing" or this "void" that we noted is the superluminal imaginary metauniverse that we established its existence in Section 4.6. The dot or the geometric point (Section 4.5) that we were talking about is the singularity that general relativity talks about. In fact, according to the Big Bang model, from a singularity, all real space-time was generated and all matter within it. In the early fractions of a second, the particles and matter, the space-time itself were condensed in a small portion. This is said, we could assume that our visible universe came from another universe, which is the invisible metauniverse itself. This potent and latent energy or the energy of the void that represents the metauniverse comes from the invisible matter or the dark matter that is hidden in $\mathbf{G}_{\mathbf{2}}$ in the total universe $\mathbf{G}$, which is denoted by:

$$
\mathbf{G}=\text { universe } \mathbf{G}_{\mathbf{1}}+\mathbf{E W}+\text { universe } \mathbf{G}_{\mathbf{2}} .
$$

which is similar to the complex set of numbers denoted in classical mathematics by $\mathbb{C}$. So, another proof of the existence of $\mathbf{G}_{2}$ is the Big Bang theory and that will be discussed more clearly and plainly in future publications.

### 4.8 Vacuum or the quantum field fluctuations and the uncertainty principle

Now, another proof of the existence of the metauniverse that will be demonstrated in forthcoming publications is at the level of the atom, where we have according to this uncertainty principle:

$$
\Delta E \times \Delta t \geq \frac{h}{4 \pi}
$$

which is called the time-energy uncertainty relation also. The explanation of the principle of vacuum fluctuation is that energy is created from void during an interval $\Delta t$ and then returns to void after creating virtual particles. In fact, the nothing or the vacuum as we have seen is the void that we have spoken about (Section 4.6) or the metauniverse $\mathbf{G}_{2}$ that we deduced from Metarelativity itself. Some physicists say that the whole universe is a quantum fluctuation phenomenon like in the principle of vacuum fluctuation. This is true if we looked at the equation from a different angle. If we reshape our minds, we may say that from the metauniverse a quantum phenomenon occurred that means a parcel of energy burst out from the metauniverse, that is full of potency, to "real existence," where the universe $\mathbf{G}_{\mathbf{1}}$ was created and that will eventually disappear, say the physicists, in a period of time $\Delta t$, which is the age of the "real" universe $\mathbf{G}_{1}$.

Additionally, according to Metarelativity, the two complementary particles of metamatter $+i\left|m_{G 2}\right|$ and $-i\left|m_{G 2}\right|$ in the metauniverse $\mathbf{G}_{2}$ can annihilate into the real matter in the universe $\mathbf{G}_{\mathbf{1}}$ or into photons in the universe $\mathbf{G}_{\mathbf{3}}$. Therefore, vacuum fluctuation is nothing but the annihilations of metaparticles into the "real" universe $\mathbf{G}_{\mathbf{1}}$ or into the luminal universe $\mathrm{G}_{3}$ (refer to Section 4.2 in Chapter 1) (Figure 14).

Accordingly, "Ex Nihilo Nihil Fit," or "Nothing Comes from Nothing" as argued by the Greek Parmenides.

### 4.9 Black holes as doors to the metauniverse $G_{2}$

Furthermore, and as a consequence of what has been said in the previous sections, we can understand that black holes that contain ultimately at their end the space-time singularities are nothing but doors to the metauniverse $\mathbf{G}_{2}$ (Figure 15).

### 4.10 Unification of the four interactions in $\mathrm{G}_{\mathbf{1}}$

Therefore, since the whole "real" universe $\mathrm{G}_{1}$ was created from the metauniverse $\mathbf{G}_{2}$ then all the four interactions in $\mathbf{G}_{\mathbf{1}}$ were also created from $\mathbf{G}_{\mathbf{2}}$. This is to say that


Figure 14.
Vacuum fluctuation and the uncertainty principle.


Figure 15.
Black holes as doors to the imaginary metauniverse $\boldsymbol{G}_{\mathbf{2}}$.


Figure 16.
Unification of the four interactions in the real universe $G_{1}$.
nature four interactions that exist in $\mathbf{G}_{\mathbf{1}}$ emerged from the metauniverse $\mathbf{G}_{\mathbf{2}}$ just like the whole "real" universe $\mathrm{G}_{1}$ (Figure 16).

### 4.11 Ordinary matter/energy and positive/negative dark matter/energy

Sir Isaac Newton's law of gravitation of attraction is:
$F=k \frac{m \times m^{\prime}}{d^{2}}=F_{G 1}=$ the force in the universe $\mathbf{G}_{1}$, where $k=6.674 \times 10^{-11} \mathrm{~m}^{3} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~s}^{-2}$ approximately is the gravitational constant in the international system of units (SI).
$\Leftrightarrow F_{G}=k \frac{m_{G 2} \times m_{G 1}}{d^{2}}=k \frac{ \pm i m \times m^{\prime}}{d^{2}}= \pm i\left(k \frac{m \times m^{\prime}}{d^{2}}\right)$ in the universe $\mathbf{G}$.

So, as a consequence of the first possible solution is the Metarelativistic law of gravitation of attraction:

$$
F_{G}=+i\left(k \frac{m \times m^{\prime}}{d^{2}}\right)
$$

$\Rightarrow$ Positive dark matter and energy of $\mathbf{G}_{\mathbf{2}}$ can attract ordinary matter in $\mathbf{G}_{\mathbf{1}}$.
$\Rightarrow$ Verification of astronomical observations and the explanation of the dark matter attraction of ordinary matter in galaxies, stars, etc.

And, as a consequence of the second possible solution is the Metarelativistic law of gravitation of repulsion:

$$
F_{G}=-i\left(k \frac{m \times m^{\prime}}{d^{2}}\right)
$$

$\Rightarrow$ Negative dark matter and energy of $\mathbf{G}_{\mathbf{2}}$ can repulse ordinary matter in $\mathbf{G}_{\mathbf{1}}$.
$\Rightarrow$ Explanation of the expansion of the universe $\mathbf{G}_{\mathbf{1}}$.
$\Rightarrow$ Verification of astronomical observations and the explanation of Einstein's general relativity cosmological constant $\Lambda$ (his "biggest blunder").

### 4.12 Conservation of mass and energy and vacuum fluctuation

The Lavoisier principle in chemistry and science affirms that mass and energy are conserved. The Law of Conservation of Mass (or Matter) and Energy in a chemical reaction can be stated thus: In a chemical reaction, the matter is neither created nor destroyed.
"Nothing is lost, nothing is created, everything is transformed".
It was discovered by Antoine Laurent Lavoisier (1743-94) about 1785.
Knowing that vacuum fluctuations are the materialization or the annihilation or the transformation of metaparticles into real particles or photons, consequently, the total mass and the total energy in the total universe $\mathbf{G}=\mathbf{G}_{\mathbf{1}}+\mathbf{E W}+\mathbf{G}_{\mathbf{2}}$ are absolutely conserved, such that:

$$
\begin{aligned}
& E_{G}=\left[E_{G 1}\right]+\left[E_{G 3}\right]+\left[E_{G 2}\right] \Leftrightarrow E_{G}=\left[E_{G 1}\right]+[\text { Energy of Electromagnetic waves }]+\left[ \pm i\left|E_{G 2}\right|\right] \\
& \text { And } \\
& m_{G}=\left[m_{G 1}\right]+\left[m_{G 3}\right]+\left[m_{G 2}\right] \Leftrightarrow m_{G}=\left[m_{G 1}\right]+[\text { Mass of Electromagnetic waves }]+\left[ \pm i\left|m_{G 2}\right|\right]
\end{aligned}
$$

### 4.13 Determinism and nondeterminism

The mathematical probability concept was set forth by Andrey Nikolaevich Kolmogorov in 1933 by laying down a five-axioms system. This scheme has been improved in MCPP to embody the set of imaginary numbers after adding three new axioms. Accordingly, any stochastic phenomenon is performed in the probability set and total universe $\mathbf{G}=\mathcal{C}$ of complex probabilities, which is the summation of the set $\mathcal{R}$ of real probabilities and the set $\mathcal{M}$ of imaginary probabilities. Our objective in this work was to encompass complementary imaginary dimensions to the stochastic phenomenon taking place in the "real" probability laboratory in $\mathcal{R}$ and as a consequence to gauge in the sets $\mathcal{R}, \mathcal{M}$, and $\mathcal{C}$ all the corresponding probabilities. Hence, the probability in the
entire set and total universe $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$ is incessantly equal to one independently of all the probabilities of the input stochastic variable distribution in $\mathcal{R}$, and subsequently, the output of the random phenomenon in $\mathcal{R}$ can be evaluated totally and absolutely in $\mathbf{G}=\mathcal{C}$. This is due to the fact that the probability in $\mathcal{C}$ is calculated after the elimination and subtraction of the chaotic factor from the degree of our knowledge of the nondeterministic phenomenon as it is shown in the equation: $P c^{2}=D O K-C h f=D O K+M C h f=1=P c$. Consequently, we have applied this novel CPP paradigm to an important and fundamental problem in physics, which is Metarelativity theory. Hence, and what is truly crucial, is that we have demonstrated that probabilistic phenomena can be expressed totally deterministically in the complex probability set and total universe $\mathbf{G}=\mathcal{C}=\mathcal{R}+\mathcal{M}$. Therefore, and after all, "God does not play dice!!!" as Albert Einstein put it.

### 4.14 Entropy and metaentropy

To understand the meaning of negative time in $\mathbf{G}_{\mathbf{2}}$ relatively to $\mathbf{G}_{\mathbf{1}}$, then entropy is the best tool. We know that entropy is defined as $d\left[S_{G 1}\right] \geq 0$ according to the second principle of thermodynamics. We say that when time grows, then entropy and chaos and disorder increase in $\mathbf{G}_{\mathbf{1}}$. Due to the fact that time is negative as one possible solution in $\mathbf{G}_{2}$, this implies that we can have: $d\left[S_{G 2}\right] \leq 0$. Consequently, and for this case, we say that when time flows, then entropy (or metaentropy) decreases. This means directly the following: The direction of evolution in a part of $\mathbf{G}_{\mathbf{2}}$ is the opposite to that in $\mathbf{G}_{\mathbf{1}}$.

Additionally, $d\left[S_{G}\right]=0$ since $\operatorname{Ln}\left(P_{G}\right)=\operatorname{Ln}(P c)=\operatorname{Ln}(1)=0$ in the expression of entropy in the theory of statistical mechanics:

$$
S_{G}=-k_{B} \sum_{j} p_{j} \operatorname{Ln}\left(p_{j}\right)=-k_{B} \sum_{j} 1 \times \operatorname{Ln}(1)=0 .
$$

That means and most importantly, that for any distribution and in the complex probability set and the total universe $\mathbf{G}=\mathcal{C}=\boldsymbol{\mathcal { R }}+\boldsymbol{\mathcal { M }}$, we have complete order, no chaos, no ignorance, no uncertainty, no disorder, no randomness, no nondeterminism, and no unpredictability since all measurements are completely and perfectly and absolutely deterministic.

### 4.15 Conservation of information in $\mathrm{G}=\mathcal{C}$

In the complex set and total universe $\mathbf{G}=\mathcal{C}$ we have the entropy in the theory of information always equal to 0 since:

$$
\begin{gathered}
\Leftrightarrow H_{G}=-\sum_{j} p_{j} \log _{b}\left(p_{j}\right)=-\sum_{j} 1 \times \log _{b}(1)=0 \\
\Leftrightarrow d\left(H_{G}\right)=0
\end{gathered}
$$

So, no loss and no gain but complete conservation of information in G. Hence, the Lavoisier Law of Conservation of Mass and Energy applies also to information theory as it was shown here and in my previous published work $[13,15]$ so to as well $M C P P$. In $\mathcal{R}$, we have disorder, uncertainty, and unpredictability. In $\mathcal{C}$ we have order, certainty, and predictability since $P c=1$ permanently and entropy $=0$ constantly. Additionally, in
$\mathcal{R}$ we have chaos and imperfect and incomplete knowledge or partial ignorance. In $\mathcal{C}$ we have chaos always equal to $0(C h f=0$ and $M C h f=0)$ and $D O K=1$ continuously, thus complete and perfect and total knowledge of the now deterministic messages and the information of the now deterministic experiments occurring in $\mathbf{G}=\mathcal{C}$.

### 4.16 The duality and complementarity principle in $\mathcal{R}, \mathcal{M}$, and G

One of the fundamental principles almost omnipresent in whole nature and at all levels of experience in the physical world, including in some properties and in some characteristics of the atomic level, is duality and complementarity. This principle is present also in $\mathbf{G}_{2}$ where we have metaparticles with their corresponding metaEnergies and metaAntiparticles with their corresponding metaAntiEnergies. Also, the probability $P_{m}$ in $\mathcal{M}$ is the associated imaginary complement of the real probability $P_{r}$ in $\mathcal{R}$, their sum in $\mathcal{C}$ is $P c=1$. Additionally, and in $\mathbf{G}$, the superluminal metauniverse $\mathbf{G}_{\mathbf{2}}$ is the "imaginary" complement of the "real" subluminal universe $\mathbf{G}_{\mathbf{1}}$. Hence, we can directly see that this principle dominates nearly all existence whether in $\mathcal{R}, \mathcal{M}$, or $\mathbf{G}=\mathcal{C}$.

## 5. Conclusion and perspectives

In the current research work, the original extended model of eight axioms (EKA) of A. N. Kolmogorov was connected and applied to Metarelativity theory. Thus, a tight link between Metarelativity and the novel paradigm ( $C P P$ ) was achieved. Consequently, the model of "Complex Probability" was more developed beyond the scope of my 21 previous research works on this topic.

Furthermore, the theory of Metarelativity is a system of equations written to take into consideration additional effects in the universe and about the matter inside it. Metarelativity begins with Albert Einstein's theory of special relativity and it develops a system of equations that lead us to further explanations and to a new physics paradigm. Like special relativity which was created in 1905 and then expanded later to general relativity to explain, among other things, the aberration in the motion of the planet Mercury and the gravitational lenses, Metarelativity explains many phenomena, for example, the nature of dark matter laying inside and outside galaxies and, in the universe, and the existence of superluminal particles or tachyons and their corresponding dark energy. Metarelativity is a work of pure science that encompasses mathematics and fundamental physics. All the explanations are deduced from a new system of equations called the Metarelativistic transformations that were proven mathematically and explained physically. Hence, Metarelativity was bonded here to CPP and to develop a new paradigm in science.

In addition, referring to all these obtained graphs and executed simulations throughout the whole research work, we are able to quantify and visualize both the system chaos and stochastic effects and influences (expressed and materialized by Chf and MChf) and the certain knowledge (expressed and materialized by DOK and Pc) of the new paradigm. This is without any doubt very fruitful, wonderful, and fascinating and proves and reveals once again the advantages of extending A. N. Kolmogorov's five axioms of probability and hence the novelty and benefits of my inventive and original model in the fields of prognostics, applied mathematics, and physics that can be called verily: "The Metarelativistic Complex Probability Paradigm (MCPP)."

As a future and prospective research and challenges, we aim to more develop the novel prognostic paradigm conceived and to implement it to a large set of random and nondeterministic phenomena in physics and in science.
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#### Abstract

This chapter presents one way to define Abelian groups of fractional operators isomorphic to the group of integers under addition through a family of sets of fractional operators and a modified Hadamard product, as well as one way to define finite Abelian groups of fractional operators through sets of positive residual classes less than a prime number. Furthermore, it is presented one way to define sets of fractional operators which allow generalizing the Taylor series expansion of a vector-valued function in multi-index notation, as well as one way to define a family of fractional fixed-point methods and determine their order of convergence analytically through sets.
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## 1. Introduction

In one dimension, a fractional derivative may be considered in a general way as a parametric operator of order $\alpha$, such that it coincides with conventional derivatives when $\alpha$ is a positive integer $n$. So, when it is not necessary to explicitly specify the form of a fractional derivative, it is usually denoted as follows

$$
\begin{equation*}
\frac{d^{\alpha}}{d x^{\alpha}} . \tag{1}
\end{equation*}
$$

On the other hand, a fractional differential equation is an equation that involves at least one differential operator of order $\alpha$, with $(n-1)<\alpha \leq n$ for some positive integer $n$, and it is said to be a differential equation of order $\alpha$ if this operator is the highest order in the equation. The fractional operators have many representations [1-3], but one of their fundamental properties is that they allow retrieving the results of conventional calculus when $\alpha \rightarrow n$. For example, let $f: \Omega \subset \mathbb{R} \rightarrow \mathbb{R}$ be a function such that $f \in L_{l o c}^{1}(a, b)$, where $L_{l o c}^{1}(a, b)$ denotes the space of locally integrable functions on the open interval $(a, b) \subset \Omega$. One of the fundamental operators of fractional calculus is the operator Riemann-Liouville fractional integral, which is defined as follows [4, 5]:

$$
\begin{equation*}
{ }_{a} I_{x}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t \tag{2}
\end{equation*}
$$

where $\Gamma$ denotes the Gamma function. It is worth mentioning that the above operator is a fundamental piece to construct the operator Riemann-Liouville fractional derivative, which is defined as follows [4, 6]:

$$
{ }_{a} D_{x}^{\alpha} f(x):=\left\{\begin{array}{cl}
{ }_{a} I_{x}^{-\alpha} f(x), & \text { if } \alpha<0  \tag{3}\\
\frac{d^{n}}{d x^{n}}\left({ }_{a} I_{x}^{n-\alpha} f(x)\right), & \text { if } \alpha \geq 0
\end{array},\right.
$$

where $n=\lceil\alpha\rceil$ and ${ }_{a} I_{x}^{0} f(x):=f(x)$. On the other hand, let $f: \Omega \subset \mathbb{R} \rightarrow \mathbb{R}$ be a function $n$-times differentiable such that $f, f^{(n)} \in L_{l o c}^{1}(a, b)$. Then, the Riemann-Liouville fractional integral also allows constructing the operator Caputo fractional derivative, which is defined as follows [4, 6]:

$$
{ }_{a}^{C} D_{x}^{\alpha} f(x):=\left\{\begin{array}{cc}
{ }_{a} I_{x}^{-\alpha} f(x), & \text { if } \alpha<0  \tag{4}\\
{ }_{a} I_{x}^{n-\alpha} f^{(n)}(x), & \text { if } \alpha \geq 0
\end{array},\right.
$$

where $n=\lceil\alpha\rceil$ and ${ }_{a} I_{x}^{0} f^{(n)}(x):=f^{(n)}(x)$. Furthermore, if the function $f$ fulfills that $f^{(k)}(a)=0 \forall k \in\{0,1, \cdots, n-1\}$, the Riemann-Liouville fractional derivative coincides with the Caputo fractional derivative, that is,

$$
\begin{equation*}
{ }_{a} D_{x}^{\alpha} f(x)={ }_{a}^{C} D_{x}^{\alpha} f(x) . \tag{5}
\end{equation*}
$$

So, applying the operator (3) with $a=0$ to the function $x^{\mu}$, with $\mu>-1$, we obtain the following result [7]:

$$
\begin{equation*}
{ }_{0} D_{x}^{\alpha} x^{\mu}=\frac{\Gamma(\mu+1)}{\Gamma(\mu-\alpha+1)} x^{\mu-\alpha}, \quad \alpha \in \mathbb{R} \backslash \mathbb{Z} \tag{6}
\end{equation*}
$$

where if $1 \leq\lceil\alpha\rceil \leq \mu$ it is fulfilled that ${ }_{0} D_{x}^{\alpha} x^{\mu}={ }_{0}^{C} D_{x}^{\alpha} x^{\mu}$.

## 2. Sets of fractional operators

Before continuing, it is necessary to mention that due to the large number of fractional operators that may exist [1-3, 8-23], some sets must be defined to fully characterize elements of fractional calculus. It is worth mentioning that characterizing elements of fractional calculus through sets is the main idea behind of the methodology known as fractional calculus of sets [24,25]. So, considering a scalar function $h$ : $\mathbb{R}^{m} \rightarrow \mathbb{R}$ and the canonical basis of $\mathbb{R}^{m}$ denoted by $\left\{\hat{e}_{k}\right\}_{k \geq 1}$, it is possible to define the following fractional operator of order $\alpha$ using Einstein notation

$$
\begin{equation*}
o_{x}^{\alpha} h(x):=\hat{e}_{k} o_{k}^{\alpha} h(x) \tag{7}
\end{equation*}
$$

Therefore, denoting by $\partial_{k}^{n}$ the partial derivative of order $n$ applied with respect to the $k$-th component of the vector $x$, using the previous operator it is possible to define the following set of fractional operators

$$
\begin{equation*}
O_{x, \alpha}^{n}(h):=\left\{o_{x}^{\alpha} \quad: \quad \exists o_{k}^{\alpha} h(x) \quad \text { and } \quad \lim _{\alpha \rightarrow n} o_{k}^{\alpha} h(x)=\partial_{k}^{n} h(x) \forall k \geq 1\right\} \tag{8}
\end{equation*}
$$

which may be proved to be a nonempty set through the following set of fractional operators

$$
\begin{equation*}
O_{0, x, \alpha}^{n}(h):=\left\{o_{x}^{\alpha} \quad: \quad \exists o_{k}^{\alpha} h(x)=\left(\partial_{k}^{n}+\mu(\alpha) \partial_{k}^{\alpha}\right) h(x) \quad \text { and } \quad \lim _{\alpha \rightarrow n} \mu(\alpha) \partial_{k}^{\alpha} h(x)=0 \quad \forall k \geq 1\right\}, \tag{9}
\end{equation*}
$$

with which it is possible to obtain the following result:

$$
\begin{equation*}
\text { If } \quad o_{i, x}^{\alpha}, o_{j, x}^{\alpha} \in O_{x, \alpha}^{n}(h) \quad \text { with } \quad i \neq j \Rightarrow \exists o_{k, x}^{\alpha}=\frac{1}{2}\left(o_{i, x}^{\alpha}+o_{j, x}^{\alpha}\right) \in O_{x, \alpha}^{n}(h) . \tag{10}
\end{equation*}
$$

So, the complement of the set (8) may be defined as follows

$$
\begin{aligned}
O_{x, \alpha}^{n, c}(h):= & \left\{o_{x}^{\alpha}: \exists o_{k}^{\alpha} h(x) \quad \forall k \geq 1 \quad \text { and } \quad \lim _{\alpha \rightarrow n} o_{k}^{\alpha} h(x) \neq \partial_{k}^{n} h(x) \quad\right. \text { in } \\
& \text { at least one value } k \geq 1\},
\end{aligned}
$$

with which it is possible to obtain the following result:

$$
\begin{equation*}
\text { If } \quad o_{i, x}^{\alpha}=\hat{e}_{k} o_{i, k}^{\alpha} \in O_{x, \alpha}^{n}(h) \quad \Rightarrow \quad \exists o_{j, x}^{\alpha}=\hat{e}_{k} o_{i, \sigma_{j}(k)}^{\alpha} \in O_{x, \alpha}^{n, c}(h), \tag{12}
\end{equation*}
$$

where $\sigma_{j}:\{1,2, \cdots, m\} \rightarrow\{1,2, \cdots, m\}$ denotes any permutation different from the identity. On the other hand, the set (8) may be considered as a generating set of sets of fractional tensor operators. For example, considering $\alpha, n \in \mathbb{R}^{d}$ with $\alpha=\hat{e}_{k}[\alpha]_{k}$ and $n=\hat{e}_{k}[n]_{k}$, it is possible to define the following set of fractional tensor operators

## 3. Groups of fractional operators

Considering a function $h: \Omega \subset \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, it is possible to define the following sets

$$
\begin{align*}
m \mathrm{O}_{x, \alpha}^{n}(h) & :=\left\{o_{x}^{\alpha}: \quad o_{x}^{\alpha} \in \mathrm{O}_{x, \alpha}^{n}\left([h]_{k}\right) \forall k \leq m\right\},  \tag{14}\\
{ }_{m} \mathrm{O}_{x, \alpha}^{n, c}(h) & :=\left\{o_{x}^{\alpha}: o_{x}^{\alpha} \in \mathrm{O}_{x, \alpha}^{n, c}\left([h]_{k}\right) \forall k \leq m\right\},  \tag{15}\\
& { }_{m} \mathrm{O}_{x, \alpha}^{n, u}(h):={ }_{m} \mathrm{O}_{x, \alpha}^{n}(h) \cup_{m} \mathrm{O}_{x, \alpha}^{n, c}(h), \tag{16}
\end{align*}
$$

where $[h]_{k}: \Omega \subset \mathbb{R}^{m} \rightarrow \mathbb{R}$ denotes the $k$-th component of the function $h$. So, it is possible to define the following set of fractional operators

$$
\begin{equation*}
{ }_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h):=\bigcap_{k \in \mathbb{Z}} m \mathrm{O}_{x, \alpha}^{k, u}(h), \tag{17}
\end{equation*}
$$

which under the classical Hadamard product it is fulfilled that

$$
\begin{equation*}
o_{x}^{0} \circ h(x):=h(x) \quad \forall o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h) . \tag{18}
\end{equation*}
$$

As a consequence, it is possible to define the following set of matrices
$m \mathrm{M}_{x, \alpha}^{\infty}(h):=\left\{A_{h, \alpha}=A_{h, \alpha}\left(o_{x}^{\alpha}\right): o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)\right.$ and $\left.A_{h, \alpha}(x)=\left(\left[A_{h, \alpha}\right]_{j k}(x)\right):=\left(o_{k}^{\alpha}[h]_{j}(x)\right)\right\}$,
and therefore, considering that when using the classical Hadamard product in general $o_{x}^{p \alpha} \circ o_{x}^{q \alpha} \neq o_{x}^{(p+q) \alpha}$. Assuming the existence of a fixed set of matrices ${ }_{m} \mathrm{M}_{x, \alpha}^{\infty}(h)$, joined with a modified Hadamard product that fulfills the following property

$$
o_{i, x}^{p \alpha} \circ o_{j, x}^{q \alpha}:=\left\{\begin{array}{ll}
o_{i, x}^{p \alpha} \circ o_{j, x}^{q \alpha}, & \text { if } i \neq j \quad \text { (Hadamard product of type horizontal) }  \tag{20}\\
o_{i, x}^{(p+q) \alpha}, & \text { if } i=j \quad \text { (Hadamard product of type vertical) }
\end{array},\right.
$$

by omitting the function $h$, the resulting set ${ }_{m} \mathrm{M}_{x, \alpha}^{\infty}(\cdot)$ has the ability to generate a group of fractional matrix operators $A_{\alpha}$ that fulfill the following equation

$$
A_{\alpha}\left(o_{i, x}^{p \alpha}\right) \circ A_{\alpha}\left(o_{j, x}^{q \alpha}\right):=\left\{\begin{array}{ll}
A_{\alpha}\left(o_{i, x}^{p \alpha} \circ o_{j, x}^{q \alpha}\right), & \text { if } i \neq j  \tag{21}\\
A_{\alpha}\left(o_{i, x}^{(p+q) \alpha}\right), & \text { if } i=j
\end{array},\right.
$$

through the following set [24, 26]:
${ }_{m} \mathrm{G}_{\text {FIM }}(\alpha):=\left\{A_{\alpha}^{\circ r}=A_{\alpha}\left(o_{x}^{r \alpha}\right) \quad: \exists A_{\alpha}^{\circ r} \in_{m} \mathrm{M}_{x, \alpha}^{\infty}(\cdot) \forall r \in \mathbb{Z} \quad\right.$ and $\left.\quad A_{\alpha}^{\circ r}=\left(\left[A_{\alpha}^{\circ r}\right]_{j k}\right):=\left(o_{k}^{r \alpha}\right)\right\}$.

Where $\forall A_{i, \alpha}^{\circ p}, A_{j, \alpha}^{\circ q}, A_{j, \alpha}^{\circ r} \in{ }_{m} \mathrm{G}_{F N R}(\alpha)$, with $i \neq j$, the following property is defined

$$
\begin{equation*}
\left(A_{i, \alpha}^{\circ \rho} \circ A_{j, \alpha}^{\circ q}\right) \circ A_{j, \alpha}^{\circ r}=A_{i, \alpha}^{\circ p} \circ\left(A_{j, \alpha}^{\circ q} \circ A_{j, \alpha}^{\circ r}\right)=A_{k, \alpha}^{\circ 1}:=A_{k, \alpha}\left(o_{i, \alpha}^{p \alpha} \circ o_{j, \alpha}^{(q+r) \alpha}\right), \quad p, q, r \in \mathbb{Z} \backslash\{0\}, \tag{23}
\end{equation*}
$$

since it is considered that through combinations of the Hadamard product of type horizontal and vertical the fractional operators are reduced to their minimal expression. As a consequence, it is fulfilled that

$$
\begin{align*}
& \forall A_{k, \alpha}^{\circ 1} \in_{m} \mathrm{G}_{F I M}(\alpha) \quad \text { such that } A_{k, \alpha}\left(o_{k, x}^{\alpha}\right)=A_{k, \alpha}\left(o_{i, x}^{p \alpha} \circ q_{j, x}^{q \alpha}\right) \exists A_{k, \alpha}^{\circ r}=A_{k, \alpha}^{\circ(r-1)} \circ A_{k, \alpha}^{\circ 1} \\
& \quad=A_{k, \alpha}\left(o_{i, x}^{r p \alpha} \circ o_{j, x}^{r q \alpha}\right) . \tag{24}
\end{align*}
$$

It is necessary to mention that for each operator $o_{x}^{\alpha} \in{ }_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$ it is possible to define a group [26], which is isomorphic to the group of integers under the addition, as shown by the following theorems:

Theorem 1.1 Let $o_{x}^{\alpha}$ be a fractional operator such that $o_{x}^{\alpha} \in{ }_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$. So, considering the modified Hadamard product given by (20), it is possible to define the following set of fractional matrix operators

$$
\begin{equation*}
{ }_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right):=\left\{A_{\alpha}^{\circ r}=A_{\alpha}\left(o_{x}^{r \alpha}\right) \quad: \quad r \in \mathbb{Z} \quad \text { and } \quad A_{\alpha}^{\circ r}=\left(\left[A_{\alpha}^{\circ r}\right]_{j k}\right):=\left(o_{k}^{r \alpha}\right)\right\} \tag{25}
\end{equation*}
$$

which corresponds to the Abelian group generated by the operator $A_{\alpha}\left(o_{x}^{\alpha}\right)$.
Proof: It should be noted that due to the way the set (25) is defined, just the Hadamard product of type vertical is applied among its elements. So, $\forall A_{\alpha}^{{ }^{\circ} p}, A_{\alpha}^{\circ q} \in{ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$ it is fulfilled that

$$
\begin{equation*}
A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ q}=\left(\left[A_{\alpha}^{\circ p}\right]_{j k}\right) \circ\left(\left[A_{\alpha}^{\circ q}\right]_{j k}\right)=\left(o_{k}^{(p+q) \alpha}\right)=\left(\left[A_{\alpha}^{\circ(p+q)}\right]_{j k}\right)=A_{\alpha}^{\circ(p+q)} \tag{26}
\end{equation*}
$$

with which it is possible to prove that the set ${ }_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$ fulfills the following properties, which correspond to the properties of an Abelian group:
$\left\{\begin{array}{l}\forall A_{\alpha}^{\circ p}, A_{\alpha}^{\circ q}, A_{\alpha}^{\circ r} \in_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { it is fulfilled that }\left(A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ q}\right) \circ A_{\alpha}^{\circ r}=A_{\alpha}^{\circ p} \circ\left(A_{\alpha}^{\circ q} \circ A_{\alpha}^{\circ r}\right) 0.1 \mathrm{~cm} \\ \exists A_{\alpha}^{\circ 0} \in_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { such that } \forall A_{\alpha}^{\circ p} \in_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { it is fulfilled that } A_{\alpha}^{\circ 0} \circ A_{\alpha}^{\circ p}=A_{\alpha}^{\circ p} 0.1 \mathrm{~cm} \\ \forall A_{\alpha}^{\circ p} \in_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \exists A_{\alpha}^{\circ-p} \in_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { such that } A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ-p}=A_{\alpha}^{\circ 0} 0.1 \mathrm{~cm} \\ \forall A_{\alpha}^{\circ p}, A_{\alpha}^{\circ q} \in_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { it is fulfilled that } A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ q}=A_{\alpha}^{\circ q} \circ A_{\alpha}^{\circ p}\end{array}\right.$

Theorem 1.2 Let $o_{x}^{\alpha}$ be a fractional operator such that $o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$ and let $(\mathbb{Z},+)$ be the group of integers under the addition. So, the group generated by the operator $A_{\alpha}\left(o_{x}^{\alpha}\right)$ is isomorphic to the group $(\mathbb{Z},+)$, that is,

$$
\begin{equation*}
{ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \cong(\mathbb{Z},+) . \tag{28}
\end{equation*}
$$

Proof: To prove the theorem it is enough to define a bijective homomorphism between the sets ${ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$ and $(\mathbb{Z},+)$. Let $\psi:_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \rightarrow(\mathbb{Z},+)$ be a function with inverse function $\psi^{-1}:(\mathbb{Z},+) \rightarrow_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$. So, the functions $\psi$ and $\psi^{-1}$ may be defined as follows

$$
\begin{equation*}
\psi\left(A_{\alpha}^{\circ r}\right)=r \text { and } \psi^{-1}(r)=A_{\alpha}^{\circ r}, \tag{29}
\end{equation*}
$$

with which it is possible to obtain the following results:
$\left\{\begin{array}{l}\forall A_{\alpha}^{\circ p}, A_{\alpha}^{\circ q} \in_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \text { it is fulfilled that } \psi\left(A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ q}\right)=\psi\left(A_{\alpha}^{\circ(p+q)}\right)=p+q=\psi\left(A_{\alpha}^{\circ p}\right)+\psi\left(A_{\alpha}^{\circ q}\right) \\ \forall p, q \in(\mathbb{Z},+) \text { it is fulfilled that } \psi^{-1}(p+q)=A_{\alpha}^{\circ(p+q)}=A_{\alpha}^{\circ p} \circ A_{\alpha}^{\circ q}=\psi^{-1}(p) \circ \psi^{-1}(q)\end{array}\right.$.

Therefore, from the previous results, it follows that the function $\psi$ defines an isomorphism between the sets ${ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$ and $(\mathbb{Z},+)$.

Then, from the previous theorems it is possible to obtain the following corollaries:
Corollary 1.3 Let $o_{x}^{\alpha}$ be a fractional operator such that $o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$ and let $(\mathbb{Z},+)$ be the group of integers under the addition. So, considering the modified Hadamard product given by (20) and some subgroup $\mathbb{H}$ of the group $(\mathbb{Z},+)$, it is possible to define the following set of fractional matrix operators

$$
\begin{equation*}
{ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right), \mathbb{H}\right):=\left\{A_{\alpha}^{\circ r}=A_{\alpha}\left(o_{x}^{r \alpha}\right) \quad: \quad r \in \mathbb{H} \quad \text { and } \quad A_{\alpha}^{\circ r}=\left(\left[A_{\alpha}^{\circ r}\right]_{j k}\right):=\left(o_{k}^{r \alpha}\right)\right\}, \tag{31}
\end{equation*}
$$

which corresponds to a subgroup of the group generated by the operator $A_{\alpha}\left(o_{x}^{\alpha}\right)$, that is,

$$
\begin{equation*}
{ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right), \mathbb{H}\right) \leq_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \tag{32}
\end{equation*}
$$

Example 1 Let $\mathbb{Z}_{n}$ be the set of residual classes less than $n$. So, considering a fractional operator $o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$ and the set $\mathbb{Z}_{14}$, it is possible to define the Abelian group of fractional matrix operators ${ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right), \mathbb{Z}_{14}\right)$. Furthermore, all possible combinations of the elements of the group under the modified Hadamard product given by (20) are summarized below:

| $\circ$ | $A_{\alpha}^{\circ 0}$ | $A_{\alpha}^{\circ 1}$ | $A_{\alpha}^{\circ 2}$ | $A_{\alpha}^{\circ 3}$ | $A_{\alpha}^{\circ 4}$ | $A_{\alpha}^{\circ 5}$ | $A_{\alpha}^{\circ 6}$ | $A_{\alpha}^{\circ 7}$ | $A_{\alpha}^{\circ 8}$ | $A_{\alpha}^{\circ 9}$ | $A_{\alpha}^{\circ 10}$ | $A_{\alpha}^{\circ 11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |$A_{\alpha}^{\circ 12} A_{\alpha}^{\circ 13}$

Corollary 1.4 Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be a function such that $\exists_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$. So, if it is fulfilled the following condition

$$
\begin{equation*}
\forall o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h) \quad \exists_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \subset_{m} G_{F I M}(\alpha) \tag{33}
\end{equation*}
$$

such that ${ }_{m} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$ is the group generated by the operator $A_{\alpha}\left(o_{x}^{\alpha}\right)$. As a consequence, it is fulfilled that

$$
\begin{equation*}
{ }_{m} G_{F I M}(\alpha)=\bigcup_{o_{x}^{\alpha} \in \mathcal{M O}_{x, \alpha}^{\infty, u}(h)_{m}} G\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right) \tag{34}
\end{equation*}
$$

It is necessary to mention that the Corollary 1.3 allows generating groups of fractional operators under other operations, as shown in the following corollary:

Corollary 1.5 Let $\mathbb{Z}_{p}^{+}$be the set of positive residual classes less than $p$, with $p$ a prime number. So, for each fractional operator $o_{x}^{\alpha} \in_{m} \mathrm{MO}_{x, \alpha}^{\infty, u}(h)$, it is possible to define the following set of fractional matrix operators

$$
\begin{equation*}
{ }_{m} G^{*}\left(A_{\alpha}\left(o_{x}^{\alpha}\right), \mathbb{Z}_{p}^{+}\right):=\left\{A_{\alpha}^{\circ r}=A_{\alpha}\left(o_{x}^{r \alpha}\right) \quad: r \in \mathbb{Z}_{p}^{+} \quad \text { and } \quad A_{\alpha}^{\circ r}=\left(\left[A_{\alpha}^{\circ r}\right]_{j k}\right):=\left(o_{k}^{r \alpha}\right)\right\} \tag{35}
\end{equation*}
$$

which corresponds to an Abelian group under the following operation

$$
\begin{equation*}
A_{\alpha}^{\circ r *} A_{\alpha}^{\circ s}=A_{\alpha}^{\circ r s} . \tag{36}
\end{equation*}
$$

Example 2 Let $o_{x}^{\alpha}$ be a fractional operator such that $o_{x}^{\alpha} \in_{m} M O_{x, \alpha}^{\infty, u}(h)$. So, considering the set $\mathbb{Z}_{13}^{+}$, it is possible to define the Abelian group of fractional matrix operators ${ }_{m} G^{*}\left(A_{\alpha}\left(o_{x}^{\alpha}\right), \mathbb{Z}_{13}^{+}\right)$. Furthermore, all possible combinations of the elements of the group under the operation (36) are summarized below:


On the other hand, defining $A_{\alpha}(h)=\left(\left[A_{\alpha}(h)\right]_{j k}\right):=\left([h]_{k}\right)$, it is possible to obtain the following result:

$$
\begin{equation*}
\forall A_{\alpha}^{\circ r} \in_{m} G_{F I M}(\alpha) \quad \exists A_{h, r \alpha} \in{ }_{m} \mathrm{M}_{x, \alpha}^{\infty}(h) \quad \text { such that } \quad A_{h, r \alpha}:=A_{\alpha}\left(o_{x}^{r \alpha}\right) \circ A_{\alpha}^{T}(h) . \tag{37}
\end{equation*}
$$

Therefore, if $\Phi_{F I M}$ denotes the iteration function of some fractional iterative method [26], it is possible to obtain the following results:

$$
\text { Let } \begin{align*}
\alpha_{0} \in \mathbb{R} \backslash \mathbb{Z} & \Rightarrow \forall A_{h, \alpha_{0}} \in_{m} \mathrm{M}_{x, \alpha}^{\infty}(h) \exists \Phi_{F I M}  \tag{38}\\
& =\Phi_{F I M}\left(A_{h, \alpha_{0}}\right): \forall A_{h, \alpha_{0}} \quad \exists\left\{\Phi_{F I M}\left(A_{h, \alpha}\right): \alpha \in \mathbb{R} \backslash \mathbb{Z}\right\},
\end{align*}
$$

$$
\text { Let } \begin{align*}
\alpha_{0} \in \mathbb{R} \backslash \mathbb{Z} & \Rightarrow \forall A_{\alpha_{0}}^{\circ 1} \in_{m} \mathrm{G}_{F I M}(\alpha) \exists \Phi_{F I M}  \tag{39}\\
& =\Phi_{F I M}\left(A_{\alpha_{0}}\right): \therefore \forall A_{\alpha_{0}} \quad \exists\left\{\Phi_{F I M}\left(A_{\alpha}\right): \alpha \in \mathbb{R} \backslash \mathbb{Z}\right\} .
\end{align*}
$$

To finish this section, it is necessary to mention that the applications of fractional operators have spread to different fields of science such as finance [27, 28], economics [29], number theory through the Riemann zeta function [30, 31], and in engineering with the study for the manufacture of hybrid solar receivers [32,33]. It is worth mentioning that there exists also a growing interest in fractional operators and their properties for solving nonlinear algebraic systems [24,34-41], which is a classical problem in mathematics, physics and engineering, which consists of finding the set of zeros of a function $f: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, that is,

$$
\begin{equation*}
\{\xi \in \Omega:\|f(\xi)\|=0\} \tag{40}
\end{equation*}
$$

where $\|\cdot\|: \mathbb{R}^{n} \rightarrow \mathbb{R}$ denotes any vector norm, or equivalently

$$
\begin{equation*}
\left\{\xi \in \Omega:[f]_{k}(\xi)=0 \quad \forall k \geq 1\right\} . \tag{41}
\end{equation*}
$$

Although finding the zeros of a function may seem like a simple problem, it is generally necessary to use numerical methods of the iterative type to solve it.

## 4. Fixed-point method

Let $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a function. It is possible to build a sequence $\left\{x_{i}\right\}_{i \geq 1}$ by defining the following iterative method

$$
\begin{equation*}
x_{i+1}:=\Phi\left(x_{i}\right), \quad i=0,1,2, \cdots . \tag{42}
\end{equation*}
$$

So, if it is fulfilled that $x_{i} \rightarrow \xi \in \mathbb{R}^{n}$ and the function $\Phi$ is continuous around $\xi$, we obtain that

$$
\begin{equation*}
\xi=\lim _{i \rightarrow \infty} x_{i+1}=\lim _{i \rightarrow \infty} \Phi\left(x_{i}\right)=\Phi\left(\lim _{i \rightarrow \infty} x_{i}\right)=\Phi(\xi) \tag{43}
\end{equation*}
$$

the above result is the reason by which the method (42) is known as the fixedpoint method. Furthermore, the function $\Phi$ is called an iteration function. On the other hand, considering the following set

$$
\begin{equation*}
B(\xi ; \delta):=\{x:\|x-\xi\|<\delta\}, \tag{44}
\end{equation*}
$$

it is possible to define the following corollary, which allows characterizing the order of convergence of an iteration function $\Phi$ through its Jacobian matrix $\Phi^{(1)}$ [7]:

Corollary 1.6 Let $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an iteration function. If $\Phi$ defines a sequence $\left\{x_{i}\right\}_{i \geq 1}$ such that $x_{i} \rightarrow \xi \in \mathbb{R}^{n}$. So, $\Phi$ has an order of convergence of order (at least) $p$ in $B(\xi ; \delta)$, where it is fulfilled that:

$$
p:=\left\{\begin{array}{lll}
1, & \text { if } & \lim _{x \rightarrow \xi}\left\|\Phi^{(1)}(x)\right\| \neq 0  \tag{45}\\
2, & \text { if } & \lim _{x \rightarrow \xi}\left\|\Phi^{(1)}(x)\right\|=0
\end{array} .\right.
$$

## 5. Fractional fixed-point method

Let $\mathbb{N}_{0}$ be the set $\mathbb{N} \cup\{0\}$, if $\gamma \in \mathbb{N}_{0}^{m}$ and $x \in \mathbb{R}^{m}$, then it is possible to define the following multi-index notation

$$
\left\{\begin{array}{c}
\gamma!:=\prod_{k=1}^{m}[\gamma]_{k}!, \quad|\gamma|:=\sum_{k=1}^{m}[\gamma]_{k} 0.1 c m, \quad x^{\gamma}:=\prod_{k=1}^{m}[x]_{k}^{[\gamma]_{k}}  \tag{46}\\
\frac{\partial^{\gamma}}{\partial x^{\gamma}}:=\frac{\partial^{[\gamma]_{1}}}{\partial[x]_{1}^{[\gamma / 1}} \frac{\partial^{[\gamma]_{2}}}{\partial[x]_{2}^{[\gamma]_{2}}} \cdots \frac{\partial^{[\gamma]_{m}}}{\partial[x]_{m}^{[\gamma]_{m}}}
\end{array}\right.
$$

So, considering a function $h: \Omega \subset \mathbb{R}^{m} \rightarrow \mathbb{R}$ and the fractional operator

$$
\begin{equation*}
s_{x}^{\alpha \gamma}\left(o_{x}^{\alpha}\right):=o_{1}^{\alpha[\gamma]_{1}} o_{2}^{\alpha[\gamma]_{2}} \cdots o_{m}^{\alpha[\gamma]_{m}} \tag{47}
\end{equation*}
$$

it is possible to define the following set of fractional operators

$$
\begin{align*}
& S_{x, \alpha}^{n, \gamma}(h):=\left\{s_{x}^{\alpha \gamma}=s_{x}^{\alpha \gamma}\left(o_{x}^{\alpha}\right): \exists s_{x}^{\alpha \gamma} h(x) \text { with } o_{x}^{\alpha} \in \mathrm{O}_{x, \alpha}^{s}(h) \forall s \leq n^{2}\right. \\
&\text { and } \left.\lim _{\alpha \rightarrow k} s_{x}^{\alpha \gamma} h(x)=\frac{\partial^{k \gamma}}{\partial x^{k \gamma}} h(x) \quad \forall \alpha,|\gamma| \leq n\right\}, \tag{48}
\end{align*}
$$

from which it is possible to obtain the following results:

$$
\text { If } s_{x}^{\alpha \gamma} \in \mathrm{S}_{x, \alpha}^{n, \gamma}(h) \Rightarrow\left\{\begin{array}{l}
\lim _{\alpha \rightarrow 0} s_{x}^{\alpha \gamma} h(x)=o_{1}^{0} o_{2}^{0} \cdots o_{m}^{0} h(x)=h(x)  \tag{49}\\
\lim _{\alpha \rightarrow 1} s_{x}^{\alpha \gamma} h(x)=o_{1}^{[\gamma]_{1}} o_{2}^{[\gamma]_{2}} \cdots o_{m}^{[\gamma]_{m}} h(x)=\frac{\partial^{\gamma}}{\partial x^{\gamma}} h(x) \forall|\gamma| \leq n \\
\lim _{\alpha \rightarrow q} s_{x}^{\alpha \gamma} h(x)=o_{1}^{q[\gamma]_{1}} o_{2}^{q[\gamma]_{2}} \cdots o_{m}^{q[\gamma]_{m}} h(x)=\frac{\partial^{q \gamma}}{\partial x^{q \gamma}} h(x) \forall q|\gamma| \leq q n \\
\lim _{\alpha \rightarrow n} s_{x}^{\alpha \gamma} h(x)=o_{1}^{n[\gamma]_{1}} o_{2}^{n[\gamma]_{2}} \cdots o_{m}^{n[\gamma]_{m}} h(x)=\frac{\partial^{n \gamma}}{\partial x^{n \gamma}} h(x) \forall n|\gamma| \leq n^{2}
\end{array},\right.
$$

and as a consequence, considering a function $h: \Omega \subset \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, it is possible to define the following set of fractional operators

$$
\begin{equation*}
m S_{x, \alpha}^{n, \gamma}(h):=\left\{s_{x}^{\alpha \gamma} \quad: \quad s_{x}^{\alpha \gamma} \in \mathbb{S}_{x, \alpha}^{n, \gamma}\left[[h]_{k}\right) \forall k \leq m\right\} . \tag{50}
\end{equation*}
$$

On the other hand, using little-o notation it is possible to obtain the following result:

$$
\begin{equation*}
\text { If } x \in B(a ; \delta) \Rightarrow \lim _{x \rightarrow a} \frac{o\left((x-a)^{\gamma}\right)}{(x-a)^{\gamma}} \rightarrow 0 \quad \forall|\gamma| \geq 1, \tag{51}
\end{equation*}
$$

with which it is possible to define the following set of functions

$$
\begin{equation*}
R_{\alpha \gamma}^{n}(a):=\left\{r_{\alpha \gamma}^{n}: \lim _{x \rightarrow a}\left\|r_{\alpha \gamma}^{n}(x)\right\|=0 \forall|\gamma| \geq n \text { and }\left\|r_{\alpha \gamma}^{n}(x)\right\| \leq o\left(\|x-a\|^{n}\right) \quad \forall x \in B(a ; \delta)\right\}, \tag{52}
\end{equation*}
$$

where $r_{\alpha \gamma}^{n}: B(a ; \delta) \subset \Omega \rightarrow \mathbb{R}^{m}$. So, considering the previous set and some $B(a ; \delta) \subset \Omega$, it is possible to define the following sets of fractional operators

$$
\begin{align*}
m T_{x, \alpha, p}^{n, q, \gamma}(a, h) & :=\left\{t_{x}^{\alpha, p}=t_{x}^{\alpha, p}\left(s_{x}^{\alpha \gamma}\right): s_{x}^{\alpha \gamma} \in_{m} S_{x, \alpha}^{M, \gamma}(h) \quad\right. \text { and } \\
t_{x}^{\alpha, p} h(x) & \left.:=\sum_{|\gamma|=0}^{p} \frac{1}{\gamma!} \hat{e}_{j} s_{x}^{\alpha \gamma}[h]_{j}(a)(x-a)^{\gamma}+r_{\alpha \gamma}^{p}(x) \begin{array}{l}
\forall \alpha \leq n \\
\forall p \leq q
\end{array}\right\},  \tag{53}\\
m T_{x, \alpha}^{\infty, \gamma}(a, h) & :=\left\{t_{x}^{\alpha, \infty}=t_{x}^{\alpha, \infty}\left(s_{x}^{\alpha \gamma}\right): s_{x}^{\alpha \gamma} \in_{m} S_{x, \alpha}^{\infty, \gamma}(h) \quad\right. \text { and } \\
t_{x}^{\alpha, \infty} h(x) & \left.:=\sum_{|\gamma|=0}^{\infty} \frac{1}{\gamma} \hat{e}_{j} \hat{j}_{x}^{\alpha \gamma}[h]_{j}(a)(x-a)^{\gamma}\right\}, \tag{54}
\end{align*}
$$

which allow generalizing the Taylor series expansion of a vector-valued function in multi-index notation [7], where $M=\max \{n, q\}$. As a consequence, it is possible to obtain the following results:

$$
\begin{align*}
& \text { If } t_{x}^{\alpha, p} \in_{m} T_{x, \alpha, p}^{1, q, \gamma}(a, h) \text { and } \alpha \rightarrow 1 \Rightarrow \\
& t_{x}^{1, p} h(x)=h(a)+\sum_{|\gamma|=1}^{p} \frac{1}{\gamma!} \hat{e}_{j} \frac{\partial^{\gamma}}{\partial x^{\gamma}}[h]_{j}(a)(x-a)^{\gamma}+r_{\gamma}^{p}(x), \tag{55}
\end{align*}
$$

If $t_{x}^{\alpha, p} \in_{m} T_{x, \alpha, p}^{n, 1, \gamma}(a, h)$ and $p \rightarrow 1 \Rightarrow t_{x}^{\alpha, 1} h(x)=h(a)+\sum_{k=1}^{m} \hat{e}_{j} o_{k}^{\alpha}[h]_{j}(a)[(x-a)]_{k}+r_{\alpha \gamma}^{1}(x)$.

Let $f: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a function with a point $\xi \in \Omega$ such that $\|f(\xi)\|=0$. So, for some $x_{i} \in B(\xi ; \delta) \subset \Omega$ and for some fractional operator $t_{x}^{\alpha, \infty} \in_{n} \mathrm{~T}_{x, \alpha}^{\infty, \gamma}\left(x_{i}, f\right)$, it is possible to define a type of linear approximation of the function $f$ around the value $x_{i}$ as follows

$$
\begin{equation*}
t_{x}^{\alpha, \infty} f(x) \approx f\left(x_{i}\right)+\sum_{k=1}^{n} \hat{e}_{j} o_{k}^{\alpha}[f]_{j}\left(x_{i}\right)\left[\left(x-x_{i}\right)\right]_{k}, \tag{57}
\end{equation*}
$$

which may be rewritten more compactly as follows

$$
\begin{equation*}
t_{x}^{\alpha, \infty} f(x) \approx f\left(x_{i}\right)+\left(o_{k}^{\alpha}[f]_{j}\left(x_{i}\right)\right)\left(x-x_{i}\right) \tag{58}
\end{equation*}
$$

where $\left(o_{k}^{\alpha}[f]_{j}\left(x_{i}\right)\right)$ denotes a square matrix. On the other hand, if $x \rightarrow \xi$ and since $\|f(\xi)\|=0$, it follows that

$$
\begin{equation*}
0 \approx f\left(x_{i}\right)+\left(o_{k}^{\alpha}[f]_{j}\left(x_{i}\right)\right)\left(\xi-x_{i}\right) \quad \Rightarrow \quad \xi \approx x_{i}-\left(o_{k}^{\alpha}[f]_{j}\left(x_{i}\right)\right)^{-1} f\left(x_{i}\right) . \tag{59}
\end{equation*}
$$

So, defining the following matrix

$$
\begin{equation*}
A_{f, \alpha}(x)=\left(\left[A_{f, \alpha}\right]_{j k}(x)\right):=\left(o_{k}^{\alpha}[f]_{j}(x)\right)^{-1} \tag{60}
\end{equation*}
$$

it is possible to define the following fractional iterative method

$$
\begin{equation*}
x_{i+1}:=\Phi\left(\alpha, x_{i}\right)=x_{i}-A_{f, \alpha}\left(x_{i}\right) f\left(x_{i}\right), \quad i=0,1,2, \cdots \tag{61}
\end{equation*}
$$

which corresponds to the more general case of the fractional Newton-Raphson method [25, 36].

Let $f: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a function with a point $\xi \in \Omega$ such that $\|f(\xi)\|=0$. So, considering an iteration function $\Phi:(\mathbb{R} \backslash \mathbb{Z}) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, the iteration function of a fractional iterative method may be written in general form as follows

$$
\begin{equation*}
\Phi(\alpha, x):=x-A_{g, \alpha}(x) f(x), \quad \alpha \in \mathbb{R} \backslash \mathbb{Z}, \tag{62}
\end{equation*}
$$

where $A_{g, \alpha}$ is a matrix that depends, in at least one of its entries, on fractional operators of order $\alpha$ applied to some function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, whose particular case occurs when $g=f$. So, it is possible to define in a general way a fractional fixed-point method as follows

$$
\begin{equation*}
x_{i+1}:=\Phi\left(\alpha, x_{i}\right), \quad i=0,1,2, \cdots . \tag{63}
\end{equation*}
$$

Before continuing, it is worth mentioning that one of the main advantages of fractional iterative methods is that the initial condition $x_{0}$ can remain fixed, with which it is enough to vary the order $\alpha$ of the fractional operators involved until generating a sequence convergent $\left\{x_{i}\right\}_{i \geq 1}$ to the value $\xi \in \Omega$. Since the order $\alpha$ of the fractional operators is varied, different values of $\alpha$ can generate different convergent sequences to the same value $\xi$ but with a different number of iterations. So, it is possible to define the following set

$$
\begin{equation*}
\operatorname{Conv}_{\delta}(\xi):=\left\{\Phi: \lim _{x \rightarrow \xi} \Phi(\alpha, x)=\xi_{\alpha} \in B(\xi ; \delta)\right\} \tag{64}
\end{equation*}
$$

which may be interpreted as the set of fractional fixed-point methods that define a convergent sequence $\left\{x_{i}\right\}_{i \geq 1}$ to some value $\xi_{\alpha} \in B(\xi ; \delta)$. So, denoting by card( $\cdot$ ) the cardinality of a set, under certain conditions it is possible to prove the following result (see reference [24], proof of Theorem 2):

$$
\begin{equation*}
\operatorname{card}\left(\operatorname{Conv}_{\delta}(\xi)\right)=\operatorname{card}(\mathbb{R}) \tag{65}
\end{equation*}
$$

from which it follows that the set (64) is generated by an uncountable family of fractional fixed-point methods. Before continuing, it is necessary to define the following proposition [7]:

Proposition 1.7 Let $\Phi:(\mathbb{R} \backslash \mathbb{Z}) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an iteration function such that $\Phi \in \operatorname{Conv}_{\delta}(\xi)$ in a region $\Omega$. So, if $\Phi$ is given by the equation (62) and fulfills the following condition

$$
\begin{equation*}
\lim _{x \rightarrow \xi} A_{g, \alpha}(x)=\left(f^{(1)}(\xi)\right)^{-1} \tag{66}
\end{equation*}
$$

Then, $\Phi$ fulfills a necessary (but not sufficient) condition to be convergent of order (at least) quadratic in $B(\xi ; \delta)$.

Proof: If $\Phi$ is given by the equation (62), the $k$-th component of the function $\Phi$ may be written as follows

$$
\begin{equation*}
[\Phi]_{k}(\alpha, x)=[x]_{k}-\sum_{j=1}^{n}\left[A_{g, \alpha}\right] k j(x)[f]_{j}(x), \tag{67}
\end{equation*}
$$

and considering that $f^{(1)}(x)=\left(\left[f^{(1)}\right] j l(x)\right):=(\partial l f f j(x))$, it is possible to obtain the following result

$$
\begin{equation*}
\left[\Phi^{(1)}\right]_{k l}(\alpha, x)=\partial_{l}[\Phi]_{k}(\alpha, x)=\delta_{k l}-\sum_{j=1}^{n}\left(\left[A_{g, \alpha}\right]_{k j}(x)\left[f^{(1)}\right]_{j l}(x)+\left(\partial_{l}\left[A_{g, \alpha}\right]_{k j}(x)\right)[f]_{j}(x)\right), \tag{68}
\end{equation*}
$$

where $\delta_{k l}$ denotes the Kronecker delta. On the other hand, since $f$ has a point $\xi \in \Omega$ such that $\|f(\xi)\|=0$, it follows that

$$
\begin{equation*}
\left[\Phi^{(1)}\right]_{k l}(\alpha, \xi)=\delta_{k l}-\sum_{j=1}^{n}\left[A_{g, a}\right]_{k j}(\xi)\left[f^{(1)}\right]_{j l}(\xi) . \tag{69}
\end{equation*}
$$

Then, if $\Phi \in \operatorname{Conv}_{\delta}(\xi)$ and has an order of convergence (at least) quadratic in $B(\xi ; \delta)$, by the Corollary 1.6, it is fulfilled the following condition

$$
\begin{equation*}
\sum_{j=1}^{n}\left[A_{g, a}\right]_{k j}(\xi)\left[f^{(1)}\right]_{j l}(\xi)=\delta_{k l}, \quad \forall k, l \leq n, \tag{70}
\end{equation*}
$$

which may be rewritten more compactly as follows

$$
\begin{equation*}
A_{g, a}(\xi) f^{(1)}(\xi)=I_{n}, \tag{71}
\end{equation*}
$$

where $I_{n}$ denotes the identity matrix of $n \times n$. Therefore, any matrix $A_{g, a}$ that fulfills the following condition

$$
\begin{equation*}
\lim _{x \rightarrow \xi} A_{g, a}(x)=\left(f^{(1)}(\xi)\right)^{-1} \tag{72}
\end{equation*}
$$

ensures that the iteration function $\Phi$ given by the equation (62), fulfills a necessary (but not sufficient) condition to be convergent of order (at least) quadratic in $B(\xi ; \delta)$.

Considering the Corollary 1.6 and the Proposition 1.7, it is possible to define the following sets to classify the order of convergence of some fractional iterative methods:

$$
\begin{gather*}
\operatorname{Ord}^{1}(\xi):=\left\{\Phi \in \operatorname{Conv}_{\delta}(\xi): \lim _{x \rightarrow \xi}\left\|\Phi^{(1)}(a, x)\right\| \neq 0\right\}  \tag{73}\\
\operatorname{Ord}^{2}(\xi):=\left\{\Phi \in \operatorname{Conv}_{\delta}(\xi): \lim _{x \rightarrow \xi}\left\|\Phi^{(1)}(a, x)\right\|=0\right\}  \tag{74}\\
\operatorname{ord}^{1}(\xi):=\left\{\Phi \in \operatorname{Conv}_{\delta}(\xi): \lim _{x \rightarrow \xi} A_{g, a}(x) \neq\left(f^{(1)}(\xi)\right)^{-1} \text { or } \lim _{\alpha \rightarrow 1} A_{g, a}(\xi) \neq\left(f^{(1)}(\xi)\right)^{-1}\right\} \tag{75}
\end{gather*}
$$

$\operatorname{ord}^{2}(\xi):=\left\{\Phi \in \operatorname{Conv}_{\delta}(\xi): \lim _{x \rightarrow \xi} A_{g, a}(x) \neq\left(f^{(1)}(\xi)\right)^{-1}\right.$ or $\left.\lim _{\alpha \rightarrow 1} A_{g, a}(\xi) \neq\left(f^{(1)}(\xi)\right)^{-1}\right\}$,

On the other hand, considering that depending on the nature of the function $f$, there exist cases in which the Newton-Raphson method can present an order of convergence (at least) linear [7]. So, it is possible to obtain the following relations between the previous sets

$$
\begin{equation*}
\operatorname{ord}^{1}(\xi) \subset \operatorname{Ord}^{1}(\xi) \quad \text { and } \quad \operatorname{ord}^{2}(\xi) \subset \operatorname{Ord}^{1}(\xi) \cup \operatorname{Ord}^{2}(\xi) \tag{77}
\end{equation*}
$$

with which it is possible to define the following sets

$$
\begin{equation*}
\operatorname{Ord}_{2}^{1}(\xi):=\operatorname{ord}^{2}(\xi) \cap \operatorname{Ord}^{1}(\xi) \quad \text { and } \quad \operatorname{Ord}_{2}^{2}(\xi):=\operatorname{ord}^{2}(\xi) \cap \operatorname{Ord}^{2}(\xi) . \tag{78}
\end{equation*}
$$

### 5.1 Acceleration of the order of convergence of the set $\operatorname{Ord}_{2}^{1}(\xi)$

Let $f: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a function with a point $\xi \in \Omega$ such that $\|f(\xi)\|=0$, and denoting by $\Phi_{N R}$ to the iteration function of the Newton-Raphson method, it is possible to define the following set of functions

$$
\begin{equation*}
\operatorname{Ord}_{N R}^{2}(\xi):=\left\{f: \lim _{x \rightarrow \xi}\left\|\Phi_{N R}^{(1)}(x)\right\|=0\right\} . \tag{79}
\end{equation*}
$$

So, it is possible to define the following corollary:
Corollary 1.8 Let $f: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a function such that $f \in \operatorname{Ord}_{N R}^{2}(\xi)$, and let $\Phi$ : $(\mathbb{R} \backslash \mathbb{Z}) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an iteration function given by the equation (62) such that $\Phi \in \operatorname{ord}^{1}(\xi)$. So, if $\Phi$ also fulfills the following condition

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1} A_{g, \alpha}(\xi)=\left(f^{(1)}(\xi)\right)^{-1} \tag{80}
\end{equation*}
$$

Then, $\Phi \in \operatorname{Ord}_{2}^{1}(\xi)$. Therefore, it is possible to assign a positive value $\delta_{0}$, and replace the order $\alpha$ of the fractional operators of the matrix $A_{g, \alpha}$ by the following function

$$
\alpha_{f}\left([x]_{k}, x\right):=\left\{\begin{array}{ll}
\alpha, & \text { if }\left|[x]_{k}\right| \neq 0  \tag{81}\\
1 & \text { if }\left|[x]_{k}\right|=0
\end{array} \quad \text { and } \quad\|f(x)\| \geq \delta_{0}, ~\|f(x)\| \geq \delta_{0},\right.
$$

obtaining a new matrix that may be denoted as follows

$$
\begin{equation*}
A_{g, \alpha_{f}}(x)=\left(\left[A_{g, \alpha_{f}}\right]_{j k}(x)\right), \quad \alpha \in \mathbb{R} \backslash \mathbb{Z}, \tag{82}
\end{equation*}
$$

and with which it is fulfilled that $\Phi \in \operatorname{Ord}_{2}^{2}(\xi)$.
It is necessary to mention that, for practical purposes, it may be defined that if a fractional iterative method $\Phi$ fulfills the properties of the Corollary 1.8 and uses the function (81), it may be called a fractional iterative method accelerated. Finally, it is necessary to mention that fractional iterative methods may be defined in the complex space [24], that is,

$$
\begin{equation*}
\left\{\Phi(\alpha, x): \alpha \in \mathbb{R} \backslash \mathbb{Z} \quad \text { and } \quad x \in \mathbb{C}^{n}\right\} . \tag{83}
\end{equation*}
$$

However, due to the part of the integral operator that fractional operators usually have, it may be considered that in the matrix $A_{g, \alpha}$ each fractional operator $o_{k}^{\alpha}$ is
obtained for a real variable $[x]_{k}$, and if the result allows it, this variable is subsequently substituted by a complex variable $\left[x_{i}\right] k$, that is,

$$
\begin{equation*}
A_{g, \alpha}\left(x_{i}\right):=\left.A_{g, \alpha}(x)\right|_{x-\rightarrow x i}, \quad x \in \mathbb{R}^{n}, \quad x_{i} \in \mathbb{C}^{n} \tag{84}
\end{equation*}
$$

Therefore, it is possible to obtain the following corollaries:
Corollary 1.9 Let $f: \Omega \subset \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a function such that $f \in \operatorname{Ord}_{N R}^{2}(\xi)$, let $g: \mathbb{C}^{n} \rightarrow$ $\mathbb{C}^{n}$ be a function such that $g^{(1)}(x)=f^{(1)}(x) \forall x \in B(\xi ; \delta)$, and let $\Phi:(\mathbb{R} \backslash \mathbb{Z}) \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be an iteration function given by the equation (62). So, for each operator $o_{x}^{\alpha} \in{ }_{n} O_{x, \alpha}^{1}(g)$ such that there exists the matrix $A_{g, \alpha}^{-1}=A_{\alpha}\left(o_{x}^{\alpha}\right) \circ A_{\alpha}^{T}(g)$, it follows that the matrix fulfills the following condition

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1} A_{g, \alpha}(x)=\left(f^{(1)}(x)\right)^{-1} \quad \forall x \in B(\xi ; \delta) . \tag{85}
\end{equation*}
$$

As a consequence, by the Corollary 1.8, if $\Phi\left(A_{g, \alpha}\right) \in \operatorname{Ord} d_{2}^{1}(\xi) \Rightarrow \Phi\left(A_{g, \alpha_{f}}\right) \in \operatorname{Ord}_{2}^{2}(\xi)$.
Corollary 1.10 Let $f: \Omega \subset \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a function such that $f \in \operatorname{Ord} d_{N R}^{2}(\xi)$, let $\left\{g_{k}\right\}_{k=1}^{N}$ be a finite sequence of functions $g_{k}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ such that it defines a finite sequence of operators $\left\{o_{k, x}^{\alpha}\right\}_{k=1}^{N}$ through the following condition

$$
\begin{equation*}
o_{k, x}^{\alpha} \in_{n} M O_{x, \alpha}^{\infty, u}\left(g_{k}\right) \quad \forall k \geq 1, \tag{86}
\end{equation*}
$$

and let $\Phi:(\mathbb{R} \backslash \mathbb{Z}) \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be an iteration function given by the Eq. (62). So, if there exists a matrix $A_{N, \alpha}$ such that it fulfills the following conditions

$$
\begin{equation*}
\exists A_{N, \alpha}^{-1}=\sum_{k=1}^{N} A_{\alpha}\left(o_{k, x}^{\alpha}\right) \circ A_{\alpha}^{T}\left(g_{k}\right) \quad \text { and } \quad \lim _{\alpha \rightarrow 1} A_{N, \alpha}(x)=\left(f^{(1)}(x)\right)^{-1} \quad \forall x \in B(\xi ; \delta) . \tag{87}
\end{equation*}
$$

As a consequence, by the Corollary 1.8, if $\Phi\left(A_{N, \alpha}\right) \in \operatorname{Ord}_{2}^{1}(\xi) \Rightarrow \Phi\left(A_{N, \alpha_{f}}\right) \in \operatorname{Ord}_{2}^{2}(\xi)$.

## 6. Conclusions

It is worth mentioning that it is feasible to develop more complex algebraic structures of fractional operators using the presented results. For example, without loss of generality, considering the modified Hadamard product (20) and the operation (36), a commutative and unitary ring of fractional operators may be defined as follows

$$
\begin{equation*}
{ }_{m} \mathrm{R}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right):=\left({ }_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right), \circ, *\right), \tag{88}
\end{equation*}
$$

in which it is not difficult to verify the following properties:
1.The pair $\left({ }_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right), \circ\right)$ is an Abelian group.
2.The pair $\left({ }_{m} \mathrm{G}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right), *\right)$ is an Abelian monoid.
3. $\forall A_{\alpha}^{\circ p}, A_{\alpha}^{\circ q}, A_{\alpha}^{\circ r} \in{ }_{m} \mathrm{R}\left(A_{\alpha}\left(o_{x}^{\alpha}\right)\right)$, the operation $*$ is distributive with respect to the operation $\circ$, that is,

$$
\left\{\begin{array}{l}
A_{\alpha}^{\circ p} *\left(A_{\alpha}^{\circ q} \circ A_{\alpha}^{\circ r}\right)=\left(A_{\alpha}^{\circ p} * A_{\alpha}^{\circ q}\right) \circ\left(A_{\alpha}^{\circ p} * A_{\alpha}^{\circ r}\right)  \tag{89}\\
\left(A_{\alpha}^{\circ} \circ A_{\alpha}^{\circ q}\right) * A_{\alpha}^{\circ r}=\left(A_{\alpha}^{\circ \rho} * A_{\alpha}^{\circ r}\right) \circ\left(A_{\alpha}^{\circ q} * A_{\alpha}^{\circ}\right) .
\end{array}\right.
$$
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## Chapter 4

# Total and Partial Differentials as Algebraically Manipulable Entities 

Maria Isabelle Fite and Jonathan Bartlett


#### Abstract

Differential operators usually result in derivatives expressed as a ratio of differentials. For all but the simplest derivatives, these ratios are typically not algebraically manipulable, but must be held together as a unit in order to prevent contradictions. However, this is primarily a notational and conceptual problem. The work of Abraham Robinson has shown that there is nothing contradictory about the concept of an infinitesimal differential operating in isolation. In order to make this system extend to all of calculus, however, some tweaks to standard calculus notation are required. Understanding differentials in this way actually provides a more straightforward understanding of all of calculus for students, and minimizes the number of specialized theorems students need to remember, since all terms can be freely manipulated algebraically.
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## 1. Introduction

Derivatives are usually written in a notation, such as $\frac{\mathrm{d} y}{\mathrm{~d} x}$, where the notation implies that there are two distinct values, $\mathrm{d} y$ and $\mathrm{d} x$, at play. Historically, $\mathrm{d} y$ and $\mathrm{d} x$ were considered infinitesimal values-values so small that they are practically zero, but not quite zero, and often became real numbers when put in ratio with each other. This understanding was challenged by practitioners who thought that infinitesimal values were insufficiently rigorous to be used in mathematics.

This led to a reconsideration of derivatives using the concept of a limit. In the limit definition of the derivative, the $\mathrm{d} y$ and $\mathrm{d} x$ terms do not have independent existences, but exist only within the ratio itself. In this conception, the ratio is merely suggestive of how the derivative was originally produced but does not represent an actual quotient of two distinct values. The limit definition of the derivative has been reinforced by the fact that treating differentials as distinct values leads to contradictions in many cases.

However, the work of Abraham Robinson in the 1960s showed that there was no fundamental flaw in expanding the number system to include infinitesimals. The hyperreal numbers are an extension of the real numbers which allows for infinitesimals and infinities to be constructed in a manner equally rigorous with the real numbers. Additionally, unlike other conceptions of infinities, the hyperreal numbers
have an additional advantage that infinitesimals and infinities can be manipulated using arithmetic and algebraic operations.

However, if infinitesimals can be readily considered without contradiction, why does the notation for derivative operations often lead to contradiction? The flaw here is actually in the notation itself. Because the notation was not considered factual but merely suggestive, practitioners tended to ignore the problematic cases rather than solve them. By considering new and more rigorous approaches to notation, a better notation can be developed which includes infinitesimal values, removes the contradictions, and provides a more straightforward understanding of differential notation and formulas. In these new formulations, differentials such as $\mathrm{d} y$ and $\mathrm{d} x$ are fully independent, algebraically manipulable entities.

## 2. Problem of separating differentials in modern Leibniz notation

While the problems that occur when trying to separate differentials in modern Leibniz notation are well-known, it is worth revisiting them briefly. First of all, it is interesting to note that there are essentially no inconsistencies or contradictions when dealing with first-order total differentials. For instance, taking the equation $y=x^{3}$, the derivative is $\frac{\mathrm{d} y}{\mathrm{~d} x}=3 x^{2}$. Since the derivative of the inverse function is $\frac{\mathrm{d} x}{\mathrm{~d} y}$, this can be found simply by inverting both sides of the equation, so that $\frac{\mathrm{d} x}{\mathrm{~d} y}=\frac{1}{\frac{d y}{d x}}=\frac{1}{3 x^{2}}$. Likewise, integrating is often preceded by multiplying both sides by a differential, so that $\frac{\mathrm{dy}}{\mathrm{d} x}=$ $3 x^{2}$ becomes $\mathrm{d} y=3 x^{2} \mathrm{~d} x$.

The problems become more apparent on higher-order derivatives. The typical notation for the second derivative of $y=x^{3}$ is $\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}=6 x$. However, if the notation were taken seriously, this would be seen as a quotient of the higher-order differential $\mathrm{d}^{2} y$ and the square of $\mathrm{d} x$. Doing this, however, would break the chain rule. For instance, if you had $x=t^{2}$, then you could calculate $\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}$ by simply multiplying $\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}$ by $\left(\frac{\mathrm{d} x}{\mathrm{~d} t}\right)^{2}$. Doing so, however, yields an incorrect second derivative of $\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}=24 t^{4}$ rather than the correct $\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}=30 t^{4}$. This is normally calculated using the chain rule for the second derivative (or higher derivatives using Fa'a di Bruno's formula [1]). While the second derivative chain rule works, it provides no algebraic intuition for why it works, and seems to be in conflict with the idea of treating differentials as separable values.

Dealing with partial derivatives brings up innumerable problematic cases even for the first derivative. If $f$ is a function of $x$ and $y$, and $x$ and $y$ are both functions of $t$, then the total derivative of $f$ with respect to $t$ is $\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\partial f}{\partial x} \frac{\mathrm{~d} x}{\mathrm{~d} t}+\frac{\partial f}{\partial y} \frac{\mathrm{~d} y}{\mathrm{~d} t}$. Since $x$ is a function of one variable, $\frac{\partial x}{\partial t}=\frac{d x}{d t}$ (likewise for $y$ ). Then the equation becomes $\frac{\mathrm{df}}{\mathrm{d} t}=\frac{\partial f}{\partial x} \frac{\partial x}{\partial t}+\frac{\partial f}{\partial y} \frac{\partial y}{\partial t}$. Treating the partial differentials as distinct values, this reduces to $\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\partial f}{\partial t}+\frac{\partial f}{\partial t} .{ }^{1}$ Now

[^1]that it is expressed in terms of a single variable, $\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\partial f}{\partial t}$, so this yields $\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\mathrm{d} f}{\mathrm{~d} t}+\frac{\mathrm{d} f}{\mathrm{~d} t}=2 \frac{\mathrm{~d} f}{\mathrm{~d} t}$. Dividing both sides by $\frac{\mathrm{d} f}{\mathrm{~d} t}$ yields the contradiction $1=2$.

As will be described, the issues in these problematic cases stem from deficiencies in the notation, not deficiencies in the concept of differentials as infinitesimals nor in the idea that differentials can be considered independently of each other. By taking a more rigorous approach to the development of the notation of higher order derivatives and partial derivatives, a straightforward notation can be obtained which enables differentials to be considered as fully distinct values.

## 3. Historical formal definitions of the derivative

The derivative of a function measures how the function changes as the independent variable varies. For instance, if the derivative of a function $f(x)$ is 3 when $x=5$, that means $f(x)$ is increasing at a rate of 3 units up to every 1 unit across whenever $x$ is 5. Another way to say the same information is that the function's slope at $x=5$ is $3 / 1=3$.

Normally, slope is defined with reference to two points. When measuring velocity, for instance, which is the ratio of the change in position to the change in time, one would measure two different times with their positions and compare them. The derivative attempts to calculate the slope using only one point together with an equation. Since only one point is used, the change in $x$ is infinitely small, and so is the change in $y$. Different ways of dealing with these infinities lead to different formal definitions of the derivative.

### 3.1 Newton's definition

Isaac Newton provided one of the first definitions of a derivative in his book Methodus fluxionum et serierum infinitarum, or "The Method of Fluxions and Infinite Series" in English [2, 3]. Newton thought of his graphs as being drawn over time, with the $x$-coordinate increasing at a constant speed while the rate of increase in the $y$-coordinate varied. A variable's rate of change with respect to time (what we would now call a derivative with respect to time) was called a "fluxion," which was denoted by applying a dot above a variable, such as $\dot{x}$ (which represents the derivative of $x$ with respect to time) [3].

To avoid having to define an infinitely small quantity, Newton worked with full derivatives, ratios of infinitesimals. Since Newton assumed all his variables depended on time, he could then switch out the infinitesimal change in $x$ and change in $y$ for the change in $x$ over time and the change in $y$ over time, which were both real numbers. The ratio remained the same, and the infinities were avoided [3].

### 3.2 Leibniz's definition

Unlike Newton, Gottfried Leibniz preferred to consider the change in $x$ and the change in $y$ separately. He used the notation $\mathrm{d} x$ for an infinitesimal difference in $x$ and $\mathrm{d} y / \mathrm{d} x$ for a ratio of infinitesimals, which represented the slope of a curve at a point. Leibniz considered d an operator, with $\mathrm{d} x=\mathrm{d}(x)$ being the output of d acting on the variable $x$. This allowed him to apply d more than once, resulting in $\mathrm{d}^{2} x=\mathrm{d}(\mathrm{d}(x))$,
$\mathrm{d}^{3} x=\mathrm{d}(\mathrm{d}(\mathrm{d}(x)))$, and so on. Just like $\mathrm{d} x$ was infinitely smaller than $x$, Leibniz said $\mathrm{d}^{n} x$ was infinitely smaller than $\mathrm{d}^{n-1} x$ [3].

Although his calculus relied on the concept of an infinitesimal, Leibniz regarded infinitesimals as only "purely ideal entities... useful fictions, introduced to shorten arguments and aid insight" [3]. However, Leibniz was never able to rigorously define his infinitesimals nor how they behaved. Therefore, while they seemed to work well, the lack of clarity caused some skeptics to regarded them with suspicion, ridiculing them as "ghosts of departed quantities" [4].

### 3.3 Delta-epsilon (limit) definition

Concerns about the fishy nature of infinitesimals, treated like nonzero numbers when dividing but also like zero when adding, led to the reformulation of calculus using the idea of limits. The limit of $f(x)$ as $x$ approaches $a$ is the value $f(x)$ approaches as $x$ becomes closer to $a$.

More precisely, the limit of $f(x)$ as $x$ approaches $a$ is $L$ if for any given positive number $\varepsilon$ there is a corresponding positive number $\delta$ such that the difference between $f(x)$ and $L$ is less than $\varepsilon$ whenever the difference between $x$ and $a$ is less than $\delta$ [5].

Limits can then be used to define the derivative of a function $f(x)$ as

$$
\begin{equation*}
f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h} \tag{1}
\end{equation*}
$$

When limits are used to define a derivative, it makes no sense to pull apart the change in $x$ and the change in $y$, as both the limit of the numerator and the limit of the denominator evaluate to zero, and division by zero is undefined.

## 4. Hyperreal numbers and the definition of the derivative

While the limit definition of a derivative solves the philosophical problems of infinitesimals, it does not allow the change in $y$ to be separated from the change in $x$. This led Abraham Robinson to return to Leibniz's infinitesimals in 1958, putting them on a new set-theoretic foundation and creating the field of nonstandard analysis [3].

While there are different ways to construct hyperreal numbers, the approach we will take here is based on the set theory approach described by Herrmann in [6], with many of the definitions taken from there as well. We will begin by describing hyperreal numbers (including infinitesimals), and then describe the differential operator as being an operator that can be applied using infinitesimals.

For defining the infinitesimals, the core idea is to take the set of all infinitely long sequences of real numbers, denoted $\mathbb{R}^{\mathbb{N}}$. Some of these sequences match other sequences so closely they can be considered equivalent. Each real number is then assigned to a set of equivalent sequences. Then, some of the remaining sets of equivalent sequences can be assigned to infinitesimals. Finally, all the operations normally done on real numbers can be translated to operations between sets of equivalent sequences.

### 4.1 Filters, the cofinite filter, and free ultrafilters: Defining big enough

A filter provides a way to classify subsets of a set as either big enough or not big enough.

Let $X$ be a nonempty set. A nonempty subset $F$ of the set of all subsets of $X$ is a proper filter on $X$ if and only if:

$$
\begin{align*}
& \text { (i) for each } A, B \in F, A \cap B \in F  \tag{2}\\
& \text { (ii) if } A \subset B \subset X \text { and } A \in F \text {, then } B \in F  \tag{3}\\
& \text { (iii) } \varnothing \notin F \tag{4}
\end{align*}
$$

The cofinite filter $C$ is defined as

$$
\begin{equation*}
C=x \mid(x \subset X) \text { and }(X-x) \text { is finite } \tag{5}
\end{equation*}
$$

where $X$ is an infinite set. $C$ is called the cofinite filter because a subset $x$ of $X$ gets to be in the filter $C$ if and only if $X$ without $x$ is a finite set. $C$ gives a mathematical way to define whether an infinite set is considered big enough.

For instance, if $C$ is the cofinite filter on $\mathbb{R}$, the real numbers, the set of all integers $\mathbb{Z}$ is not big enough to be in $C$, even though it is an infinite subset of $\mathbb{R}$, because there are infinitely many real numbers that are not integers. However, $\mathbb{R}^{*}$, the real numbers excluding zero, is big enough to be a member of $C$, because there is only one real number, zero, that is not in the real numbers excluding zero.

An ultrafilter is the biggest filter on a given infinite set $X$. An ultrafilter that has $C$ as a subset is called a free ultrafilter.

### 4.2 Equivalence classes of $\mathbb{R}^{\mathbb{N}}$ : Classifying equivalent sequences together

Let $\mathbb{R}^{\mathbb{N}}$ represent the set of all sequences with domain $\mathbb{N}$ and range values in $\mathbb{R}$. Let $A$ and $B$ be two sequences in $\mathbb{R}^{\mathbb{N}} . A$ is said to be equivalent to $B\left(A={ }_{U} B\right)$ if a sufficiently large number of their elements match, or

$$
\begin{equation*}
A={ }_{U} B \Leftrightarrow n \mid\left\{A_{n}=B_{n}\right\}=S \in U \tag{6}
\end{equation*}
$$

The free ultrafilter $U$ determines whether the set of matching elements is big enough.
This relation $=_{U}$ is an equivalence relation on $\mathbb{R}^{\mathbb{N}}$, so it can partition $\mathbb{R}^{\mathbb{N}}$ into equivalence classes. Each equivalence class $[A]$ contains all the sequences in $\mathbb{R}^{\mathbb{N}}$ that are equivalent to $A$, including $A$ itself.

The set of all these equivalence classes is called the set of the hyperreal numbers, denoted ${ }^{*} \mathbb{R}$.

### 4.3 Connecting the real numbers to the hyperreals

We can define a function $f$ that takes each $x \in \mathbb{R}$ and gives the unique $[R]$, where $\left\{n \mid R_{n}=x\right\} \in U$. This function $f$ assigns to each real number $x$ a hyperreal number $[R]$, namely that set of all sequences where a sufficiently large number of each sequence's elements is $x$. Often, $f(x)$ is represented by * $x$. For instance, the hyperreal * 3 is the set of all sequences equivalent $\left(=_{U}\right)$ to $\{3,3,3, \ldots\}$.

Most applications of math use real numbers, so it is helpful to define the subset of the hyperreals that corresponds to the real numbers. The image of a subset $X$ of $\mathbb{R}$ under $f$ is denoted ${ }^{\sigma} X$. Each hyperreal number ${ }^{*} x$ in ${ }^{\sigma} X$ corresponds to a real number $x$ in $X$. Since $\mathbb{R}$ is a subset of $\mathbb{R},{ }^{\sigma} \mathbb{R}$ is the subset of the hyperreals that corresponds to the real numbers.

### 4.4 Operations on the hyperreals

In order for algebra in * $\mathbb{R}$ to replace algebra in the real numbers, operations like + and $\cdot$, among others, have to be defined between members of $* \mathbb{R}$. It is also useful to define the relation $\leq$ and the absolute value function.

Let $a, b$, and $c$ be elements of ${ }^{*} \mathbb{R}$, and let ${ }^{*}+:{ }^{*} \mathbb{R} \rightarrow{ }^{*} \mathbb{R}$ be defined as

$$
\begin{equation*}
a^{*}+b=c \Leftrightarrow\left\{n \mid A_{n}+B_{n}=C_{n}\right\} \in U \tag{7}
\end{equation*}
$$

for any $A_{n} \in a, B_{n} \in b$, and $C_{n} \in c$. That is, the sum of 2 elements of $* \mathbb{R}, a$ and $b$, are equal to another element of ${ }^{*} \mathbb{R}, c$, if and only if a sufficiently large number of the elements of the sequences $A_{n}+B_{n}$ and $C_{n}$ match, for any sequence $A_{n}$ in $a, B_{n}$ in $b$, and $C_{n}$ in $c$. Hyperreal multiplication ( ${ }^{*}$.) can be defined similarly.

To construct a hyperreal greater than relation, for each $a=[A], b=[B] \in * \mathbb{R}$ define

$$
\begin{equation*}
a^{*} \leq b \Leftrightarrow\left\{n \mid A_{n} \leq B_{n}\right\} \in U \tag{8}
\end{equation*}
$$

$a^{*} \leq b$ if and only if, given any sequence in $a$ and any sequence in $b$, a sufficiently large number of elements in $a^{`}$ s sequence are less than or equal to their corresponding elements in $b$ 's sequence.

These operations establish the structure $\left\langle{ }^{*} \mathbb{R},{ }^{*}+,^{*} \cdot,{ }^{*} \leq\right\rangle$ as a totally ordered field, with $[0]$ as the identity for * + and $[1]$ as the identity for *. ([6], p. 11).

Finally, the absolute value function can be defined for members of $a \in{ }^{*} \mathbb{R}$ with

$$
\begin{equation*}
{ }^{*}|a|=|a|=b \Leftrightarrow\left\{n\left|A_{n}\right|=B_{n} \mid\right\} \in U \tag{9}
\end{equation*}
$$

The absolute value of a hyperreal number $a$ is a hyperreal number $b$ if and only if, given a sequence in $a$ and a sequence in $b$, a sufficiently large number of elements in $b$ 's sequence match the absolute value of their corresponding elements in $a$ 's sequence.

In summary, $+, \cdot, \leq$ and the absolute value function, which are defined on the real numbers, can be translated to operations on the hyperreal numbers.

### 4.5 Infinitesimals in the hyperreals

Not all of the members of * $\mathbb{R}$ correspond to real numbers, because not all sequences of real numbers are constant sequences. Some of the remaining hyperreals correspond to infinitesimals.

A hyperreal number $a$ is infinitely large if

$$
\begin{equation*}
{ }^{*} x<|a| \text { for each }{ }^{*} x \in{ }^{\sigma} \mathbb{R} \tag{10}
\end{equation*}
$$

or in other words, if its absolute value is bigger than every hyperreal that corresponds to a real number.

A hyperreal number $b$ is an infinitesimal or as Newton stated infinitely small if

$$
\begin{equation*}
0 \leq|b|<* x \text { for each } 0<x \in \mathbb{R} . \tag{11}
\end{equation*}
$$

Similarly, a hyperreal is an infinitesimal if its absolute value is bigger than or equal to *0 and yet smaller than every hyperreal that corresponds to a positive real number.

Notice that * 0 , which is the equivalence class that contains $\{0,0,0, \ldots\}$, is the trivial infinitesimal.

For a nontrivial example of an infinitesimal, consider the equivalence class $g$ containing the sequence $\left\{0,1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4} \ldots\right\}$. "Then $g \neq{ }^{*} 0$. Now for each $x \in \mathbb{R}^{+}$there is some $m \in \mathbb{N}, m \neq 0$ such that $0<\frac{1}{m}<x$. Thus ${ }^{*} 0<\frac{{ }^{*} 1}{{ }^{*} m}<{ }^{*} x \ldots$... [and] $g$ is an infinitesimal" ([6], p. 17).

### 4.6 Division with infinitesimals

If infinitesimals are smaller than every real number, can you still divide by them?
Consider a nonzero infinitesimal, say $\varepsilon$, and a sequence in $\varepsilon$, say $A$. Even if some of $A$ 's elements are zeros, $\varepsilon \neq{ }^{*} 0$, so the set of all zeros in $A$ is not big enough to be in the ultrafilter $U$. So, the nonzero elements of $A$ are in $U$, since $U$ is an ultrafilter. It is then possible to define another sequence $B$ where $B_{n}=\frac{1}{A_{n}}$ if $A_{n} \neq 0$ and $B_{n}=0$ if $A_{n}=0$. $B$ satisfies the property $[A]^{*} \cdot[B]=[1]$, and so $[B]$ is the multiplicative inverse of $[A]$.

In summary, even if there are sequences in $\varepsilon$ with zeros, $\frac{[1]}{\varepsilon}$ is still defined, and so it is still possible to divide by $\varepsilon$ ([6], p. 11).

### 4.7 The standard and principal part functions

Hyperreal expressions can be converted into real expressions using the standard part function, st(), which yields the closest real number to the hyperreal expression. The standard part of an infinitesimal number is always zero. For infinite values, the standard part yields $+\infty$ or $-\infty$, which is the non-specific infinity indicating that the value is out of range of the real numbers.

The principal part function, pt() , will yield the most significant component of a hyperreal expression [7]. In a hyperreal expression, imagine $\omega$ representing a benchmark infinite value, with $\varepsilon=\frac{1}{\omega}$ representing an associated benchmark infinitesimal. The hyperreal expression $-2 \omega^{2}+\omega-5+3 \varepsilon$ represents four different orders of infinity. The most significant one is $-2 \omega^{2}$, and, thus, it is the principal part. For the infinitesimal expression $5 \varepsilon^{2}+\varepsilon^{3}, 5 \varepsilon^{2}$ is the principal part.

The principal part of a hyperreal expression is important because non-principal parts, being infinitely less significant than the principal part by definition, do not affect the large-scale behaviors of smooth and continuous functions.

### 4.8 Differentials and derivatives using hyperreals

The derivative of a function $y=f(x)$ using the hyperreals is denoted $\frac{\mathrm{d} y}{\mathrm{~d} x}$, the change in $y$ divided by the change in $x$, just like using Leibniz's notation. However, we can actually define the differentials themselves as infinitesimals, without referring to ratios.

Many have a hard time conceiving of just what a differential is and means. It is easy enough to say that a differential is an infinitesimal, but how exactly are individual differentials defined, especially when not being examined in the context of a derivative? What exactly does the higher-order notation $\mathrm{d}^{2} y$ mean?

Let us first remember that, in order to be in a relation, two (or more) variables have to be related to each other in some way. Therefore, we can imagine some variable, let us call it $q$, not explicitly mentioned in the equation, which is in some sense the "ultimate" independent variable.

Note that this variable does not need to be explicitly defined. In fact, it is better if it is not defined explicitly. The reason for this is that defining $q$ explicitly means that there is some chance that there exists yet another deeper, more fundamental variable. What we are looking for is the deepest, most fundamental, most independent variable. Keeping $q$ as a hypothetical independent variable means that our reasoning will continue to hold in the face of finding more and more fundamental quantities. Our reasoning about an actual variable may fail to hold if it is found to not be the fundamental quantity. We will imagine $q$ to be smoothly increasing by the infinitesimal $\varepsilon$.

Since $q$ is the ultimate variable that relates every other variable in the equation, every variable can (theoretically) be written in terms of $q . y$ is actually shorthand for $y(q), x$ is a shorthand for $x(q)$, and so on. We can then define the differential of an expression (including just a variable) to be the simple difference between the expression at some value $q+\varepsilon$ and the expression at some value $q$. When taking the differential of a variable, we will use the shorthand $\mathrm{d} y$ to mean $\mathrm{d}(y)$.

$$
\begin{equation*}
\mathrm{d} y=\mathrm{d}(y)=y(q+\varepsilon)-y(q) \tag{12}
\end{equation*}
$$

Note that $\mathrm{d} y$ is also a function of $q$ (this fact will become useful when finding the second differential). Additionally, assuming that $y$ is a smooth and continuous function of $q$, an infinitesimal change in $q$ will lead to an infinitesimal change in in $y$, so $\mathrm{d} y$ will also be infinitesimal.

We can also rearrange (12) and obtain

$$
\begin{equation*}
y(q+\varepsilon)=y(q)+\mathrm{d} y \tag{13}
\end{equation*}
$$

These definitions provide a generic definition for the differential and consequent manipulation techniques that can be applied to any expression. Let us take the simple example $y=x^{2}$ (which is $y(q)=x(q)^{2}$ ) and apply this differential operator to it. We will also apply the principal part function at the end in order to simplify the expression to its most consequential portion.

$$
\begin{aligned}
y & =x^{2} & & \\
\mathrm{~d}(y) & =\mathrm{d}\left(x^{2}\right) & & \text { differential operator } \\
y(q+\varepsilon)-y(q) & =x(q+\varepsilon)^{2}-x(q)^{2} & & \text { applying }(12) \\
\mathrm{d} y & =(x(q)+\mathrm{d} x)^{2}-x(q)^{2} & & \text { applying }(13) \\
\mathrm{d} y & =x(q)^{2}+2 x(q) \mathrm{d} x+\mathrm{d} x^{2}-x(q)^{2} & & \text { simplifying } \\
\mathrm{d} y & =2 x(q) \mathrm{d} x+\mathrm{d} x^{2} & & \\
\mathrm{~d} y & =2 x(q) \mathrm{d} x & & \text { principal part } \\
\mathrm{d} y & =2 x \mathrm{~d} x & & \text { shorthand }
\end{aligned}
$$

The second differential is the same process. It is merely the differential operator applied where differentials are concerned. $\mathrm{d} y$ is actually $\mathrm{d}(y(q))$ ), but we will refer to it as $\mathrm{d} y(q)$ and $\mathrm{d} y(q+\varepsilon)$ for a compromise of brevity and clarity. The notation $\mathrm{d}^{2} y$ will likewise be shorthand for $\mathrm{d}(\mathrm{d}(y(q)))$.

```
    \(\mathrm{d} y=2 x \mathrm{~d} x\)
\(\mathrm{d}(\mathrm{d} y)=\mathrm{d}(2 x \mathrm{~d} x) \quad\) differential operator
    \(=2 x(q+\varepsilon) \mathrm{d} x(q+\varepsilon)-2 x(q) \mathrm{d} x(q) \quad\) applying(12)
    \(=2(x(q)+\mathrm{d} x(q))(\mathrm{d} x(q)+\mathrm{d}(\mathrm{d} x(q)))-2 x(q) \mathrm{d} x(q) \quad\) applying \((13)\)
    \(=2 x(q) \mathrm{d} x(q)+2 x(q) \mathrm{d}(\mathrm{d} x(q))\)
        \(+2 \mathrm{~d} x(q)^{2}+2 \mathrm{~d} x \mathrm{~d}(\mathrm{~d} x(q))-2 x(q) \mathrm{d} x(q)\)
    \(=2 x(q) \mathrm{d}(\mathrm{d} x(q))+2 \mathrm{~d} x(q)^{2}+2 \mathrm{~d} x \mathrm{~d}(\mathrm{~d} x(q))\)
    \(=2 x(q) \mathrm{d}(\mathrm{d} x(q))+2 \mathrm{~d} x(q)^{2} \quad\) principal part
\(\mathrm{d}^{2} y=2 x \mathrm{~d}^{2} x+2 \mathrm{~d} x^{2}\)
shorthand
```

This second differential will typically be a second order infinitesimal. The process can be further repeated for higher order differentials.

The $2 x \mathrm{~d}^{2} x$ term here may be surprising, but the reason for it will become clear in Section 5 when we eliminate the contradictions present in the standard notation for higher-order differentials.

Since all variables in the equation are related to each other, they also share some relationship to $q$. Therefore, the definition of a differential can be defined universally within an equation without taking into account the specifics of the variables encountered.

Ultimately, taking the differential of a function results in a $\mathrm{d} y, \mathrm{~d} x$, or some other term. However, these terms' definitions are ultimately rooted in this ultimate independent variable $q$, and the results of incrementing it by some hyperreal infinitesimal $\varepsilon$.

The derivative, then, is simply a ratio of differentials defined in this way. While the terminology of "taking the derivative with respect to $x$ " can still be used, there is no longer anything special about taking the derivative with respect to a variable as opposed to simply dividing by that variable's differential. Additionally, this expands the ability to take total differentials straightforwardly into multivariable situations, providing that all variables can be, in principle, tied back to some underlying construct like $q$.

## 5. Extending the total derivative's algebraic manipulability

The hyperreal definition of the derivative has several advantages. Once hyperreal numbers are defined, the definition of the derivative arises naturally from considering the change in a function when its (theoretical) independent variable changes infinitesimally. Unlike the limit definition, the change in $y$ and the change $x$ are separate entities. Using hyperreal numbers, we can rigorously define these entities so that they are manipulable using standard algebraic operators.

However, this requires that we rethink some of the notations from first principles. First of all, now that $\mathrm{d} y$ and $\mathrm{d} x$ are reified entities, they now must be considered in applying such rules as the product rule and the quotient rule. This is straightforward, and the rules are identical to normal calculus rules. The differential of $x^{2} \mathrm{~d} x$ is the result of applying the product rule to the product of $x^{2}$ and $\mathrm{d} x$, namely $2 x \mathrm{~d} x^{2}+x^{2} \mathrm{~d}^{2} x$.

When this is taken into account, differentials of any order become algebraically manipulable.

### 5.1 The second derivative

Before taking this idea of algebraically manipulable differentials too far, we need to note that the standard notation for the second derivative, $\frac{\mathrm{d}^{2} y}{\mathrm{~d}^{2}}$, does not work in this manner. The problem, here, is that it implies an improper order of operations [8].

Order of operations is very important when doing derivatives. When doing a derivative, one first takes the differential and then divides by $\mathrm{d} x$. The second derivative is the derivative of the first, so the next differential occurs after the first derivative is complete, and the process finishes by dividing by $\mathrm{d} x$ again.

However, what does it look like to take the differential of the first derivative? Basic calculus rules tell us that the quotient rule should be used:

$$
\begin{aligned}
\mathrm{d}\left(\frac{\mathrm{~d} y}{\mathrm{~d} x}\right) & =\frac{\mathrm{d} x(\mathrm{~d}(\mathrm{~d} y))-\mathrm{d} y(\mathrm{~d}(\mathrm{~d} x))}{(\mathrm{d} x)^{2}} \\
& =\frac{\mathrm{d}^{2} y}{\mathrm{~d} x}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x}
\end{aligned}
$$

Then, for the second step, this can be divided by $\mathrm{d} x$, yielding:

$$
\begin{equation*}
\frac{\mathrm{d}\left(\frac{\mathrm{~d} y}{\mathrm{~d} x}\right)}{\mathrm{d} x}=\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}} \tag{14}
\end{equation*}
$$

This, in fact, yields a notation for the second derivative which is equally algebraically manipulable as the first derivative. It is not very pretty or compact, but it works algebraically.

The chain rule for the second derivative fits this algebraic notation correctly, provided we replace each instance of the second derivative with its full form (cf. (30)):

$$
\begin{equation*}
\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} t}{\mathrm{~d} t^{2}}=\left(\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}}\right)\left(\frac{\mathrm{d} x}{\mathrm{~d} t}\right)^{2}+\frac{\mathrm{d} y}{\mathrm{~d} x}\left(\frac{\mathrm{~d}^{2} x}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} x}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} t}{\mathrm{~d} t^{2}}\right) \tag{15}
\end{equation*}
$$

This in fact works out perfectly algebraically. ${ }^{2}$

### 5.2 Higher order derivatives

The notation for the third and higher derivatives can be found using the same techniques as for the second derivative. To find the third derivative of $y$ with

[^2]respect to $x$, one starts with the second derivative, takes the differential, and divides by $\mathrm{d} x$ :
\[

$$
\begin{equation*}
\frac{\mathrm{d}\left(\frac{\mathrm{~d}\left(\frac{\mathrm{~d} y}{\mathrm{~d} x}\right)}{\mathrm{d} x}\right)}{\mathrm{d} x}=\frac{\mathrm{d}\left(\frac{\mathrm{~d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}}\right)}{\mathrm{d} x}=\frac{\mathrm{d}^{3} y}{\mathrm{~d} x^{3}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{3} x}{\mathrm{~d} x^{3}}-3 \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} x^{2}}+3 \frac{\mathrm{~d} y}{\mathrm{~d} x} \frac{\left(\mathrm{~d}^{2} x\right)^{2}}{\mathrm{~d} x^{4}} \tag{17}
\end{equation*}
$$

\]

Because the expanded notation for the second and higher derivatives is much more verbose than the first derivative, it is often useful for clarity and succinctness to write derivatives using a slight modification of Arbogast's $D$ notation (see [9]) for the total derivative instead of writing it as algebraic differentials. Here, we will also be subscripting the $D$ with the variable with which the derivative is being taken with respect to and supplying in the superscript the number of derivatives we are taking. Therefore, where Arbogast would write simply $D$, this notation would be written as $D_{x}^{1}$.

Below is the second and third derivative of $y$ with respect to $x$ written using both the enhanced Arbogast notation and as a ratio of differentials.

$$
\begin{gather*}
D_{x}^{2} y=\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}}  \tag{18}\\
D_{x}^{3} y=\frac{\mathrm{d}^{3} y}{\mathrm{~d} x^{3}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{3} x}{\mathrm{~d} x^{3}}-3 \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} x^{2}}+3 \frac{\mathrm{~d} y}{\mathrm{~d} x} \frac{\left(\mathrm{~d}^{2} x\right)^{2}}{\mathrm{~d} x^{4}} \tag{19}
\end{gather*}
$$

This gets even more important as the number of derivatives increases. Each one is more unwieldy than the previous one. However, each level can be converted to differential notation as follows:

$$
\begin{equation*}
D_{x}^{n} y=\frac{\mathrm{d}\left(D_{x}^{n-1} y\right)}{\mathrm{d} x} \tag{20}
\end{equation*}
$$

The advantage of Arbogast's notation over Lagrangian notation are that this modification of Arbogast's notation clearly specifies both the variable/expression whose derivative is being taken and the variable/expression it is being taken with respect to.

Therefore, when a compact representation of higher order derivatives is needed, this paper will use Arbogast's notation for its clarity and succinctness. This notation can be easily expanded to its differentials when necessary for manipulation.

## 6. Extending the partial derivative's algebraic manipulability

The derivative gives the rate at which a function $f$ changes when $x$ is increased. But what if $f$ depends on both $x$ and $y$ ? Imagine a hill where $f$ is the distance above sea level, $x$ is the distance east from the origin, and $y$ is the distance north from the origin. To find how $f$ is changing, a direction to measure the slope must be picked. Along the direction straight east, only $x$ is changing while $y$ stays constant. This slope is the partial derivative of $f$ with respect to $x$, denoted $\frac{\partial f}{\partial x}$, the change in $f$ over the change in $x$ when $x$ is the only variable allowed to change ([5], pp. 940-941). A derivative where all the independent variables are allowed to change is called a total derivative, like the two-dimensional derivative $\frac{\mathrm{d} y}{\mathrm{~d} x}$. This partial derivative can be formally defined using limits or using hyperreals.

Using limits, the partial derivative of $f(x, y)$ at the point $(a, b)$ with respect to $x$ is $\lim _{h \rightarrow 0} \frac{f(a+h, b)-f((a, b)}{h}$ ([5], p. 941). Likewise, the partial derivative of $f(x, y)$ with respect to $x$ is $\lim _{h \rightarrow 0} \frac{f(x+h, y)-f(x, y)}{h}$. For more than two variables, the partial derivative of $f\left(x_{1}, x_{2}, \ldots\right)$ with respect to $x_{1}$ is

$$
\begin{equation*}
\frac{\partial f}{\partial x_{1}}=\lim _{h \rightarrow 0} \frac{f\left(x_{1}+h, x_{2}, \ldots\right)-f\left(x_{1}, x_{2}, \ldots\right)}{h} \tag{21}
\end{equation*}
$$

Like the with the total derivative, using limits to define the partial derivative means the change in $f$ and the change in $x$ are not defined separately and must be kept together. Using hyperreals, the partial derivative of $f$ with respect to $x_{1}$ is

$$
\begin{equation*}
\frac{\partial f}{\partial x_{1}}=\frac{f\left(x_{1}+d x_{1}, x_{2}, \ldots\right)-f\left(x_{1}, x_{2}, \ldots\right)}{\mathrm{d} x_{1}} \tag{22}
\end{equation*}
$$

Also, $\mathrm{d} x_{1}$ can equal $\partial x_{1}$ assuming both of them denote the smallest change in $x_{1}$ possible. This is not an equation in the real numbers; it is an equation in the hyperreals.

Both the numerator and denominator of $\frac{\partial f}{\partial x_{1}}$ have meaning on their own, and they both are specific hyperreals. So it should be possible to separate the fraction without problems.

However, the current notation for $\partial f$ does not distinguish between the change in $f$ when $x_{1}$ is allowed to change and the change in $f$ when another variable, say $x_{2}$, is allowed to change. In other words, the $\partial f$ in $\frac{\partial f}{\partial x_{1}}$ is a different hyperreal from the $\partial f$ in $\frac{\partial f}{\partial x_{2}}$, even though they both use the exact same symbol. This can cause problems if the notation is taken seriously (see the contradiction noted in Section 2). Adding more information to the notation resolves this issue.

The notation for the partial derivative should be changed from $\frac{\partial f}{\partial x}$ to $\frac{\partial(f, x)}{\mathrm{d} x}$ in order to preserve the information in the numerator when the fraction is separated.

This makes it clear that $\partial$ is an operator that takes as an argument not only $f$ but also the choice of which variable to vary. The function that $\partial$ acts on, in this case $f$, is the first argument of $\partial$ and every argument after the first is a variable allowed to change. This can lead to expressions like $\partial(f, x, y)$, the change in $f$ when both $x$ and $y$ are allowed to vary.

Using this notation, $\frac{\mathrm{d} f}{\mathrm{~d} t}$ equals $\frac{\partial(f, x)}{\mathrm{d} t}+\frac{\partial(f, y)}{\mathrm{d} t}$, not $\frac{\mathrm{d} f}{\mathrm{~d} t}+\frac{\mathrm{d} f}{\mathrm{~d} t}$. The contradictions are resolved, and the partial derivative fraction can be separated. The numerator and denominator can be moved around just like any other algebraic expression, keeping in mind both of them are hyperreals, so technically any operations on them should be hyperreal operations.

Because the new notation can be algebraically manipulated without contradictions, it makes possible new equations where infinitesimals are not confined to ratios. For instance, the resolved contradiction proof gave the equation $\mathrm{d} f=\partial(f, x)+\partial(f, y)$. This is reminiscent of one of the conditions for differentiability, $\Delta f=f_{x}(a, b) \Delta x+f_{y}(a, b) \Delta y+$ $\varepsilon_{1} \Delta x+\varepsilon_{2} \Delta y$, where for fixed $a$ and $b, \varepsilon_{1}$ and $\varepsilon_{2}$ are functions that depend only on $\Delta x$ and $\Delta y$, with $\varepsilon_{1}, \varepsilon_{2} \rightarrow(0,0)$ as $(\Delta x, \Delta y) \rightarrow(0,0)$ ([5], p. 947).

Besides simplifying old equations, with the new notation it is possible to consider individual partial changes when building equations, just like considering individual total changes.

The new notation can also denote expressions like $\partial\left(f, x_{1}, x_{2}\right)$, the change in $f\left(x_{1}, x_{2}, x_{3}\right)$ when $x_{1}$ and $x_{2}$ are allowed to vary, but $x_{3}$ must stay constant. With the current notation $\partial f$, dealing with these situations is clumsy at best.
$\partial\left(f, x_{1}\right)$ is an infinitesimal with meaning on its own. It can be defined analogously to Eq. 12:

$$
\begin{equation*}
\partial\left(f, x_{1}\right)=f\left(x_{1}+\mathrm{d} x_{1}, x_{2} \ldots\right)-f\left(x_{1}, x_{2} \ldots\right) \tag{23}
\end{equation*}
$$

The total differential of $f$ is usually defined as the combination of all of the changes in $f$ depending on each variable. Typically, the total differential of a multivariate function is found using the sum of its partial derivatives multiplied by their respective differentials.

$$
\begin{equation*}
\mathrm{d} f\left(x_{1}, x_{2} \ldots\right)=\frac{\partial f}{\partial x_{1}} \mathrm{~d} x_{1}+\frac{\partial f}{\partial x_{2}} \mathrm{~d} x_{2}+\ldots \tag{24}
\end{equation*}
$$

Using the new definition of the partial differential, we can rewrite the formula much more straightforwardly, where the total differential is simply a sum of its partial differentials.

$$
\begin{equation*}
\mathrm{d} f\left(x_{1}, x_{2} \ldots\right)=\partial\left(f, x_{1}\right)+\partial\left(f, x_{2}\right)+\ldots \tag{25}
\end{equation*}
$$

## 7. Building differential formulas

Using the notation established in this paper, we can build standard calculus formulas in a clear, algebraic manner. The notation and the formulas will flow directly from the basic truths of calculus and the algebraic reasoning of differentials.

### 7.1 The inverse function theorem for second derivatives

The standard inverse function theorem simply states that $\frac{\mathrm{d} x}{\mathrm{~d} y}=\frac{1}{\frac{1}{d x}}$. In other words, as implied by the algebraic arrangement of its terms, the derivative of $x$ with respect to $y$ is simply the inverse of the derivative of $y$ with respect to $x$. Using the hyperreal understanding of derivatives allows for a more straightforward way of considering this fact.

More importantly, the new notation for the second derivative likewise allows for a straightforward algebraic construction of an inverse function theorem for the second derivative. Since the second derivative of $y$ with respect to $x$ is $D_{x}^{2} y=\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}}$, then the second derivative of $x$ with respect to $y$ will likewise be $D_{y}^{2} x=\frac{\mathrm{d}^{2} x}{\mathrm{~d} y^{2}}-\frac{\mathrm{d} x}{\mathrm{~d} y} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} y^{2}}$. Is there a way to construct a formula for converting one to the other? A simple multiplication by $-\left(\frac{d x}{d y}\right)^{3}$ yields

$$
-D_{x}^{2} y\left(\frac{\mathrm{~d} x}{\mathrm{~d} y}\right)^{3}=\frac{\mathrm{d}^{2} x}{\mathrm{~d} y^{2}}-\frac{\mathrm{d}^{2} y}{\mathrm{~d} y^{2}} \frac{\mathrm{~d} x}{\mathrm{~d} y}
$$

Here, $\frac{\mathrm{d} x}{\mathrm{~d} y}$ can be trivially recognized as $\frac{1}{D_{x y}^{1} \text {, }}$, and the right-hand side of the equation can be recognized as $D_{y}^{2} x$. Therefore, this can be rewritten as

$$
\begin{equation*}
-D_{x}^{2} y\left(\frac{1}{D_{x}^{1} y}\right)^{3}=D_{y}^{2} x \tag{26}
\end{equation*}
$$

which is the inverse function theorem for the second derivative.

### 7.2 The chain rule for the second derivative

The chain rule for the second derivative can also be easily derived from the new notation. Starting with the notation for the second derivative of $y$ with respect to $x$, we can look at the transformations needed to generate a second derivative of $y$ with respect to $t$. We will start by multiplying by $\frac{\mathrm{d} x^{2}}{\mathrm{~d} t^{2}}$ in order to match the leading term to what is needed for the final result.

$$
\begin{gather*}
D_{x}^{2} y=\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}}  \tag{27}\\
D_{x}^{2} y\left(D_{t}^{1} x\right)^{2}=\frac{\mathrm{d}^{2} y}{\mathrm{~d} x^{2}} \frac{\mathrm{~d} x^{2}}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} x^{2}} \frac{\mathrm{~d} x^{2}}{\mathrm{~d} t^{2}}  \tag{28}\\
D_{x}^{2} y\left(D_{t}^{1} x\right)^{2}=\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} t^{2}} \tag{29}
\end{gather*}
$$

In (29) we see that the leading term is what we want, but the second term is problematic. However, it looks a little like the leading term of the second derivative of $x$ with respect to $t$ multiplied by the first derivative of $y$ with respect to $t$. Adding that combination to our existing result will yield the desired effect.

$$
\begin{gather*}
\left(D_{x}^{2} y\right)\left(D_{t}^{1} x\right)^{2}+\left(D_{x}^{1} y\right)\left(D_{t}^{2} x\right)=\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} t^{2}}+\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} x}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} x} \frac{\mathrm{~d} x}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} t}{\mathrm{~d} t^{2}}  \tag{30}\\
\left(D_{x}^{2} y\right)\left(D_{t}^{1} x\right)^{2}+\left(D_{x}^{1} y\right)\left(D_{t}^{2} x\right)=\frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} t}{\mathrm{~d} t^{2}} \tag{31}
\end{gather*}
$$

As is evident, the right-hand side is the desired result-the second derivative of $y$ with respect to $t$.

### 7.3 The chain rule for multivariate derivatives

Building the chain rule for multivariate derivatives is even more straightforward. Consider a function $f(x, y)$ where $x$ and $y$ are both functions of $t$. As noted in (25), The total change in $f, \mathrm{~d} f$, has two parts: the change due to $x$ changing and the change due to $y$ changing. So,

$$
\begin{equation*}
\mathrm{d} f=\partial(f, x)+\partial(f, y) \tag{32}
\end{equation*}
$$

Dividing both sides by $\mathrm{d} t$,

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\partial(f, x)}{\mathrm{d} t}+\frac{\partial(f, y)}{\mathrm{d} t} \tag{33}
\end{equation*}
$$

This is a valid equation, but it is difficult to calculate a value like $\frac{\partial(f, x)}{\mathrm{d} t}$ directly. To make it easier to work with, we can multiply the first term by $\frac{d x}{d x}$ and the second by $\frac{d y}{d y}: 3$

$$
\begin{align*}
\frac{\mathrm{d} f}{\mathrm{~d} t} & =\frac{\partial(f, x)}{\mathrm{d} t} \cdot \frac{\mathrm{~d} x}{\mathrm{~d} x}+\frac{\partial(f, y)}{\mathrm{d} t} \cdot \frac{\mathrm{~d} y}{\mathrm{~d} y}  \tag{34}\\
& =\frac{\partial(f, x)}{\mathrm{d} x} \cdot \frac{\mathrm{~d} x}{\mathrm{~d} t}+\frac{\partial(f, y)}{\mathrm{d} y} \cdot \frac{\mathrm{~d} y}{\mathrm{~d} t} \tag{35}
\end{align*}
$$

This is the standard chain rule for multivariate derivatives.

## 8. Conclusion

While treating derivatives as ratios of differentials has been long viewed as problematic, small changes in both the understanding and notation of derivatives straightforwardly leads to algebraically manipulable differentials for both total and partial differentials. These differentials provide a more straightforward basis for both doing calculus operations and deriving standard calculus rules. It eliminates exceptions and memorized formulas in favor of simply using algebra with differentials.

Our hope is that the flexibility and freedom of manipulability that this notation allows will both reduce the cognitive load for learning to use differential operators as well as allow for easier exploration of possibilities for practitioners.
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## Chapter 5

# Stabilization of a Quantum Equation under Boundary Connections with an Elastic Wave Equation 

Hanni Dridi


#### Abstract

The stability of coupled PDE systems is one of the most important topic because it covers realistic modeling of the most important physical phenomena. In fact, the stabilization of the energy of partial differential equations has been the main goal in solving many structural or microstructural dynamics problems. In this chapter, we investigate the stability of the Schrödinger-like quantum equation in interaction with the mechanical wave equation caused by the vibration of the Euler-Bernoulli beam, to effect stabilization, viscoelastic Kelvin-Voigt dampers are used through weak boundary connection. Firstly, we show that the system is well-posed via the semigroup approach. Then with spectral analysis, it is shown that the system operator of the closed-loop system is not of compact resolvent and the spectrum consists of three branches. Finally, the Riesz basis property and exponential stability of the system are concluded via comparison method in the Riesz basis approach.


Keywords: wave equation, exponential stability, Riesz basis approach, $\mathrm{C}_{0}$-semigroup, spectral analysis

## 1. Introduction

There are many coupled systems that have been addressed in the literature, and we can hint here that coupling may be through the association of PDEs with coefficients or via boundary conditions of PDEs. The coupling may be strong or weak as the characteristic is determined based on the results obtained after studying the stability or control. We can divide the coupled systems according to the coupling form. Firstly, the parabolic-hyperbolic coupled systems, such as heat wave system, that arise from the interaction of the fluid structure. See works [1, 2] where stability and control systems are analyzed. Secondly, we can refer heat-beam system through works [3, 4] where the researchers used an effective method for stabilization of the system. Thirdly, in the heat-Schrödinger system, the heat dynamic controller was applied for
stabilization and Gevrey regularity property in the paper [5]. Finally, in the case of thermoelastic systems, the exponential stability and Riesz basis property of the coupled heat equation and elastic structure were discussed in reference [6]. The exponential stability of thermoplastic systems with microtemperature in reference [7], for the linear beam system coupled with thermal effect, we refer to the works [8-12]. For the nonlinear beam system with thermal effect, see reference [13].

From general result related to the previously mentioned research works, we can conclude that the heat equation plays the role of dynamic boundary feedback controller of the hyperbolic PDE. Also, for the interconnected system of Euler-Bernoulli beam and heat equation with boundary weak connections where the heat is the dynamic boundary controller to the whole system, which means that this subsystem can be presented as a controller for other subsystems.

Euler-Bernoulli beam equation with boundary energy dissipation is analyzed in the work [14], the problem is given as follows:

$$
\left\{\begin{array}{lr}
\rho y_{t t}+E I y_{x x x x}=0, & 0<x<1,  \tag{1}\\
y(0, t)=y_{x}(0, t)=0 & k_{1} \in \mathbb{R}, \\
-E I y_{x x x}(1, t)=-k_{1}^{2} y_{t}(1, t), & k_{2} \in \mathbb{R}, \\
-E I y_{x x}(1, t)=k_{2}^{2} y_{x t}(1, t), & 0 \leq x \leq 1, \\
y(x, 0)=y_{0}(x) \quad y_{t}(x, 0)=y_{1}(x), & 0 \leq 1
\end{array}\right.
$$

where $\rho$ denotes the mass density per unit length, $E I$ is the flexural rigidity coefficient. The authors extract some estimates of the resolvent operator on the imaginary axis by applying Huang's ${ }^{1}$ theorem to establish an exponential decay result.

For the asymptotic behavior of the wave equation, we introduce the following problem:

$$
\left\{\begin{array}{lll}
\frac{\partial^{2} w}{\partial t^{2}}-\Delta w=0 \quad \text { in } & \Omega \times(0, \infty)  \tag{2}\\
w(x, t)=0 \text { on } & \Gamma_{0} \times[0, \infty) \\
\frac{\partial w}{\partial \nu}+a(x) \frac{\partial w}{\partial t}=0 & \text { on } & \Gamma_{1} \times(0, \infty)
\end{array}\right.
$$

where $\nu$ is the unit normal of $\Gamma$ pointing toward exterior of $\Omega$. The function $a \in C^{1}\left(\overline{\Gamma_{1}}\right)$ with $a(x) \geq a_{0}>0$ on $\Gamma_{1}$. Problem (2) has been treated by Lagnese in [17], he used a multiplier method ${ }^{2}$ and proved that the energy decay rate is obtained for solutions of wave type equations in a bounded region in $\mathbb{R}^{n}(n \geq 2)$ whose boundary consists partly of a nontrapping reflecting surface and partly of an energy absorbing surface. We can express this result, as follows:

$$
\begin{equation*}
E(t) \leq f(t) E(0), \quad t \geq 0, \tag{3}
\end{equation*}
$$

[^4]with energy defined by
\[

$$
\begin{equation*}
E(t)=\frac{1}{2}\left(\left\|w_{t}\right\|_{L^{2}(\Omega)}^{2}+\|\nabla w\|_{L^{2}(\Omega)}^{2}\right) . \tag{4}
\end{equation*}
$$

\]

The decay rate of solutions is a function $f(t)$ satisfying $f(t) \rightarrow 0$ as $t \rightarrow \infty$. However, there are difficulties with some boundary condition problems, which makes the energy multiplier method ineffective in proving the exponential stability property.

Wazwaz [18], used the variational iteration method ${ }^{3}$ for the study of both linear and nonlinear Schrödinger equations, these problem is governed by the following equations:

$$
\left\{\begin{array}{l}
u_{t}+i u_{x x}=0,  \tag{5}\\
u(x, 0)=f(x), \quad i^{2}=-1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
i u_{t}+u_{x x}+\gamma|u|^{2 r} u=0, \quad r \geq 1,  \tag{6}\\
u(x, 0)=f(x), \quad i^{2}=-1 .
\end{array}\right.
$$

The variational iteration method was used to give rapid convergent successive approximations as well as to treat linear and non-linear problems in a uniform manner.

### 1.1 Statement of the problem

In this work, we consider stabilization for a Schrödinger equation through a boundary feedback dynamic controller interacted by an Euler-Bernoulli beam equation with Kelvin-Voigt damping ${ }^{4}$, the system is described by the following coupled partial differential equations:

$$
\begin{cases}\partial_{t}^{2} u+\partial_{x}^{4} u+\beta \partial_{x}^{4} \partial_{t} u=0, & 0<x<1, t>0  \tag{7}\\ \partial_{t} v+i \partial_{x}^{2} v=0, & 0<x<1, t>0\end{cases}
$$

boundary conditions are given by

$$
\begin{cases}u(1, t)=\partial_{x} u(0, t)=\partial_{x}^{2} u(1, t)=v(1, t)=0, & t \geq 0  \tag{8}\\ v(0, t)=\alpha \partial_{t} u(0, t), & t \geq 0, \\ \beta \partial_{x}^{3} \partial_{t} u(0, t)+\partial_{x}^{3} u(0, t)=-\alpha i \partial_{x} v(0, t), & t \geq 0\end{cases}
$$

the problem is associated with the following initial conditions:

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \partial_{t} u(x, 0)=u_{1}(x), v(x, 0)=v_{0}(x), \quad 0 \leq x \leq 1 . \tag{9}
\end{equation*}
$$

[^5]
### 1.2 Energy space

Initial condition (9) is in the following phase space:

$$
\begin{equation*}
\mathcal{H}=H_{*}^{2}(0,1) \times L^{2}(0,1) \times L^{2}(0,1) \tag{10}
\end{equation*}
$$

where

$$
H_{*}^{2}(0,1)=\left\{s \mid s \in H^{2}(0,1), \partial_{x} s(0)=s(1)=0\right\}
$$

### 1.3 Energies

The energy is the sum of the potential energy and the kinetic energy, given by

$$
\begin{equation*}
E(t)=\frac{1}{2}\left(\left\|u_{t}\right\|_{L^{2}(0,1)}^{2}+\left\|\partial_{x}^{2} u\right\|_{L^{2}(0,1)}^{2}+\|v\|_{L^{2}(0,1)}^{2}\right) \tag{11}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\frac{d}{d t} E(t)=-\beta\left\|\partial_{x}^{2} \partial_{t} u\right\|_{L^{2}(0,1)}^{2} \tag{12}
\end{equation*}
$$

It is clear that $E(t)$ is nonincreasing with time.

### 1.4 Remark

1. The energy dissipation is related to the wave equation, that is, there are no explicit terms for a part of the Schrödinger subsystem.
2. We note that the weakness of the boundary connections for problems (7)-(9) lead to a complicated problem in stability analysis.
3.If we take the $\beta$ coefficient equal to zero in Eq. (12), the system becomes conservative.

### 1.5 Notations

1. $\langle\cdot, \cdot\rangle_{L^{2}(0,1)}$ is the $L^{2}(0,1)-$ inner product and $\|\cdot\|_{L^{2}(0,1)}$ is the $L^{2}(0,1)-$ norm.
2.The symbols $\boldsymbol{R}(s)$ and $(s)$ indicate the real part and the imaginary of a complex number $s$.
2. $(s)^{T}$ represents the transposed vector of $(s)$.

## 2. Well-posedness

### 2.1 Setting of the semigroup

Setting $z=\left(u, \partial_{t} u=w, v\right)^{T}$. Then, we introduce the norm in the Hilbert space $\mathcal{H}$ as follows:

$$
\begin{align*}
\|z\|_{\mathcal{H}}^{2} & =\left\|u_{t}\right\|_{L^{2}(0,1)}^{2}+\left\|\partial_{x}^{2} u\right\|_{L^{2}(0,1)}^{2}+\|v\|_{L^{2}(0,1)}^{2}  \tag{13}\\
& =2 E(t)
\end{align*}
$$

for $z_{1}, z_{2} \in \mathcal{H}$, the norm (13) is induced by the following inner product

$$
\begin{equation*}
\left\langle z_{1}, z_{2}\right\rangle_{L^{2}(0,1)}=\left\langle w_{1}, w_{2}\right\rangle_{L^{2}(0,1)}+\left\langle\partial_{x}^{2} u_{1}, \partial_{x}^{2} u_{2}\right\rangle_{L^{2}(0,1)}+\left\langle v_{1}, v_{2}\right\rangle_{L^{2}(0,1)} \tag{14}
\end{equation*}
$$

System (7) can be written as an abstract Cauchy problem in the phase space (10) as follows:

$$
\left\{\begin{array}{l}
\frac{d}{d t} z=\mathcal{A} z, t>0  \tag{15}\\
z(0)=z_{0}
\end{array}\right.
$$

The solution at time $t>0$ to problem (15) can be written as:

$$
z(t)=S(t) z_{0}=e^{t \mathcal{A}_{2}} z_{0}
$$

where the operator $\mathcal{A}: \mathcal{D}(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ is given by

$$
\mathcal{A} z=\left(\begin{array}{c}
w  \tag{16}\\
-\partial_{x}^{2}\left(\partial_{x}^{2} u+\beta \partial_{x}^{2} w\right) \\
-i \partial_{x}^{2} v
\end{array}\right)
$$

with domain

$$
\mathcal{D}(\mathcal{A})=\left\{z \in \mathcal{H}, \mathcal{A} z \in \mathcal{H} \left\lvert\, \begin{array}{c}
\partial_{x}^{2} u+\beta \partial_{x}^{2} w \in H^{2}(0,1)  \tag{17}\\
u(1)=\partial_{x} u(0)=\partial_{x}^{2} u(1)=v(1)=0 \\
v(0)=\alpha w(0) \\
\beta \partial_{x}^{3} w(0)+\partial_{x}^{3} u(0)=-\alpha i \partial_{x} v(0)
\end{array}\right.\right\}
$$

Theorem 1.1: Let $\mathcal{A}$ defined by (16). Then, $\mathcal{A}^{-1}$ exists and $\mathcal{A}$ generates a $C_{0}{ }^{-}$ semigroup of contractions on $\mathcal{H}$.

Proof: We use the semigroup method, we shall show that:

1. The operator $\mathcal{A}$ is dissipative.
2. The operator $I_{d}-\mathcal{A}$ is onto ( $I_{d}$ is the identity operator).

For the proof of (1). Firstly, we have $\mathcal{D}(\mathcal{A})$ is dense in $\mathcal{H}$, that is,

$$
\begin{equation*}
\overline{\mathcal{D}(\mathcal{A})}=\mathcal{H} \tag{18}
\end{equation*}
$$

Secondly, by applying the scalar product in the Hilbert space $\mathcal{H}$, we obtain

$$
\begin{align*}
\langle\mathcal{A} z, z\rangle_{\mathcal{H}} & =\left\langle\partial_{x}^{2} w, \partial_{x}^{2} \bar{u}\right\rangle_{L^{2}(0,1)}-\left\langle\partial_{x}^{2}\left(\partial_{x}^{2} u+\beta \partial_{x}^{2} w\right), \bar{w}\right\rangle_{L^{2}(0,1)}-\left\langle i \partial_{x}^{2} v, \bar{v}\right\rangle_{L^{2}(0,1)} \\
= & \left\langle\partial_{x}^{2} w, \partial_{x}^{2} \bar{u}\right\rangle_{L^{2}(0,1)}+\left(\partial_{x}^{3} u(0)+\beta \partial_{x}^{3} w(0)\right) \bar{w}(0)  \tag{19}\\
& +i \partial_{x} v(0) \bar{v}(0)+\left\langle i \partial_{x} v, \partial_{x} \bar{v}\right\rangle_{L^{2}(0,1)}-\left\langle\partial_{x}^{2} u+\beta \partial_{x}^{2} w, \partial_{x}^{2} \bar{w}\right\rangle_{L^{2}(0,1)}
\end{align*}
$$

By using boundary conditions (8), we get

$$
\begin{equation*}
\mathfrak{R}\langle\mathcal{A z}, z\rangle_{\mathcal{H}}=-\beta\left\|\partial_{x}^{2} w\right\|_{L^{2}(0,1)}^{2} \leq 0 \tag{20}
\end{equation*}
$$

Then, the density property (18) and inequality (20) show that $\mathcal{A}$ is dissipative. For the proof of (2), we shall solve the equation

$$
\mathcal{A} z=F
$$

for any $F=\left(f_{1}, f_{2}, f_{3}\right)^{T} \in \mathcal{H}$, we can express the equation as follows:

$$
\left\{\begin{array}{l}
w=f_{1}  \tag{21}\\
\partial_{x}^{2}\left(\partial_{x}^{2} u+\beta \partial_{x}^{2} w\right)=-f_{2} \\
i \partial_{x}^{2} v=-f_{3}
\end{array}\right.
$$

By using the first equation of (21), we get

$$
\left\{\begin{array}{l}
\partial_{x}^{4} u=-f_{2}+\beta \partial_{x}^{4} f_{1}  \tag{22}\\
\partial_{x}^{2} v=i f_{3}
\end{array}\right.
$$

We solve the following equation for the function $v$,

$$
\left\{\begin{array}{l}
\partial_{x}^{2} v=i f_{3}  \tag{23}\\
v(1)=0, \quad v(0)=\alpha f_{1}(0)
\end{array}\right.
$$

to obtain

$$
\left\{\begin{array}{l}
v=\partial_{x} v(0) x+i \int_{0}^{x}(x-y) f_{3}(y) d y+\alpha f_{1}(0)  \tag{24}\\
\partial_{x} v(0)=-i \int_{0}^{1}(1-y) f_{3}(y) d y-\alpha f_{1}(0)
\end{array}\right.
$$

For $u$, we solve

$$
\left\{\begin{array}{l}
\partial_{x}^{4} u=-f_{2}+\beta \partial_{x}^{4} f_{1}  \tag{25}\\
u(1)=\partial_{x} u(0)=\partial_{x}^{2} u(1)=0 \\
\beta \partial_{x}^{3} w+\partial_{x}^{3} u(0)=-i \alpha \partial_{x} v(0)
\end{array}\right.
$$

to obtain

$$
\left\{\begin{align*}
u= & -\int_{0}^{x}(1-x) g(y) d y-\int_{x}^{1}(1-y) g(y) d y  \tag{26}\\
g(x)= & \beta\left(\partial_{x}^{2} f_{1}(1)-\partial_{x}^{2} f_{1}(x)\right)+\int_{0}^{x}(1-x) f_{2}(y) d y \\
& +\int_{x}^{1}(1-y) f_{2}(y) d y+i \alpha \partial_{x} v(0)(1-x)
\end{align*}\right.
$$

Eqs. (24) and (26) give a unique $z \in \mathcal{D}(\mathcal{A})$ satisfying $\mathcal{A} z=F$.
It is easy to check that $\mathcal{A}^{-1}$ is bounded, that is,

$$
0 \in \rho(\mathcal{A}) .
$$

Therefore, the operator $\mathcal{A}$ generates a $C_{0}$-semigroup of contractions on $\mathcal{H}$ by the Lumer-Philips theorem [22].

## 3. Spectral analysis

We consider the following eigenvalue problem for the system operator $\mathcal{A}$. Let $\mathcal{A} z=\lambda z$. Then, we have

$$
\left\{\begin{array}{l}
w=\lambda u  \tag{27}\\
\partial_{x}^{2}\left(\partial_{x}^{2} u+\beta \partial_{x}^{2} w\right)=-\lambda w \\
\partial_{x}^{2} v=i \lambda v \\
u(1)=\partial_{x} u(0)=\partial_{x}^{2} u(1)=v(1)=0 \\
\alpha \lambda u(0)=v(0) \\
(1+\beta \lambda) \partial_{x}^{3} u(0)=-i \alpha \partial_{x} v(0)
\end{array}\right.
$$

The first and second equations of system (27) give the following system

$$
\left\{\begin{array}{l}
(1+\beta \lambda) \partial_{x}^{4} u+\lambda^{2} u=0,  \tag{28}\\
\partial_{x}^{2} v=i \lambda v \\
u(1)=\partial_{x} u(0)=\partial_{x}^{2} u(1)=v(1)=0, \\
\alpha \lambda u(0)=v(0), \\
(1+\beta \lambda) \partial_{x}^{3} u(0)=-i \alpha \partial_{x} v(0) .
\end{array}\right.
$$

## Lemma

For any $\lambda \in \sigma_{p}(\mathcal{A})$, it holds

$$
\begin{equation*}
\mathfrak{R}(\lambda)<0 . \tag{29}
\end{equation*}
$$

Proof: By Theorem 1.1, we have $\boldsymbol{R}(\lambda) \leq 0 .{ }^{5}$ Letting $0 \neq \lambda \in \sigma_{p}(\mathcal{A})$ with $\boldsymbol{R}(\lambda)=0$ and $z \in \mathcal{D}(\mathcal{A})$ satisfying

$$
\begin{equation*}
\mathcal{A} z=\lambda z \tag{30}
\end{equation*}
$$

By using inequality 20, it follows that

$$
\begin{equation*}
0=\mathfrak{R}(\lambda)\|z\|_{\mathcal{H}}^{2}=\mathfrak{R}\langle\mathcal{A} z, z\rangle_{\mathcal{H}}=-\beta\left\|\partial_{x}^{2} w\right\|_{L^{2}(0,1)}^{2} . \tag{31}
\end{equation*}
$$

From Eq. (31) and boundary conditions (28) ${ }_{3}$, we have $w=0$.

[^6]From (27) ${ }_{1}$ we have $u=0$. Moreover, Eq. (30) gives

$$
\left\{\begin{array}{l}
\partial_{x}^{2} v=i \lambda v,  \tag{32}\\
v(0)=v(1)=\partial_{x} v(0)=0 .
\end{array}\right.
$$

It is easy to check that the above equation has only a trivial null solution $v=0$. Hence, $z=0$, and all the points that are located on the imaginary axis are not eigenvalues of $\mathcal{A}$. Then the proof is completed.

Setting $\lambda=\rho^{2}$ in (28), when $1+\beta \rho^{2} \neq 0$, we obtain

$$
\left\{\begin{array}{l}
\partial_{x}^{4} u=\frac{-\rho^{4}}{1+\beta \rho^{2}} u  \tag{33}\\
\partial_{x}^{2} v=i \rho^{2} v \\
u(1)=\partial_{x} u(0)=\partial_{x}^{2} u(1)=v(1)=0 \\
\alpha \rho^{2} u(0)=v(0) \\
\left(1+\beta \rho^{2}\right) \partial_{x}^{3} u(0)=-i \alpha \partial_{x} v(0)
\end{array}\right.
$$

Let

$$
a=\sqrt[4]{\frac{-\lambda^{2}}{1+\beta \lambda}}
$$

Then, the general solution of system (33) can be expressed as follows:

$$
\begin{align*}
& u=c_{1} \exp (a x)+c_{2} \exp (-a x)+c_{3} \exp (i a x)+c_{4} \exp (-i a x), \\
& v=d_{1} \exp (\sqrt{i} \rho x)+d_{2} \exp (-\sqrt{i} \rho x) \tag{34}
\end{align*}
$$

By the boundary conditions of (33), we obtain that the constants $c_{1}, \cdots, c_{4}$ and $d_{1}, d_{2}$ are not identical to zero if and only if $\operatorname{det}(X)=0$, where

$$
X=\left(\begin{array}{cccccc}
e^{a} & e^{-a} & e^{i a} & e^{-i a} & 0 & 0  \tag{35}\\
a^{2} e^{a} & a^{2} e^{-a} & -a^{2} e^{i a} & -a^{2} e^{-i a} & 0 & 0 \\
a & -a & i a & -i a & 0 & 0 \\
0 & 0 & 0 & 0 & e^{\sqrt{i} \rho} & -e^{\sqrt{i} \rho} \\
\alpha \rho^{2} & \alpha \rho^{2} & \alpha \rho^{2} & \alpha \rho^{2} & -1 & -1 \\
a^{3} & -a^{3} & -i a^{3} & i a^{3} & \frac{i \sqrt{i} \alpha \rho}{\beta \rho^{2}+1} & -\frac{i \sqrt{i} \alpha \rho}{\beta \rho^{2}+1}
\end{array}\right)
$$

by using boundary conditions (8), we get

$$
c_{2}=-e^{2 a} c_{1}, \quad c_{4}=-e^{2 i a} c_{3}, \quad d_{2}=-e^{2 \sqrt{i \rho}} d_{1} .
$$

Then, the solution can be expressed by

$$
u=c_{1}\left(e^{a x}-e^{a(2-x)}\right)+c_{3}\left(e^{i a x}-e^{i a(2-x)}\right), \quad v=d_{1}\left(e^{\sqrt{i} \rho x}-e^{\sqrt{i} \rho(2-x)}\right),
$$

where $c_{1}, c_{3}, d_{1}$ are determined by the remaining three boundary conditions of (36) that $\operatorname{det}(X)=0$ if and only if $\operatorname{det}(\tilde{X})=0$, where

$$
\tilde{X}=\left(\begin{array}{ccc}
1+e^{2 a} & i+i e^{2 i a} & 0  \tag{36}\\
\left(1-e^{2 a}\right) \alpha \rho^{2} & \left(1-e^{2 i a}\right) \alpha \rho^{2} & -1+e^{2 \sqrt{i} \rho} \\
a^{3}\left(1+e^{2 a}\right) & -i a^{3}\left(1+e^{2 i a}\right) & \frac{i \sqrt{i} \alpha \rho}{\beta \rho^{2}+1}\left(1+e^{2 \sqrt{i} \rho}\right)
\end{array}\right) \text {. }
$$

We recall the result of Lemma (29) and in light of this, we know that all eigenvalues have negative real parts. Thus, we only consider those $\lambda$ that lie in the second and third quadrants of the complex plane:

$$
S:=\left\{\rho \in \mathbb{C} \left\lvert\, \frac{\pi}{4} \leq \arg \rho \leq \frac{3 \pi}{4}\right.\right\} .
$$

Denote the region $S:=S_{1} \cup S_{2} \cup S_{3}$ such that

$$
\begin{aligned}
& S_{1}=\left\{\rho \in \mathbb{C} \left\lvert\, \frac{\pi}{4} \leq \arg \rho \leq \frac{3 \pi}{8}\right.\right\}, \\
& S_{2}=\left\{\rho \in \mathbb{C} \left\lvert\, \frac{3 \pi}{8} \leq \arg \rho \leq \frac{5 \pi}{8}\right.\right\}, \\
& S_{3}=\left\{\rho \in \mathbb{C} \left\lvert\, \frac{5 \pi}{8} \leq \arg \rho \leq \frac{3 \pi}{4}\right.\right\},
\end{aligned}
$$

the following theorem gives asymptotic distributions of the eigenvalues in $S_{1}, S_{2}$, and $S_{3}$.

Theorem 1.2: The eigenvalues of $\mathcal{A}$ have two families:

$$
\sigma_{p}(\mathcal{A})=\left\{\lambda_{1 n}, n \in \mathbb{N}\right\} \cup\left\{\lambda_{2 n}^{+}, \lambda_{2 n}^{-}, n \in \mathbb{N}\right\}
$$

where

$$
\begin{align*}
\lambda_{1 n}= & i n^{2} \pi^{2}+\frac{\sqrt{2} \alpha^{2}}{\sqrt[4]{\beta}} e^{\frac{5 i \pi}{8}} \sqrt{n \pi}-\frac{\alpha^{4}}{\sqrt{\beta}} e^{\frac{i \pi}{4}}+O\left(n^{\frac{-1}{2}}\right), \\
\lambda_{2 n}^{+}= & -\beta\left(n \pi-\frac{\pi}{2}\right)^{4}+4 \sqrt{i \beta} \alpha^{2}\left(n \pi-\frac{\pi}{2}\right)^{2}-2 \sqrt{2 i \alpha^{4}}\left(n \pi-\frac{\pi}{2}\right) \\
& +\left(6 i \pi \alpha^{4}-\frac{2 \sqrt{i} \alpha^{6}}{\sqrt{\beta}}\right)+O\left(\frac{1}{n}\right),  \tag{37}\\
\lambda_{2 n}^{-}= & -\frac{1}{\beta}-\frac{1}{\beta^{3}\left(n \pi-\frac{\pi}{2}\right)^{4}}+O\left(\frac{1}{n^{8}}\right) .
\end{align*}
$$

Therefore, we have

$$
\mathfrak{R}\left(\lambda_{1 n}\right), \mathfrak{R}\left(\lambda_{2 n}^{+}\right) \rightarrow-\infty, \mathfrak{R}\left(\lambda_{2 n}^{-}\right) \rightarrow-\frac{1}{\beta} \quad \text { as } \quad n \rightarrow \infty .
$$

Proof: When $\rho \in S_{1}$, it has

$$
\mathfrak{R}(\sqrt{i} \rho)=|\rho| \cos \left(\arg \left(\rho+\frac{\pi}{4}\right)\right) \leq 0 .
$$

Since

$$
\begin{equation*}
a=\sqrt[4]{\frac{-\lambda^{2}}{1+\beta \lambda}}=\sqrt[4]{\frac{-\rho^{4}}{1+\beta \rho^{2}}}=\frac{\sqrt{i \rho}}{\sqrt[4]{\beta}}+O\left(|\rho|^{-\frac{3}{2}}\right) \quad \text { as } \quad|\rho| \rightarrow \infty \tag{38}
\end{equation*}
$$

Based on estimate (38), we can state that there is a positive constant $\gamma_{1}$ such that

$$
\begin{aligned}
& -\Re(a)=-\frac{\sqrt{|\rho|}}{\sqrt[4]{\beta}} \cos \left(\arg \left(\sqrt{\rho}+\frac{\pi}{4}\right)\right) \leq-\frac{\sqrt{|\rho|}}{\sqrt[4]{\beta}} \sin \left(\frac{\pi}{16}\right)<-\gamma_{1} \sqrt{|\rho|}, \\
& \mathfrak{R}(i a)=\frac{\sqrt{|\rho|}}{\sqrt[4]{\beta}} \cos \left(\arg \left(\sqrt{\rho}+\frac{3 \pi}{4}\right)\right) \leq-\frac{\sqrt{|\rho|}}{\sqrt[4]{\beta}} \cos \left(\frac{\pi}{8}\right)<-\gamma_{1} \sqrt{|\rho|} .
\end{aligned}
$$

Therefore, we get the following estimates

$$
\begin{equation*}
\left|e^{-a}\right|=O\left(e^{-\gamma_{1} \sqrt{|\rho|}}\right),\left|e^{i a}\right|=O\left(e^{-\gamma_{1} \sqrt{|\rho|}}\right),\left|e^{\sqrt{i \rho}}\right| \leq 1 . \tag{39}
\end{equation*}
$$

By multiplying some factors, we make each entry of the $\operatorname{det}(\tilde{X})$ be bounded as $\rho \rightarrow \infty$

$$
\frac{1}{a^{3} e^{2 a}} \operatorname{det}(\tilde{X})=\left|\begin{array}{ccc}
1+e^{-2 a} & i+i e^{2 i a} & 0  \tag{40}\\
\alpha e^{-2 a}-\alpha & \alpha-\alpha e^{2 i a} & -1+e^{2 \sqrt{i} \rho} \\
1+e^{-2 a} & -i\left(1+e^{2 i a}\right) & \frac{i \sqrt{i} \alpha \rho^{3}}{\left(\beta \rho^{2}+1\right) a^{3}}\left(1+e^{2 \sqrt{i} \rho}\right)
\end{array}\right|
$$

By using the expression of $a$ and $\rho$, and the Taylor expansion, we obtain

$$
\begin{equation*}
\frac{i \sqrt{i} \alpha \rho^{3}}{\left(\beta \rho^{2}+1\right) a^{3}}=\frac{\alpha}{\sqrt[4]{\beta}} \sqrt{\frac{1}{\rho}}+O\left(|\rho|^{-\frac{5}{2}}\right) \tag{41}
\end{equation*}
$$

By using Eqs. (41) and (39), we get

$$
\begin{align*}
\frac{1}{a^{3} e^{2 a}} \operatorname{det}(\tilde{X})= & \left|\begin{array}{ccc}
1 & i & 0 \\
-\alpha & \alpha & -1+e^{2 \sqrt{i} \rho} \\
1 & -i & \frac{\alpha}{\sqrt[4]{\beta}} \sqrt{\frac{1}{\rho}}\left(1+e^{2 \sqrt{i \rho}}\right)
\end{array}\right|+O\left(|\rho|^{\frac{-5}{2}}\right)  \tag{42}\\
= & \left(\frac{(1+i) \alpha^{2}}{\sqrt[4]{\beta}} \sqrt{\frac{1}{\rho}}-2 i\right)+e^{2 \sqrt{i} \rho}\left(\frac{(1+i) \alpha^{2}}{\sqrt[4]{\beta}} \sqrt{\frac{1}{\rho}}+2 i\right) \\
& +O\left(|\rho|^{\frac{-5}{2}}\right) .
\end{align*}
$$

From the previous equality, we can get $\operatorname{det}(\tilde{X})=0$ if and only if

$$
\begin{equation*}
e^{2 \sqrt{ } \rho}=1-\frac{(1-i) \alpha^{2}}{\sqrt[4]{\beta}} \sqrt{\frac{1}{\rho}}-\frac{i \alpha^{4}}{\sqrt{\beta} \rho}+O\left(|\rho|^{\frac{-3}{2}}\right) \tag{43}
\end{equation*}
$$

Suppose

$$
\begin{equation*}
2 \sqrt{i} \rho=2 n \pi i+O\left(n^{\frac{-1}{2}}\right) \tag{44}
\end{equation*}
$$

where $n$ is a sufficiently large integer. Substituting Eq. (43) into Eq. (42), we arrive at

$$
\begin{equation*}
O\left(n^{\frac{-1}{2}}\right)=\frac{(-1)^{\frac{5}{8}} \sqrt{2} \alpha^{2}}{\sqrt[4]{\beta} \sqrt{n \pi}}-\frac{\sqrt{i} \alpha^{4}}{n \pi \sqrt{\beta}}+O\left(n^{\frac{-3}{2}}\right) \tag{45}
\end{equation*}
$$

The roots of Eq. (42) have the following asymptotic expressions

$$
\begin{equation*}
\rho_{1 n}=\sqrt{i n} \pi+\frac{(-1)^{\frac{3}{8}} \alpha^{2}}{\sqrt[4]{\beta} \sqrt{2 n \pi}}-\frac{\alpha^{4}}{2 n \pi \sqrt{\beta}}+O\left(n^{\frac{-3}{2}}\right), n>N_{1}, \tag{46}
\end{equation*}
$$

where $N_{1}$ is a sufficiently large positive integer. By $\lambda=\rho^{2}$, we have

$$
\lambda_{1 n}=i n^{2} \pi^{2}+\frac{\sqrt{2} \alpha^{2}}{\sqrt[4]{\beta}} e^{\frac{i \pi}{4}}+O\left(n^{-\frac{1}{2}}\right)
$$

By using the value of $a$ given by Eq. (38), we can obtain the expression of $a$ as follows:

$$
\begin{equation*}
a_{1 n}=\frac{(-1)^{\frac{3}{8}} \sqrt{\pi n}}{\sqrt[4]{\beta}}+O\left(\frac{1}{n}\right) \tag{47}
\end{equation*}
$$

Similarly, when $\rho \in S_{2}$, it is easier to verify that there exists a $\gamma_{2}>0$ such that

$$
\left\{\begin{array}{l}
\Re(i a) \leq-\gamma_{2} \sqrt{|\rho|}, \\
\Re(\sqrt{i} \rho)=|\rho| \cos \left(\arg \left(\rho+\frac{\pi}{4}\right)\right) \leq|\rho| \cos \left(\frac{5 \pi}{8}\right)
\end{array}\right.
$$

Hence, we get the following estimations

$$
\left|e^{i a}\right|=O\left(e^{-\gamma_{2} \sqrt{|\rho|}}\right), \quad\left|e^{\sqrt{i \rho}}\right|=O\left(e^{-\gamma_{2}|\rho|}\right)
$$

by using Eq. (38), we obtain

$$
\arg (a)=\arg (\sqrt{i \rho}) \in\left(\frac{7 \pi}{16}, \frac{9 \pi}{16}\right] \text { in } S_{2}
$$

Thus, the sign of $a$ is different under the two conditions:

$$
\arg (\rho) \in\left(\frac{7 \pi}{16}, \frac{\pi}{2}\right] \quad \text { and } \quad \arg (\rho) \in\left(\frac{\pi}{2}, \frac{9 \pi}{16}\right] .
$$

Therefore, we conclude that

$$
\begin{aligned}
\frac{1}{a^{3} e^{a}} \operatorname{det}(\tilde{X}) & =\left|\begin{array}{ccc}
e^{-a}+e^{a} & i+i e^{2 i a} & 0 \\
e^{-a} \alpha-e^{a} \alpha & \alpha-\alpha e^{2 i a} & -1+e^{2 \sqrt{i} \rho} \\
e^{-a}+e^{a} & -i\left(1+e^{2 i a}\right) & \frac{i \sqrt{i} \alpha \rho^{3}}{\left(\beta \rho^{2}+1\right) a^{3}}\left(1+e^{2 \sqrt{i} \rho}\right)
\end{array}\right| \\
& =\left|\begin{array}{ccc}
e^{-a}+e^{a} & i & 0 \\
e^{-a} \alpha-e^{a} \alpha & \alpha & -1 \\
e^{-a}+e^{a} & -i & \frac{i \sqrt{i} \alpha \rho^{3}}{\left(\beta \rho^{2}+1\right) a^{3}}
\end{array}\right|+O\left(e^{-\gamma_{2} \sqrt{|\rho|}}\right) \\
& =e^{a}\left(\frac{\sqrt{2} a \alpha^{2}}{\rho}-2 i\right)-e^{-a}\left(\frac{\sqrt{2} i a \alpha^{2}}{\rho}+2 i\right)+O\left(e^{-\gamma_{2} \sqrt{|\rho|}}\right) .
\end{aligned}
$$

From the previous equality, it is seen that $\operatorname{det}(\tilde{X})=0$ if and only if

$$
\begin{equation*}
e^{a}\left(\frac{\sqrt{2} a \alpha^{2}}{\rho}-2 i\right)-e^{-a}\left(\frac{\sqrt{2} i a \alpha^{2}}{\rho}+2 i\right)+O\left(e^{-\gamma_{2} \sqrt{|\rho|}}\right)=0 . \tag{48}
\end{equation*}
$$

By using the expression of $a$ and $\rho$, we obtain

$$
\begin{equation*}
\rho=\sqrt{\beta} a^{2}-\frac{1}{2 \beta^{3} a^{2}}+O\left(\frac{1}{|a|^{4}}\right), \tag{49}
\end{equation*}
$$

which shows that $|a|,|\rho| \rightarrow \infty$ at the same time. Now, substitute the value of $\rho$ given by (48) into equality (47), and we obtain

$$
\begin{aligned}
& e^{a}\left(-2 i+\frac{\sqrt{2} \alpha^{2}}{\sqrt{\beta} a}+\frac{\sqrt{2} \alpha^{2}}{2 \beta^{\frac{5}{2}} a^{5}}+O\left(|a|^{-7}\right)\right)-e^{-a}\left(2 i+\frac{i \sqrt{2} \alpha^{2}}{\sqrt{\beta} a}+\frac{i \sqrt{2} \alpha^{2}}{2 \beta^{\frac{5}{2}} a^{5}}+O\left(|a|^{-7}\right)\right) \\
& \quad+O\left(e^{-\gamma_{2}|a|}\right)=0
\end{aligned}
$$

Letting $a=x+i y$, it is easily checked that $\bar{a}=x-i y$ also satisfies the same asymptotic equation above. Hence, we only need to analyze the asymptotic expression of $a$ located in the second quadrant. Given the value of $a$ given by (48), when $a$ is located on the second quadrant, $\mathfrak{R}(-a) \leq 0$ and $\left|e^{-a}\right| \leq 1$. Therefore,

$$
e^{-2 a}=-1+\frac{(1-i) \alpha^{2}}{\sqrt{2 \beta} a}-\frac{(1-i) \alpha^{4}}{2 a^{2} \beta}+\frac{(1-i) \alpha^{6}}{2 \sqrt{2} a^{3} \beta^{\frac{3}{2}}}+O\left(\frac{1}{a^{4}}\right)
$$

and for the quadrant where $a$ is located, we have

$$
\begin{aligned}
a_{2 n}= & i\left(n \pi-\frac{\pi}{2}\right)+\frac{(1+i) \alpha^{2}}{\sqrt{2 \beta}\left(n \pi-\frac{\pi}{2}\right)}-\frac{(1-i) \alpha^{4}}{2 \beta\left(n \pi-\frac{\pi}{2}\right)^{2}} \\
& -\frac{(1+i) \alpha^{6}}{2 \sqrt{2} \beta^{\frac{3}{2}}\left(n \pi-\frac{\pi}{2}\right)^{3}}+O\left(\frac{1}{n^{4}}\right) .
\end{aligned}
$$

Since $a=\sqrt[4]{\frac{\lambda^{2}}{1+\beta \lambda}}$ or $\lambda^{2}-\beta a^{4} \lambda-a^{4}=0$, it has

$$
\lambda_{2 n}^{ \pm}=\frac{\beta a^{4}}{2}\left(1 \pm \sqrt{1+\frac{4}{\beta^{2} a^{4}}}\right) .
$$

Using the Taylor expansion, we obtain the expressions of $\lambda_{2 n}^{+}$and $\lambda_{2 n}^{-}$given by (37). Moreover, by using $\lambda=\rho^{2}$, we have the asymptotic expressions of $\rho_{2 n}^{+}$and $\rho_{2 n}^{-}$

$$
\left\{\begin{array}{l}
\rho_{2 n}^{+}=i \sqrt{\beta}\left(n \pi-\frac{\pi}{2}\right)^{2}+2 \sqrt{i} \alpha^{2}+O\left(n^{-1}\right)  \tag{50}\\
\rho_{2 n}^{-}=\frac{i}{\sqrt{\beta}}+\frac{i}{2 \beta^{\frac{5}{2}}\left(n \pi-\frac{\pi}{2}\right)^{4}}+O\left(n^{-8}\right)
\end{array}\right.
$$

Similarly, in $S_{3}$, there exists $\gamma_{3}>0$ such that

$$
\left|e^{a}\right|=O\left(e^{-\gamma_{3} \sqrt{|\rho|}}\right), \quad\left|e^{i a}\right|=O\left(e^{-\gamma_{3} \sqrt{|\rho|}}\right), \quad\left|e^{\sqrt{i \rho}}\right|=O\left(e^{-\gamma_{3}|\rho|}\right) .
$$

It is easy to check that there is no null point of $\operatorname{det}(\tilde{X})$, namely, there is no point spectrum in $S_{3}$.

According to the conclusion of Theorem 1.2, it is obvious that $-\frac{1}{\beta}$ is an accumulation point of the point spectrum of the operator $\mathcal{A}$. We thus have the following corollary.

## Corollary

$$
\begin{equation*}
\sigma_{c}(\mathcal{A})=-\frac{1}{\beta} . \tag{51}
\end{equation*}
$$

We next analyze the asymptotic expression of eigenfunctions of the operator $\mathcal{A}$.
Theorem 1.3: Let $\sigma_{p}(\mathcal{A})=\left\{\lambda_{1 n}, n \in \mathbb{N}\right\} \cup\left\{\lambda_{2 n}^{+}, \lambda_{2 n}^{-}, n \in \mathbb{N}\right\}$ be the point spectrum of $\mathcal{A}$. Let $\lambda_{1 n}=\rho_{1 n}^{2}, \lambda_{2 n}^{+}=\left(\rho_{2 n}^{+}\right)^{2}$ and $\lambda_{2 n}^{-}=\left(\rho_{2 n}^{-}\right)^{2}$ with $\rho_{1 n}, \rho_{2 n}^{+}$and $\rho_{2 n}^{-}$being given by Eqs. (45) and (49), respectively. Then, there are three families of approximated normalized eigenfunctions of $\mathcal{A}$

1. One family $\left\{z_{1 n}=\left(u_{1 n}, \lambda u_{1 n}, v_{1 n}\right), n \in \mathbb{N}\right\}$, where $z_{1 n}$ is the eigenfunction of $\mathcal{A}$ corresponding to the eigenvalue $\lambda_{1 n}$, has the following asymptotic expression:

$$
\begin{equation*}
\left(\partial_{x}^{2} u_{1 n}, \lambda u_{1 n}, v_{1 n}\right)=\left(0,0, \sin \left[a_{n}(1-x)\right]\right)+O_{x}\left(n^{\frac{-3}{4}}\right) \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}=n \pi+\frac{(-1)^{\frac{1}{8}} \alpha^{2}}{\sqrt[4]{\beta} \sqrt{2 n \pi}}+O\left(n^{-1}\right) \tag{53}
\end{equation*}
$$

and $O_{x}\left(n^{\frac{-3}{4}}\right)$ means that $\left\|O_{x}\left(n^{\frac{-3}{4}}\right)\right\|_{L^{2}(0,1)}=O\left(n^{\frac{-3}{4}}\right)$.
2. The second family $\left\{z_{2 n}^{+}=\left(u_{2 n}^{+}, \lambda u_{2 n}^{+}, v_{2 n}^{+}\right), n \in \mathbb{N}\right\}$, where $z_{2 n}^{+}$is the eigenfunction of $\mathcal{A}$ corresponding to the eigenvalue $\lambda_{2 n}^{+}$, has the following asymptotic expression:

$$
\begin{equation*}
\left(\partial_{x}^{2} u_{2 n}^{+}, \lambda u_{2 n}^{+}, v_{2 n}^{+}\right)=\left(0, \sin \left[\left(n \pi-\frac{\pi}{2}\right)(1-x)\right], 0\right)+O_{x}\left(n^{-1}\right) . \tag{54}
\end{equation*}
$$

3. The third family $\left\{z_{2 n}^{-}=\left(u_{2 n}^{-}, \lambda u_{2 n}^{-}, v_{2 n}^{-}\right), n \in \mathbb{N}\right\}$, where $z_{2 n}^{-}$is the eigenfunction of $\mathcal{A}$ corresponding to the eigenvalue $\lambda_{2 n}^{-}$, has the following asymptotic expression:

$$
\begin{equation*}
\left(\partial_{x}^{2} u_{2 n}^{-}, \lambda u_{2 n}^{-}, v_{2 n}^{-}\right)=\left(\sin \left[\left(n \pi-\frac{\pi}{2}\right)(1-x)\right], 0,0\right)+O\left(n^{-1}\right) . \tag{55}
\end{equation*}
$$

The proof is limited to the first result declared in Theorem 1.3.
Proof: We look for $z_{1 n}$ associated with $\lambda_{1 n}$. From the expression $\rho_{1 n}$ given by (45) and $a_{1 n}$ given by (46) we have

$$
\left\{\begin{array}{l}
e^{-a_{1 n y}}=e^{\frac{(-1)^{\frac{-11}{8}} \sqrt{\sqrt{x x y}}}{\sqrt{\beta}}+O\left(n^{-1}\right)}, \quad e^{i a_{1 n} y}=e^{\frac{(-1)^{\frac{-7}{8}} \sqrt{\sqrt{k x y}}}{\sqrt{\beta}}+O\left(n^{-1}\right)},  \tag{56}\\
e^{ \pm \sqrt{i} \rho_{1 n}(1-x)}=e^{ \pm i n \pi(1-x)+O\left(n^{-1}\right)},
\end{array}\right.
$$

and the following estimations:

$$
\begin{gathered}
\left\|e^{-a_{1 n} y}\right\|=O\left(n^{\frac{-1}{4}}\right),\left\|e^{i a_{1 n} y}\right\|=O\left(n^{\frac{-1}{4}}\right) ; \\
\left\|e^{ \pm \sqrt{i} \rho_{1 n}(1-x)}\right\|=O(1),
\end{gathered}
$$

where $y=x$ or $2-x \in[0,1]$. According to the matrix $\tilde{X}$ given by (36), for $\rho$ with (45) and $a_{1 n}$ given by (46), we obtain

$$
\begin{aligned}
u_{1} & =\frac{1}{e^{2 a} e^{\sqrt{i} \rho}}\left|\begin{array}{ccc}
1+e^{2 a} & i+i e^{2 i a} & 0 \\
\left(1-e^{2 a}\right) \alpha \rho^{2} & \left(1-e^{2 i a}\right) \alpha \rho^{2} & -1+e^{2 \sqrt{i} \rho} \\
e^{a x}-e^{a(2-x)} & e^{i a x}-e^{i a(2-x)} & 0
\end{array}\right| \\
& =\frac{e^{-\sqrt{i} \rho}-e^{\sqrt{i}} \rho}{\rho^{2}}\left|\begin{array}{cc}
1+e^{-2 a} & i+i e^{2 i a} \\
e^{-a(2-x)}-e^{a x} & e^{i a x}-e^{i a(2-x)}
\end{array}\right| .
\end{aligned}
$$

By using estimates (39), we can write

$$
\begin{gathered}
u_{1}=\frac{e^{-\sqrt{i} \rho}-e^{\sqrt{i}} \rho}{\rho^{2}}\left|\begin{array}{cc}
1 & i \\
e^{-a(2-x)}-e^{a x} & e^{i a x}-e^{i a(2-x)}
\end{array}\right|+O\left(e^{-\gamma_{1} \sqrt{|\rho|}}\right) \\
=\frac{1}{\rho^{2}}\left(e^{-\sqrt{i} \rho}-e^{\sqrt{i} \rho}\right)\left[\left(e^{i a x}-e^{i a(2-x)}\right)-i\left(e^{-a(2-x)}-e^{-a x}\right)\right]+O\left(e^{-\gamma_{1} \sqrt{|\rho|}}\right) .
\end{gathered}
$$

By the expression $\rho_{1 n}$ given by (45), we can obtain

$$
e^{-\sqrt{i} \rho}-e^{\sqrt{i} \rho}=-2 i \sin n \pi+O\left(n^{\frac{-1}{2}}\right)=O\left(n^{\frac{-1}{2}}\right) .
$$

This together with estimates 77 gives, after a direct computation, that
$\partial_{x}^{2} u_{1}=\frac{a^{2}}{\rho^{2}}\left(e^{-\sqrt{i} \rho}-e^{\sqrt{i} \rho}\right)\left[\left(e^{i a(2-x)}-e^{i a x}\right)-i\left(e^{-a(2-x)}-e^{-a x}\right)\right]+O\left(e^{-\gamma_{1} \sqrt{n}}\right)=O_{x}\left(n^{\frac{-7}{4}}\right)$,
and

$$
\lambda u_{1}=\left(e^{-\sqrt{i} \rho}-e^{\sqrt{i \rho}}\right)\left[\left(e^{i a x}-e^{i a(2-x)}\right)-i\left(e^{-a(2-x)}-e^{-a x}\right)\right]+O\left(e^{-\gamma_{1} \sqrt{n}}\right)=O_{x}\left(n^{\frac{-3}{4}}\right) .
$$

Here,
$O_{x}\left(n^{\frac{-3}{4}}\right)$ means that $\left\|O_{x}\left(n^{\frac{-3}{4}}\right)\right\|_{L^{2}(0,1)}=O\left(n^{\frac{-3}{4}}\right)$ because $\left\|e^{-a x}\right\|=\left\|e^{i a x}\right\|=O\left(n^{\frac{-1}{4}}\right)$.
Similarly, by using estimates (39) and (55), we have

$$
\begin{aligned}
v_{1} & =\frac{1}{e^{2 a} e^{\sqrt{i} \rho} \rho^{2}}\left|\begin{array}{ccc}
1+e^{2 a} & i+i e^{2 i a} & 0 \\
\left(1-e^{2 a}\right) \alpha \rho^{2} & \left(1-e^{2 i a}\right) \alpha \rho^{2} & -1+e^{2 \sqrt{i} \rho} \\
0 & 0 & e^{\sqrt{i} \rho x}-e^{\sqrt{i} \rho(2-x)}
\end{array}\right| \\
& =-2 \alpha(1+i) \sin \left[a_{n}(1-x)\right]+O\left(e^{-\gamma_{1} \sqrt{n}}\right),
\end{aligned}
$$

where $a_{n}$ is given by (52). Let

$$
z_{1 n}=\frac{-1}{2 \alpha(1+i)} z_{1},
$$

so, we obtain

$$
\left(\partial_{x}^{2} u_{1 n}, \lambda u_{1 n}, v_{1 n}\right)=\left(0,0, \sin \left[a_{n}(1-x)\right]\right)+O\left(n^{\frac{-3}{4}}\right) .
$$

The second and third results of Theorem 3 are obtained by the same procedure as before.

Corollary

$$
\begin{equation*}
\sigma_{r} \neq \varnothing \tag{57}
\end{equation*}
$$

## 4. Riesz basis property

Lemma.(see [23])
Let $\lambda_{n} \in \mathbb{C}, n=1,2, \cdots$, be a sequence that satisfies $\sup _{n}\left|\left(\lambda_{n}\right)\right| \leq M$, where $M$ is a positive constant. Then the sine system $\left\{\sin \lambda_{n} x, n \geq 1\right\}$ is a Riesz basis for $L^{2}(0,1)$ provided that the sequence $\lambda_{n}$ satisfies one of the following conditions:

$$
\begin{gathered}
\sup _{n}\left|\Re\left(\lambda_{n}\right)-n \pi\right|<\frac{\pi}{4} ; \\
\sup _{n}\left|\Re\left(\lambda_{n}\right)-n \pi+\frac{\pi}{2}\right|<\frac{\pi}{4} .
\end{gathered}
$$

Lemma.(see [24])
Let $\mathcal{A}$ be a densely defined closed linear operator in a Hilbert space $\mathcal{H}$ with isolated eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$. Let $\left\{\phi_{i}\right\}_{i=1}^{i=\infty}$ be a Riesz basis for $\mathcal{H}$. Suppose that there is an integer $N \geq 1$ and a sequence of generalized eigenvectors $\left\{\psi_{i}\right\}_{i=N}^{\infty}$ of $\mathcal{A}$ such that

$$
\sum_{i=N}^{\infty}\left\|\psi_{i}-\phi_{i}\right\|^{2}<\infty .
$$

Then, there exists $M$ a number of generalized eigenvectors $\left\{\psi_{i_{0}}\right\}_{i=1}^{M}$ of $\mathcal{A}$ such that

$$
\left\{\psi_{i_{0}}\right\}_{i=1}^{M} \cup\left\{\psi_{i}\right\}_{i=M+1}^{\infty}
$$

forms a Riesz basis for $\mathcal{H}$.
Theorem 1.4: The generalized eigenfunctions of $\mathcal{A}$ forms a Riesz basis for $\mathcal{H}$. As a result, all eigenvalues with large modules must be algebraically simple and, hence, the spectrum-determined growth condition holds for

$$
e^{\mathcal{A} t}: \Phi(\mathcal{A})=S(\mathcal{A})
$$

where

$$
\Phi(\mathcal{A})=\inf \left\{\Phi \mid \text { there exists an } M \text { such that }\left\|e^{\mathcal{A} t}\right\| \leq M e^{\Phi t}\right\}
$$

and

$$
S(\mathcal{A})=\sup \{\boldsymbol{R}(\lambda) \mid \lambda \in \sigma(\mathcal{A})\} .
$$

Proof: By the bounded invertible mapping:

$$
\mathbb{T}(u, w, v)=\left(\partial_{x}^{2} u, w, v\right),
$$

the space $\mathcal{H}$ is mapped onto

$$
L^{2}(0,1) \times L^{2}(0,1) \times L^{2}(0,1)
$$

The value of $a_{n}$ given by (52) satisfies

$$
\sup _{n}\left|\left(a_{n}\right)\right|=\sup \left|\frac{\sin \frac{\pi}{8} \alpha^{2}}{\sqrt{2 n \pi} \sqrt[4]{\beta}}\right|
$$

is bounded and its real part satisfies

$$
\sup _{n}\left|\Re\left(a_{n}\right)-n \pi\right|=\sup _{n}\left|\frac{\cos \frac{\pi}{8} \alpha^{2}}{\sqrt{2 n \pi \sqrt[4]{\beta}}}\right| \leq \frac{\pi}{4} .
$$

Then, it follows that the sequence

$$
\left\{\sin \left[a_{n}(1-x)\right], n=1,2, \cdots\right\},
$$

forms a Riesz basis for $L^{2}(0,1)$. Similarly, the sequences

$$
\left\{\sin \left[\left(n \pi-\frac{\pi}{2}\right)(1-x)\right], n=1,2, \cdots\right\}
$$

form a Riesz basis for $L^{2}(0,1)$.
Let

$$
\Psi_{1 n}=\left(\sin \left[a_{n}(1-x)\right], 0,0\right), \Psi_{2 n}^{+}=\left(0, \sin \left[\left(n \pi-\frac{\pi}{2}\right)(1-x)\right], 0\right)
$$

and

$$
\Psi_{2 n}^{-}=\left(0,0, \sin \left[\left(n \pi-\frac{\pi}{2}\right)(1-x)\right]\right)
$$

Then, the sequences

$$
\left\{\Psi_{1 n}\right\}_{n \geq 1} \cup\left\{\Psi_{2 n}^{+}\right\}_{n \geq 1} \cup\left\{\Psi_{2 n}^{-}\right\}_{n \geq 1}
$$

forms a Riesz basis for the following space

$$
L^{2}(0,1) \times L^{2}(0,1) \times L^{2}(0,1) .
$$

Therefore, by the expression of $z_{1 n}, z_{2 n}^{+}$, and $z_{2 n}^{-}$given by (51), (53), and (54), respectively, this implies that there exists $N>0$ such that

$$
\sum_{n \geq N}^{\infty}\left[\left\|\mathbb{T} z_{1 n}-\Psi_{1 n}\right\|^{2}+\left\|\mathbb{T} z_{2 n}^{+}-\Psi_{2 n}^{+}\right\|^{2}+\left\|\mathbb{T} z_{2 n}^{-}-\Psi_{2 n}^{-}\right\|^{2}\right] \leq \sum_{n \geq N}^{\infty} O\left(n^{-2}\right)<\infty
$$

This shows that there is a sequence of generalized eigenfunctions of $\mathcal{A}$, which forms a Riesz basis for $\mathcal{H}$, and all eigenvalues with large modulus must be algebraically simple.

## 5. Exponential stability

Theorem 1.5: The $C_{0}-$ semigroup $S(t)$ generated by the operator $\mathcal{A}$ is exponentially stable, that is,

$$
\left\|e^{A t}\right\| \leq M e^{\omega t}
$$

where $M$ and $\omega$ are positive constants ${ }^{6}$.
Proof: By the asymptotic distribution of eigenvalues given by Theorem 1.2 and the continuous spectrum given by Eq. (50), in addition to the empty residual spectrum set given by Eq. (56), we conclude that $S(\mathcal{A})=-\frac{1}{\beta}$. The proof is completed by the spectrum-determined growth condition, which is similar to [24-26].

[^7]
## 6. Conclusion

The main results of this work are similar to those mentioned in [27], the results are summarized as follows:

1. The system operator of the closed-loop system is not of compact resolvent and the spectrum consists of three branches.
2. By means of asymptotic analysis, the asymptotic expressions of eigenfunctions are obtained.
3. By the comparison method in the Riesz basis approach, exponential stability is obtained.
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## Chapter 6

# Generalized Bessel Operator and Reproducing Kernel Theory 

Fethi Soltani


#### Abstract

In 1961, Bargmann introduced the classical Fock space $F(\mathbb{C})$ and in 1984, Cholewinsky introduced the generalized Fock space $F_{2, \nu}(\mathbb{C})$. These two spaces are the aim of many works, and have many applications in mathematics, in physics and in quantum mechanics. In this work, we introduce and study the Fock space $F_{3, \nu}(\mathbb{C})$ associated to the generalized Bessel operator $L_{3, \nu}$. The space $F_{3, \nu}(\mathbb{C})$ is a reproducing kernel Hilbert space (RKHS). This is the reason for defining the orthogonal projection operator, the Toeplitz operators and the Hankel operators associated to this space. Furthermore, we give an application of the theory of extremal function and reproducing kernel of Hilbert space, to establish the extremal function associated to a bounded linear operator $T: F_{3, \nu}(\mathbb{C}) \rightarrow H$, where $H$ be a Hilbert space. Finally, we come up with some results regarding the extremal functions, when $T$ is a difference operator and an integral operator, respectively. Finally, we remark that it is now natural to raise the problem of studying the Bessel-type Segal-Bargmann transform associated to the space $F_{3, \nu}(\mathbb{C})$. This problem is difficult and will be an open topic. This topic requires more details for the harmonic analysis associated to the operator $L_{3, \nu}$. We have the idea to continue this research in a future paper.


Keywords: Bessel-type Fock space, Heisenberg-type uncertainty principle, Toeplitz operators, Hankel operators, Tikhonov regularization problem, extremal function

## 1. Introduction

In [1], Bargmann has studied the Fock space $F(\mathbb{C})$, is a Hilbert space consisting of entire functions on $\mathbb{C}$, square integrable with respect to the measure

$$
\mathrm{d} m(z):=\frac{1}{\pi} e^{-|z|^{2}} \mathrm{~d} x \mathrm{~d} y, \quad z=x+i y .
$$

This space is equipped with the inner product

$$
\langle f, g\rangle_{F(\mathbb{C})}:=\int_{\mathbb{C}} f(z) \overline{g(z)} \mathrm{d} m(z)
$$

and has the reproducing kernel $k(z, w)=e^{\bar{z} w}$. In [2], Cholewinsky has constructed a generalized Fock space $F_{2, \nu}(\mathbb{C})$ consisting of even entire functions on $\mathbb{C}$, square integrable with respect to the measure

$$
\mathrm{d} m_{2, \nu}(z):=\frac{|z|^{2 \nu+1} K_{\nu-1 / 2}\left(|z|^{2}\right)}{\pi 2^{\nu-1 / 2} \Gamma(\nu+1 / 2)} \mathrm{d} z,
$$

where $K_{\nu}, \nu>0$, is the modified Bessel function of the second kind and index $\nu$, called also the Macdonald function [3]. The generalized Fock space $F_{2, \nu}(\mathbb{C})$ is associated to the Bessel operator

$$
L_{2, \nu}:=\frac{d^{2}}{d z^{2}}+\frac{2 \nu}{z} \frac{d}{d z}
$$

and has the reproducing kernel

$$
k_{2, \nu}(z, w)=I_{2, \nu}(\bar{z} w)=\sum_{n=0}^{\infty} \frac{(\bar{z} w)^{2 n}}{\alpha_{n}(2, \nu)},
$$

where

$$
\alpha_{n}(2, \nu)=2^{2 n} n!\frac{\Gamma(n+\nu+1 / 2)}{\Gamma(\nu+1 / 2)} .
$$

The study of several generalizations of the Fock spaces has a long and rich history in many different settings [4-8]. In this work, we will try to generalize Bessel-type Fock space, to give some properties concerning Toeplitz operators and Hankel operators of this space; and to establish Heisenberg-type uncertainty principle for this generalized Fock space. The generalized Bessel operator (or hyper-Bessel operator [9]) is the third-order singular differential operator given by

$$
L_{3,,}:=\frac{d^{3}}{d z^{3}}+\frac{3 \nu}{z} \frac{d^{2}}{d z^{2}}-\frac{3 \nu}{z^{2}} \frac{d}{d z},
$$

where $\nu$ is a nonnegative real number. When $\nu=0$ this operator becomes the third derivative operator for which some analysis was studied by Widder [10] and for some special value of $\nu$ the operator $L_{3, \nu}$ appeared as a radial part of the generalized Airy equation of a nonlinear diffusion type partial differential equation in $\mathbb{R}^{d}$. Recently, in a nice and long paper, Cholewinski and Reneke [11] studied and extended, for the operator $L_{3,2}$, the well known theory related to some singular differential operator of second order for which the literature is extensive. Next, Fitouhi et al. [12, 13] established a harmonic analysis related to this operator (for examples the eigenfunctions, the generalized translation, the Fourier-Airy transform, the heat equation, the heat polynomials, the transmutation operators, ... ). Recently the Airy operator has gained considerable interest in various field of mathematics [9,14] and in certain parts of quantum mechanics [15]. The results of this work will be useful when discussing the Fock space associated to this operator. This space is the background of some applications in this contribution. Especially, we give an application of the theory of extremal functions and reproducing kernels of Hilbert spaces, to examine the extremal function for the Tikhonov regularization problem associated to a bounded linear operator $T: F_{3, \nu}(\mathbb{C}) \rightarrow H$, where $H$ be a Hilbert space. We come up with some results regarding the extremal functions associated to a difference operator $D$ and to an integral operator $P$.

The examination of the extremal functions is studied in several directions, in the Fourier analysis [16, 17], in the Sturm-Liouville hypergroups [18], and in the FourierDunkl analysis [19, 20] ...

The contents of the paper are as follows. In Section 2, we study the Toeplitz operators and the Hankel operators on the Bessel-type Fock space $F_{3, \nu}(\mathbb{C})$, and we establish Heisenberg-type uncertainty principle for this space. In Section 3, we give an application of the theory of reproducing kernels to the Tikhonov regularization problem for a difference operator and for an integral operator, respectively. In the last section, we summarize the obtained results and describe the future work.

## 2. Bessel-type Fock space

In this section we introduce the Toeplitz and the Hankel operators on the Besseltype Fock space $F_{3, \nu}(\mathbb{C})$. And we establish an uncertainty inequality of Heisenbergtype on the space $F_{3, \nu}(\mathbb{C})$.

### 2.1 Toeplitz and Hankel operators on $F_{3, \nu}(\mathbb{C})$

Let $z \in \mathbb{C}$ and $\omega_{k}=e^{2 i \pi \frac{k-1}{3}}, k=1,2,3$. A function $u(z)$ is called 3-even if $u\left(\omega_{k} z\right)=u(z)$.

For $\lambda \in \mathbb{C}$, the initial problem

$$
L_{3, \nu} u(z)=\lambda^{3} u(z), \quad u(0)=1, u^{(k)}(0)=0, k=1,2
$$

admits a unique analytic solution on $\mathbb{C}$ (see [11]), which will be denoted by $I_{3, \nu}(\lambda z)$ and expanded in a power series as

$$
\begin{equation*}
I_{3, \nu}(\lambda z)=\sum_{n=0}^{\infty} \frac{(\lambda z)^{3 n}}{\alpha_{n}(3, \nu)}, \tag{1}
\end{equation*}
$$

where

$$
\alpha_{n}(3, \nu)=3^{3 n} n!\frac{\Gamma(n+1 / 3) \Gamma(n+\nu+2 / 3)}{\Gamma(1 / 3) \Gamma(\nu+2 / 3)} .
$$

The function $I_{3,2}(\lambda z)$ is 3-even and defined as the hypergeometric function [11],

$$
I_{3, \nu}(\lambda z)={ }_{0} F_{2}\left[\frac{1}{3}, \nu+\frac{2}{3}\left(\frac{\lambda z}{3}\right)^{3}\right] .
$$

In particular, $\left|I_{3, \nu}(\lambda z)\right| \leq e^{|\lambda \||z|}$ and $I_{3,0}(\lambda z)=\cos _{3}(-\lambda z)=\sum_{n=0}^{\infty} \frac{(\lambda z)^{3 n}}{(3 n)!}$.
In the following we denote by

- $O_{\nu}$ the function (see [11], p. 12) defined for $t \geq 0$ by

$$
O_{\nu}(t):=\frac{2 t^{1 / 3}}{3^{(3 \nu+5) / 2} \Gamma(1 / 3) \Gamma(\nu+2 / 3)} \int_{0}^{\infty} x^{(\nu-1) / 2} e^{-t / x} K_{\nu-1 / 3}\left(\sqrt{\frac{4 x}{27}}\right) d x,
$$

where $K_{\nu}$ is the Macdonald function.

- $d m_{3, \nu}(z), \nu>0$, the measure defined on $\mathbb{C}$ by

$$
d m_{3, \nu}(z):=\frac{3}{\pi}|z|^{-2} O_{\nu}\left(|z|^{6}\right) d x d y, \quad z=x+i y .
$$

This weighted measure is use d by Cholewinski-Reneke in their interesting paper [11] for computing the $\nu$-Airy heat function.

- $L_{\nu}^{2}(\mathbb{C})$, the space of measurable functions $f$ on $\mathbb{C}$ satisfying

$$
\|f\|_{L_{\iota}^{2}(\mathbb{C})}^{2}:=\int_{\mathbb{C}}|f(z)|^{2} d m_{3, \nu}(z)<\infty .
$$

- $H_{3, *}(\mathbb{C})$, the space of 3-even entire functions on $\mathbb{C}$.

Let $\nu>0$. We define the Bessel-type Fock space $F_{3, \nu}(\mathbb{C})$, to be the pre-Hilbert space of functions in $H_{3, *}(\mathbb{C}) \cap L_{\nu}^{2}(\mathbb{C})$, equipped with the inner product

$$
\langle f, g\rangle_{F_{3, \nu}(\mathbb{C})}:=\int_{\mathbb{C}} f(z) \overline{g(z)} d m_{3, \nu}(z),
$$

and the norm $\|f\|_{F_{3, \nu}(\mathbb{C})}:=\|f\|_{L_{\nu}^{2}(\mathbb{C})}$.
If $f, g \in F_{3,2}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$, then

$$
\begin{equation*}
\langle f, g\rangle_{F_{3, \nu}(\mathbb{C})}=\sum_{n=0}^{\infty} a_{n} \overline{b_{n}} \alpha_{n}(3, \nu), \tag{2}
\end{equation*}
$$

where $\alpha_{n}(3, \nu)$ are the constants given by (1).
If $f \in F_{3, \nu}(\mathbb{C})$, then $|f(z)| \leq e^{|z|^{2} / 2}\|f\|_{F_{3, \nu}(\mathbb{C})}, z \in \mathbb{C}$. The map $f \rightarrow f(z), z \in \mathbb{C}$, is a continuous linear functional on $F_{3,2}(\mathbb{C})$. Thus from Riesz theorem [21], the space $F_{3, \nu}(\mathbb{C})$ has a reproducing kernel. The function $k_{3, \nu}$ given for, by.

$$
\begin{equation*}
k_{3, \nu}(z, w)=I_{3, \nu}(\bar{z} w) \tag{3}
\end{equation*}
$$

is a reproducing kernel for the Bessel-type Fock space $F_{3, \nu}(\mathbb{C})$, that is $k_{3, \nu}(z,.) \in F_{3, \nu}(\mathbb{C})$, and for all $f \in F_{3, \nu}(\mathbb{C})$, we have $\left\langle f, k_{3, \nu}(z, .)\right\rangle_{F_{3, \nu}(\mathbb{C})}=f(z)$.

The space $F_{3, \nu}(\mathbb{C})$ equipped with the inner product $\langle., .\rangle_{F_{3, \nu}(\mathbb{C})}$ is a reproducing kernel Hilbert space (RKHS); and the set $\left\{\frac{z^{3 n}}{\sqrt{\alpha_{n}(3, \nu)}}\right\}_{n \in \mathbb{N}}$ forms a Hilbert's basis for the space $F_{3, \nu}(\mathbb{C})$.

In the next part of this section we study the Toeplitz operators and the Hankel operators on the Bessel-type Fock space $F_{3,2}(\mathbb{C})$. These operators generalize the classical operators [5]. We consider the orthogonal projection operator $P_{\nu}: L_{\nu}^{2}(\mathbb{C}) \rightarrow$ $F_{3, \nu}(\mathbb{C})$ defined for $z \in \mathbb{C}$, by

$$
P_{\nu} f(z):=\left\langle f, k_{3, \nu}(z, .)\right\rangle_{L_{\nu}^{2}(\mathbb{C})},
$$

where $k_{3, \nu}$ is the reproducing kernel given by (3). Then we have

$$
P_{\nu} \circ P_{\nu}=P_{\nu}, \quad P_{\nu}^{*}=P_{\nu}, \quad\left\|P_{\nu}\right\|=1, \quad\left\|I-P_{\nu}\right\| \leq 1 .
$$

Let $\phi \in L^{\infty}(\mathbb{C})$. The multiplication operators $M_{\phi}: L_{\nu}^{2}(\mathbb{C}) \rightarrow L_{\nu}^{2}(\mathbb{C})$ are the operators defined for $z \in \mathbb{C}$, by

$$
M_{\phi} f(z):=\phi(z) f(z) .
$$

The Bessel-type Toeplitz operators $T_{\phi}: F_{3, \nu}(\mathbb{C}) \rightarrow F_{3, \nu}(\mathbb{C})$ are the operators defined for $z \in \mathbb{C}$, by

$$
T_{\phi} f(z):=P_{\nu} M_{\phi} f(z) .
$$

Let $\phi \in L^{\infty}(\mathbb{C})$. Then we have

$$
\left\|T_{\phi}\right\| \leq\|\phi\|_{\infty}, \quad T_{\phi}^{*}=T_{\bar{\phi}}
$$

However, if $\phi \in L^{\infty}(\mathbb{C})$ has compact support, then $T_{\phi}$ is a compact operator.
Let $\phi \in L^{\infty}(\mathbb{C})$. The Bessel-type Hankel operators $H_{\phi}: F_{3, \nu}(\mathbb{C}) \rightarrow L_{\nu}^{2}(\mathbb{C})$ are the operators defined for $z \in \mathbb{C}$, by

$$
H_{\phi} f(z):=\left(I-P_{\nu}\right) M_{\phi} f(z) .
$$

Let $\phi, \varphi \in L^{\infty}(\mathbb{C})$. Then we have

$$
\left\|H_{\phi}\right\| \leq\|\phi\|_{\infty}, \quad H_{\phi}^{*}=P_{\nu} M_{\bar{\phi}}\left(I-P_{\nu}\right), \quad T_{\phi \varphi}-T_{\phi} T_{\varphi}=H_{\bar{\phi}}^{*} H_{\varphi} .
$$

### 2.2 Heisenberg-type uncertainty principle for $\boldsymbol{F}_{3, \nu}(\mathbb{C})$

Let $U_{3, \nu}(\mathbb{C})$ be the prehilbertian space of 3-even entire functions, equipped with the inner product

$$
\langle f, g\rangle_{U_{3, \nu}(\mathbb{C})}:=\int_{\mathbb{C}} f(z) \overline{g(z)}|z|^{6} d m_{3, \nu}(z) .
$$

If $f, g \in U_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$, then

$$
\langle f, g\rangle_{U_{3, \nu}(\mathbb{C})}=\sum_{n=0}^{\infty} a_{n} \overline{b_{n}} \alpha_{n+1}(3, \nu), \quad\|f\|_{U_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \alpha_{n+1}(3, \nu) .
$$

The space $U_{3, \nu}(\mathbb{C})$ is a Hilbert space with Hilbert's basis $\left\{\frac{z^{3 n}}{\sqrt{\alpha_{n+1}(3, \nu)}}\right\}_{n \in \mathbb{N}}$ and reproducing kernel

$$
J_{3, \nu}(z, w)=\sum_{n=0}^{\infty} \frac{(\bar{z} w)^{3 n}}{\alpha_{n+1}(3, \nu)}=\frac{1}{(\bar{z} w)^{3}}\left(I_{3, \nu}(\bar{z} w)-1\right) .
$$

Using the fact that

$$
\begin{equation*}
\alpha_{n+1}(3, \nu)=3(n+1)(3 n+1)(3 n+3 \nu+2) \alpha_{n}(3, \nu) \geq \alpha_{n}(3, \nu), \quad n \in \mathbb{N} \tag{4}
\end{equation*}
$$

then the space $U_{3, \nu}(\mathbb{C})$ is a subspace of the Bessel-type Fock space $F_{3, \nu}(\mathbb{C})$.
Let $M$ be the multiplication operator defined by

$$
M f(z):=z^{3} f(z)
$$

Lemma 1. For $f \in U_{3,2}(\mathbb{C})$ then $L_{3,2} f$ and $M f$ belong to $F_{3, \nu}(\mathbb{C})$. And for $f, g \in U_{3, \nu}(\mathbb{C})$ one has

$$
\left\langle L_{3, \nu} f, g\right\rangle_{F_{3, \nu}(\mathbb{C})}=\langle f, M g\rangle_{F_{3, \nu}(\mathbb{C})} .
$$

Proof. Let $f \in U_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$. By straightforward calculation we obtain

$$
L_{3, \nu}\left(z^{3 n}\right)=3 n(3 n-2)(3 n+3 \nu-1) z^{3 n-3}, \quad n \in \mathbb{N}^{*}
$$

Thus

$$
\begin{equation*}
L_{3,2} f(z)=\sum_{n=0}^{\infty} 3(n+1)(3 n+1)(3 n+3 \nu+2) a_{n+1} z^{3 n}, \tag{5}
\end{equation*}
$$

and by (4) we deduce that

$$
\left\|L_{3, \nu} f\right\|_{F_{\nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty} 3 n(3 n-2)(3 n+3 \nu-1)\left|a_{n}\right|^{2} \alpha_{3 n}(\nu) \leq\|f\|_{U_{3, \nu}(\mathbb{C})}^{2} .
$$

On the other hand for $M f$ one has

$$
M f(z)=\sum_{n=1}^{\infty} a_{n-1} z^{3 n}
$$

and

$$
\|M f\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty}\left|a_{n-1}\right|^{2} \alpha_{n}(3, \nu)=\|f\|_{U_{3, \nu}(\mathbb{C})}^{2} .
$$

Therefore $L_{3, \nu} f$ and $M f$ belong to $F_{3, \nu}(\mathbb{C})$.
Let $f, g \in U_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$. From relations (4) and (5) we have

$$
L_{3, \nu} f(z)=\sum_{n=0}^{\infty} a_{n+1} \frac{\alpha_{n+1}(3, \nu)}{\alpha_{n}(3, \nu)} z^{3 n}
$$

Therefore and according to (2) we obtain

$$
\left\langle L_{3,2} f, g\right\rangle_{F_{3, \nu}(\mathbb{C})}=\sum_{n=0}^{\infty} a_{n+1} \overline{b_{n}} \alpha_{n+1}(3, \nu)=\sum_{n=1}^{\infty} a_{n} \overline{b_{n-1}} \alpha_{3 n}(\nu)=\langle f, M g\rangle_{F_{3, \nu}(\mathbb{C})} .
$$

This completes the proof of the lemma.

Let $V_{3, \nu}(\mathbb{C})$ be the prehilbertian space of 3-even entire functions, equipped with the inner product

$$
\langle f, g\rangle_{V_{3, L}(\mathbb{C})}:=\int_{\mathbb{C}} f(z) \overline{g(z)}|z|^{12} d m_{3, \nu}(z)
$$

If $f, g \in V_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$, then

$$
\langle f, g\rangle_{V_{3, \nu}(\mathbb{C})}=\sum_{n=0}^{\infty} a_{n} \overline{b_{n}} \alpha_{n+2}(3, \nu), \quad\|f\|_{V_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2} \alpha_{n+2}(3, \nu) .
$$

The space $V_{3, \nu}(\mathbb{C})$ is a Hilbert space with Hilbert's basis $\left\{\frac{z^{3^{n}}}{\sqrt{\alpha_{n+2}(3, \nu)}}\right\}_{n \in \mathbb{N}}$ and reproducing kernel

$$
K_{3, \nu}(z, w)=\sum_{n=0}^{\infty} \frac{(\bar{z} w)^{3 n}}{\alpha_{n+2}(3, \nu)}=\frac{1}{(\bar{z} w)^{6}}\left(I_{3, \nu}(\bar{z} w)-\frac{(\bar{z} w)^{3}}{9 \nu+6}-1\right) .
$$

The space $V_{3, \nu}(\mathbb{C})$ is a subspace of the space $U_{3, \nu}(\mathbb{C})$.
Let $\left[L_{3, \nu}, M\right]$ the commutator operator defined by

$$
\left[L_{3, \nu}, M\right]:=L_{3, \nu} M-M L_{3, \nu} .
$$

We easily have
Lemma 2. For $f \in V_{3, \nu}(\mathbb{C})$ we have $\left[L_{3, \nu}, M\right] f \in F_{3, \nu}(\mathbb{C})$ and

$$
\|M f\|_{F_{3, \iota}}^{2}(\mathbb{C})=\left\|L_{3, \nu} f\right\|_{F_{3, \nu}(\mathbb{C})}^{2}+\left\langle\left[L_{3, \nu}, M\right] f, f\right\rangle_{F_{3, \iota}(\mathbb{C})}
$$

We will use the following result of functional analysis.
Lemma 3. (See [22,23]). Let $A$ and $B$ be self-adjoint operators on a Hilbert space $H$ ( $A^{*}=A, B^{*}=B$ ). Then we have

$$
\|(A-a) f\|_{H}\|(B-b) f\|_{H} \geq \frac{1}{2}\left|\langle[A, B] f, f\rangle_{H}\right|,
$$

for all $f \in \operatorname{Dom}([A, B])$, and all $a, b \in \mathbb{R}$.
We obtain the following Heisenberg-type uncertainty principle.
Theorem 1. Let $f \in V_{3, \nu}(\mathbb{C})$. For all $a, b \in \mathbb{R}$, we have.

$$
\begin{equation*}
\left\|\left(L_{3, \nu}+M-a\right) f\right\|_{F_{3, \nu}(\mathbb{C})}\left\|\left(L_{3, \nu}-M+i b\right) f\right\|_{F_{3, \nu}(\mathbb{C})} \geq\|M f\|_{F_{3, \nu}(\mathbb{C})}^{2}-\left\|L_{3, \nu} f\right\|_{F_{3, \nu}(\mathbb{C})}^{2} \mid . \tag{6}
\end{equation*}
$$

Proof. Let us consider the following two operators on $V_{3, \nu}(\mathbb{C})$ by

$$
A=L_{3, \nu}+M, \quad B=i\left(L_{3, \nu}-M\right)
$$

By Lemmas 1 and 2, the operators $A$ and $B$ satisfies the following properties.
i. For $f, g \in V_{3, \nu}(\mathbb{C})$, we have

$$
\langle A f, g\rangle_{F_{3, \iota}(\mathbb{C})}=\langle f, A g\rangle_{F_{3, \nu}(\mathbb{C})}, \quad\langle B f, g\rangle_{F_{3, \nu}(\mathbb{C})}=\langle f, B g\rangle_{F_{3, \nu}(\mathbb{C})}
$$

$$
\begin{aligned}
& V_{3, \nu}(\mathbb{C}) \subset \operatorname{Dom}([A, B]) . \\
& {[A, B]=-2 i\left[L_{3, \nu}, M\right] .}
\end{aligned}
$$

Thus the inequality (6) follows from Lemmas 2 and 3.

## 3. Reproducing kernel theory

Let $T: F_{3, \nu}(\mathbb{C}) \rightarrow H$ be a bounded linear operator from $F_{3, \nu}(\mathbb{C})$ into a Hilbert space $H$. By using the theory of reproducing kernels of Hilbert space and building on the ideas of Saitoh [24-26] we examine the extremal function associated to the operator $T$ on the Bessel-type Fock space $F_{3,2}(\mathbb{C})$.

Theorem 2. For any $h \in H$ and for any $\lambda>0$, the problem

$$
\begin{equation*}
\inf _{f \in F_{3, \nu}(\mathbb{C})}\left\{\lambda\|f\|_{F_{3, \nu}(\mathbb{C})}^{2}+\|T f-h\|_{H}^{2}\right\} \tag{7}
\end{equation*}
$$

has a unique minimizer given by

$$
\begin{equation*}
f_{\lambda, T}^{*}(h)=\left(\lambda I+T^{*} T\right)^{-1} T^{*} h . \tag{8}
\end{equation*}
$$

Proof. The problem (7) is solved elementarily by finding the roots of the first derivative $d \Phi$ of the quadratic and strictly convex function $\Phi(f)=$ $\lambda\|f\|_{F_{3, L}(\mathbb{C})}^{2}+\|T f-h\|_{H}^{2}-\|h\|_{H}^{2}$. Note that for convex functions the equation $d \Phi(f)=$ 0 is a necessary and sufficient condition for the minimum at $f$. The calculation provides

$$
d \Phi(f)=2 \lambda f+2 T^{*}(T f-h)
$$

and the assertion of the theorem follows at once.
In this section we examine the extremal functions associated to a difference operator $D$; and to an integral operator $P$, respectively.

### 3.1 The difference operator

Let $D$ be the difference operator defined by

$$
D f(z):=\frac{1}{z^{3}}(f(z)-f(0)) .
$$

If $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$, then $D f(z)=\sum_{n=0}^{\infty} a_{n+1} z^{3 n}$.
In this subsection, we determine the extremal function $f_{\lambda, D}^{*}$ associated to the difference operator $D$ on the space $F_{3, \nu}(\mathbb{C})$.

Theorem 3.
i. The operator $D$ maps continuously from $F_{3, \nu}(\mathbb{C})$ into $F_{3, \nu}(\mathbb{C})$, and

$$
\|D f\|_{F_{3, \nu}(\mathbb{C})} \leq\|f\|_{F_{3, \nu}(\mathbb{C})}
$$

ii. For $f \in F_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$, we have

$$
D^{*} f(z)=\sum_{n=1}^{\infty} \frac{\alpha_{n-1}(3, \nu)}{\alpha_{n}(3, \nu)} a_{n-1} z^{3 n}, \quad D^{*} D f(z)=\sum_{n=1}^{\infty} \frac{\alpha_{n-1}(3, \nu)}{\alpha_{n}(3, \nu)} a_{n} z^{3 n}
$$

iii. For any $h \in F_{3, \nu}(\mathbb{C})$ and for any $\lambda>0$, the problem

$$
\inf _{f \in F_{3, \nu}(\mathbb{C})}\left\{\lambda\|f\|_{F_{3, \nu}}^{2}+\|D f-h\|_{F_{3, \nu}(\mathbb{C})}^{2}\right\}
$$

has a unique minimizer given by

$$
f_{\lambda, D}^{*}(h)(z)=\left\langle h, \Psi_{z}\right\rangle_{F_{3, /}(\mathbb{C})}
$$

where

$$
\Psi_{z}(w)=\sum_{n=0}^{\infty} \frac{\left(\overline{)^{3 n+3}} w^{3 n}\right.}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)}, \quad w \in \mathbb{C} .
$$

## Proof.

i. If $f \in F_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$, then

$$
\|D f\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty} \alpha_{n}(3, \nu)\left|a_{n+1}\right|^{2} \leq \sum_{n=1}^{\infty} \alpha_{n}(3, \nu)\left|a_{n}\right|^{2} \leq\|f\|_{F_{3, \nu}(\mathbb{C})}^{2}
$$

ii. If $f, g \in F_{3,2}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$, then

$$
\langle D f, g\rangle_{F_{3, \nu}(\mathbb{C})}=\sum_{n=0}^{\infty} \alpha_{n}(3, \nu) a_{n+1} \overline{b_{n}}=\sum_{n=1}^{\infty} \alpha_{n-1}(3, \nu) a_{n} \overline{b_{n-1}}=\left\langle f, D^{*} g\right\rangle_{F_{3, \nu}(\mathbb{C})},
$$

where

$$
D^{*} g(z)=\sum_{n=1}^{\infty} \frac{\alpha_{n-1}(3, \nu)}{\alpha_{n}(3, \nu)} b_{n-1} z^{3 n}
$$

And therefore

$$
D^{*} D f(z)=\sum_{n=1}^{\infty} \frac{\alpha_{n-1}(3, \nu)}{\alpha_{n}(3, \nu)} a_{n} z^{3 n}
$$

iii. We put $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$ and $f_{\lambda, D}^{*}(h)(z)=\sum_{n=0}^{\infty} c_{n} z^{3 n}$. From (8) we have $\left(\lambda I+D^{*} D\right) f_{\lambda, D}^{*}(h)(z)=D^{*} h(z)$. By (ii) we deduce that

$$
c_{0}=0, \quad c_{n}=\frac{\alpha_{n-1}(3, \nu) h_{n-1}}{\lambda \alpha_{n}(3, \nu)+\alpha_{n-1}(3, \nu)}, \quad n \in \mathbb{N}^{*} .
$$

Thus

$$
\begin{equation*}
f_{\lambda, D}^{*}(h)(z)=\sum_{n=0}^{\infty} \frac{\alpha_{n}(3, \nu) h_{n} z^{3 n+3}}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)}=\left\langle h, \Psi_{z}\right\rangle_{F_{3, \nu}(\mathbb{C})}, \tag{9}
\end{equation*}
$$

where

$$
\Psi_{z}(w)=\sum_{n=0}^{\infty} \frac{(\bar{z})^{3 n+3} w^{3 n}}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)} .
$$

This completes the proof of the theorem.
The extremal function $f_{\lambda, D}^{*}(h)$ possesses the following properties.
Theorem 4. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\begin{gathered}
\left|f_{\lambda, D}^{*}(h)(z)\right| \leq \frac{1}{2 \sqrt{\lambda}}\left(I_{3, \nu}\left(|z|^{2}\right)\right)^{1 / 2}\|h\|_{F_{3, \nu}(\mathbb{C})}, \\
\left\|f_{\lambda, D}^{*}(h)\right\|_{F_{3, \nu}(\mathbb{C})} \leq \frac{1}{2 \sqrt{\lambda}}\|h\|_{F_{3, \nu}(\mathbb{C})} .
\end{gathered}
$$

Proof. Let $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$ with $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$.
i. From (9) we have

$$
\left|f_{\lambda, D}^{*}(h)(z)\right| \leq\left\|\Psi_{z}\right\|_{F_{3, \nu}(\mathbb{C})}\|h\|_{F_{3, \nu}(\mathbb{C})} .
$$

And by using the fact that $(x+y)^{2} \geq 4 x y$ we obtain

$$
\left\|\Psi_{z}\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty} \frac{\alpha_{n}(3, \nu)|z|^{6 n+6}}{\left[\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)\right]^{2}} \leq \frac{1}{4 \lambda} \sum_{n=0}^{\infty} \frac{|z|^{6 n+6}}{\alpha_{n+1}(3, \nu)} \leq \frac{1}{4 \lambda} I_{3, \nu}\left(|z|^{2}\right) .
$$

This proves (i).
ii. From (9) we have

$$
\left\|f_{\lambda, D}^{*}(h)\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty} \alpha_{n}(3, \nu)\left[\frac{\alpha_{n-1}(3, \nu)\left|h_{n-1}\right|}{\lambda \alpha_{n}(3, \nu)+\alpha_{n-1}(3, \nu)}\right]^{2} .
$$

Using the fact that $(x+y)^{2} \geq 4 x y$ we obtain

$$
\left\|f_{\lambda, D}^{*}(h)\right\|_{F_{3, \nu}(\mathbb{C})}^{2} \leq \frac{1}{4 \lambda} \sum_{n=1}^{\infty} \alpha_{n-1}(3, \nu)\left|h_{n-1}\right|^{2}=\frac{1}{4 \lambda}\|h\|_{F_{3, \nu}(\mathbb{C})}^{2} .
$$

This proves (ii) and completes the proof of the theorem. As in the same way of Theorem 4 we also obtain.
Remark 1. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\left|D f_{\lambda, D}^{*}(h)(z)\right|,\left|f_{\lambda, D}^{*}(D h)(z)\right| \leq \frac{1}{2 \sqrt{\lambda}}\left(I_{3, \nu}\left(|z|^{2}\right)\right)^{1 / 2}\|f\|_{F_{3, \nu}(\mathbb{C})}
$$

The extremal function $f_{\lambda, D}^{*}(h)$ possesses also the following approximation formulas.

Theorem 5. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\lim _{\lambda \rightarrow 0^{+}}\left\|D f_{\lambda, D}^{*}(h)-h\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=0,
$$

and

$$
\lim _{\lambda \rightarrow 0^{+}} D f_{\lambda, D}^{*}(h)(z)=h(z) .
$$

Proof. Let $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$ with $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$. From (9) we have

$$
D f_{\lambda, D}^{*}(h)(z)-h(z)=\sum_{n=0}^{\infty} \frac{-\lambda \alpha_{n+1}(3, \nu) h_{n}}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)} z^{3 n} .
$$

Therefore

$$
\left\|D f_{\lambda, D}^{*}(h)-h\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty} \alpha_{n}(3, \nu)\left[\frac{\lambda \alpha_{n+1}(3, \nu)\left|h_{n}\right|}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)}\right]^{2}
$$

Using the fact that

$$
\alpha_{n}(3, \nu)\left[\frac{\lambda \alpha_{n+1}(3, \nu)\left|h_{n}\right|}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)}\right]^{2} \leq \alpha_{n}(3, \nu)\left|h_{n}\right|^{2}
$$

and

$$
\frac{\lambda \alpha_{n+1}(3, \nu)\left|h_{n}\right|}{\lambda \alpha_{n+1}(3, \nu)+\alpha_{n}(3, \nu)}|z|^{3 n} \leq\left|h_{n} \| z\right|^{3 n},
$$

we obtain the results from dominated convergence theorem. As in the same way of Theorem 5 we also obtain.
Remark 2. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\lim _{\lambda \rightarrow 0^{+}}\left\|f_{\lambda, D}^{*}(D h)-\left(h-h_{0}\right)\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=0
$$

and

$$
\lim _{\lambda \rightarrow 0^{+}} f_{\lambda, D}^{*}(D h)(z)=h(z)-h(0),
$$

where $h_{0}(z)=h(0)$.

### 3.2 The integral operator

Let $P$ be the integral operator defined by

$$
P f(z):=\left\langle f, \Phi_{z}\right\rangle_{F_{3, \nu}(\mathbb{C})}=\int_{\mathbb{C}} f(w) \overline{\Phi_{z}(w)} d m_{3, \nu}(w)
$$

where

$$
\Phi_{z}(w)=\sum_{n=0}^{\infty} \frac{(\bar{z})^{3 n+3} w^{3 n}}{(\sqrt{n+1})^{3} \alpha_{n}(3, \nu)}, \quad w \in \mathbb{C} .
$$

If $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$, then $\operatorname{Pf}(z)=\sum_{n=1}^{\infty} \frac{a_{n-1}}{(\sqrt{n})^{3}} 3^{3 n}$.
In this subsection, we determine the extremal function $f_{\lambda, P}^{*}$ associated to the integral operator $P$ on the space $F_{3, \nu}(\mathbb{C})$.

Theorem 6.
i. The operator $P$ maps continuously from $F_{3, \nu}(\mathbb{C})$ into $F_{3, \nu}(\mathbb{C})$, and

$$
\|P f\|_{F_{3, \nu}(\mathbb{C})} \leq \sqrt{27(\nu+1)}\|f\|_{F_{3, \nu}(\mathbb{C})}
$$

ii. For $f \in F_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$, we have

$$
P^{*} f(z)=\sum_{n=0}^{\infty} \frac{\alpha_{n+1}(3, \nu) a_{n+1}}{(\sqrt{n+1})^{3} \alpha_{n}(3, \nu)} z^{3 n}, \quad P^{*} P f(z)=\sum_{n=0}^{\infty} \frac{\alpha_{n+1}(3, \nu) a_{n}}{(n+1)^{3} \alpha_{n}(3, \nu)} z^{3 n}
$$

iii. For any $h \in F_{3, \nu}(\mathbb{C})$ and for any $\lambda>0$, the problem

$$
\inf _{f \in F_{3, \nu}(\mathbb{C})}\left\{\lambda\|f\|_{F_{3, \nu}(\mathbb{C})}^{2}+\|P f-h\|_{F_{3, \nu}(\mathbb{C})}^{2}\right\}
$$

has a unique minimizer given by

$$
f_{\lambda, P}^{*}(h)(z)=\left\langle h, \Psi_{z}\right\rangle_{F_{3, l}(\mathbb{C})},
$$

where

$$
\Psi_{z}(w)=\sum_{n=1}^{\infty} \frac{(\sqrt{n})^{3}(\bar{z})^{3(n-1)} w^{3 n}}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)}, \quad w \in \mathbb{C} .
$$

## Proof.

i. If $f \in F_{3, \nu}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$, then $\|P f\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty} \frac{\alpha_{n}(3, \nu)}{n^{3}}\left|a_{n-1}\right|^{2} \leq 27(\nu+1) \sum_{n=0}^{\infty} \alpha_{n}(3, \nu)\left|a_{n}\right|^{2}=27(\nu+1)\|f\|_{F_{3, \nu}(\mathbb{C})}^{2}$.
ii. If $f, g \in F_{3,2}(\mathbb{C})$ with $f(z)=\sum_{n=0}^{\infty} a_{n} z^{3 n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{3 n}$, then $\langle P f, g\rangle_{F_{3, \nu}(\mathbb{C})}=\sum_{n=1}^{\infty} \alpha_{n}(3, \nu) \frac{a_{n-1}}{(\sqrt{n})^{3}} \overline{b_{n}}=\sum_{n=0}^{\infty} \alpha_{n+1}(3, \nu) \frac{a_{n}}{(\sqrt{n+1})^{3}} \overline{b_{n+1}}=\left\langle f, P^{*} g\right\rangle_{F_{3, \nu}(\mathbb{C})}$,
where

$$
P^{*} g(z)=\sum_{n=0}^{\infty} \frac{\alpha_{n+1}(3, \nu) b_{n+1}}{(\sqrt{n+1})^{3} \alpha_{n}(3, \nu)} z^{3 n} .
$$

And therefore

$$
P^{*} P f(z)=\sum_{n=0}^{\infty} \frac{\alpha_{n+1}(3, \nu) a_{n}}{(n+1)^{3} \alpha_{n}(3, \nu)} z^{3 n} .
$$

iii. We put $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$ and $f_{\lambda, P}^{*}(h)(z)=\sum_{n=0}^{\infty} c_{n} z^{3 n}$. From (8) we have $\left(\lambda I+P^{*} P\right) f_{\lambda, P}^{*}(h)(z)=P^{*} h(z)$. By (ii) we deduce that

$$
c_{n}=\frac{(\sqrt{n+1})^{3} \alpha_{n+1}(3, \nu) h_{n+1}}{\lambda(n+1)^{3} \alpha_{n}(3, \nu)+\alpha_{n+1}(3, \nu)}, \quad n \in \mathbb{N} .
$$

Thus

$$
\begin{equation*}
f_{\lambda, P}^{*}(h)(z)=\sum_{n=1}^{\infty} \frac{(\sqrt{n})^{3} \alpha_{n}(3, \nu) h_{n} z^{3 n-3}}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)}=\left\langle h, \Psi_{z}\right\rangle_{F_{3, \nu}(\mathbb{C})}, \tag{10}
\end{equation*}
$$

where

$$
\Psi_{z}(w)=\sum_{n=1}^{\infty} \frac{(\sqrt{n})^{3}(\bar{z})^{3 n-3} w^{3 n}}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)} .
$$

This completes the proof of the theorem.
The extremal function $f_{\lambda, P}^{*}(h)$ possesses the following properties.
Theorem 7. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\begin{gathered}
\left|f_{\lambda, P}^{*}(h)(z)\right| \leq \frac{1}{2 \sqrt{\lambda}}\left(I_{3, \nu}\left(|z|^{2}\right)\right)^{1 / 2}\|h\|_{F_{3, \nu}(\mathbb{C})} \\
\left\|f_{\lambda, P}^{*}(h)\right\|_{F_{3, \iota}(\mathbb{C})} \leq \frac{1}{2 \sqrt{\lambda}}\|h\|_{F_{3, \iota}(\mathbb{C})}
\end{gathered}
$$

Proof. Let $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$ with $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$.
i. From (10) we have

$$
\left|f_{\lambda, P}^{*}(h)(z)\right| \leq\left\|\Psi_{z}\right\|_{F_{3, \iota}(\mathbb{C})}\|h\|_{F_{3, \nu}(\mathbb{C})} .
$$

And by using the fact that $(x+y)^{2} \geq 4 x y$ we obtain

$$
\left\|\Psi_{z}\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty} \frac{n^{3} \alpha_{n}(3, \nu)|z|^{6 n-6}}{\left[\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)\right]^{2}} \leq \frac{1}{4 \lambda} \sum_{n=0}^{\infty} \frac{|z|^{6 n}}{\alpha_{n}(3, \nu)}=\frac{1}{4 \lambda} I_{3, \nu}\left(|z|^{2}\right) .
$$

This proves (i).
ii. From (10) we have

$$
\left\|f_{\lambda, P}^{*}(h)\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=0}^{\infty} \alpha_{n}(3, \nu)\left[\frac{(\sqrt{n+1})^{3} \alpha_{n+1}(3, \nu)\left|h_{n+1}\right|}{\lambda(n+1)^{3} \alpha_{n}(3, \nu)+\alpha_{n+1}(3, \nu)}\right]^{2}
$$

Using the fact that $(x+y)^{2} \geq 4 x y$ we obtain

$$
\left\|f_{\lambda, P}^{*}(h)\right\|_{F_{3, \nu}(\mathbb{C})}^{2} \leq \frac{1}{4 \lambda} \sum_{n=0}^{\infty} \alpha_{n+1}(3, \nu)\left|h_{n+1}\right|^{2} \leq \frac{1}{4 \lambda}\|h\|_{F_{3, \nu}(\mathbb{C})}^{2}
$$

This proves (ii) and completes the proof of the theorem. As in the same way of Theorem 7 we also obtain.
Remark 3. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\left|P f_{\lambda, P}^{*}(h)(z)\right|,\left|f_{\lambda, P}^{*}(P h)(z)\right| \leq \frac{3 \sqrt{3}}{2} \sqrt{\frac{\nu+1}{\lambda}}\left(I_{3, \nu}\left(|z|^{2}\right)\right)^{1 / 2}\|h\|_{F_{3, \nu}(\mathbb{C})}
$$

The extremal function $f_{\lambda, P}^{*}(h)$ possesses also the following approximation formulas.
Theorem 8. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\lim _{\lambda \rightarrow 0^{+}}\left\|P f_{\lambda, P}^{*}(h)-\left(h-h_{0}\right)\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=0
$$

and

$$
\lim _{\lambda \rightarrow 0^{+}} P f_{\lambda, P}^{*}(h)(z)=h(z)-h(0)
$$

Proof. Let $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$ with $h(z)=\sum_{n=0}^{\infty} h_{n} z^{3 n}$. From (10) we have

$$
P f_{\lambda, P}^{*}(h)(z)-(h(z)-h(0))=\sum_{n=1}^{\infty} \frac{-\lambda n^{3} \alpha_{n-1}(3, \nu) h_{n}}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)} z^{3 n}
$$

Therefore

$$
\left\|P f_{\lambda, P}^{*}(h)-\left(h-h_{0}\right)\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=\sum_{n=1}^{\infty} \alpha_{n}(3, \nu)\left[\frac{\lambda n^{3} \alpha_{n-1}(3, \nu)\left|h_{n}\right|}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)}\right]^{2}
$$

Using the fact that

$$
\alpha_{n}(3, \nu)\left[\frac{\lambda n^{3} \alpha_{n-1}(3, \nu)\left|h_{n}\right|}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)}\right]^{2} \leq \alpha_{n}(3, \nu)\left|h_{n}\right|^{2}
$$

and

$$
\frac{\lambda n^{3} \alpha_{n-1}(3, \nu)\left|h_{n}\right|}{\lambda n^{3} \alpha_{n-1}(3, \nu)+\alpha_{n}(3, \nu)}|z|^{3 n} \leq\left|h_{n}\right||z|^{3 n}
$$

we obtain the results from dominated convergence theorem.

As in the same of Theorem 8 we also obtain.
Remark 4. If $\lambda>0$ and $h \in F_{3, \nu}(\mathbb{C})$, then

$$
\lim _{\lambda \rightarrow 0^{+}}\left\|f_{\lambda, P}^{*}(P h)-h\right\|_{F_{3, \nu}(\mathbb{C})}^{2}=0
$$

and

$$
\lim _{\lambda \rightarrow 0^{+}} f_{\lambda, P}^{*}(P h)(z)=h(z) .
$$

## 4. Conclusion and perspectives

Bargmann [1] in 1961 introduced the classical Fock space $F(\mathbb{C})$ and Cholewinsky [2] in 1984 introduced the generalized Fock space $F_{2, y}(\mathbb{C})$. The Bessel-type Fock space $F_{3, \nu}(\mathbb{C})$ introduced in this work generalizes these analytic spaces. We are studied the Tikhonov regularization problem associated to this Hilbert space, and we are established the extremal function for this problem. Finally, in a future paper we have the idea to study the Bessel-type Segal-Bargmann transform, in which we will prove inversion formula, Plancherel formula and some uncertainty inequalities for this transform.
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## Chapter 7

# On Principal Parts-Extension for a Noether Operator A 

Abdourahman Haman Adji


#### Abstract

The main purpose of this work is to realize and establish the extension of a noether operator $A$ defined by a third kind singular integral equation. The extended operator of the initial operator $A$ is noted $\hat{A}$ and acting from a new specific functional space constructed denoted $V_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=1}^{m} \alpha_{k} F \cdot p \frac{1}{x^{k}}\right\}$, into the same previous space $C_{0}^{\{P\}}[-1,1]$. We investigate the noetherity of the extended initial noether operator noted $\hat{A}$, when we realized the extension taking the unknown function $\varphi(x)$ from the space $V_{m}$. The index of such noether operator $\chi(\hat{A})$ is calculated and therefore, the conditions of the noetherity nature of the extended operator are established.


Keywords: integral equation of the third kind, deficient numbers, index, Taylor derivative, noether operator, fundamental functions, singular operator

## 1. Introduction

The construction of noether theory for some integrodifferential operators defined by linear third-kind integral equations in some specific functional spaces is well known and still interests many scientists around the world. Various scientific works dedicated to the noetherity of integrodifferential operators have been published by many researchers investigating such topics.

In our previous works, while constructing noether theory for integrodifferential operators defined by the third kind integral equations, we approached the question of the solvability of linear integral equations of the third kind $a(x) I+K$, where $K$ is an integral operator and $a(x)$ is a given function vanishing on some set of points. That was illustrated in many works (see for example, papers [1-12] and scientific collections $[13,14]$. We also recall that such equations arise frequently in various applications and by their particular nature are connected with singularities of the function $a$ $(x)$. In connexion with integral equations of the third kind, we can note that they have been investigated at the beginning of the centenary. In addition, there is a particular interest linked to them in relation to the requirement of transport theory without forgetting the theory of elliptical-hyperbolic type equations. In most scientific research works, the solution of the integral equation of the third kind seems to be the space of continuous functions on the closed interval $[a, b]$.

Specific approaches are needed when constructing noether theory for integrodifferential operators and, once we succeed to establish the noetherity of the considered operator, we can always set to the problem of the investigation of the extension of the studied already noether operator. For some details see [15-18].

The illustration of the great importance of the construction and establishment of noetherity of some integrodifferential operators defined by third-kind integral equations is clearly presented through the works of many scientists. For full details on such investigations and results, we can refer to works such as [3-5, 15, 16, 19-26]. Let us recall that among many others, Bart G.R, Warnock R.L., Roghozin V., Raslambekov V. S., and Gobbassov N.S., respectively, in their scientific works, had constructed noether theory for some integrodifferential operators defined similarly but having some specificities on the considered integral equation. They have realized some cases of extension and established noetherity of the considered extended operator.

We recall that the noetherity of the initial operator $(A \varphi)(x)=x^{p} \varphi^{\prime}(x)+$ $\int_{-1}^{1} K(x, t) \varphi(t) d t=f(x) ; x \in[-1,1]$, with $\varphi \in C_{-1}^{1}[-1,1], f(x) \in C_{0}^{\{P\}}[-1,1]$ and $K(x, t) \in$ $C_{0}^{\{P\}}[-1,1] \mathrm{X} \mathrm{C}[-1,1]$ is completely established in $[4,5]$.
E.Tompé and al, in their recent published article titled "On Delta-Extension for a Noether Operator" have realized the extension of the initial operator $(A \varphi)(x)=x^{p} \varphi^{\prime}(x)+$ $\int_{-1}^{1} K(x, t) \varphi(t) d t=f(x) ; x \in[-1,1]$, when the unknown function rather than $\varphi \in C_{-1}^{1}[-1,1]$, was took from the space $D_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=0}^{m} \alpha_{k} \delta^{\{k\}}(x)\right\}$ with the conditions $0 \leq m \leq p-2$. For full details see [22].

Just recently their paper titled "Noetherity of a Dirac Delta-Extension for a Noether Operator" was published in the International Journal of Theoretical and Applied Mathematics. Vol. 8, No. 3, 2022, pp. 51-57. doi: 10.11648/j.ijtam.20220803.11, Abdourahman, Ecclésiaste Tompé Weimbapou, and Emmanuel Kengne completely covered the investigation of the noetherity of the extended operator $\bar{A}$ of the initial operator $(A \varphi)(x)=x^{p} \varphi^{\prime}(x)+\int_{-1}^{1} K(x, t) \varphi(t) d t=f(x) ; x \in[-1,1]$, previously started, when also, at this time the unknown function rather than $\varphi \in C_{-1}^{1}[-1,1]$ has been taken as following
$\varphi \in D_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=0}^{n} \alpha_{k} \delta^{\{k\}}(x)\right\}$ with supplementary condition $m>p-2$.
The noetherity, in both two cases, investigated, of the extended operator noted $\bar{A}$ was established and its index $\chi(\bar{A})$ is calculated.

Following such previous research cited and other works are done by many scientists, related to the realization of various types of extensions of noether operators, we are conducting the work to realize a particular type of extension when we add, at this time, functions from the space of principal-parts values of the following indicated form $\left\{\sum_{k=1}^{m} \alpha_{k} F . p \frac{1}{x^{k}}\right\}$.

Namely here in this paper, we realize the extension of the following noether operator defined by the third kind singular integral equation

$$
\begin{equation*}
(A \varphi)(x)=x^{p} \varphi^{\prime}(x)+\int_{-1}^{1} K(x, t) \varphi(t) d t=f(x) ; x \in[-1,1] \tag{1}
\end{equation*}
$$

where $\varphi \in C_{-1}^{1}[-1,1], f(x) \in C_{0}^{\{P\}}[-1,1]$ and $K(x, t) \in C_{0}^{\{P\}}[-1,1] \mathrm{X} \mathrm{C}[-1,1]$ with principal parts functions, i.e., $\varphi \in V_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=1}^{m} \alpha_{k} F . p \frac{1}{x^{k}}\right\}$ and next, we establish the noetherity of the extended operator.

The structure of this chapter is the following: Section 2 is devoted to some fundamental well-known notions and concepts of noether theory, Fredholm third kind integral equation, Taylor derivatives, associated spaces, and associated operators. Section 3 presenting the main results of the chapter deals properly with the realization of the extension of the operator $A$ when taking the unknown function from the space $V_{m}$. Lastly, after making a small important remark, we conclude our chapter in Section 4, followed by some recommendations for the follow-up or future scientific works to undertake, as stated in Section 5.

## 2. Preliminaries

Before presenting our main results in full detail, the following definitions and concepts well known from the noether theory of operators are required for the realization of this research. We also recall the notions of Taylor derivatives and linear Fredholm integral equation of the third kind, widely studied in many works done by different authors among many of them Bart GR, Sukavanam N, Shulaia D.A, Gobbassov N.S. See [3, 27-31] for more details.

First of all, let us move to the following concept.

## A. Noether operator

Definition 1. Let $X$, Y be Banach spaces, $A \in l(X, Y)$ a linear operator. The quotient spacecoker $A=Y / \operatorname{imA} A$ is called the cokernel of the operator $A$. The dimensions $\alpha(A)=\operatorname{dimker} A, \beta(A)=\operatorname{dim}$ coker $A$ are called the nullity and the deficiency of the operator $A$, respectively. If at least one of the numbers $\alpha(A)$ or $\beta(A)$ is finite, then the difference Ind $A=\alpha(A)-\beta(A)$ is called the index of the operator $A$.

Definition 2. Let $X, Y$ be Banach spaces, $A \in l(X, Y)$ is said to be normally solvable if it possesses the following property: The equation $A x=$ $y(y \in Y)(y \in Y)$ has at least one solution $x \in D(A)(D(A)$ is the domain of $A)$ if and only if $\langle y, f\rangle=0 \forall f \in(\text { im } A)^{\perp}$ holds.

We recall that by the definition of the adjoint operator $(\operatorname{im} A)^{\perp}=\operatorname{ker} A^{*}$ and it's proven in [4] that The operator $A$ is normally solvable if and only if its image space $i m A$ is closed.

Definition 3. A closed normally solvable operator A is called a Noether operator if its index is finite.
By the way, we briefly review these important notions of Taylor derivatives which are widely used when constructing noether theory of the considered operator A.

Definition 4. A Continuous function $\varphi(x) \epsilon C[-1,1]$ admits at the point $x=0$ Taylor derivative up to the order $p \in \mathbb{N}$ if there exists recurrently for $k=$ $1,2, \ldots, p$, the following limits:

$$
\begin{equation*}
\varphi^{\{k\}}(0)=k!\lim _{x \rightarrow 0} x^{-k}\left[\varphi(x)-\sum_{j=0}^{k-1} \frac{\varphi^{j\}}(0)}{j!} x^{j}\right] \tag{2}
\end{equation*}
$$

The class of such functions $\varphi(x)$ is denoted $C_{0}^{\{p\}}[-1,1]$.
Next, let us move to the following part.
Let $C^{m}[-1,1], m \in \mathbb{Z}_{+}$, noted the Banach space of continuous functions on $[-1,1]$, having continuous derivatives up to order $m$, for which the norm is defined as follows:

$$
\begin{equation*}
\|\varphi(x)\|_{C^{m}[-1,1]}=\sum_{\mathrm{j}=0}^{\mathrm{m}} \max _{-1 \leq \mathrm{x} \leq 1}\left|\varphi^{(\mathrm{j})}(\mathrm{x})\right| \tag{3}
\end{equation*}
$$

Therefore, we can consider $\varphi^{\{k\}}(0)$ are defined for all $k=1,2, \ldots, p$.
We define $C_{0}^{\{p\}}[-1,1]$ as a subspace of continuous functions, having finite Taylor derivatives up to order $p \in \mathbb{Z}_{+}$; and when $p=0$, we put $\left(C_{0}^{\{p\}}[-1,1]=C_{0}^{\{0\}}[-1,1]=C[-1,1]\right)$.

Let us also define a linear operator $N^{k}$ on the space $C_{0}^{\{p\}}[-1,1]$ by the formula:

$$
\begin{equation*}
\left(N^{k} \varphi\right)(x)=\frac{\varphi(x)-\sum_{j=0}^{k-1} \frac{\varphi^{j i j}(0)}{j!} x^{j}}{x^{k}}, k=1,2, \ldots, p \tag{4}
\end{equation*}
$$

One can easily verify the property $N^{k}=N^{k_{1}} N^{k-k_{1}}, 0 \leq k_{1} \leq k, k, k_{1} \in \mathbb{Z}_{+}$, where we put $N^{0}=I$.
Definition 5 . The operator $N^{p}$ is called the characteristical operator of the space $C_{0}^{\{p\}}[-1,1]$.
Remark: The sense of the previous definition can be seen from the verification of the following lemma and also for more details see [23, 25, 26].
Lemma 2.1. A function $\varphi(x)$ belongs to $C_{0}^{\{p\}}[-1,1]$ if and only if, the following representation

$$
\begin{equation*}
\varphi(x)=x^{p} \phi(x)+\sum_{k=0}^{p-1} \alpha_{k} x^{k} \tag{5}
\end{equation*}
$$

holds with the function $\phi(x) \in C[-1,1]$, and $\alpha_{k}$ being constants.
To prove Lemma 2.1 it is enough to observe that (5) implies that the Taylor derivatives of $\varphi(x)$ up to the order $p$ exists, and more $\varphi^{\{k\}}(0)=k!\alpha_{k}, k=$ $0,1,2, \ldots, p-1, \varphi^{\{0\}}(0)=p!\phi(0)$ with $\phi(x)=\left(N^{k} \varphi\right)(x)$. Conversely, if $\varphi(x)$ belongs to $C_{0}^{\{p\}}[-1,1]$, and we define $\phi(x)=\left(N^{k} \varphi\right)(x)$ with $\alpha_{k}=\frac{\varphi^{\{k\}}(0)}{k!}, k=$ $0,1,2, \ldots, p-1$, then the representation (5) holds. From Lemma 2.1, it follows that for $\varphi(x) \in C_{0}^{\{p\}}[-1,1]$ the inequality

$$
\begin{equation*}
\varphi(x)=x^{p}\left(N^{k} \varphi\right)(x)+\sum_{k=0}^{p-1} \frac{\varphi^{\{k\}}(0)}{k!} x^{k}, \tag{6}
\end{equation*}
$$

is valid.
Consequently, the linear operator $N^{p}$ establishes a relation between the spaces $C_{0}^{\{p\}}[-1,1]$ and $C[-1,1]$. The space $C_{0}^{\{p\}}[-1,1]$ with the norm

$$
\begin{equation*}
\|\varphi\|_{C_{0}^{\{p\}}[-1,1]}=\left\|N^{p} \varphi\right\|_{C[-1,1]}+\sum_{k=0}^{p-1}\left|\varphi^{\{k\}}(0)\right| \tag{7}
\end{equation*}
$$

becomes a Banach space one.
Let note also that we can define the previous norm in the following way:
$\|\varphi\|_{C_{0}^{\{p]}[-1,1]}=\left\|N^{p} \varphi\right\|_{C[-1,1]}+\sum_{k=0}^{p-1}\left|\alpha_{k}\right|=\|\phi(x)\|_{C[-1,1]}+\sum_{k=0}^{p-1}\left|\alpha_{k}\right|$.
Sometimes it is comfortable and suitable to consider as the norm in the space $C_{0}^{\{p\}}[-1,1]$ the equivalent norm is defined as follows:

$$
\begin{equation*}
\|\varphi\|_{C_{0}^{\{p\}}[-1,1]}=\sum_{j=0}^{p}\left\|N^{j} \varphi\right\|_{C[-1,1]} \tag{9}
\end{equation*}
$$

We can also note a very useful and clearly helpful next inequality:

$$
\begin{equation*}
\|\varphi\|_{C[-1,1]} \leq\left\|N^{p} \varphi\right\|_{C[-1,1]}+\sum_{j=0}^{p-1}\left|\varphi^{\{j\}}(0)\right|=\|\varphi\|_{C_{0}^{\{p\}}[-1,1]} \tag{10}
\end{equation*}
$$

Therefore, it is obvious to see that

$$
\begin{equation*}
\|\varphi\|_{C[-1,1]} \leq\|\varphi\|_{C_{0}^{\{p\}}[-1,1]} . \tag{11}
\end{equation*}
$$

Finally, note that from definition 2.1, we can follow fact that if $\varphi(x) \in C[-1,1]$, then $x^{p} \varphi(x) \in C_{0}^{\{p\}}[-1,1]$. This assertion may be generalized as follows:

Lemma 2.2. Let $p \in \mathbb{N}, s \in \mathbb{Z}_{+}$. If $\varphi(x) \in C_{0}^{\{s\}}[-1,1]$ then, $x^{p} \varphi(x) \in C_{0}^{\{p+s\}}[-1,1]$, and the formula holds

$$
\left(x^{p} \varphi(x)\right)^{\{j\}}(0)=\left\{\begin{array}{l}
0, j=0,1, \ldots, p-1  \tag{12}\\
\frac{j!}{(j-p)!} \varphi^{\{j-p\}}(0), j=p, \ldots, p+s
\end{array}\right.
$$

Proof. Note that a stronger assumption on the function $\varphi(x)$, such that $\varphi(x) \in C_{0}^{\{p+s\}}[-1,1]$ would allow us to easily prove the lemma just by applying the Leibniz formula.

For $s=0$ the statement has already been proved above, so
$x^{p} \varphi(x) \in C_{0}^{\{p\}}[-1,1]$, and $\left(x^{p} \varphi(x)\right)^{\{j\}}(0)=0, j=0, \ldots, p-1$ and
$\left(x^{p} \varphi(x)\right)^{\{p\}}(0)=p!\varphi(0)$. Now let us prove that $\left(x^{p} \varphi(x)\right)^{\{j\}}(0)=$
$\frac{j!}{(j-p)!} \varphi^{\{j-p\}}(0), j=p+1, \ldots, p+s$. Since the derivatives are defined recurrently, and (12) is true for $j=p$, then it is sufficient to verify the passage from $j$ to $j+1$. We have:

$$
\begin{align*}
& \left(x^{p} \varphi(x)\right)^{\{j+1\}}(0)=(j+1)!\lim _{x \rightarrow 0} \frac{x^{p} \varphi(x)-\sum_{l=p}^{j} \frac{x^{l}}{(l-p)!} \varphi^{\{l-p\}}(0)}{x^{j+1}}  \tag{13}\\
& =(j+1)!\lim _{x \rightarrow 0} \frac{\varphi(x)-\sum_{l=0}^{j-p} \frac{x^{l} \varphi^{\{l\}}(0)}{l!}}{x^{j+1-p}}=\frac{(j+1)!}{(j+1-p)!} \varphi^{\{j+1-p\}}(0) . \tag{14}
\end{align*}
$$

Lemmas 2.1 and 2.2 imply the next important lemma.
Lemma 2.3.
Let $\mathrm{f}(x) \in C_{0}^{\{p\}}[-1,1], p \in \mathbb{N}$ and $f(0)=\ldots \ldots=f^{\{r-1\}}(0)=0,1 \leq r \leq p$. Then $\frac{f(x)}{x^{r}} \in C_{0}^{\{p-s\}}[-1,1]$.

We say that the kernel $k(x, t) \in C_{0}^{\{P\}}[-1,1] X C[-1,1]$, if and only if $k(x, t) \in \mathrm{C}[-1,1] \mathrm{X} C[-1,1]$ and admits Taylor derivatives according to the variable $x$ at the point $(0, t)$ whatever $t \in[-1,1]$.
B. Associated spaces and associated operators

Instead of talking about adjoint operators when establishing the noetherity of an operator, we can note that also noether property of an operator may depend on the concept of associated operators and associated spaces. Therefore, we start by recalling these two important concepts and we give some associated spaces that we are going to use later within the work.

Definition 6.
The Banach space $E^{\prime} \subset E^{*}$ is called associated space with a Banach space $E$, if

$$
\begin{equation*}
|<f, \varphi>| \leq c\|f\|_{E^{\prime}}\|\varphi\|_{E} \forall \varphi \in E, f \in E^{\prime} \tag{15}
\end{equation*}
$$

Definition 6. Let $E_{j},(\mathrm{j}=1,2)$ be Banach spaces and $E_{j}^{\prime}$ their associated spaces, operators $A \in l\left(E_{1}, E_{2}\right)$ and $A^{\prime} \in l\left(E_{1}^{\prime}, E_{2}^{\prime}\right)$ are associated if and only if:

$$
\begin{equation*}
\left(A^{\prime} f, \varphi\right)=(f, A \varphi) \forall f \in E_{2}^{\prime} \text { and } \varphi \in E_{1} \tag{16}
\end{equation*}
$$

The following important result gives noether property via an associated operator.

Lemma 1. Let $E_{j}, \mathrm{j}=1,2$ be Banach spaces, $E_{j}^{\prime}$ their associated spaces, $A \in l\left(E_{1}, E_{2}\right)$ and $A^{\prime} \in l\left(E_{1}^{\prime}, E_{2}^{\prime}\right)$ are associated with noether operators, we have $\chi(A)=-\chi\left(A^{\prime}\right)$ (where $\chi$ means the index), and for the solvability of equation
$A \varphi=f$ it's necessary and sufficient that $(f, \psi)=0$ for all solutions of the associated homogenous equation $A^{\prime} \psi=0$.

We finish these reminders with two very important results that define the associated spaces of spaces that we will use later.

Lemma 2. Space $C_{x_{0}}^{1}[-1,1]$ is associated with space $C[-1,1]$ where $C_{x_{0}}^{1}[-1,1]$ means the space of functions $\varphi \in C[-1,1]$ satisfying $\varphi\left(x_{0}\right)=0$.

Proof. Let $f \in C_{x_{0}}^{1}[-1,1]$ and $\varphi \in C[-1,1]$. Then we have:
$\left|<f, \varphi>\left|=\left|\int_{-1}^{1} f(x) \varphi(x) d x\right| \leq 2 \max _{-1 \leq x \leq 1}\right| f(x)\right| \cdot \max _{-1 \leq x \leq 1}|\varphi(x)|$.
Let us also recall the definition of the space of generalized functions $P^{1}$ given in [12, 22, 23].

Definition 7. Through $P^{1}$ we denote the space of distributions $\psi$ on the space of test functions $C_{-1}^{\{p\}}[-1,1]$ such that:
$\psi(x)=\frac{z(x)}{x^{p}}+\sum_{k=0}^{p-1} \beta_{k} \delta^{\{k\}}(x)$ where $(x) \in C_{-1}^{\{p\}}[-1,1] \cap C_{-1}^{1}[-1,1], \beta_{k}$ are arbitrary constants, $\delta^{\{k\}}(x)$ is the $k-t h$ Taylor derivative of the Dirac-delta function defined by:

$$
\begin{equation*}
\left(\delta^{\{k\}}(x), \varphi(x)\right)=\int_{-\infty}^{+\infty} \delta^{\{k\}} \varphi(x) d x=(-1)^{k} \varphi^{\{k\}}(0) \tag{18}
\end{equation*}
$$

In the space $P^{1}$ let us introduce the norm in the following way:

$$
\begin{equation*}
\|\psi\|_{P^{1}}=\|z\|_{C_{-1}^{\{p\}}[-1,1]}+\|z\|_{C^{1}[-1,1]}+\sum_{k=0}^{p-1}\left|\beta_{k}\right| \tag{19}
\end{equation*}
$$

with this norm, it was proved in $[12,22,23]$ that the space $P^{1}$ is a Banach space.

Lemma 3. The space $P^{1}$ is a Banach space associated with the space $C_{-1}^{\{p\}}[-1,1]$.
Proof. Similar to previous proof and for more details see also [5, 22].
Definition 8. An equation of the form

$$
\begin{equation*}
\mathrm{A}_{\mathrm{n}} \varphi=\mathrm{f}, \tag{20}
\end{equation*}
$$

where $f$ is a given function of the variable $x \in[a, b]$ and $\varphi$ the unknown function of $x \in[a, b]$ when the operator $A_{n}$ is defined by

$$
\begin{equation*}
\mathrm{A}_{\mathrm{n}} \varphi=\mathrm{g}_{\mathrm{n}}(\mathrm{x}) \varphi(\mathrm{x})-\int_{\mathrm{a}}^{\mathrm{b}} \mathrm{k}(\mathrm{x}, \mathrm{t}) \varphi(\mathrm{t}) \mathrm{dt} \tag{21}
\end{equation*}
$$

is called a linear Fredholm integral equation of the third kind.

In this case, $g_{n}(x)=\prod_{k=1}^{n}\left(x-x_{k}\right)$ is a given function of the variable $x \in[a, b]$ with $\left.x_{k} \in\right] a, b[$ and $k(x, t)$ is a given function of variables $(\mathrm{x}, \mathrm{t}) \in[\mathrm{a}, \mathrm{b}] \mathrm{X}[\mathrm{a}, \mathrm{b}]$.

Related to this notion of linear Fredholm integral equation of the third kind with full details also can be found in [5, 22].

Now, we can move to the presentation of the general results of our investigation stated in the following section.

## 3. Main results

Before we state the content of our results within the whole investigation, let's also give some needed definitions related to the main space and to singular integral for functions we used in the work.

Definition 9. We denote through $V_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=1}^{m} \alpha_{k} F . p .\left(\frac{1}{x^{k}}\right)\right\}$ the space of all functions presented as follows:

$$
\begin{equation*}
\varphi(x)=\varphi_{0}(x)+\sum_{k=1}^{m} \alpha_{k} F \cdot p \cdot\left(\frac{1}{x^{k}}\right) \tag{22}
\end{equation*}
$$

where $\varphi_{0}(x) \in C[-1,1]$ and $\varphi_{0}(-1)=0$ with the natural norm

$$
\begin{equation*}
\|\varphi\|=\left\|\varphi_{0}\right\|_{C[-1,1]}+\sum_{k=1}^{m}\left|\alpha_{k}\right| . . \tag{23}
\end{equation*}
$$

Next, we move to the following important concept.
A. Singular integral for functions from the space $C_{0}^{\{p\}}[-1,1]$.

If the function $g(x)$ has feature (singularity) in $x=0$, then we say that $\int_{-1}^{1} g(x) d x$ exists in the sense of Hadamard if it is true the following representation:

$$
\begin{equation*}
\int_{-1}^{-\varepsilon} \mathrm{g}(x) d x+\int_{\varepsilon}^{1} \mathrm{~g}(x) d x=a+\sum_{k=1}^{l} a_{k} \varepsilon^{-k}+a_{l+1} \ln \frac{1}{\varepsilon}+0(\varepsilon), \varepsilon \rightarrow 0 \tag{24}
\end{equation*}
$$

In this case, we put F.p. $\int_{-1}^{1} \mathrm{~g}(x) d x=a$, i.e., it remains the finite parts. Note that under the definition of convergence by Hadamard, we often take $a_{l+1}=0$, but we do not exclude that possibility as this can allow us to consider the convergence (V.p.) in the sense of Cauchy principal part as a particular case of convergence in the sense of Hadamard.

Now let $\varphi(x) \in C_{0}^{\{p\}}[-1,1], p \in \mathbb{N}$ and consider $\int_{-1}^{1} \frac{\varphi(x)}{x^{p}} d x, p \in \mathbb{N}$.

Lemma 4. Let $\varphi(x) \in C_{0}^{\{p\}}[-1,1], p \in \mathbb{N}$. Then it takes place the following relationships:
$\left\{\begin{array}{l}\text { F.p. } \int_{-1}^{1} \frac{\varphi(x)}{x^{p}} d x=\int_{-1}^{1}\left(\mathrm{~N}^{\mathrm{p}} \varphi\right)(x) d x+\sum_{k=0}^{p-2} \frac{\varphi^{\{k\}}(0)\left(1-(-1)^{k-p+1}\right)}{k-p+1} \\ \text { under } p \geq 2, \\ \text { and } \\ \text { F.p. } \int_{-1}^{1} \frac{\varphi(x)}{x} d x=\text { V.p. } \int_{-1}^{1} \frac{\varphi(x)}{x} d x=\int_{-1}^{1}(\mathrm{~N} \varphi)(x) d x .\end{array}\right.$
Proof. For the proof, we note that by virtue of lemma 2.1 we have $\varphi(x)=$ $x^{p}\left(\mathrm{~N}^{\mathrm{p}} \varphi\right)(x)+\sum_{k=0}^{p-1} \frac{\varphi^{[k]}(0)}{k!} x^{k}$ and next, it remains to note that

$$
\left\{\begin{array}{l}
\int_{-1}^{-\varepsilon} \frac{d x}{x^{p-k}}+\int_{\varepsilon}^{1} \frac{d x}{x^{p-k}}=\frac{1-(-1)^{k-p+1}}{k-p+1}+\frac{-\varepsilon^{k-p+1}+(-\varepsilon)^{k-p+1}}{k-p+1}  \tag{26}\\
\quad \text { when } k \neq p-1 \\
\text { and } \\
\text { and } \int_{-1}^{-\varepsilon} \frac{d x}{x}+\int_{\varepsilon}^{1} \frac{d x}{x}=0 .
\end{array}\right.
$$

Consequently,

$$
\begin{equation*}
\text { F.p. } \int_{-1}^{1} \frac{d x}{x^{p-k}}=\frac{1-(-1)^{k-p+1}}{k-p+1}, k=0,1, \ldots \ldots, p-2 . \tag{27}
\end{equation*}
$$

That is leading us to the first assertion.
Analogously we can prove the second assertion.
As previously indicated, we note through $\hat{A}$ the extension of the operator $A$ onto the space $C_{-1}^{1}[-1,1]$.

We will also note it in the following way:

$$
\begin{equation*}
F \cdot p\left(\frac{1}{x^{k}}\right)=P\left(\frac{1}{x^{k}}\right) \tag{28}
\end{equation*}
$$

and use the properties

$$
\begin{gather*}
\frac{d^{l}}{d x^{l}} P\left(\frac{1}{x^{k}}\right)=P\left(\frac{d^{l}}{d x^{l}} \frac{1}{x^{k}}\right) .  \tag{29}\\
x^{l} P\left(\frac{1}{x^{k}}\right)=\left\{\begin{array}{l}
x^{l-k}, \quad l>k \\
1, \quad l=k \\
P\left(\frac{1}{x^{k-l}}\right), \quad l<k .
\end{array}\right. \tag{30}
\end{gather*}
$$

In the following part, we consider our operator defined by the integral equation in the case to be investigated.
B. Integral equation in the case $m=p-1$

Let $\hat{A}$ - be the extension of the operator $A$ defined by the Eq. (1) and $A^{\prime}$ is the associated operator to $A$. Let us explain under which conditions the operators $\hat{A}$ and $\hat{A}^{\prime}$ are at least formally associated operators.
Let $m=p-1$. So that we have immediately considered computations:

$$
\begin{equation*}
\varphi(x)=\varphi_{0}(x)+\sum_{k=1}^{m} \alpha_{k} P\left(\frac{1}{x^{k}}\right)=\varphi_{0}(x)+\sum_{k=1}^{p-1} \alpha_{k} P\left(\frac{1}{x^{k}}\right) . \tag{31}
\end{equation*}
$$

First of all, we calculate $(\hat{A} \varphi, \Psi)$. Then we have

$$
\begin{align*}
(\hat{A} \varphi, \Psi)= & \left(x^{p} \varphi^{\prime}{ }_{0}(x)-\sum_{k=1}^{p-1} k \alpha_{k} x^{p-k-1}+\int_{-1}^{1} K(x, t) \varphi_{0}(t) d t+\sum_{k=1}^{m} \alpha_{k} \int_{-1}^{1} \frac{K(x, t)}{t^{k}} d t\right. \\
& \left.\frac{z(x)}{x^{p}}+\sum_{n=0}^{p-1} \beta_{n} \delta^{\{n\}}(x)\right) \\
= & \left(\varphi^{\prime}{ }_{0}(x), z(x)\right)-\sum_{k=1}^{p-1} k \alpha_{k} \int_{-1}^{1} \frac{z(x)}{x^{k+1}} d x+\left(\int_{-1}^{1} K(x, t) \varphi_{0}(t) d t, \frac{z(x)}{x^{p}}\right) \\
& +\sum_{k=1}^{p-1} \alpha_{k}\left(\int_{-1}^{1} \frac{K(x, t)}{t^{k}} d t, \frac{z(x)}{x^{p}}\right)+\sum_{n=0}^{p-1}(-1)^{n} \beta_{n} \int_{-1}^{1} K_{1}^{\{n\}}(0, t) \varphi_{0}(t) d t \\
& +\sum_{k=1}^{p-1} \alpha_{k} \sum_{n=0}^{p-1}(-1)^{n} \beta_{n} \int_{-1}^{1} \frac{K_{1}^{\{n\}}(0, t)}{t^{k}} d t+\left(-\sum_{k=1}^{p-1} k \alpha_{k} x^{p-k-1}, \sum_{n=0}^{p-1} \beta_{n} \delta^{\{n\}}(x)\right) \tag{32}
\end{align*}
$$

Next, let us also separately calculate on the other side the following expression:

$$
\begin{align*}
(\hat{A} \varphi, \Psi)= & \left(x^{p} \varphi^{\prime}{ }_{0}(x)-\sum_{k=1}^{p-1} k \alpha_{k} x^{p-k-1}+\int_{-1}^{1} K(x, t) \varphi_{0}(t) d t+\sum_{k=1}^{m} \alpha_{k} \int_{-1}^{1} \frac{K(x, t)}{t^{k}} d t\right. \\
& \left.\frac{z(x)}{x^{p}}+\sum_{n=0}^{p-1} \beta_{n} \delta^{\{n\}}(x)\right) \\
= & \left(\varphi^{\prime}{ }_{0}(x), z(x)\right)-\sum_{k=1}^{p-1} k \alpha_{k} \int_{-1}^{1} \frac{z(x)}{x^{k+1}} d x+\left(\int_{-1}^{1} K(x, t) \varphi_{0}(t) d t, \frac{z(x)}{x^{p}}\right) \\
& +\sum_{k=1}^{p-1} \alpha_{k}\left(\int_{-1}^{1} \frac{K(x, t)}{t^{k}} d t, \frac{z(x)}{x^{p}}\right)+\sum_{n=0}^{p-1}(-1)^{n} \beta_{n} \int_{-1}^{1} K_{1}^{\{n\}}(0, t) \varphi_{0}(t) d t \\
& +\sum_{k=1}^{p-1} \alpha_{k} \sum_{n=0}^{p-1}(-1)^{n} \beta_{n} \int_{-1}^{1} \frac{K_{1}^{\{n\}}(0, t)}{t^{k}} d t+\left(-\sum_{k=1}^{p-1} k \alpha_{k} x^{p-k-1}, \sum_{n=0}^{p-1} \beta_{n} \delta^{\{n\}}(x)\right) \tag{33}
\end{align*}
$$

We rewrite this term in the form of a sum and we obtain definitively the equation as follows:

$$
\begin{equation*}
\left(\sum_{n=0}^{p-1} \beta_{n} \delta^{\{n\}}(x),-\sum_{k=1}^{p-1} k \alpha_{k} x^{p-k-1}\right)=-\sum_{k=1}^{p-1}(-1)^{k-1} \alpha_{p-k} \beta_{k-1}(p-k)(k-1)! \tag{34}
\end{equation*}
$$

On the other side, we compute also the following needed expression:

$$
\begin{align*}
\left(\varphi, \hat{A}^{\prime} \Psi\right)= & \left(\varphi_{0}(x)+\sum_{k=1}^{p-1} \alpha_{k} \frac{1}{x^{k}},-\left(x^{p} \Psi\right)^{\prime}+\int_{-1}^{1} K(t, x) \Psi(t) d t\right) \\
= & \left(\varphi_{0}(x)+\sum_{k=1}^{p-1} \alpha_{k} \frac{1}{x^{k}},-z^{\prime}(x)+\int_{-1}^{1} \frac{K(x, t)}{t^{p}} z(t) d t+\sum_{n=0}^{p-1}(-1)^{n} \beta_{n} K_{1}^{\{n\}}(0, x)\right) \\
= & \left(\varphi_{0}(x),-z^{\prime}(x)\right)-\sum_{k=1}^{p-1} \alpha_{k}\left(z^{\prime}(x), \frac{1}{x^{k}}\right)+\left(\varphi_{0}(x), \int_{-1}^{1} \frac{K(t, x)}{t^{p}} z(t) d t\right) \\
& +\sum_{k=1}^{p-1} \alpha_{k}\left(\frac{1}{x^{k}}, \int_{-1}^{1} \frac{K(t, x)}{t^{p}} z(t) d t\right)+\sum_{n=0}^{p-1} \beta_{n}(-1)^{n}\left(K_{1}^{\{n\}}(0, x), \varphi_{0}(x)\right) \\
& +\sum_{k=1}^{p-1} \alpha_{n} \sum_{n=0}^{p-1}(-1)^{n} \beta_{n}\left(K_{1}^{\{n\}}(0, x), \frac{1}{x^{k}}\right) . \tag{35}
\end{align*}
$$

Now, we are able to compare $(\hat{A} \varphi, \Psi)$ and $\left(\varphi, \hat{A}^{\prime} \Psi\right)$. Therefore, we obtain the equality between the terms considered for every $\varphi(x) \in V_{m}$ and for every $\Psi \in P^{1}$, only if and only if it is taking place in the following relationship:

$$
\begin{equation*}
\sum_{k=1}^{p-1} \alpha_{k}\left(z^{\prime}(x), \frac{1}{x^{k}}\right)=\sum_{k=1}^{p-1}(-1)^{k-1} \alpha_{p-k} \beta_{k-1}(p-k)(k-1)!+\sum_{k=1}^{p-1} k \alpha_{k} \int_{-1}^{1} \frac{z(x)}{x^{k+1}} d x \tag{36}
\end{equation*}
$$

where $\beta_{p-1}$ is an arbitrary constant.
In other words, the operators $\hat{A}$ and $\hat{A}^{\prime}$ are associated operators only if and only, when it is accomplished under the following conditions:
$\alpha_{k} \int_{-1}^{1} \frac{z^{\prime}(x)}{x^{k}} d x=(-1)^{k-1} \alpha_{p-k} \beta_{k-1}(p-k)(k-1)!+k \alpha_{k} \int_{-1}^{1} \frac{z(x)}{x^{k+1}} d x$
for every $k=1, \ldots, p-1$.
From condition (37) we can express the parameters $\beta_{k-1}$ through the function $z(x)$, that is going to give us:

$$
\begin{gather*}
\beta_{\mathrm{k}-1}=\frac{(-1)^{\mathrm{k}-1}}{(\mathrm{k}-1)!(\mathrm{p}-\mathrm{k}) \alpha_{\mathrm{p}-\mathrm{k}}} \alpha_{\mathrm{k}}\left(\int_{-1}^{1} \frac{\mathrm{z}^{\prime}(\mathrm{x})}{\mathrm{x}^{\mathrm{k}}} \mathrm{dx}-\mathrm{k} \int_{-1}^{1} \frac{\mathrm{z}(\mathrm{x})}{\mathrm{x}^{\mathrm{k}+1}} \mathrm{dx}\right), \\
k=1, \ldots, p-1 \tag{38}
\end{gather*}
$$

Therefore, if we note by $\hat{P}^{1}$ the restriction of the space $P^{1}$ with the condition (37), then it has the following form:

$$
\begin{equation*}
\hat{P^{1}}=\left\{\Psi(x) \in P^{1} / \Psi(x)=\frac{z(x)}{x^{p}}+\sum_{k=0}^{p-2} \beta_{k} \delta^{\{k\}}(x)+\beta_{p-1} \delta^{\{p-1\}}(x)\right\}, \tag{39}
\end{equation*}
$$

where $\beta_{k}, k=0, \ldots, p-2$ are defined by the formula (38) and $\beta_{p-1}$ is an arbitrary constant.

The restriction of the operator $A^{\prime}$ on the space $\hat{P}^{1}$ we denote by the following way $\hat{A}$.

Next, we note $\hat{A}$ as previously the extension of the operator $A$ on $V_{m}$. Then the following operators:
$\hat{A}: V_{m} \rightarrow C_{0}^{\{P\}}[-1,1]$ and $\hat{A}: \hat{P}^{1} \rightarrow C_{0}^{\{P\}}[-1,1]$ on the basis of previously done computations are verifying the established relationship:

$$
\begin{equation*}
(\hat{A} \varphi, \Psi)=\left(\varphi, \hat{A}^{\prime} \Psi\right) \tag{40}
\end{equation*}
$$

for every $\varphi(x) \in V_{m}$ and for every $\Psi \in \hat{P}^{1}$, so that they are associated operators.

As operator $\hat{A}$ is the extension of the operator A on $(p-1)-$ dimensional space, then the operator $\hat{A}: V_{m} \rightarrow C_{0}^{\{P\}}[-1,1]$ is a noether operator with the index $\chi(\hat{A})=-p+(p-1)=-1$.

Next, as the operator $\hat{A}^{\prime}$ is the restriction of the operator $\mathrm{A}^{\prime}$ on $(p-1)-$ conditions (38), then the operator $\hat{A}: \hat{P}^{1} \rightarrow C_{0}^{\{P\}}[-1,1]$ is also a noether operator and its index $\chi\left(\hat{A}^{\prime}\right)=p-(p-1)=1$.

All that has been said allow us to formulate the result on noetherity of the extended operator $\hat{A}$, that is what is given by virtue of Duduchava's Lemma this following important global theorem:

Theorem 3.1. The equation $\hat{A} \varphi=f$, where $\hat{A}$ is the extended operator of the operator $A$ of the form (1) and $f(x) \in C_{0}^{\{P\}}[-1,1]$ is solvable in the space $V_{m}$ only if and only when $\int_{-1}^{1} f(t) \Psi_{k}(t) d t=0, k=1,2,3, \ldots, \alpha\left(\hat{A}^{\prime}\right)$, where $\left\{\Psi_{k}\right\}$ - is the basis of solutions of the associated homogeneous equation $\hat{A}^{\prime} \Psi=0$ in the associated space $\hat{P^{1}}$.

Before concluding, let us make an important remark.
Remark
The requirements (38) allow us to write in a more clear way the form of the functions from the associated space $\hat{P}^{1}$, i.e.,

$$
\begin{align*}
\Psi(x) \in \hat{P}^{1} \Leftrightarrow \Psi(x)= & \frac{z(x)}{x^{p}}+\sum_{k=1}^{p-1} \frac{(-1)^{k-1}}{(k-1)!(p-k) \alpha_{p-k}} \alpha_{k}\left(\int_{-1}^{1} \frac{z^{\prime}(x)}{x^{k}} d x-k \int_{-1}^{1} \frac{z(x)}{x^{k+1}} d x\right) \delta^{\{k-1\}}(x) \\
& +\beta_{k-1} \delta^{\{p-1\}}(x) \tag{41}
\end{align*}
$$

where $\beta_{p-1}$ is an arbitrary constant.

## 4. Conclusion

Summarizing our work, we state that we have completely realized the extension of a noether operator $A$ defined by the extended operator $\hat{A}$ in the space $V_{m}$. We applied the well-known noether theory for integrodifferential operators defined by a third kind integral equation and, we computed very attentively both the two expressions $(\hat{A} \varphi, \Psi)$ and $\left(\varphi, \hat{A}^{\prime} \Psi\right)$, taking the functions $\varphi$ and $\Psi$ respectively from the generalized functional spaces $V_{m}$ and $\hat{P}^{1}$. From the previous, we released the conditions under which the two operators $\hat{A}$ and $\hat{A}^{\prime}$ are associated operators. Consequently, we formalized within theorem 3.1 the global results of the investigation related to the question of noetherity nature of the extended operator, which as proved is noether operator. The principle of the conservation of noetherity nature of a noether operator after extension by some finite dimensional space of added functions to the initial space is established firmly as proved in theory. We can also note that the index of the initial operator after extension remains the same, i.e., $\chi(A)=\chi(\hat{A})$ no matter the deficient numbers may be other than the previous before extension, i.e., $(\alpha(A), \beta(A)) \neq(\alpha(\hat{A}), \beta(\hat{A}))$.

## 5. Recommendations

The achieved researches in this work completed by those already obtained by many scientific researchers related to the question of the noetherity nature of an extended operator of an initial noether operator in some various functional generalized spaces may lead us to project, and to set very interesting and challenging future investigations for noetherity when at this time, we take the unknown generalized function from the space $T_{m}=C_{-1}^{1}[-1,1] \oplus\left\{\sum_{k=0}^{m} \alpha_{k} \delta^{\{k\}}(x)\right\} \oplus\left\{\sum_{k=1}^{m} \alpha_{k} F . p \frac{1}{x^{k}}\right\}$, as previously done by many scientists in their researchers, namely cited Gobbassov N. S, Raslambekov S. N, Bart G. R, and Warnock R. L.

This will be the next work to be done in a brief future. We underline once more again that the main difficulty appearing when realizing such extension is still and always connected with the derivative of the unknown function within the third kind singular integral equation through which is defined the initial integrodifferential operator to be extended onto the new generalized functional space.
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## Edited by Abdo Abou Jaoudé

Operator theory is a fascinating model that includes essential theorems and diverse applications in all science. This book discusses some fundamental aspects of pure and applied operator theory and the use of the theory to solve a large array of problems. As such, it will be of interest to scholars, researchers, and undergraduate and graduate students in pure and applied mathematics, classical and modern physics, engineering, and science in general.
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