

## IntechOpen

# Inverse Problems <br> Recent Advances and Applications 

Edited by Ivan I. Kyrchei

# Inverse Problems - Recent Advances and Applications <br> Edited by Ivan I. Kyrchei 

Inverse Problems - Recent Advances and Applications
http : //dx. doi. org/10. 5772/intechopen. 102219
Edited by Ivan I. Kyrchei
Contributors
Neil K. Chada, Gregor Moeller, Michael Conrad Koch, Kazunori Fujisawa, Akira Murakami, Ivan I. Kyrchei, Abdur Rehman Armath
© The Editor(s) and the Author(s) 2023
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or non-commercial purposes without INTECHOPEN LIMITED's written permission. Enquiries concerning the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department (permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law .

## (cc) $B Y$

Individual chapters of this publication are distributed under the terms of the Creative Commons Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of the individual chapters, provided the original author(s) and source publication are appropriately acknowledged. If so indicated, certain images may not be included under the Creative Commons license. In such cases users will need to obtain permission from the license holder to reproduce the material. More details and guidelines concerning content reuse and adaptation can be found at http://www.intechopen.com/copyright-policy. html.

## Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the use of any materials, instructions, methods or ideas contained in the book.

First published in London, United Kingdom, 2023 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, registration number: 11086078, 5 Princes Gate Court, London, SW7 2QJ, United Kingdom

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library
Additional hard and PDF copies can be obtained from orders@intechopen . com
Inverse Problems - Recent Advances and Applications
Edited by Ivan I. Kyrchei
p. cm.

Print ISBN 978-1-80355-222-4
Online ISBN 978-1-80355-223-1
eBook (PDF) ISBN 978-1-80355-224-8

# We are IntechOpen, the world's leading publisher of Open Access books 

## Built by scientists, for scientists

## 6,300+ <br> Open access books available <br> 170,000+ <br> International authors and editors <br> 190M+ <br> Downloads

Our authors are among the

## 156

Countries delivered to

Top 1\%
most cited scientists

WEB OF SCIENCE ${ }^{\text {m }}$
Selection of our books indexed in the Book Citation Index
in Web of Science ${ }^{\text {TM }}$ Core Collection (BKCI)

# Interested in publishing with us? Contact book.department@intechopen.com 

## Meet the editor



Dr. Ivan I. Kyrchei received an MSc in mathematics from Ivan Franko National University, Lviv, Ukraine in 1992, a Ph.D. from Taras Shevchenko National University, Kyiv, Ukraine in 2008, and a DSc in algebra and theory numbers from the NASU Institute of Mathematics, Kyiv in 2021. He is currently the Lead Researcher at NASU's Pidstryhach Institute for Applied Problems of Mechanics and Mathematics (IAPMM), Ukraine, where he has worked for more than 20 years. He has published more than 100 papers in scientific journals and international conference proceedings on the theory of quaternion matrix equations, generalized inverse matrices, and functionals of matrices over quaternion algebras. He is also the editor of three books and a member of the editorial boards of five international scientific journals.

## Contents

Preface ..... XI
Section 1
Modeling and Formulations of Inverse Problems ..... 1
Chapter 1 ..... 3
Introductory Chapter: Some Preliminary Aspects of Inverse Problem by Ivan I. Kyrchei
Chapter 2 ..... 7
A Review of the EnKF for Parameter Estimation
by Neil K. Chada
Chapter 3 ..... 29
Nanosatellites: The Next Big Chapter in Atmospheric Tomography by Gregor Moeller
Section 2
Some Computational Aspects ..... 49
Chapter 4 ..... 51
Numerical Gradient Computation for Simultaneous Detection of Geometry and Spatial Random Fields in a Statistical Framework by Michael Conrad Koch, Kazunori Fujisawa and Akira Murakami
Chapter 5 ..... 69
Solving and Algorithm for Least-Norm General Solution to Constrained
Sylvester Matrix Equation
by Abdur Rehman and Ivan I. Kyrchei

## Preface


#### Abstract

Inverse Problems - Recent Advances and Applications examines new aspects of the mathematical modeling of inverse problems, their applications in physical systems, and the computational methods used. The book's five chapters are divided into two sections. Section 1, "Modeling and Formulations of Inverse Problems", discusses new approaches in the modeling and formulation of inverse problems in some physical systems. Chapter 1 formulates the initial statement of the inverse problem. Chapter 2 introduces recent applications of the Ensemble Kalman Filter to inverse problems, known as ensemble Kalman inversion. The subject of Chapter 3 is the evaluation of gradients in inverse problems where spatial field parameters and geometry parameters are treated separately.


Section 2, "Some Computational Aspects", concerns mathematical methods of solving some inverse problems. Chapter 4 reviews individual solutions for the tomographic problem, including strategies for removing deficiencies of the ill-posed problem by using truncated singular value decomposition and the L-curve technique. Chapter 5 discusses the least norm of the solution to some system of quaternion matrix equations and its expression by determinantal representations (analogs of Cramer's rule) using row-column noncommutative determinants.

Ivan I. Kyrchei

Pidstryhach Institute for Applied Problems of Mechanics and Mathematics, National Academy of Sciences of Ukraine, Lviv, Ukraine

Section 1

## Modeling and Formulations of Inverse Problems

## Chapter 1

# Introductory Chapter: Some Preliminary Aspects of Inverse Problem 

Ivan I. Kyrchei

## 1. Introduction

Physical research in science can be divided into two groups. The first is that when by complete description of a physical system, we can predict the outcome of some measurements. This problem is called the modelization problem or the forward problem. The second group of research consists of using the actual result of some observations to infer the values of the parameters that characterize the system. It is the inverse problem, which starts with the causes and then calculates the effects. The importance of inverse problems is that they tell us about physical parameters that we cannot directly observe.

## 2. Primary equations of inverse problem

The inverse problem is that one wants to determine the model parameters $p$ that produce the observed data or measurements $d$. F stays for some measurement operator that maps parameters in a functional space $\mathfrak{P}$, typically a Banach or Hilbert space, to the space of data $\mathfrak{D}$, typically another Banach or Hilbert space.

$$
\begin{equation*}
d=\mathbf{F} p \text { for } p \in \mathfrak{P} \text { and } d \in \mathfrak{D} . \tag{1}
\end{equation*}
$$

Solving the inverse problem amounts to finding point(s) $p \in \mathfrak{P}$ from knowledge of the data $d \in \mathfrak{D}$ such that Eq. (1) (or its approximation) holds. In the case of a measurement, operator is linear and there is a finite number of parameters, Eq. (1) can be written as a linear system, where $\mathbf{F}$ is the matrix that characterizes the measurement operator, and $\mathfrak{P}$ and $d \in \mathfrak{D}$ are corresponding vector spaces. Such inverse problem is called linear.

Inverse problems may be difficult to solve for at least two different reasons:
1.Different values of the model parameters may be not consistent with the data;
2. Discovering the values of the model parameters may require the exploration of a huge parameter space.

If it is acquired enough data to uniquely reconstruct the parameters, then the measurement operator can be injective, which means

$$
\begin{equation*}
\mathbf{F}\left(p_{1}\right)=\mathbf{F}\left(p_{2}\right) \Rightarrow p_{1}=p_{2} \text { for all } p_{1}, p_{2} \in \mathfrak{P} . \tag{2}
\end{equation*}
$$

When $\mathbf{F}$ is injective, one can construct an inversion operator $\mathbf{F}^{-1}$ mapping the range of $\mathbf{F}$ to a uniquely defined element $\mathfrak{P}$. In the case of a linear inverse problem, $\mathbf{F}^{-1}$ is an inverse matrix. Further, the main features of the inverse operator are characterized by stability estimates that quantify how errors in the available measurements translate into errors in the reconstructions. It can be expressed as follows:

$$
\begin{equation*}
\left\|p_{1}-p_{2}\right\|_{\mathfrak{P}} \leq \alpha\left\|\mathbf{F}\left(p_{1}\right)-\mathbf{F}\left(p_{2}\right)\right\|_{\mathfrak{D}} \tag{3}
\end{equation*}
$$

Where $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$stay for an increasing function, such that $\alpha(0)=0$. This function gives an estimate of the reconstruction error $\left\|p_{1}-p_{2}\right\|_{\mathfrak{P}}$ based on the error in the data $\left\|\mathbf{F}\left(p_{1}\right)-\mathbf{F}\left(p_{2}\right)\right\|_{\mathfrak{D}}$. When the reconstructed parameters are acceptable, for instance when $\alpha(x)=C x$ for some constant $C$, then the inverse problem is called wellposed. When the reconstruction is contaminated by too large a noisy component, then the inverse problem is ill-posed.

Injectivity of $\mathbf{F}$ means satisfying the two conditions for a well-posed problem suggested by Jacques Hadamard [1], Existence and Uniqueness of solutions. Eq. (3) is the third Hadamard's condition, which is Stability of the solution or solutions.

Typically, inverse problems are ill-posed. Even when we have a linear inverse problem with invertible matrix $\mathbf{F}$, it gives an ill-posed problem that can be solved by using the Moore-Penrose inverse matrix $[2,3]$ and least squares solutions inducted by it.

The goal of many experiments is to infer a property or attribute from data that is indirectly related to the unknown quantity. Parameter estimation problems usually satisfy the first criterion of well-posed problems, since something is responsible for the observed system response. Instead, they violate the third criterion and" almost" violate the second criterion because many different candidate solutions exist that, when substituted into the measurement model, produce very similar data. The condition of stability is often violated, because the inverse problem is represented by a mapping between metric spaces, but inverse problems are often formulated in infinite dimensional spaces. Therefore, limitations to a finite number of measurements, and the practical consideration of recovering only a finite number of unknown parameters may lead to the problems being recast in discrete form. In this case, the inverse problem is typically ill-conditioned and a regularization can be used. One of the most famous regularizations is the Tikhonov regularization [4]. The idea of Tikhonov regularization may be introduced as follows. In its simplest form, it consists in replacing the Eq. (1) with the second kind of equation

$$
\begin{equation*}
\mathbf{F}^{*} \mathbf{F} p+\alpha p=\mathbf{F}^{*} d \tag{4}
\end{equation*}
$$

where $\alpha$ is a positive parameter. It leads to that the problem of solving Eq. (4) is well-posed.

Unlike parameter estimation, inverse problems often violate Hadamard's first criterion since an optimal design outcome may be specified that cannot possibly be produced by the system. On the other hand, the existence of multiple designs (solutions) that produce an acceptable outcome violates the second criterion. From these, it follows inverse problems that are mathematically ill-posed due to an information deficit. In the parameter estimation case, the measurements barely provide sufficient information to specify a unique solution, and in some cases, the data could be explained by an infinite set of candidate solutions. Information from measurement data and prior information can be combined through Bayes' equation to produce estimates for the Quantities-of-Interest (QoI). In this approach, the measurements, $d$,
and the $\mathrm{QoI}, x \in \mathfrak{P}$, are interpreted as random variables that obey probability density functions (PDFs). The PDFs are related by Bayes' equation

$$
\begin{equation*}
P(x \mid d)=\frac{P(d \mid x)}{P(d)} P_{p r}(x) \tag{5}
\end{equation*}
$$

where $P(d \mid x)$ is the likelihood of the observed data occurring for a hypothetical parameter $x$, accounting for measurement noise and model error ("likelihood PDF"), $P_{p r}(x)$ defines what is known before the measurement takes place about a hypothetical parameter $x$, ("prior PDF"), $P(x \mid d)$ is the posterior PDF, which defines what is known about $x$ from both the measurements and prior information, and $P(d)$ is the evidence, which scales the posterior so that it satisfies the law of total probabilities.

Therefore, "the most general theory is obtained by using a probabilistic point of view, where the a priori information on the model parameters is represented by a probability distribution over the" model space". A priori probability distribution is transformed into the a posteriori probability distribution, by incorporating a physical theory (relating the model parameters to some observable parameters) and the actual result of the observations (with their uncertainties)" [5].
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## Chapter 2

# A Review of the EnKF for Parameter Estimation 

Neil K. Chada


#### Abstract

The ensemble Kalman filter is a well-known and celebrated data assimilation algorithm. It is of particular relevance as it used for high-dimensional problems, by updating an ensemble of particles through a sample mean and covariance matrices. In this chapter we present a relatively recent topic which is the application of the EnKF to inverse problems, known as ensemble Kalman Inversion (EKI). EKI is used for parameter estimation, which can be viewed as a black-box optimizer for PDE-constrained inverse problems. We present in this chapter a review of the discussed methodology, while presenting emerging and new areas of research, where numerical experiments are provided on numerous interesting models arising in geosciences and numerical weather prediction.


Keywords: ensemble Kalman filter, Kalman filter, inverse problems, parameter estimation, data assimilation, optimization

## 1. Introduction

Inverse problems [1-3] are a class of mathematical problems which have gained significant attention of recent. Simply put, inverse problems are concerned with the recovery of some parameter of interest from noisy unstructured data. Mathematically we can express an inverse problem as the recovery of $u \in \mathcal{X}$ from noisy measurements of data $y \in \mathcal{Y}$, expressed as

$$
\begin{equation*}
y=\mathcal{G}(u)+\eta \tag{1}
\end{equation*}
$$

where $\mathcal{G}: \mathcal{X} \rightarrow \mathcal{Y}$ is the forward operator, and $\eta \sim \mathcal{N}(0, \Gamma)$ is some form of additive Gaussian noise. Specifically $\mathcal{N}(0, \Gamma)$ denotes a normal distribution with mean 0 and variance $\Gamma$. Commonly the covariance can be taken to be some form of the identity, i.e. $\Gamma=\gamma^{2} I$, where $\gamma \in \mathbb{R}$ is some constant and $I$ is the identity. Inverse problems are of high interest due to the amount of relevant problems that arise in wide variety of applications, most notably geophysical sciences, medical imaging and numerical weather prediction [4-6]. The classical approach to solving inverse problems, which is the theme of this chapter, is to construct a least-squares functional, and the solution is represented as a minimizer of some functional of the form

$$
\begin{equation*}
u^{*}:=\arg \min _{u \in \mathcal{X}} \frac{1}{2}\|y-\mathcal{G}(u)\|_{\Gamma}^{2}+\lambda R(u) \tag{2}
\end{equation*}
$$

where $\lambda>0$ is a regularization parameter and $R(u)$ is some regularization term, usually required to prevent the overfitting of the data. A common example is Tikhonov regularization, i.e. $R(u)=\frac{1}{2}\|u\|^{2}$. Traditional methods for solving (1) include optimization schemes such as the Gauss-Newton method, or LevenburgMarquardt method which require derivative information of $\mathcal{G}$, which can prove costly and cumbersome. Therefore a motivation for solving inverse problems is to provide gradient-free optimizers which can reduce this computational burden, while attaining a good level of accuracy. The methodology that we motivate, which alleviates these issues, is that of ensemble Kalman inversion (EKI). EKI can be viewed as the application of the ensemble Kalman filter (EnKF) to inverse problems, which is a natural way to solve inverse problems given the connections between data assimilation and inverse problems. The EnKF is a Monte-Carlo version of the celebrated Kalman filter, which is more favorable in high-dimensions. It operates by updating an ensemble of particles through sample mean and covariances. In particular we will take the viewpoint of EKI which acts as PDE-constrained derivative-free optimizer. Therefore EKI can be viewed as a black-box solver where no derivative information is required. Since this method was proposed for inverse problems, it has seen wide applications to various engineering-based applications, as well as developments related to both theory and methodology. In this chapter we discuss some of these keys concepts and insights, while briefly mentioning particular directions with EKI.

The general outline of these chapter is as follows. In Section 2 we provide the necessary background material, which covers the basics of EKI with some intuition and motivation We will discuss the algorithm in both the usual discrete-time setting, but also the continuous-time setting. This will lead onto Section 3 where we discuss one recent direction which is that of regularization theory, and its application to EKI. Furthermore we will also discuss how EKI can be extended to the notion of sampling in statistics within Section 4. Other, less-developed, directions are provided in Section 5. Numerical experiments are provided in basic settings in Section 6 on a number of basic differential equations, before providing some future remarks and a conclusion in Section 7.

## 2. EKI: background material

In this section we provide the background material related to the understanding and intiution of EKI. This will begin with a discussion on the ensemble Kalman filter, and how it connections with EKI. We will then present EKI in its vanilla form, which is a discrete-time optimizer, before discussing its connections with various existing methods. Finally we will extend the original formulation to the setting of continuoustime where we aim to provide a gradient flow structure of the resulting equations.

### 2.1 Kalman filtering

The ensemble Kalman filter (EnKF), is a popular methodology based on the celebrated Kalman filter (KF), which was originally developed by Rudolph Kalman in the 1960s [7, 8]. The Kalman filters initial aim was to solve a recursive estimation problem
from dynamics processes and systems. Specifically the KF aims to merge data with model, or signal, dynamics where both equations have the form

$$
\begin{array}{lr}
u_{n+1}=\Psi\left(u_{n}\right)+\xi_{n}, & \left\{\xi_{n}\right\}_{n \in \mathbb{Z}^{+}} \sim \mathcal{N}(0, \Sigma) \\
y_{n+1}=H\left(u_{n+1}\right)+\eta_{n+1}, & \left\{\eta_{n+1}\right\}_{n \in \mathbb{Z}^{+}} \sim \mathcal{N}(0, \Gamma) \tag{4}
\end{array}
$$

Here $\left\{u_{n}\right\}_{n \in \mathbb{Z}^{+}}$is our signal which is updated through a forward operator $\Psi: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, which when combined with noise, provides the update $u_{n+1}$. Our data is denoted as $y_{n+1}$ which is produced by sending our updated signal through the operator $H: \mathbb{R}^{m} \rightarrow \mathbb{R}^{\bar{m}}$, where $\bar{m}>m$, which is known as observational operator. Our initial conditions for the system are given as $u_{0} \sim \mathcal{N}\left(m_{0}, \mathcal{C}_{0}\right)$. This area of recursive estimation, in this setup, became to be known as data assimilation [9, 10].

In particular in the linear and Gaussian setting, where the dynamics and noise are Gaussian, the KF updates state using the first two moments, which we know are the mean and covariance. Assume that the state-space dimension is $d \in R^{+}$, then the cost of the KF has complexity $\mathcal{O}\left(d^{2}\right)$. For high-dimensional examples this can be an issue, therefore an algorithm that was developed to alleviate this is the EnKF, a Monte Carlo version, proposed by Evensen [11, 12].

The EnKF operates by replacing the true covariance by a sample covariance and mean and updates an ensemble of particles $u_{n}^{(j)}$, with $1 \leq j \leq J$ particles, using these moments combined with information from the data. The EnKF can be split into a twostep procedure, which is the prediction step

$$
\begin{align*}
& \hat{u}_{n+1}^{(j)}=\Psi\left(u_{n}^{(j)}\right)+\xi_{n}^{(j)}, \quad \hat{m}_{n+1}=\frac{1}{J} \sum_{j=1}^{J} u_{n+1}^{(j)}  \tag{5}\\
& \hat{C}_{n+1}=\frac{1}{J-1} \sum_{j=1}^{J}\left(u_{n+1}^{(j)}-\hat{m}_{n+1}\right)\left(u_{n+1}^{(j)}-\hat{m}_{n+1}\right)^{T}
\end{align*}
$$

and update step

$$
\begin{align*}
& K_{n+1}=\hat{C}_{n+1} H^{T}\left(H \hat{C}_{n+1} H^{T}+\Gamma\right), \\
& u_{n+1}^{(j)}=\left(I-K_{j+1} H\right) \hat{u}_{n+1}^{(j)}+K_{n+1} y_{n+1}^{(j)},  \tag{6}\\
& y_{n+1}^{(j)}=y_{n+1}+\eta_{n+1}^{(j)},
\end{align*}
$$

where $K_{n+1}$ represents the Kalman gain matrix and $\xi_{n}^{(j)}$ and $\eta_{n+1}^{(j)}$ are i.i.d. Gaussian noise. In the EnKF context our prediction step defines a sample mean and covariance from our signal. From this in the analysis step we define our Kalman gain through our sample covariance, which updates our signal, which is given by $u_{n+1}^{(j)}$. This is aided by aiming to minimize the discrepancy of the data $y_{n+1}^{(j)}$ and the quantity $H(u)$. To better understand this discrepancy, there is an alternative approach of looking at the EnKF is through a variational approach, where we consider the follow cost function

$$
\begin{equation*}
I_{n}(u):=\frac{1}{2}\left|y_{n+1}^{(j)}-H(u)\right|_{\Gamma}^{2}+\frac{1}{2}\left|u-\hat{u}_{n+1}^{(j)}\right|_{\hat{C}_{n+1}}^{2}, \tag{7}
\end{equation*}
$$

for which we aim to minimize, which is defined as the updated mean

$$
\begin{equation*}
\hat{m}_{n+1}=\arg \min _{u} I_{n}(u) . \tag{8}
\end{equation*}
$$

This minimization procedure relies on the updated covariance $\hat{C}_{n+1}$ which is dependent entirely on $\hat{u}^{(j)}$. As described in the prediction step and update step of filtering, a mapping is presented between distributions. As we related the distributions in the filtering setting, for each step, we can do so similarly for the EnKF, i.e.

$$
\begin{equation*}
\left\{u_{n}^{(j)}\right\}_{j=1}^{J} \mapsto\left\{u_{n+1}^{(j)}\right\}_{j=1}^{J}, \quad\left\{u_{n+1}^{(j)}\right\}_{j=1}^{J} \mapsto\left\{\hat{u}_{n+1}^{(j)}\right\}_{j=1}^{J} \tag{9}
\end{equation*}
$$

With the EnKF, compared to KF, the computational complexity associated with it is $\mathcal{O}(J d)$, where one usually assumes $J<d$, therefore implying the reduction in cost.

### 2.2 EnKF applied to inverse problems

Since the formulation of the EnKF, there has been a huge interest from practitioners in various applicable disciplines. Most notably this has been within numerical weather prediction, geophysical sciences and signal processing related to state estimation. In this chapter our focus is on the application of the EnKF to inverse problems, namely to solve (1). We now introduce this application which is known as ensemble Kalman inversion (EKI), which was introduced by Iglesias et al., motivated from Li et al., [13] as a derivative-free optimizer for PDE-constrained inverse problems.

As with the EnKF, we are concerned with updating an ensemble of particles, for which now we modify notation with $n$ now denoting the iteration count. Given an initial ensemble $\left\{u_{0}^{(j)}\right\}$, our aim is to learn a true underlying unknown $u^{\dagger}$. To do so, as done with the EnKF, we first define our sample mean and covariance matrices

$$
\begin{gather*}
\bar{u}_{n}^{(j)}=\frac{1}{J} \sum_{j=1}^{J} u_{n}^{(j)}, \quad \bar{u}_{n}^{(j)}=\frac{1}{J} \sum_{j=1}^{J} G\left(u_{n}^{(j)}\right), \\
C_{n}^{u u}=\frac{1}{J-1} \sum_{j=1}^{J}\left(u_{n}^{(j)}-\bar{u}\right)\left(u_{n}^{(j)}-\bar{u}\right)^{T}, \quad C_{n}^{u p}=\frac{1}{J-1} \sum\left(u_{n}^{(j)}-\bar{u}\right)\left(G\left(u_{n}^{(j)}\right)-\bar{G}\right)^{T} . \tag{10}
\end{gather*}
$$

which we can through the update equation

$$
\begin{gather*}
u_{n+1}^{(j)}=u_{n}^{(j)}+h C^{u p}\left(h C^{p p}+\Gamma\right)^{-1}\left(y_{n}^{(j)}-\mathcal{G}\left(u_{n}^{(j)}\right)\right),  \tag{11}\\
y_{n}^{(j)}=y+\eta_{n}^{(j)} \tag{12}
\end{gather*}
$$

where $y$ represents our true data and $h>0$ denotes a step size related to the level of discretization. Figure 1 provides a pictorial description of the EnKF, which has been described above.

The update equation of EKI (11) is of interest as it coincides with the update formula for Tikhonov regularization for linear statistical inverse problems. Namely if we consider $R(u)=\frac{1}{2}\|u\|_{C_{0}}^{2}$, then the update formula, in the linear $\mathcal{G}(\cdot)=\mathcal{G}$ and Gaussian setting is given as


Figure 1.
Dynamics of the ensemble Kalman filter, split into the prediction and update steps.

$$
\begin{equation*}
u_{T P}=\bar{u}+C \mathcal{G}^{*}\left(\mathcal{G} C \mathcal{G}^{*}+\Gamma\right)^{-1}(y-\mathcal{G} \bar{u}), \tag{13}
\end{equation*}
$$

where $\mathcal{G}^{*}$ denotes the derivative of the operator $\mathcal{G}$. This connection is of relevance and was discussed in [14], where it was shown that taking the limit as $J \rightarrow \infty$, it was shown that $u \rightarrow u_{T P}$. This is of interest as the minimizing the regularized functional (13) is equivalent to the following maximization procedure in statistics

$$
\begin{equation*}
u:=\arg \max _{u \in \mathcal{X}} \mathbb{P}(u \mid y) . \tag{14}
\end{equation*}
$$

known as the MAP formulation, where $\mathbb{P}(u \mid y)=\mathbb{P}(y \mid u) \mathbb{P}(u)$ denotes the posterior distribution. This connection is discussed in [15]. Therefore this provides some insight into EKI and its connection with other known existing methodologies in inverse problems. An important entity to discuss is a property that EKI inherits, which is the subspace property. It is given by the following lemma.

Lemma 1.1 Let $\mathcal{A}$ be the linear span of the initial ensemble $\left\{u_{0}^{(j)}\right\}_{j=1}^{J}$, then we that $\left\{\text { blacku } u_{n}^{(j)}\right\}_{j=1}^{J} \in \mathcal{A}$ for all $n \in \mathbb{N}$.

The essence of the subspace property states that the updated ensemble of particles is spanned by the initial ensemble. This is important, because it provides a justification on the performance, whether the initial ensemble is a good choice or not. Therefore it can act as an advantage or a disadvantage.

### 2.3 Continuous-time formulation

The original representation of EKI, as shown in (11), is a discrete-time iterative scheme similar to other optimization methods. However it is of interest to understand EKI in a continuos-time setting, which was considered by Schillings et al. [16, 17]. This is primarily for two reasons; (i) firstly that one can understand more easily how the dynamics of (11) and (12) behaves, and secondly (ii) it provides
new numerical schemes for EKI, which is specific in the continuous-time setting. In order to derive such equations, as usual we require to take the step-size to zero, i.e. $h \rightarrow 0$. Once we do this, we have the following set of stochastic differential equations

$$
\begin{equation*}
\frac{d u^{(j)}}{d t}=C^{u w}(u) \Gamma^{-1}\left(y-\mathcal{G}\left(u^{(j)}\right)\right)+C^{u w}(u) \sqrt{\Gamma^{-1}} \frac{d W^{(j)}}{d t} \tag{15}
\end{equation*}
$$

with $W^{(j)}$ denoting independent cylindrical Brownian motions. By substituting the form of the covariance operator, we see

$$
\begin{equation*}
\frac{d u^{(j)}}{d t}=\frac{1}{J} \sum_{k=1}^{J}\left\langle\mathcal{G}\left(u^{(k)}\right)-\overline{\mathcal{G}}, y-\mathcal{G}\left(u^{(j)}\right)+\sqrt{\Gamma} \frac{d W^{(j)}}{d t}\right\rangle_{\Gamma}\left(u^{(k)}-\bar{u}\right) . \tag{16}
\end{equation*}
$$

For this we take our forward operator $\mathcal{G}(\cdot)=A \cdot$ to be bounded and linear. Using this notion and by substituting our linear operator $A$ in (16) we have the following diffusion limit

$$
\begin{equation*}
\frac{d u^{(j)}}{d t}=\frac{1}{J} \sum_{k=1}^{J}\left\langle A\left(u^{(k)}-\bar{u}\right), y-A u^{(j)}\right\rangle_{\Gamma}\left(u^{(k)}-\bar{u}\right) . \tag{17}
\end{equation*}
$$

By defining the empirical covariance operator

$$
\begin{equation*}
C(u)=\frac{1}{J-1} \sum_{k=1}^{J}\left(u^{(k)}-\bar{u}\right) \otimes\left(u^{(k)}-\bar{u}\right), \tag{18}
\end{equation*}
$$

and taking $\Gamma=0$ we can express (17) as

$$
\begin{gather*}
\frac{d u^{(j)}}{d t}=-C(u) D_{u} \Phi\left(u^{(j)} ; y\right),  \tag{19}\\
\Phi(u ; y)=\frac{1}{2}\left\|\Gamma^{-1 / 2}(y-A u)\right\|^{2} .
\end{gather*}
$$

Thus we note that each particle performs a preconditioned gradient descent for $\Phi(\cdot ; y)$ where all the gradient descents are preconditioned through the covariance $C(u)$. Since our covariance operator $C(u)$ is semi-positive definite we have that

$$
\begin{equation*}
\frac{d}{d t} \Phi(u(t) ; y)=\frac{d}{d t} \frac{1}{2}\left\|\Gamma^{-1 / 2}(y-A u)\right\|^{2} \leq 0 . \tag{20}
\end{equation*}
$$

In the context of EKI this is of interest as it is a first result providing some indication of the dynamics, which was not achievable through the discrete-time update formula (11). Indeed given the gradient flow structure, we are able to see that the EKI abides by a usual optimization function, with the dynamics following the direction of the negative gradient, or in other-words towards to minimizer of $\Phi$. Since the continuous-time formulation was derived, there has been different works deriving further analysis, most notably with recent success on the nonlinear setting, and other well-known results. This can be found in [18].


Figure 2.
The figure presents two simulations of EKI as the iterations increase. The black curve represents what we aim to achieve, however in certain situations the data is commonly overfitted. Therefore this can cause a divergence in the relative error, as shown by the dashed red curve.

## 3. Regularization

In this section we discuss the role of regularization in EKI. We will begin with an introduction into iterative regularization schemes, that have been used before discussing Tikhonov regularization, $L_{p}$ and particular adaptive choices.

As briefly discussed regularization is an important tool in optimization, and inverse problems aimed at preventing the over-fitting, or influence, of the data. We refer the reader to various pieces of literature that give a concise overview on this [19, 20]. The over-fitting of data can cause issues in inverse problems, such as the divergence of the error, therefore careful consideration is needed to prevent this. A cartoon representation of this is given in Figure 2.

To initiate this chapter, there are two main forms of regularization one can apply for inverse problems. The first is related to iterative regularization, where the regularization is included within the iterative scheme. This can be included directly such as the form

$$
\begin{equation*}
u_{n+1}^{(j)}=u_{n}^{(j)}+h C^{u p}\left(h C^{p p}+\alpha_{n} \Gamma\right)^{-1}\left(y_{n}^{(j)}-\mathcal{G}\left(u_{n}^{(j)}\right)\right), \tag{21}
\end{equation*}
$$

or in the presence of a discrepancy principle of the form

$$
\begin{equation*}
\left\|\Gamma^{-1}\left(y-\bar{u}_{n}^{(j)}\right)\right\|^{2} \leq \vartheta \eta, \quad \vartheta \in(0,1), \tag{22}
\end{equation*}
$$

which controls the error between the updated ensemble and the true unknown. The discrepancy principle acts as a stopping rule if the error becomes big, and the the modified update formula contains a sequence of numbers $\left\{\alpha_{n}\right\}_{n \in \mathbb{N}}$ aimed at also preventing the overfitting of the data. This sequence is chosen in such a way that is related to a discrepancy principle. Specifically for EKI this has been considered in numerous work by Iglesias et al. [21, 22].

However more recent work has considered regularization through the leastsquares functional (LSF) (2). For EKI the first known form to consider this, is Tikhonov regularization which has the penalty form of $R(u)=\frac{1}{2}\|u\|_{C_{0}}^{2}$. This form of regularization is a natural choice, as it very well-known and understood but can view viewed as a Gaussian form of regularization, which smoothes the problems. In the
context of EKI this makes sense, as commonly one assumes Gaussian dynamics. The work of Chada et al. [23] first developed this extension, which was done by modifying (1) to the following

$$
\begin{align*}
& y=G(u)+\eta_{1},  \tag{23}\\
& u=\eta_{2},
\end{align*}
$$

where $\eta_{1} \sim \mathcal{N}(0, \Gamma), \eta_{2} \sim \mathcal{N}\left(0, \lambda^{-1} C_{0}\right)$. .
Now we introduce $z, \eta$ and the mapping $\mathcal{F}: \mathcal{X} \times \mathcal{X} \mapsto \mathcal{Y} \times \mathcal{X}$ as follows:

$$
z=\left[\begin{array}{l}
y  \tag{24}\\
0
\end{array}\right], \quad F(u)=\left[\begin{array}{c}
G(u) \\
u
\end{array}\right], \quad \eta=\left[\begin{array}{l}
\eta_{1} \\
\eta_{2}
\end{array}\right],
$$

and

$$
\eta \sim N(0, \Sigma), \quad \Sigma=\left[\begin{array}{cc}
\Gamma & 0  \tag{25}\\
0 & \lambda^{-1} C_{0}
\end{array}\right] .
$$

Therefore our inverse problem is now reformulated at

$$
\begin{equation*}
z=\mathcal{F}(u)+\eta . \tag{26}
\end{equation*}
$$

now from this we can modify EKI to include the above setup, for which we refer to it as Tikhonov ensemble Kalman inversion (TEKI), which takes the following form

$$
\begin{equation*}
u_{n+1}^{(j)}=u_{n}^{(j)}+h B^{u p}\left(h B^{p p}+\Gamma\right)^{-1}\left(z_{n}^{(j)}-\mathcal{F}\left(u_{n}^{(j)}\right)\right), \tag{27}
\end{equation*}
$$

where we have now modified covariance matrices $B^{u p}, B^{p p}$. From this inclusion, the authors of [23] were able to show that analytically, the subspace property still holds, while other such results as observability and controllability and the ensemble collapse. More importantly through the numerical simulations, it was shown that one can prevent the over-fitting phenomenon.

Since this work a number of useful extensions have been considered, such as its understanding in the continuous-case, as well as the new variants in the discrete-time setting [24]. Two recent developments on this have been firstly on the extension to $L_{p}$ regularization [25, 26], which is to motivate reconstructing edges or lines, where the LSF is modified to

$$
\begin{equation*}
\Phi(u ; y):=\frac{1}{2}\|y-\mathcal{G}(u)\|_{\Gamma}^{2}+\lambda\|u\|_{p}, \quad p \geq 1 . \tag{28}
\end{equation*}
$$

Finally another direction is related to producing adaptive strategies for TEKI. Adaptive regularization schemes are of importance, as choosing a correct choice of the regularization parameter $\lambda>0$ can have a big impact on the reconstruction. Therefore thinking adaptively allows one to evolve the parameter over the iteration count, now denoted as $\lambda_{n}$. The work of Weissmann et al. [27] provides these developments in an adaptive fashion.

## 4. Ensemble Kalman sampling

Although the EKI has been introduced through the application of the EnKF to inverse problems and hence sequential sampling method, the trending viewpoint of

EKI lies in optimization. So far, we have seen its motivation from the gradient flow structure in the continuous-time formulation in Section 2.3 and the representation as SDE. For applying EKI as a consistent sampling method, we would instead of taking the limit $t \rightarrow \infty$ rather consider the limit $t \rightarrow 1$. For linear forward models EKI is consistent with the posterior distribution, however, it is known to be not consistent with the Bayesian perspective in the nonlinear setting [28].

Building up on this fact, the motivation behind the ensemble Kalman sampler [29] is to modify the time-dynamical system of EKI in a way such that the limiting distribution for $t \rightarrow \infty$ corresponds to the posterior distribution. We will start the discussion with an introductory example.

Example 1.1 Let $\pi_{*}$ be a pdf of the form $\pi_{*}(x) \propto \exp (-\Phi(u))$ with $\Phi(u)=\frac{1}{2}\|y-G(u)\|_{\Gamma}^{2}+\|u\|_{C}^{2}$, i.e. $\pi_{*}$ corresponds to the posterior pdf under Gaussian prior assumption $\pi_{0}=\mathcal{N}(0, C)$. We consider the Langevin diffusion given by

$$
\begin{equation*}
d u_{t}=\nabla_{u} \log \pi_{*}\left(u_{t}\right) d t+\sqrt{2} d W_{t}, \quad u_{0} \sim \pi_{0} \tag{29}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geq 0}$ denotes a Brownian motion in $\mathcal{X}=\mathbb{R}^{n_{u}}$. The evolution of the distribution $\rho_{t}$ of the state $u_{t}$ can then be described through the Fokker-Planck equation

$$
\begin{equation*}
\partial \rho_{t}=\nabla \cdot\left(\rho_{t} \nabla \log \pi_{*}\right)+\Delta \rho_{t}, \quad \rho_{0}=\pi_{0}, \tag{30}
\end{equation*}
$$

where under certain assumptions on $\Phi$ the underlying Markov process $\left(u_{t}\right)_{t \geq 0}$ is ergodic and its unique invariant distribution is given by $\pi_{*}$ [30]. Taking the FokkerPlanck eq. (30) into account the convergence to equilibrium can be described through the Kullback-Leibler (KL) divergence KL $=\int_{\mathcal{X}} q_{1}(x) \log \left(\frac{q_{1}(x)}{q_{2}(x)}\right) \mathrm{d} x$ [31]. Assuming a $\log$-Sobolev inequality (e.g. satisfied for $\log$-concave $\pi_{*}$ ), it follows that

$$
\begin{equation*}
\operatorname{KL}\left(\rho_{t} \mid \pi_{*}\right) \leq \exp (-\lambda t) \operatorname{KL}\left(\rho_{0} \mid \pi_{*}\right) \tag{31}
\end{equation*}
$$

for some $\lambda>0$ [32].

### 4.1 Interacting Langevin sampler

The interacting Langevin sampler has been introduced, motivated by the preconditioned gradient descent method, as interacting particle system represented by the coupled system of SDEs

$$
\begin{equation*}
d u_{t}^{(j)}=C\left(u_{t}\right) \nabla_{u} \log \pi_{*}\left(u_{t}^{(j)}\right) d t+\sqrt{2 C\left(u_{t}\right)} d W_{t}, \quad j=1, \ldots, J, \tag{32}
\end{equation*}
$$

initialized through an i.i.d. sample $u_{0}^{(j)} \sim \pi_{0}$. The idea of preconditioning with $C\left(u_{t}\right)$ instead of a fixed preconditioning matrix $C \in \mathbb{R}^{n_{u} \times n_{u}}$ is motivated through the corresponding mean-field limit. In the large particle limit, the corresponding SDE is given as

$$
\begin{equation*}
d u_{t}=C\left(\rho_{t}\right) \nabla_{u} \log \pi_{*}\left(u_{t}\right) d t+\sqrt{2 C\left(\rho_{t}\right)} d W_{t}, \quad u_{0} \sim \pi_{0} \tag{33}
\end{equation*}
$$

where the macroscopic mean and covariance operator are defined as

$$
\begin{equation*}
m(\rho)=\int_{\mathcal{X}} x \rho(x) d x, \quad C(\rho)=\int_{\mathcal{X}}(x-m(\rho)) \otimes(x-m(\rho)) d x . \tag{34}
\end{equation*}
$$

This connects the interacting Langevin system to its origin Langevin diffusion (29). Hence, in the long-time limit the preconditioning matrix will formally be given by the covariance operator corresponding to the stationary distribution (assuming it exists).

The resulting modified Fokker-Planck equation is given by

$$
\begin{equation*}
\partial \rho_{t}=\nabla \cdot\left(\rho_{t} C\left(\rho_{t}\right) \nabla \log \pi_{*}\right)+\operatorname{Tr}\left(C\left(\rho_{t}\right) D^{2} \rho_{t}\right), \quad \rho_{0}=\pi_{0} \tag{35}
\end{equation*}
$$

Assuming that $C\left(\rho_{t}\right) \geq \alpha \mathrm{Id}$ and the target distribution of the form $\pi_{*}(u) \propto \exp (-\Phi(u)), \Phi(u)=\frac{1}{2}\|y-\mathcal{G}(u)\|_{\Gamma}^{2}+\lambda\|u\|_{C_{0}}^{2}$, to be log -concave, the solution $\rho_{t}$ of (35) converges exponentially fast to equilibrium

$$
\begin{equation*}
\operatorname{KL}\left(\rho_{t} \mid \pi_{*}\right) \leq \exp (-\lambda t) \operatorname{KL}\left(\rho_{0} \mid \pi_{*}\right), \tag{36}
\end{equation*}
$$

for some $\lambda>0$ [29], Proposition 3.1. Furthermore, through the preconditioning with the sample covariance the resulting scheme remains invariant under affine transformations [33].

### 4.2 Ensemble Kalman sampler

One of the attractive features of the EnKF as well as of EKI is its derivative-free implementation. The basis of the ensemble Kalman sampler (EKS) is to build a modified interacting Langevin sampler avoiding to compute derivatives. Let $\pi_{*}(u) \propto \exp \left(-\frac{1}{2}\|y-\mathcal{G}(u)\|_{\Gamma}^{2}-\|u\|_{C_{0}}^{2}\right)$, then the interacting Langevin system is given by

$$
\begin{align*}
& d u_{t}^{(j)}=-C\left(u_{t}\right) \mathrm{D} \mathcal{G}\left(u_{t}^{(j)}\right)^{\mathrm{T}} \Gamma^{-1}\left(G\left(u_{t}^{(j)}\right)-y\right)-C\left(u_{t}\right) C_{0}^{-1} u_{t}^{(j)} d t+\sqrt{2 C\left(u_{t}\right)} d W_{t}, \\
& j=1, \ldots,  \tag{37}\\
& J .
\end{align*}
$$

Motivated by the approximation $C^{u w}(u) \approx C(u) D \mathcal{G}\left(u^{(j)}\right)^{\mathrm{T}}$ the EKS is then formulated as the solution of the system of coupled SDEs

$$
\begin{equation*}
d u_{t}^{(j)}=-C^{u w}\left(u_{t}\right) \Gamma^{-1}\left(\mathcal{G}\left(u_{t}^{(j)}\right)-y\right)-C\left(u_{t}\right) C_{0}^{-1} u_{t}^{(j)} d t+\sqrt{2 C\left(u_{t}\right)} d W_{t}, \quad j=1, \ldots, J . \tag{38}
\end{equation*}
$$

We note that the approximation $C^{u w}(u) \approx C(u) \mathrm{D} \mathcal{G}\left(u^{(j)}\right)^{\mathrm{T}}$ is exact for linear forward models and hence, the EKS coincides with the interacting Langevin sampler in the linear setting. However, for nonlinear forward models the approximation of derivatives is only accurate in case the particles are close to each other. Since in the application of EKS the particles are aiming to represent a distribution, the particles are not expected to be close to each other. This fact suggests to formulate a localized version of the preconditioning sample covariance matrix, incorporating more weights on particles close to each other, but reducing the weight between particles far away. Therefore, we define the distance-dependent weights between particle $u_{t}^{(j)}$ and $u_{t}^{(i)}$

$$
\begin{equation*}
w_{t}^{j i}=\frac{\exp \left(-\frac{1}{2 \gamma}\left\|u_{t}^{(j)}-u_{t}^{(i)}\right\|_{D}^{2}\right)}{\sum_{l=1}^{J} \exp \left(-\frac{1}{2 \gamma}\left\|u_{t}^{(j)}-u_{t}^{(l)}\right\|_{D}^{2}\right)}, \tag{39}
\end{equation*}
$$

for scaling parameters $\gamma>0$ and symmetric positive-definite matrix $D \in \mathbb{R}^{n_{u} \times n_{u}}$. The localized (mixed) sample covariance matrix around particle $u_{t}^{(j)}$ is the defined as

$$
\begin{align*}
& C\left(u_{t}^{(j)}\right)=\sum_{i=1}^{J} w_{t}^{j i}\left(u_{t}^{(i)}-\bar{u}_{t}^{(j)}\right) \otimes\left(u_{t}^{(i)}-\bar{u}_{t}^{(j)}\right)  \tag{40}\\
& C^{u w}\left(u_{t}^{(j)}\right)=\sum_{i=1}^{J} w_{t}^{j i}\left(u_{t}^{(i)}-\bar{u}_{t}^{(j)}\right) \otimes\left(\mathcal{G}\left(u_{t}^{(i)}\right)-\overline{\mathcal{G}}_{t}^{(j)}\right)
\end{align*}
$$

with localized mean

$$
\begin{equation*}
\bar{u}_{t}^{(j)}=\sum_{i=1}^{J} w_{t}^{j i} u_{t}^{(i)}, \quad \overline{\mathcal{G}}_{t}^{(j)}=\sum_{i=1}^{J} w_{t}^{j i} \mathcal{G}\left(u_{t}^{(i)}\right) \tag{41}
\end{equation*}
$$

The localized EKS then reads as
$d u_{t}^{(j)}=-C^{u w}\left(u_{t}^{(j)}\right) \Gamma^{-1}\left(\mathcal{G}\left(u_{t}^{(j)}\right)-y\right)-C\left(u_{t}^{(j)}\right) C_{0}^{-1} u_{t}^{(j)} d t+\sqrt{2 C\left(u_{t}^{(j)}\right)} d W_{t}, \quad j=1, \ldots, J$.

While the original EKS shows promising results for nearly Gaussian target distribution, the considered localized variant helps to extend the scope to multimodal target distributions [34]. Other such related work has aimed to provide further understandings of the EKS. This has included the derivation of providing mean field limits and, but also providing various generalizations [33, 35].

## 5. Other directions

As we have discussed some of the more recent developments in EKI, we now focus on other, more smaller, extensions. In this section we will discuss these each in turn, which will include machine learning, understanding EKI in the context of nonlinear inverse problems, and finally applications related to engineering such as geophysical sciences.

### 5.1 Applications in machine learning

The developments of machine learning methodologies has seen a significant increase in the last decade, which have been produced to solve problems related to health-care, imaging, and decision processes. In particular much of the these developments has been to due the advancements in optimizaion theory. As a result, ensemble Kalman methods can be viewed as a natural class of algorithms to be directly applied, as they are derivative-free optimizers.

The first work aimed at characterizing this connection was [36] which demonstrated this. The authors motivated EKI as a replacement to SGD where they initially
applied it to supervising learning problems. Given a dataset $\left\{x_{j}, y_{j}\right\}_{j=1}^{N}$ assumed to be i.i.d. samples from a particular distribution, then given the Monte Carlo approximation one has the minimization procedure

$$
\begin{gather*}
\arg \min _{u} \Phi_{s}(u ; x, y), \\
\Phi_{s}(u ; x, y)=\frac{1}{N} \sum_{i=1}^{N} \mathcal{L}\left(\mathcal{G}\left(u \mid x_{j}\right), y_{j}\right)+\frac{\lambda}{2}\|u\|_{C_{0}}^{2}, \tag{43}
\end{gather*}
$$

where $\mathcal{L}: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}^{+}$, is some positive-definite function. In other words, one is trying to learn $x_{j}$ from the labeled data $y_{j}$. Supervised learning is used for common ML applications such as image classification and natural language processing. Another related application is that of semi-supervised learning, which aims to learn $x_{j}$ from some of the data $y_{j}$ where do not have access to all of it. This modified the least squares functional given in (43).

Another interesting direction has been the inclusion of EKI for training and learning neural networks [37]. This builds upon the previous work discussed, but with a number of modifications. In particular what the authors show is that they are able to prove convergence of EKI to the minimizer of a strongly convex function. They apply their modified methodology to a nonlinear regression problem of the form

$$
\begin{equation*}
F(\theta)=A \theta+\varepsilon \sin (B \theta), \tag{44}
\end{equation*}
$$

where $\theta$ is the parameter of interest and $F(\theta)$ is the objective functional of interest. This was also extended to the likes of image classification problems, specifically the well-known MNIST handwritten data set.

A final and more recent direction of EKI and ML, was the work of Guth et al. [38], which provided a way of solving the forward problem, within EKI.

### 5.2 Extensions to nonlinear convergence analysis

A major challenge with EKI, and the EnKF in general, is establishing convergence analysis and properties in the nonlinear setting. As it is well known in the linear and Gaussian setting, as the the number of particles $N \rightarrow \infty$, the EnKF coincides with the KBF. However in the nonlinear setting it is has been challenging to derive any such results rigorously. Some ongoing and recent work has aimed to bridge the connections between EKI and nonlinear dynamics. The first paper that provided some form of analysis was the work of Chada et al. [24] which considered a specific form of EKI, in the discrete-time setting.

Namely the update formula is modified to

$$
\begin{align*}
m_{n+1} & =m_{n}+C_{n}^{p p}\left(C_{n}^{u p}+h_{n}^{-1} \Gamma\right)^{-1}\left(z-H\left(m_{n}\right)\right), \\
C_{n+1} & =C_{n}^{u u}-C_{n}^{u p}\left(C_{n}^{p p}+h_{n}^{-1} \Gamma\right)^{-1} C_{n}^{p u}+\alpha_{n}^{2} \Sigma, \tag{45}
\end{align*}
$$

where we adopt an ensemble square root filter formulation, which is known to perform better. As well as this we also include covariance inflation (i.e. inflation factor of $\alpha_{n}$ ), and an adaptive step-size $h_{n}$ motivated from stochastic optimization to allow an acceleration for the convergence. However the other underlying contribution, as
eluded to, is that given this update form we are able to prove convergence towards both local and global minimizers. In other words for the later, we have the following result

$$
\begin{equation*}
\lambda_{c}\left\|m_{N}-u^{*}\right\|^{2} \leq \ell\left(m_{N}\right)-\ell\left(u^{*}\right) \leq \frac{D}{N^{\alpha}} \tag{46}
\end{equation*}
$$

which the above result establishes polynomial convergence. We note from the above equation, that $\lambda_{c}$ is a convexity constant, $\ell$ is the associated loss function, $D$ is some constant, $u^{*}$ is the global minimizer and $\alpha$ is some term, which we refer to [24], for further details.

As one can notice, this convergence analysis was considered for the discrete-time setting, so a natural extension from this is to the continuous-time framework. The work of Blomker et al. [18] provide a first convergence analysis in this direction. However given both these works, a full understanding in the nonlinear setting has not been achieved, where considerable work is still required. Thus these papers provide a first step in doing so, for both settings.

### 5.3 Engineering applications

As a final direction to discuss in detail, which is very much related to the theme of this book, are applications in particular engineering applications. The advantage of these ensemble Kalman methods, is that they can be viewed as a black box-solver, therefore it is highly applicable. One particular application has been geophysical sciences, related to recovering quantities of interest which are below the surface, or subsurface. Examples include the inverse problem of electrical resistivity tomography (ERT), shown below (Figure 3).

ERT is concerned with recovering, or characterizing sub-surface materials in terms of their electrical properties, which are recorded through electrodes. It operates very similarly to electrical impedance tomography (EIT), expect the difference being that it is subsurface. This has been also considered for learning permeability of subsurface flow in a range of different settings which can be found in the following papers [39, 40].

## General resistivity principle



Figure 3.
Image depicting electrical resistivity tomography, where the the electric currents are recorded at the electrodes of the subsurface material.

Another interesting direction is related to walls, specifically quantifying uncertainty in thermo-physical properties of walls. This work was conducted by Iglesias et al. [41, 42]. Specifically the application is the inverse problem of recovering the thermodynamic property or temperature. Similar work related to the methodology used here has been used in resin transfer modeling [43], based on problems of moving boundaries. This is a difficult problem to model, however it provides a first step in doing so. Aside from these applications other particular applications include mineral exploration scattering problems, numerical climate models and others [44-46]. It is worth mentioning that, as of now, there is no official online software package for EKI in general. This is currently being developed, but we emphasize to the reader that the methodology presented, with the examples later, are not related to well known softwares that are available in Matlab or Python.

As a side remark, there are more directions beyond what is discussed above. Some others, without going into details, include developing hierarchical approaches, incorporating constrained optimization, and connections with data assimilation strategies [47-51].

## 6. Numerical experiments

In this section we provide some numerical experiments highlighting the performance of ensemble Kalman methods for inverse problems. Specifically we will consider EKI as discussed in Section 2. We will compare EKI with its regularized version of TEKI. Both these methodologies will be tested on on two motivating inverse problems arising in geophysical and atmospheric sciences, i.e. a Darcy flow partial differential equation and the Navier-Stokes Equation.

In order to assess a comparison, we will present three different figures. (i) The first being a reconstruction at the end of the iterative scheme; (ii) the error between the approximate solution and the ground truth, and (iii) the data misfit. The equations associated with each are given as.

- Reconstruction through EKI: $\frac{1}{J} \sum_{j=1}^{J} u_{n}^{(j)}$.
- Relative error: $\frac{\left\|u^{\dagger}-u\right\|_{L^{2}}^{2}}{\left\|u^{*}\right\|_{L^{2}}}$.
- Data misfit: $\| \Gamma^{-1 / 2}\left(y-\mathcal{G}\left(u^{\dagger}\right) \|^{2}\right.$.


### 6.1 Darcy flow

Our first model problem is an elliptic partial differential equation (PDE), which has numerous applications. Specifically one of them is subsurface flow in a porous medium. The forward problem is concerned with solving for the pressure $p \in H_{0}^{1}(\Omega)$, given the permeability $\kappa \in L^{\infty}(\Omega)$ and source function $f \in L^{\infty}(\Omega)$, where the PDE is given as

$$
\begin{gather*}
-\nabla \cdot(\kappa \nabla p)=f, \quad \in \Omega  \tag{47}\\
p=0, \quad \text { on } \Omega . \tag{48}
\end{gather*}
$$

such that we have prescribed Dirichlet boundary conditions, and $\Omega=[0,1]^{2} \subset \mathbb{R}^{d}$, for $d=2$, is a Lipschitz domain. The inverse problem associated to solving $p$ from (47) is the recovery of the permeability $\kappa \in L^{\infty}(\Omega)$, from noisy measurements of $p$, i.e.

$$
\begin{equation*}
y=\mathcal{G}(\kappa)+\eta, \quad \eta \sim \mathcal{N}(0, \Gamma) \tag{49}
\end{equation*}
$$

where recalling that $\mathcal{G}(\kappa)=p$. We consider 64 equidistance observations within the domain, and on the boundary. To numerically solve (47) we employ a centeredfinite difference method with a mesh size of $h=1 / 100$. For our noisy observations we consider $\Gamma=\gamma I$, where $\gamma=0.01$. We will use and compare EKI and TEKI, with an ensemble size of $J=50$ for both methods. We will run both iterative schemes for $n=$ 24 iterations. For our initial ensemble $\left\{u_{0}\right\}_{j=1}^{J}$ we consider modeling it as a Gaussian random field, i.e. $u \sim N(0, C)$, which can be done via the Karhunen-Loève expansion

$$
\begin{equation*}
u=\sum_{k \in \mathbb{Z}^{+}} \sqrt{\lambda_{k}} \phi_{k} \xi_{k}, \quad \xi_{k} \sim N(0,1) \tag{50}
\end{equation*}
$$

where ( $\lambda_{k}, \phi_{k}$ ) are the associated eigenvalues and eigenvectors of the covariance operator $C$. There are numerous choice of covariance functions one can take, however a popular choice is the Matérn covariance function, which provides much flexibility for modeling. For full details on various covariance functions, or operators, we refer to reader to [52]. The true unknown of interest is taken to be also a Gaussian random field, but one that is smoother than that of that of the initial ensemble.

Our first set of experiments are provided in Figure 4 which shows the truth, the reconstruction from using EKI, and that of using TEKI. As we can observe, is it clear that both methodologies work well at learning the true unknown function. However it is clear that the TEKI induces a smoother reconstruction, which arises from the regularization. However, what is interesting is that if we analyze Figure 5, we notice


Figure 4.
Reconstruction plots for the Darcy flow PDE example. Left: Truth. Middle: EKI reconstruction. Right: TEKI reconstruction.


Figure 5.
Relative errors and data misfits for the Darcy flow PDE example. We compare EKI with TEKI.
that the relative error tends to diverge at the end with EKI, and this is due to the overfitting of data. A motivation behind TEKI is to alleviate this. This can be seen vividly as it tends to decrease, and for the data misfit, it remains within the noise level, which is given as

$$
\begin{equation*}
\text { noise level }=\left\|\left(y-G\left(u^{\dagger}\right)\right)\right\|=\left\|\eta^{\dagger}\right\| \text {. } \tag{51}
\end{equation*}
$$

### 6.2 Navier: stokes equation

Our final test problem is a well-known PDE model arising in numerical weather prediction which is the Navier-Stokes equation (NSE). We consider a 2D NSE defined on a torus $\mathbb{T}^{2}=[0,1]^{2}$ with periodic boundary conditions. The aim to estimate the velocity $v:=[0, \infty) \times \mathbb{T}^{2} \rightarrow \mathbb{R}^{2}$ defined as a vector field from the scalar pressure field $p:=[0, \infty) \times \mathbb{T}^{2} \rightarrow \mathbb{R}^{2}$. The NSE is given as

$$
\begin{gather*}
\partial_{t} v+(v \cdot \nabla) v+\nabla p-\nu \Delta v=f, \quad[0, \infty) \times \mathbb{T}^{2},  \tag{52}\\
\nabla \cdot v=0, \quad[0, \infty) \times \mathbb{T}^{2},  \tag{53}\\
v=u, \quad\{0\} \times \mathbb{T}^{2}, \tag{54}
\end{gather*}
$$

with initial condition (54) and zero flux (53). From (52) $f \in[0, \infty) \times \mathbb{T}$ corresponds to a volume forcing, $\nu$ is the associated viscosity of the fluid. For the NSE equation we consider a spectral Fourier solver for (52). The PDE is more challenging


Figure 6.
Reconstruction plots for the NSE PDE example. Left: Truth. Middle: EKI reconstruction. Right: TEKI reconstruction.


Figure 7.
Relative errors and data misfits for the NSE PDE example. We compare EKI with TEKI.
to invert than the previous example, therefore we take 100 point-wise observations. The setup is largely the same as the previous example, where we take an initial condition based on a Gaussian random field through the KL expansion (50). We will aim to recover the true underlying function $u^{\dagger}$ using both EKI and TEKI. The results are obtained from the experiments are presented in Figures 6 and 7. A similar phenomenon shows, where the reconstructions work well, however there is an additional smoothness induced through the regularization in TEKI. Similarly, as we see with the relative errors and data misfit the overfitting of the data in the end for EKI. We note that this can be avoided depending on the prior form, its hyperparameters, the observations, and the noise. However we specify particular choices to demonstrate it can occur.

## 7. Conclusion

The ensemble Kalman filter (EnKF) is a simplistic, easy-to-implement and powerful algorithm. This has been particularly the case in numerous data assimilation applications for state estimation, which includes the likes of numerical weather prediction, geosciences and more recently machine learning. A major advantage of the method is that, unlike other filters such as the particle filter, it scales better in high dimensions, and can be significantly cheaper. In this chapter we consider the EnKF and its application to parameter estimation. Such a mathematical procedure also has similar applications to the ones states, where one can exploit such techniques for inverse problems. We provide a review and overview of some of the major contributions in this direction, where the resulting methodology is known as ensemble Kalman inversion (EKI), based largely on the work of Iglesias et al. [13]. We presented various avenues the field of EKI has taken such as regularization, extensions to sampling, and other areas. We demonstrated how EKI can perform on two numerical examples PDE examples.

The EKI methodology is one which builds very naturally from many different fields, which acts a strong motivation. For example being an optimizer, one can naturally apply optimization procedures, but also techniques from data assimilation and uncertainty quantification. As a result, this methodology naturally brings researchers from different fields working towards parameter estimation, and inverse problems. This synergy of areas will hopefully ensure new emerging directions within EKI, from a methodological, theoretical and application perspective.
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## Abbreviations

| EnKF | Ensemble Kalman filter |
| :--- | :--- |
| EKI | Ensemble Kalman inversion |


| EKS | Ensemble Kalman sampler |
| :--- | :--- |
| EIT | Electrical impedance tomography |
| ERT | Electrical restivitiy tomography |
| MNIST | Modified National Institute of Standards and Technology |
| KL | Kullback-Leibler |
| KF | Kalman filter |
| L96 | Lorenz 96 model |
| LSF | Least squares functional |
| PDE | Partial differential equation |
| SDE | Stochastic differential equation |
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## Chapter 3

# Nanosatellites: The Next Big Chapter in Atmospheric Tomography 

Gregor Moeller


#### Abstract

Nanosatellite technology opens up new possibilities for earth observation. In the next decade, large satellite constellations will arise with hundreds, up to thousand of satellites in low earth orbit. A number of satellites will be equipped with rather lowcost sensors, such as GNSS receivers, suited for atmospheric monitoring. However, the future evolution in atmospheric science leans not only on densified observing systems but also on new, more complex analysis methods. In this regard, tomographic principles provide a unique opportunity for sensor fusion. The difficulty in performing the conversion of integral measurements into 3D images is that the signal ray path is not a straight line and the number of radio sources and detectors is limited with respect to the size of the object of interest. Therefore, the inverse problem is either solved linearly or iterative nonlinear. In this chapter, an overview about the individual solving techniques for the tomographic problem is presented, including strategies for removing deficiencies of the ill-posed problem by using truncated singular value decomposition and the L-curve technique. Applied to dense nanosatellite formations, a new quality in the reconstruction of the 3D water vapor distribution is obtained, which has the potential for leading to further advances in atmospheric science.


Keywords: GNSS, radio occultation, nanosatellites, singular value decomposition, wet refractivity

## 1. Introduction

For the reconstruction of two- or three-dimensional structures from integral measurements of atmospheric excess phase, e.g. as obtained from signals of the Global Navigation Satellite Systems (GNSS), a technique called atmospheric tomography has been invented. The basic mathematics behind was introduced by Johann Radon in 1917 and is therefore also known as the Radon transform [1]. Its first realization in form of an axial scanning computer tomograph for cross-sectional imaging of the human body was awarded in 1979 with the Nobel prize for medicine [2, 3]. Around the same time, the tomography concept was utilized for applications in geosciences. One of the very first results was communicated by [4] in 1977, who describe a three-
dimensional inversion method for simultaneous reconstruction of seismic body wave velocities and epicenter coordinates.

According to [5] the basic mathematical principle of tomography is described as follows:

$$
\begin{equation*}
f_{s}=\int_{S} g(s) \cdot d s \tag{1}
\end{equation*}
$$

where $f_{s}$ is the integral function, $g(s)$ is the object property function, and $d s$ is a small element of the ray path $S$ along which the integral is determined.

In atmospheric tomography, $g(s)$ is typically replaced by refractivity $n$, which is connected to signal velocity $v_{p}$ by the constant speed of light $c$.

$$
\begin{equation*}
v_{p}=\frac{c}{n} \tag{2}
\end{equation*}
$$

In vacuum $n=1$, in matter is $n \neq 1$, i.e. the signal is slower or faster than the speed of light, dependent on the electric and magnetic properties of the medium. The integral measure $f_{s}$ is usually replaced by excess phase ${ }^{1}$ or signal travel time which can be converted to excess phase by multiplying with the speed of light.

One difficulty in performing the integral is that the signal path through the atmosphere depends on the object properties along the signal path and is, therefore, not a straight line. A change in atmospheric conditions leads to a change in $S$ and integral function $f_{s}$. Another challenge is related to the distribution of the radio sources and the number of detectors with respect to the size of the object of interest. From single satellite missions, the distribution of integral measurements is not optimal for the reconstruction of three-dimensional structures in an analytical way using the Radon transform. To overcome this limitation, in atmospheric sounding the Abel transform [6], a further simplification of the Radon transform, is generally applied. It allows for the determination of one-dimensional profiles of refractivity from measurements of excess phase, assuming spherical symmetry. In 1965, this technique was applied to measurements of the Mariner four spacecraft to study important properties of the Martian atmosphere and is nowadays commonly applied to GNSS phase measurements obtained from dedicated radio occultation missions [7-9]. However, standard processing strategies based on the Abel transform do not allow for resolving horizontal features in the atmosphere. With the advent of nanosatellite technology, the number and distribution of signals have significantly increased - leading to the situation that the assumptions made to derive the Abel transform (spherical symmetry and parallel observation paths) become a limiting factor in the analysis of space-based radio occultation observations. To overcome this limitation, the existing observations can be stacked together to solve Eq. (1) either linearly or iterative non-linearly [5]. A complete non-linear solution is difficult to achieve but also not necessary for most applications in geoscience since it can be demonstrated that the signal path is not significantly perturbed by linearization assumptions. In Section 2, common solving techniques (linear and non-linear) are presented, and in Section 3 and Section 4, it is analyzed whether they can be utilized to reconstruct refractivity fields in the neutral atmosphere from GNSS measurements of atmospheric excess phase on-board dense nanosatellite formations.

[^0]
## 2. Solving techniques

If $f_{s}$ in Eq. (1) is replaced by the atmospheric excess phase (aep) and $g(s)$ by the relation $n-1$, the basic function of atmospheric tomography is obtained as follows:

$$
\begin{equation*}
a e p=\int_{S} n \cdot d s-\int_{S_{0}} d s \tag{3}
\end{equation*}
$$

where $S$ is the "true" signal path and $S_{0}$ is the theoretical straight line signal path in a vacuum. The second term on the right-hand side of Eq. (3) stems from the definition of aep, describing only the atmospheric contribution to the excess phase. Strictly speaking also the limits of the integral have to be adapted to the relevant parts in the atmosphere, e.g. up to about 80 km altitude for the neutral atmosphere.

Fermat's principle tells us that first-order changes in the signal path cause secondorder changes in signal travel time, i.e. for small variations in the object properties, the travel time is stationary. This principle is very beneficial since it allows to define two simplified versions of atmospheric tomography, the so-called linear and non-linear approach. In linear tomography, the bent signal path $S$ is replaced by a straight line $S_{0}$ and corrections to $n$ are made by ignoring atmospheric bending. In contrast, the iterative non-linear approach takes the signal bending into account by the definition of the ray paths but not in the inversion of $n$ along $d s$. This means after each processing step the signal paths are re-computed, e.g. by solving the so-called Eikonal using raytracing shooting techniques [10].

A numerical solution for Eq. (1) is obtained by discretizing the object of interest, e.g. the neutral atmosphere in area elements (in two-dimensions) or volume elements (in three-dimensions). Further, it is assumed that in each volume element the index of refraction is constant. ${ }^{2}$ In the atmosphere, the index of refraction $n$ is close to 1 , thus it can be replaced by refractivity $N=(n-1) \cdot 10^{6}$. With these adaptions Eq. (1) reads:

$$
\begin{equation*}
\text { aep }=\sum_{k=1}^{m} N_{k} \cdot d_{k} \tag{4}
\end{equation*}
$$

where $N_{k}$ is the constant refractivity and $d_{k}$ is the ray length in the volume element $k$. Assuming $l$ observations, indexed by $j=1,2, \ldots, l$ and $m$ volume elements (short: voxels), indexed by $k=1,2, \ldots, m$, the individual observation equations can be combined into a linear equation system. In matrix notation the resulting tomographic equation reads:

$$
\begin{equation*}
A E P=A \cdot N \tag{5}
\end{equation*}
$$

where $\operatorname{AEP}$ is the observation vector of size $(l, 1)$ and $N$ is the unknown vector of size $(m, 1)$ describing the properties in each volume element $k$. The $(l, m)$ matrix $A$ contains the spatial derivatives of the observations $a e p_{j}$ with respect to the unknowns $N_{k}$.

[^1]\[

\boldsymbol{A}=\left[$$
\begin{array}{cccc}
\frac{\partial a e p_{1}}{\partial N_{1}} & \frac{\partial a e p_{1}}{\partial N_{2}} & \ldots & \frac{\partial a e p_{1}}{\partial N_{m}}  \tag{6}\\
\frac{\partial a e p_{2}}{\partial N_{1}} & \frac{\partial a e p_{2}}{\partial N_{2}} & \ldots & \frac{\partial a e p_{2}}{\partial N_{m}} \\
\vdots & \vdots & \vdots & \vdots \\
\frac{\partial a e p_{l}}{\partial N_{1}} & \frac{\partial a e p_{l}}{\partial N_{2}} & \ldots & \frac{\partial a e p_{l}}{\partial N_{m}}
\end{array}
$$\right]
\]

Since Eq. (4) is linear, the partial derivatives of aep are the ray lengths $\left(d_{k}\right)$ in each voxel. For linear tomography, $d_{k}$ is computed from the line of sight vector between the transmitter and receiver. In the non-linear approach, the bending of the signal is taken into account, e.g. by using ray tracing shooting techniques [13]. Therefore, a priori information about the atmospheric state (e.g. in the form of numerical weather forecasts) is needed. Dependent on the quality of the a priori model, additional iterations might be necessary. After each iteration, the estimated refractivity field is considered as input for the ray tracer. The processing is repeated until the determination of the ray path converges. This happens usually after 1-2 iterations.

### 2.1 The inverse problem

An analytical solution for the tomographic equation (Eq. (5)) can be found by the inversion of matrix $A$.

$$
\begin{equation*}
N=A^{-1} \cdot A E P \tag{7}
\end{equation*}
$$

The inverse $\boldsymbol{A}^{-1}$ exists if the determinant of $\boldsymbol{A}$ is non-zero. This requires that $\boldsymbol{A}$ is a squared matrix $(l=m)$. Otherwise, the matrix $\boldsymbol{A}$ is called singular, i.e. does not have a matrix inverse. Unfortunately latter is the case in most atmospheric tomography applications since the observation data, e.g. the GNSS measurements, are considered as "incomplete". Therefore, the matrix $A$ has zero singular values and Eq. (7) becomes ill-posed. In literature, several strategies are described, which allow to remove the deficiencies of the ill-posed problem. They either try to solve the inverse problem or to avoid it. The most prominent ones are:

- Iterative algebraic reconstruction techniques
- Truncated singular value decomposition
- Tikhonov regularization

These three techniques have been selected since they were proven in practice as the most reliable, as described briefly in the following subsections.

### 2.1.1 Algebraic reconstruction techniques

The iterative algebraic reconstruction technique (ART) has been suggested in 1937 by [14] for solving linear equation systems. This technique avoids the inversion problem and initializes the matrix $\boldsymbol{A}$ row-wise. This is very beneficial for large equation systems. Applied to Eq. (7) the ART algorithm reads:

$$
\begin{equation*}
N^{i+1}=N^{i}+\frac{\omega}{\left\langle A_{j}, A_{j}\right\rangle} \cdot\left(\operatorname{aep}_{j}-\left\langle A_{j}^{T}, N^{i}\right\rangle\right) \cdot A_{j} \tag{8}
\end{equation*}
$$

where $A_{j}$ indicates the $j$ th row of the matrix $A,\left\langle A_{j}, A_{j}\right\rangle$ is the resulting inner product and the difference $\operatorname{aep}_{j}-\left\langle A_{j}^{T}, N^{i}\right\rangle$ is the prefit-residual from the last iteration. Based on the number of traversed volume elements and the relaxation factor $\omega$ the residual is split into multiple components and applied to $N^{i}$ in order to obtain the improved refractivity field $N^{i+1}$, which is again input for the next iteration. The processing is stopped once Eq. (8) converges to the solution of Eq. (7) with minimal norm if $0<\omega<2$. For ground-based GNSS networks, the best results have been obtained with a relaxation parameter of $\sim 0.175$, see [15]. Studies from [16] or [17] manifest that the algorithms of the ART family are also very successful in reconstructing the total electron content (TEC) in the ionosphere. Dependent on how the discretization is done, different realizations of ART exist. For tomographic reconstruction especially the multiplicative algebraic reconstruction techniques (MART) and the simultaneous iterative reconstruction techniques (SIRT) are worth mentioning, see [18] or [19]. In contrast to the original ART algorithm, MART leads in general to faster convergence and SIRT has the benefit of being impervious to the order of measurements ( $a e p_{j}$ ).

### 2.1.2 Truncated singular value decomposition

For ill-conditioned least squares problems, [20, 21] invented a general solution, widely known as pseudo inverse or Moore-Penrose inverse $\boldsymbol{A}^{+}$. A numerical solution for the pseudo inverse can be obtained by singular value decomposition [22]. This requires a split of the matrix $\boldsymbol{A}$ into three components as follows:

$$
\begin{equation*}
\boldsymbol{A}=\boldsymbol{U} \cdot \boldsymbol{S} \cdot \boldsymbol{V}^{T} \tag{9}
\end{equation*}
$$

with $\boldsymbol{U}(l, l)$ and $\boldsymbol{V}^{T}(m, m)$ as orthogonal matrices, containing the normalized left and right singular vectors of $A$, respectively. Matrix $S(l, m)$ is a diagonal matrix with singular values $s_{k, k}$ arranged in descending order. By using only the non-zero diagonal elements of $S$ the pseudo inverse is obtained as follows:

$$
\begin{equation*}
\boldsymbol{A}^{+}=\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \tag{10}
\end{equation*}
$$

The 2-norm of the matrix $\mathbf{S}$ defines the condition number $\kappa(\mathbf{A})$. It can be interpreted as the ratio between the largest and the smallest singular values.

$$
\begin{equation*}
\kappa(\mathbf{A})=\frac{\left|s_{\max }\right|}{\left|s_{\min }\right|} \tag{11}
\end{equation*}
$$

A well-conditioned matrix has a condition number $\kappa(\boldsymbol{A})$ near 1. The resulting tomography solution is rather insensitive to measurement errors. A large condition number indicates an ill-conditioned problem. According to Eq. (11), the condition number of $A$ improves by neglecting tiny singular values. This technique is known as truncated singular value decomposition (TSVD), see [23]. It allows to approximate the ill-conditioned matrix $A$ by a matrix $\tilde{A}$ of lower rank.

For atmospheric tomography, [24] suggested $s_{l i m}=2.8 \mathrm{~km}$ as the threshold for $s_{k, k}$, i.e. all singular values smaller than $s_{l i m}$ are set to zero. However, in practice an optimal threshold for $s_{l i m}$ can be determined using the L-curve technique [23]. Therefore, a set of solutions is determined with varying $s_{\text {lim }}$-values. For each solution, the 2 -norm of the estimated parameters is plotted against the 2-norm of the residuals. By connecting all points in a log-log plot a concave L-shaped curve is obtained, whereby the corner of the curve, i.e. the point of maximum curvature, defines the optimal threshold ( $s_{\text {opt }}$ ) for singular value decomposition. Figure 1 shows an L-curve for a typical GNSS tomography setting. In this example, the optimal solution is obtained by setting $s_{o p t}$ to 0.032 . This point was found by testing various values for $s_{\text {lim }}$ between $3 \cdot 10^{-1}$ and $3 \cdot 10^{-5}$. After each processing step, the solution norm $\log \|N\|_{2}$ is plotted against the residual norm $\log \|\boldsymbol{A} \cdot \boldsymbol{N}-\boldsymbol{A E P}\|_{2}$ and the corner point of the resulting curve is marked as the optimal solution.

### 2.1.3 Tikhonov regularization

A more generalized solution to the regularization problem can be found in [25], who describes the minimization problem as follows:

$$
\begin{equation*}
\boldsymbol{N}_{\eta}=\arg \min \left\{\|\boldsymbol{A} \cdot \boldsymbol{N}-\boldsymbol{A} \boldsymbol{E P}\|_{2}^{2}+\eta^{2}\left\|\boldsymbol{L}\left(\boldsymbol{N}_{0}-\boldsymbol{N}\right)\right\|_{2}^{2}\right\} \tag{12}
\end{equation*}
$$

where $\eta$ is called the regularization parameter or Tikhonov factor and $N_{0}$ is an approximation of $N$. The "size" of the solution is defined by the norm $\left\|\boldsymbol{L}\left(\boldsymbol{N}_{0}-\boldsymbol{N}\right)\right\|_{2}$ and the "fit" by the norm of the residual vector $\|\boldsymbol{A} \cdot \boldsymbol{N}-\boldsymbol{A E P}\|_{2}$. One possibility to solve Eq. 12 is to treat it as a least squares problem. In [26] it is shown that the matrix $L$ can be replaced by an identity matrix $I$, i.e. the condition number of $\boldsymbol{A}$ is improved by adding a small multiple of the identity to the matrix $A$.

$$
\begin{equation*}
\tilde{\boldsymbol{A}}=\boldsymbol{A}+\eta \cdot \boldsymbol{I} \tag{13}
\end{equation*}
$$

A possible solution for $\eta$ can be obtained by means of singular value decomposition (see Section 2.1.2). Thereby the elements of the diagonal matrix $S$ are replaced by the coefficients $r_{k, k}$.


Figure 1.
Representative L-curve for a typical GNSS tomography inversion problem. The red dot indicates the corner point of the L-curve and therewith the optimal tomography solution.

$$
\begin{equation*}
r_{k, k}=\frac{s_{k, k}^{2}}{s_{k, k}^{2}+\eta} \tag{14}
\end{equation*}
$$

If the Tikhonov factor is defined as a sharp filter

$$
\eta=\left\{\begin{array}{l}
1 \text { for }_{k, k} \geq s_{\text {lim }}  \tag{15}\\
\text { Ofors }_{k, k}<s_{\text {lim }}
\end{array}\right.
$$

the resulting solution can be interpreted as smoothed TSVD solution.

### 2.2 The partial least squares solution

By treating Eq. (7) as a least squares problem, the basic equation of the weighted least squares estimator reads:

$$
\begin{equation*}
\hat{\boldsymbol{N}}=\left(\boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A}\right)^{-1} \cdot \boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A E P} \tag{16}
\end{equation*}
$$

where $\boldsymbol{P}$ is a weighting matrix, which allows to take the relative accuracy and possible constraints between the observations into account. The least squares solution $\hat{N}$ is obtained by minimizing the 2-norm of the observation residuals. Thereby we assume, that the observations are normally distributed, i.e. free of gross errors or systematic effects.

By combining Eq. (10) with Eq. (16) the tomography solution reads:

$$
\begin{equation*}
\hat{\boldsymbol{N}}=\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \cdot \boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A E P} \tag{17}
\end{equation*}
$$

where the columns of $\boldsymbol{U}$ and $\boldsymbol{V}^{T}$ are the normalized left and right singular vectors of $\boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A}$, respectively and matrix $\boldsymbol{S}(l, m)$ is the diagonal singular value matrix as defined in Section 2.1.2.

### 2.2.1 The a priori field

In Section 2, the linear and non-linear approaches have been defined to reconstruct the GNSS signal paths through the atmosphere. While the linear approach is not dependent on any external data, the non-linear approach requires an a priori refractivity field, e.g. derived from the standard atmosphere or numerical weather forecasts, to reconstruct the bent signal path. Besides, the a priori field can be also utilized to stabilize the tomographic equation system. One possibility is to treat the additional information ( $\boldsymbol{N}_{0}$ ) as absolute constraints:

$$
\begin{equation*}
\hat{\boldsymbol{N}}=\boldsymbol{N}_{0}+\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \cdot \boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot\left(\boldsymbol{A E P}-\boldsymbol{A} \cdot \boldsymbol{N}_{0}\right) \tag{18}
\end{equation*}
$$

In the following, this solution is called the constrained solution.
Another possibility to handle the extended equation system is to treat it as a system of subsets with

$$
A_{e x t}=\left[\begin{array}{l}
\boldsymbol{A}  \tag{19}\\
\boldsymbol{A}_{c}
\end{array}\right]
$$

$$
\begin{align*}
A E P_{e x t} & =\left[\begin{array}{c}
A E P \\
\boldsymbol{N}_{0}
\end{array}\right]  \tag{20}\\
\boldsymbol{P}_{\text {ext }} & =\left[\begin{array}{c}
\boldsymbol{P} \\
\boldsymbol{P}_{c}
\end{array}\right] \tag{21}
\end{align*}
$$

where $\boldsymbol{A}_{c}$ is the design matrix and $\boldsymbol{P}_{c}$ the weighting matrix for $\boldsymbol{N}_{0}$. The extended equation system can be solved using Eq. (17), whereby $\boldsymbol{A}, \boldsymbol{A E P}$ and $\boldsymbol{P}$ are replaced by its extended complements $\boldsymbol{A}_{\text {ext }}, \boldsymbol{A E P} \boldsymbol{P}_{\text {ext }}$ and $\boldsymbol{P}_{\text {ext }}$. In principle, it provides the same results as the constrained solution.

A third possibility would be to solve Eq. (18) separately for each observation type using the estimates $(\hat{\boldsymbol{N}})$ and the variance-covariance matrix of the estimates ( $\boldsymbol{C o v}_{\hat{N} N}$ ) from the first step as a priori information for the next step. In the case of two subsets the corresponding tomography solution reads:

$$
\begin{gather*}
\hat{\boldsymbol{N}}_{1}=\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \cdot \boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A E P}  \tag{22}\\
\boldsymbol{C o v}_{\hat{N} N}=\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \tag{23}
\end{gather*}
$$

where $\boldsymbol{U}, \boldsymbol{V}$ and $\boldsymbol{S}$ are obtained by singular value decomposition of the matrix $\boldsymbol{A}^{T} \cdot \boldsymbol{P} \cdot \boldsymbol{A}$. For the second (final) solution both, $\hat{\boldsymbol{N}}_{1}$ and $\boldsymbol{C o v}_{\hat{N} N}$ are introduced into the equation system as follows:

$$
\begin{equation*}
\hat{\boldsymbol{N}}=\hat{\boldsymbol{N}}_{1}+\boldsymbol{V} \cdot \boldsymbol{S}^{-1} \cdot \boldsymbol{U}^{T} \cdot \boldsymbol{A}_{c}^{T} \cdot \boldsymbol{P}_{c} \cdot\left(\boldsymbol{N}_{0}-\boldsymbol{A}_{0} \cdot \hat{\boldsymbol{N}}_{1}\right) \tag{24}
\end{equation*}
$$

with $S, U$ and $V$ obtained by truncated singular value decomposition (see subsection 2.1.2) of the matrix $\boldsymbol{A}_{0}^{T} \cdot \boldsymbol{P}_{0} \cdot \boldsymbol{A}_{0}+\boldsymbol{C o v}_{\hat{X} X}^{-1}$. In the following this solution is called the partial solution. In case the matrix $\boldsymbol{A}$ is of full rank or if only one set of observations is available, the constrained solution and the partial solution provide identical results. In the case of an ill-conditioned matrix, the partial solution has the advantage that the eigenvalue can be computed for each subset of observations. In large equation systems, this allows to reduce computational load since the matrix $\boldsymbol{A}$ is divided into several parts.

### 2.2.2 Observation weights

Up to now, the individual observations were considered as uncorrelated and equally accurate. However, for varying input data it might be beneficial to set up a weighting matrix. In case the relative accuracy between observations is known, they can be directly introduced into the equation system by defining the weighting matrix

$$
\begin{equation*}
\boldsymbol{P}=\sigma_{0}^{2} \cdot \boldsymbol{C o v}_{l l}^{-1} \tag{25}
\end{equation*}
$$

where variance co-variance matrix $\boldsymbol{C o v}_{l l}$ reflects the precision of the observations on its diagonal elements ( $\sigma_{n}^{2}$ ) with $\sigma_{0}^{2}$ as the a priori variance of the unit weight. In the case of uncorrelated observations and unit variances, the matrix Cov $_{l l}$ simplifies to an identity matrix of size $(n, n)$.

In case no accurate information is available, a weighting model can be utilized. For ground-based GNSS observations, an elevation-dependent weighting is common, for satellite-to-satellite observations a weighting based on carrier-to-noise density C/N0

| $\frac{\partial N}{\partial \boldsymbol{T}} \boldsymbol{\Delta} \boldsymbol{T}$ | $\frac{\partial N}{\partial \boldsymbol{p}} \boldsymbol{\Delta} \boldsymbol{p}$ | $\frac{\partial N}{\partial e} \boldsymbol{\Delta e}$ | $\boldsymbol{\Delta} \boldsymbol{N}$ |
| :--- | :---: | :---: | :---: |
| $\pm 0.25 \mathrm{ppm}$ | $\pm 0.08 \mathrm{ppm}$ | $\pm 2.37 \mathrm{ppm}$ | $\pm 2.39 \mathrm{ppm}$ |

Table 1.
Standard deviation of refractivity and its components, assuming a typical meteo sensor error of 0.3 hPa for pressure, 0.2 K for temperature and $3 \%$ for relative humidity - computed for standard atmospheric conditions at sea level ( $p=1013 h P a, T=15^{\circ} \mathrm{C}, r h=60 \%$ ).
seems to be more useful since the observations are usually gathered around 0deg the elevation angle or below. For the a priori refractivity field, a height-dependent weighting model is recommended. By focusing on the neutral atmosphere and assuming that Eq. (26) is exact

$$
\begin{equation*}
N=K_{1} \cdot \frac{p_{d}}{T}+K_{2} \cdot \frac{e}{T}+K_{3} \cdot \frac{e}{T^{2}} \tag{26}
\end{equation*}
$$

the theoretical standard deviation for refractivity reads ${ }^{3}$ :

$$
\begin{equation*}
\sigma_{N}=\left[\left(\frac{\partial N}{\partial T} \cdot \sigma_{T}\right)^{2}+\left(\frac{\partial N}{\partial p} \cdot \sigma_{p}\right)^{2}+\left(\frac{\partial N}{\partial e} \cdot \sigma_{e}\right)^{2}+\ldots\right]^{\frac{1}{2}} \tag{27}
\end{equation*}
$$

For in-situ measurements, [27] provides theoretical standard deviations for pressure $p$, temperature $T$, and water vapor pressure ${ }^{4} e$ for a wide range of meteorological sensors. In addition, height-dependent error curves for the three meteorological parameters can be obtained from [28]. The resulting uncertainties, assuming standard atmospheric conditions at sea level, are listed in Table 1.

The standard deviation of refractivity is 2.39 ppm , which equates to a relative uncertainty of $0.75 \%$. By far the largest impact ( 2.37 ppm ) is related to the uncertainty of water vapor. Consequently, the utmost care has to be taken when measuring humidity and temperature.

## 3. Observations of atmospheric excess phase

Satellite refractometric sounding of the atmosphere and the underlying inverse problems have been under investigation since the 1960s, see [29-31]. However, it was not until 1976 that the first radio occultation (RO) experiment was carried out to survey the earth's atmosphere within the Apollo-Soyuz mission [32]. Until then, the major problem noted was the lack in accuracy of refractometric measurements of phase or Doppler shift [33]. This limitation has widely been overcome with the emergence of the Global Positioning System (GPS) around the 1980s [7]. Since the proof of concept during the GPS-MET satellite mission in 1995 various satellites have been equipped with precise GNSS radio occultation receivers, leading to approximately $500-600$ globally distributed radio occultation profiles per day and satellite, assuming a 32 -satellite GPS constellation.

[^2]
### 3.1 The observation equation

The phase that a receiver obtains from a GNSS satellite can be modeled as

$$
\begin{equation*}
L_{r, \nu}^{s}=\mathfrak{\varrho}_{r}^{s}+c \cdot \delta t_{r}-c \cdot \delta t^{s}+\Delta \mathfrak{\varrho}_{r, v}^{s}+\nu \cdot n_{r, v}^{s} \tag{28}
\end{equation*}
$$

with

| $L_{r, \nu}^{s}$ | $\ldots$ phase observation for the transmitter-receiver pair (s-r) at frequency $\nu$ |
| :--- | :--- |
| $\mathrm{@}_{r}^{s}$ | $\ldots$ geometric distance between transmitter s and receiver r |
| $c \cdot \delta t_{r}$ | $\ldots$ correction of receiver clock at signal reception time $t$ |
| $c \cdot \delta t^{s}$ | $\ldots$ correction of satellite clock at transmission time $t-\tau_{r}^{s}$ |
| $\Delta \mathrm{\varrho}_{r, v}^{s}$ | $\ldots$ all delays due to propagation effects |
| $n_{r, v}^{s}$ | $\ldots$ unknown integer number of cycles (carrier phase ambiguity) |

The objective of refractometric sounding is to extract the atmospheric propagation effects from the phase observations. Assuming that relativistic effects, satellitespecific multipath effects and antenna-specific phase center corrections are known and removed, the remaining effects in $\Delta \varrho_{r, v}^{s}$ can be divided into two terms:

$$
\begin{equation*}
\Delta \varrho_{r, v}^{s}=\Delta \varrho_{r, t r p}^{s}+K \frac{T E C_{r, v}^{s}}{f_{r}^{2}} \tag{29}
\end{equation*}
$$

where the first term ( $\Delta \mathrm{Q}_{r, t r p}^{s}$ ) describes the delay of the carrier phase in the neutral atmosphere and the second term $\left(K \frac{T E C_{r, v}^{s}}{f_{r}^{2}}\right)$ the advancement of the carrier phase in the ionosphere. The integral term $T E C_{r, v}^{s}$ is the electron density along the ray path between transmitter s and receiver r , scaled by a constant term $K$.

A detailed description of the individual systematic effects can be found in [34]. In the following, special attention is given to the modeling and estimation of neutral atmospheric effects ( $\Delta \varrho_{r, t r p}^{s}$ ) assuming that the first-order ionospheric effect (up to $99.9 \%$ ) can be removed by forming an ionospheric-free linear combination $L_{I F}$. Condition therefore is, that the receiver tracks the GNSS carrier phase simultaneous on two frequencies

$$
\begin{equation*}
L_{I F}=\frac{f_{1}^{2} \cdot L_{r, 1}^{s}-f_{2}^{2} \cdot L_{r, 2}^{s}}{f_{1}^{2}-f_{1}^{2}} \tag{30}
\end{equation*}
$$

where the nominal frequencies $f_{1}$ and $f_{2}$ are defined by the satellite system frequency plan (e.g. 1575.42 MHz for GPS $L 1$ and 1227.60 MHz for GPS $L 2$ ).

### 3.2 Calibration of the phase signal

For the extraction of atmospheric phase excess from phase observations, first, the phase signal has to be calibrated. Therefore, the clock effects in Eq. (28) are eliminated. This can be achieved if the occulting receiver satellite can simultaneously see an
occulting GNSS and a non-occulting GNSS satellite. Elimination of the clock effects is also possible if the same GNSS satellites are visible from a ground-based GNSS receiver. In addition, one needs to precisely know the position and velocity of the transmitting and receiving satellites. The orbits for the GNSS satellites can be obtained from services such as the International GNSS service (see www.igs.org). The position and velocity of the receiving satellite have to be computed using the phase measurements recorded from the GNSS radio occultation receiver or from a dedicated POD (precise orbit determination) receiver on board the receiving satellite. For further details about the procedure of POD, the reader is referred to [35]. A more detailed description of the calibration of the phase measurements is given in, e.g. [36]. Once the signal is calibrated, the atmospheric phase excess can be used to set up the observation equations for the tomographic processing. The precondition for a stable tomography solution is, that enough overlapping observations are available. Therefore, in the following the concept of a dense nanosatellite formation is introduced.

## 4. Concept of a dense nanosatellite formation

### 4.1 Introduction

In recent years, nanosatellite technology has become increasingly important for a wide variety of applications, such as communication, technology demonstration, heliophysics, astrophysics, earth science, or planetary science [37-39]. Most of the existing mission concepts are based on the CubeSat form factor established by Professor Bob Twiggs at the Department of Aeronautics and Astronautics at Stanford University in late 1999. Although small satellites have existed since the very beginning of spaceflight, the definition of the CubeSat standard "made it possible to bring production to a level of flexibility and innovation never seen before" [40]. As of September 2022, over 2000 nanosatellites were launched into orbit, with a record number of 143 satellites launched on a single rocket on board the Transporter-1 mission in January 2021. In the next decade, we expect that the number of nanosatellite launches per year will continue to rise by a factor of $4-5$, leading to dense observation networks in low earth orbit. Innovations in satellite technology, such as miniaturized GNSS receivers [41] and intelligent processing strategies will further boost the realization of new observation concepts based on nanosatellite technology and the establishment of dense satellite formations in highly interesting but yet scarcely-explored regions in the earth's atmosphere and beyond.

### 4.2 The observation geometry

The multi-frequency signals from over a hundred active GNSS satellites gathered on board each nanosatellite allow for measuring the atmospheric state with unprecedented spatiotemporal resolution. For the proof of concept, we assume a formation of four nanosatellites, injected into a polar orbit. The advantage from such a configuration is that we can get simultaneous radio occultation observations that are closely located [42]. Figure 2 shows the observation geometry together with the ray paths through the lower 8 km of the atmosphere.

The spacing between the nanosatellites is set to $d M=1.9 \mathrm{deg}$ (approx. 230km). At an altitude of 550 km this corresponds to a temporal spacing of about 30 s . Due to the
limb-sounding geometry and high inclination of most nanosatellites, a global distribution can be obtained with 500 - 600 radio occultation events per nanosatellite and day assuming a 32 -satellite GPS constellation.

The angle under which the GNSS satellites are observed is constantly changing. In order to characterize the observation geometry, we distinguish between two scenarios. In the first scenario, the observation angle is close to 90 deg , i.e. the RO measurements are obtained in a cross-track direction. In consequence, from the four nanosatellites, we obtain ray paths that are widely parallel to each other. In the second scenario, the angle is close to 0 deg or 180 deg . This leads to RO measurements in the flight direction or anti-flight direction. In both cases, a unique observation geometry is obtained, in which consecutive observations overlap, as shown in Figure 2.

### 4.3 Tomography case study

At the time of writing, real GNSS measurements from a dense nanosatellite formation were not available. Thus, for technique demonstration, a closed-loop simulation was carried out using the Weather Research and Forecasting (WRF) model to simulate the atmospheric state along the GNSS radio occultation signals shown in
Figure 2.
In the first step, the signal paths through the atmosphere were reconstructed every 500 ms using ray-tracing shooting techniques [13] with a step size of 1 km . For each ray point, wet refractivity ( $N_{w}$ ) was computed from WRF temperature ( $T$ ) and water vapor pressure (e) fields using Eq. (31)

$$
\begin{equation*}
N_{w}=K_{2}^{\prime} \cdot \frac{e}{T}+K_{3} \cdot \frac{e}{T^{2}} \tag{31}
\end{equation*}
$$

where the constant $K_{2}^{\prime}$ is given by

$$
\begin{equation*}
K_{2}^{\prime}=K_{2}-K_{1} \cdot \frac{M_{w}}{M_{d}} \tag{32}
\end{equation*}
$$



Figure 2.
Left: The observation geometry for one GNSS satellite simultaneous observed by four nanosatellites in a string-ofpearls formation. Right: The resulting radio occultation signal paths.
with $K_{1}=77.689 \frac{K}{h P a}, K_{2}=71.2952 \frac{K}{h P a}$ and $K_{3}=375463 \frac{K^{2}}{h P a}$ as the refractivity constants and $M_{w}$ and $M_{d}$ as the molar mass of dry air and water vapor, respectively.

Figure 3 (left) shows the resulting wet refractivity distribution in the lowest 8 km of the atmosphere, with a water vapor inversion layer at a height of approximately $2-4 k m$. By integration along the signal paths, the wet refractivity can be converted into atmospheric excess phase using Eq. (4). Figure 3 (right) shows that the inversion layer in the WRF model also propagates into the simulated observations of atmospheric phase excess.

To reconstruct the 2D refractivity fields from the atmospheric excess phase, the area covered by the observations was discretized in area elements with a grid size of 22 km (horizontally) and 0.2 km (vertically). The tomographic processing itself was carried out with the ATom software package [13]. Table 2 summarizes the major settings.


Figure 3.
Left: Weather Research and Forecasting (WRF) model derived wet refractivity fields [ppm] with the overlaying white lines showing the tangent points of the four RO ray paths through the lower 8 km of the atmosphere. Right: The resulting atmospheric excess phase observations [m] by integration through the wet refractivity field.

| Parameter | Settings |
| :--- | :--- |
| Case study domain | Equatorial pacific ocean $(140-150 \operatorname{deg} E)$ |
| Case study period | Late autumn 2006 |
| Model resolution | 22km (horizontally) $\times 0.2 \mathrm{~km}$ (vertically) |
| Tomography software | Modified version of ATom software package* |
| Initial field | smooth WRF field |
| Inversion method | Singular value decomposition (eigenv ${ }_{\text {min }}=0.01 \mathrm{~km}^{2}$ ) |
| Estimation method | Iterative weighted least squares adjustment |
| Convergence criteria | RMS of weighted residuals |
| 'https://github.com/GregorMoeller/ATom. |  |

Table 2.
Tomography settings applied for the reconstruction of refractivity fields from (simulated) RO observations.


Figure 4.
Top left: Smooth WRF refractivity field used to initialize the tomography solution. Top right: Estimated refractivity field (tomography solution). Bottom left: WRF refractivity field (reference). Bottom right: Closed-loop validation (tomography minus WRF) to assess the performance of the tomography approach.

The resulting refractivity fields are visualized in Figure 4. The upper left plot shows the a priori field, a smooth WRF refractivity field, used to initialize the tomography solution. For the computation of the smoothed field, a sliding window filter was applied to the WRF data to remove the inversion layer and therefore, reduce the information contained in the initial field. In the upper right plot, the actual tomography solution is shown. By comparison with the WRF reference field (lower left plot), the reconstruction capabilities of the tomography approach can be assessed. The differences between the two models are shown in the lower right plot. Overall voxels, a Root Mean Square Error (RMSE) of 0.9 ppm (21.8\%) and a bias of 0.03 ppm was received.

Overall, the best solution is obtained within the horizontal range ( $-250 \mathrm{~km}, 250 \mathrm{~km}$ ) in which multiple observations overlap and therefore, help to stabilize the tomography resolution. In this core domain of the tomography model, an RMSE of $0.5 p p m ~(9.6 \%)$ was obtained, which is by a factor of two better than in the outer regions.

## 5. Conclusions and outlook

In this chapter, the basic aspects of the remote sensing of the lower earth's atmosphere using tomography radio occultation methods are addressed. My motivation was to provide an overview about the current achievements in tomographic
processing and its potential for the processing of radio occultation measurements collected from very light-weight and power-efficient GNSS sensors onboard dense nanosatellite formations. In a number of closed-loop validations, the expected observations have been analyzed and possible processing strategies have been evaluated. Due to the unique observation geometry, combined processing of overlapping radio occultation measurements using tomographic principles is possible and allows to generate high-resolution cross-sections of the lower atmosphere. Thus, I believe that tomography products have great potential to advance current knowledge, e.g. as a weather analysis tool or as a complementary observation technique for water vapor distribution, which can be assimilated into operational weather forecast systems. Once the required sensor technology is available, not only the communication industry but also the earth observation community will benefit from new observation concepts based on nanosatellite technology. If the proposed observation concept is also suited for the monitoring of the ionosphere has to be evaluated in future studies.
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Section 2

## Some Computational Aspects

# Numerical Gradient Computation for Simultaneous Detection of Geometry and Spatial Random Fields in a Statistical Framework 

Michael Conrad Koch, Kazunori Fujisawa and Akira Murakami


#### Abstract

The target of this chapter is the evaluation of gradients in inverse problems where spatial field parameters and geometry parameters are treated separately. Such an approach can be beneficial especially when the geometry needs to be detected accurately using $L_{2}$-norm-based regularization. Emphasis is laid upon the computation of the gradients directly from the governing equations. Working in a statistical framework, the Karhunen-Loève (K-L) expansion is used for discretization of the spatial random field and inversion is done using the gradient-based Hamiltonian Monte Carlo (HMC) algorithm. The HMC gradients involve sensitivities w.r.t the random spatial field and geometry parameters. Building on a method developed by the authors, a procedure is developed which considers the gradients of the associated integral eigenvalue problem (IEVP) as well as the interaction between the gradients w.r.t random spatial field parameters and the gradients w.r.t the geometry parameters. The same mesh and linear shape functions are used in the finite element method employed to solve the forward problem, the artificial elastic deformation problem and the IEVP. Analysis of the rate of convergence using seven different meshes of increasing density indicates a linear rate of convergence of the gradients of the log posterior.
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## 1. Introduction

Accurate computation of gradients, w.r.t parameters of interest, is a key aspect of deterministic algorithms like Gauss-Newton, Levenberg-Marquardt, Occam's inversion [1] as well as statistical algorithms like Hamiltonian Monte Carlo (HMC) [2]. Common nonintrusive methods like finite differences compute the gradient by taking differences between the response at the current model and at a perturbed model, such methods suffer from certain drawbacks. Two types of errors stand out in particular:
numerical error involved with truncation of Taylor's series and round-off error involved with finite precision arithmetic of computers [3]. For more robust analysis, this chapter focuses on methods where the gradient is computed directly from the analytical/numerical model by enlisting the sensitivity equations.

The type of solutions that can be obtained from inverse problems is guided by the regularization term. When the accurate detection of the geometry of embedded objects (or detection of discontinuities) is of interest, $L_{1}$-norm-based difference priors have proven to be useful [4, 5]. However, special techniques need to be used to accommodate the nondifferentiability of the $L_{1}$-norm [1]. Hence, to make use of a large library of adjoint-based inversion solvers (that use gradients w.r.t the parameters), $L_{2}$-norm-based priors which readily allow for differentiation are more popular in practice. However, $L_{2}$-norm regularization or Gaussian priors in a stochastic sense only admit smooth solutions. Hence, in order to still be able to capture discontinuities, this paper explicitly parameterizes the shape of the boundary (or the geometry of the domain). This approach thereby considers two sets of parameters, one related to the spatial field and the second with the geometry parameters. This approach is of course only applicable when the unknown geometry can be parameterized explicitly.

Gradients have to be computed w.r.t both spatial as well geometry parameters. While sensitivity analysis of spatial parameters is usually straightforward, computation of the gradients w.r.t geometry parameters [6, 7] needs to be done more carefully and consider aspects like mesh distortion. This chapter develops on the method presented in [8] and briefly details the simultaneous spatial field and geometry update within the HMC statistical framework. Similar to [8], the KarhunenLoève ( $\mathrm{K}-\mathrm{L}$ ) expansion is used for discretization of the random field, with the difference that the complete theoretical basis is considered. The complete integral eigenvalue problem or IEVP is solved and the associated gradients are computed. The interaction between the geometry and spatial parameters due to the domain of definition of the IEVP is also detailed. It should be noted that the procedure detailed above is applicable to both the direct differentiation and adjoint methods [9] of sensitivity analysis.

The entire numerical study is done with a focus on aspects related to gradients and not with the aim to solve the inverse problem. Nevertheless, a forward model is still required for the computation of gradients. The chapter begins with a description of the forward model, observation equation and the discretization of the spatial random field in Section 2. This is followed by a brief description in Section 3 of the HMC-based methods developed in $[8,10]$ for simultaneous spatial field and geometry detection. Section 3.3 introduces the new gradients obtained when the complete IEVP is considered. It is shown how the gradients of the eigenvectors involve the computation of a Moore-Penrose pseudoinverse. Finally, the gradient computation procedure is validated and a convergence study is done in Section 4.

## 2. Inversion preliminaries

### 2.1 Governing and observation equations

Consider a linear steady seepage flow problem defined on a domain $\mathbf{z} \in \Omega \subset \mathbb{R}^{d}$, $d \in\{2,3\}$, where $\mathbf{k}(\mathbf{z})$ is a symmetric spatially varying hydraulic conductivity matrix, $h(\mathbf{z})$ is the hydraulic head, and $Q(\mathbf{z})$ is a source term as shown in Eq. (1) below

$$
\begin{equation*}
\nabla .-\mathbf{k}(\mathbf{z}) \nabla h(\mathbf{z})=Q(\mathbf{z}) . \tag{1}
\end{equation*}
$$

Standard Dirichlet: $h=\bar{h}$ on $\Gamma_{D}$, and Neumann: $f_{n}=\boldsymbol{f} . \boldsymbol{n}=-\mathbf{k} \nabla h . \boldsymbol{n}$ on $\Gamma_{N}$ boundary conditions are applied. Following a spatial discretization of the weak form of the PDE using the finite element method, the governing equation can be written as:

$$
\begin{equation*}
\mathbf{K}(\boldsymbol{\theta}) \mathbf{h}=\mathbf{q}, \tag{2}
\end{equation*}
$$

where $K$ is the global hydraulic conductivity matrix and $\mathbf{h}$ and $\mathbf{q}$ are the nodal hydraulic head and flux vectors respectively. The parameter vector $\boldsymbol{\theta}=\left({ }^{1} \boldsymbol{\theta},{ }^{2} \boldsymbol{\theta}\right) \in \mathbb{R}^{K}$ in Eq. (2), includes all the unknowns related to the inverse problem. In this study, the unknowns are divided into two sets [8]: ${ }^{1} \boldsymbol{\theta} \in \mathbb{R}^{K_{1}}$, related to the spatial discretization of a random field and ${ }^{2} \boldsymbol{\theta} \in \mathbb{R}^{K_{2}}$, and related to the definition of the geometry of the domain $\Omega$. Also, consider an observation model relating the state vector $\mathbf{m}=(\mathbf{h}, \mathbf{q})$ to the discrete observations $\mathbf{y}$, through a map $\mathbf{H}$ that is independent of $\boldsymbol{\theta}$ i.e.

$$
\begin{equation*}
\mathbf{y}=\mathbf{H m}(\boldsymbol{\theta})+\mathbf{r} . \tag{3}
\end{equation*}
$$

The error in Eq. (3) is modeled as Gaussian $\mathbf{r} \sim \mathbb{N}(\mathbf{0}, \mathbf{R})$ with a known covariance matrix R. Parameter estimation is done in a probabilistic sense using Bayesian inference. Starting with a Gaussian prior distribution $p(\boldsymbol{\theta})=\mathbb{N}\left(\boldsymbol{\theta} \mid \mathbf{0}, \boldsymbol{\Sigma}_{\boldsymbol{\theta}}\right)$ and a likelihood distribution $p(\mathbf{y} \mid \boldsymbol{\theta})=\mathbb{N}(\mathbf{y} \mid \operatorname{Hm}(\boldsymbol{\theta}), \mathbf{R})$, the posterior distribution is written as:

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \mathbf{y}) \propto p(\mathbf{y} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta}) \tag{4}
\end{equation*}
$$

Except for linear Gaussian observation models, the posterior cannot be computed analytically and is usually evaluated using MCMC sampling algorithms.

### 2.2 Karhunen-Loève (K-L) expansion

The parameter vector ${ }^{1} \boldsymbol{\theta}$ defined in Section 2.1 is associated with a continuous hydraulic conductivity spatial random field $k(\mathbf{z}, \omega)$, where $\mathbf{z}$ is defined on the domain $\Omega$ and $\omega$ belongs to the space of random events $\Theta$. Let the expected value of the random field be denoted as $\bar{k}: \Omega \rightarrow \mathbb{R}$ and the autocovariance function $C: \Omega \times \Omega \rightarrow \mathbb{R}$ be defined as $C\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=\sigma(\mathbf{z}) \sigma\left(\mathbf{z}^{\prime}\right) \rho\left(\mathbf{z}, \mathbf{z}^{\prime}\right)$. Here $\sigma: \Omega \rightarrow \mathbb{R}$ is the standard deviation function and $\rho: \Omega \times \Omega \rightarrow[-1,1]$ is the autocorrelation coefficient function. The study in this chapter is confined to Gaussian random fields that can be defined completely by their mean and autocovariance functions.

The Karhunen-Loève (K-L) expansion method is a series expansion method for the discretization of random fields which is based on the spectral decomposition of the autocovariance function. It can be shown that a random field can be written as an infinite sum [11]:

$$
\begin{equation*}
k(\mathbf{z}, \omega)=\bar{k}(\mathbf{z})+\sum_{k=1}^{\infty}{\sqrt{\lambda_{k}}}^{1} \theta_{k} \phi_{k}(\mathbf{z}), \tag{5}
\end{equation*}
$$

where ${ }^{1} \theta_{k}: \Theta \rightarrow \mathbb{R}$ are standard uncorrelated random variables, $\lambda_{k}$ are the eigenvalues (always non-negative) and $\phi_{k}(\mathbf{z})$ are the eigenfunctions of the linear operator
related to the covariance kernel C. They can be obtained by solving the homogeneous Fredholm integral eigenvalue problem (IEVP) on the domain $\Omega$ :

$$
\begin{equation*}
\int_{\Omega} C\left(\mathbf{z}, \mathbf{z}^{\prime}\right) \phi_{k}\left(\mathbf{z}^{\prime}\right) \mathrm{d} \mathbf{z}^{\prime}=\lambda_{k} \phi_{k}(\mathbf{z}) \tag{6}
\end{equation*}
$$

The autocovariance function is symmetric, bounded, and positive semi-definite and has the spectral decomposition $C\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=\sum_{k=1}^{\infty} \lambda_{k} \phi_{k}(\mathbf{z}) \phi_{k}\left(\mathbf{z}^{\prime}\right)$. The eigenfunctions are orthogonal, and in a normalized form satisfy the condition $\int_{\Omega} \phi_{k}(\mathbf{z}) \phi_{l}(\mathbf{z}) \mathrm{d} \mathbf{z}=\delta_{k l}$, where $\delta_{k l}$ is the Kronecker delta. In the case of Gaussian random fields, the random variables ${ }^{1} \theta_{k}$ are also independent and follow the standard normal distribution.

In practice, the eigenvalues decay exponentially fast for smooth functions and algebraically fast for non-smooth autocovariance kernels and the K-L expansion is usually truncated after $K_{1}$ terms. If the eigenvalues are arranged in descending order such that $\lambda_{1}>\lambda_{2}>\ldots>\lambda_{K_{1}}$, then accompanied by the associated eigenfunctions, the truncated K-L expansion approximation of the random field can be written as

$$
\begin{equation*}
\hat{k}(\mathbf{z}, \omega)=\bar{k}(\mathbf{z})+\sum_{k=1}^{K_{1}}{\sqrt{\lambda_{k}}}^{1} \theta_{k} \phi_{k}(\mathbf{z}), \tag{7}
\end{equation*}
$$

The truncated K-L expansion approximation is optimal in the sense that, for a fixed number of terms $K_{1}$, the mean square error over the domain is minimized [12]. A global error measure related to random field discretization is called the mean error variance $\bar{\varepsilon}_{\sigma}$ and is defined as [13]:

$$
\begin{equation*}
\bar{\varepsilon}_{\sigma}(\mathbf{z})=\frac{1}{|\Omega|} \int_{\Omega} \frac{\operatorname{Var}[k(\mathbf{z}, \omega)-\hat{k}(\mathbf{z}, \omega)]}{\operatorname{Var}[k(\mathbf{z}, \omega)]} \mathrm{d} \mathbf{z} . \tag{8}
\end{equation*}
$$

It can be shown that the variance of the truncated K-L expansion $\hat{k}(\mathbf{z}, \omega)$ is:

$$
\begin{equation*}
\operatorname{Var}[\hat{k}(\mathbf{z}, \omega)]=\sum_{k=1}^{K_{1}} \lambda_{k} \phi_{k}^{2}(\mathbf{z}) \tag{9}
\end{equation*}
$$

Using the property $\mathbb{E}\left[{ }^{1} \theta_{k}^{1} \theta_{l}\right]=\delta_{k l}$, the mean error variance can be calculated as [14]:

$$
\begin{equation*}
\bar{\varepsilon}_{\sigma, \mathrm{KL}}=1-\frac{1}{|\Omega| \sigma^{2}} \sum_{k=1}^{K_{1}} \lambda_{k} . \tag{10}
\end{equation*}
$$

The derivation for Eq. (10) assumes the random field to be homogeneous, i.e., $\sigma(\mathbf{z})=\sigma$. We only consider the case where the prior random field is homogeneous and Gaussian. This assumption is for numerical convenience and does not limit the posterior, which can be non-Gaussian and nonhomogeneous [15].

### 2.3 Galerkin finite element method to solve the integral eigenvalue problem

The Galerkin Finite Element Method (FEM) is used to solve the IEVP on $\Omega$. The eigenfunctions are approximated with the help of the shape functions $N_{j}: \Omega \rightarrow \mathbb{R}$ of the FE mesh, and is represented as:

$$
\begin{equation*}
\phi_{k}(\mathbf{z}) \approx \sum_{j=1}^{n} d_{k j} N_{j}(\mathbf{z}), \tag{11}
\end{equation*}
$$

where the coefficients $d_{k j} \in \mathbb{R}$ are unknown and $n$ is the number of nodes in the FE mesh. Substitution of Eq. (11) into Eq. (6), yields the residual:

$$
\begin{equation*}
r(\mathbf{z})=\sum_{j=1}^{n} d_{k j}\left(\int_{\Omega} C\left(\mathbf{z}, \mathbf{z}^{\prime}\right) N_{j}\left(\mathbf{z}^{\prime}\right) \mathrm{d} \mathbf{z}^{\prime}-\lambda_{j} N_{j}(\mathbf{z})\right), \tag{12}
\end{equation*}
$$

In the Galerkin method, the unknown coefficients are determined by making the residual $r(\mathbf{z})$ orthogonal to the space spanned by the shape functions i.e.

$$
\begin{equation*}
\int_{\Omega} r(\mathbf{z}) N_{i}\left(\mathbf{z}^{\prime}\right) \mathrm{d} \mathbf{z}^{\prime}=0 \forall j=1, \ldots, n \tag{13}
\end{equation*}
$$

This results in a generalized eigenvalue problem

$$
\begin{equation*}
\mathbf{B d}_{k}=\lambda_{k} \mathbf{M d} \tag{14}
\end{equation*}
$$

where

$$
\begin{gather*}
B_{i j}=\int_{\Omega} N_{i}(\mathbf{z}) \int_{\Omega} C\left(\mathbf{z}, \mathbf{z}^{\prime}\right) N_{j}\left(\mathbf{z}^{\prime}\right) \mathrm{d} \mathbf{z}^{\prime} \mathrm{d} \mathbf{z} \text { and } \\
M_{i j}=\int_{\Omega} N_{i}(\mathbf{z}) N_{j}(\mathbf{z}) \mathrm{d} \mathbf{z} \tag{15}
\end{gather*}
$$

Both $\mathbf{B}$ and $\mathbf{M}$ are $n \times n$ matrices that involve integrals over the domain $\Omega$. Hence the actual geometry of the domain has to be considered for integration. The maximum number of available eigenpairs is $n$, but in practice, the K-L expansion can usually be truncated at $K_{1}$ terms such that $K_{1} \ll n$. As such, for computational efficiency, it is sufficient to compute the first $K_{1}$ eigenpairs only, which can be done through the Lanczos algorithm.

## 3. Simultaneous geometry and spatial field detection

### 3.1 Hamiltonian Monte Carlo

Consider a parameter space $\boldsymbol{\theta} \in \mathbb{R}^{K}$ augmented with equidimensional momentum variables $\mathbf{p} \in \mathbb{R}^{K}$ and a joint probability distribution with density $p(\boldsymbol{\theta}, \mathbf{p})$ defined over this augmented space. If the underlying distribution over the momentum variables is chosen to be a Gaussian: $p(\mathbf{p}) \equiv \mathbb{N}(\mathbf{p} \mid \mathbf{0}, \mathcal{M})$, where $\mathcal{M}$ is user-specified and
independent of $\boldsymbol{\theta}$, then a joint probability distribution can be defined as $p(\boldsymbol{\theta}, \mathbf{p})=p(\mathbf{p}) p(\boldsymbol{\theta} \mid \mathbf{y})$. The Hamiltonian $H: \mathbb{R}^{K} \times \mathbb{R}^{K} \rightarrow \mathbb{R}$ is then defined as:

$$
\begin{equation*}
H(\boldsymbol{\theta}, \mathbf{p})=-\log p(\mathbf{p})-\log p(\boldsymbol{\theta} \mid \mathbf{y}) \tag{16}
\end{equation*}
$$

The second term on the right of Eq. (17) is generally called $\varphi: \mathbb{R}^{K} \rightarrow \mathbb{R}$ and is given as $\varphi(\boldsymbol{\theta})=-\log p(\boldsymbol{\theta} \mid \mathbf{y})$.

The introduction of the momentum variables allows for the generation of trajectories through conservative Hamiltonian dynamics [16], which are given as:

$$
\binom{\frac{d \boldsymbol{\theta}}{d t}}{\frac{d \mathbf{p}}{d t}}=\left[\begin{array}{cc}
0 & 1  \tag{17}\\
-1 & 0
\end{array}\right]\binom{\frac{\partial H}{\partial \boldsymbol{\theta}}}{\frac{\partial H}{\partial \mathbf{p}}}=\binom{-\frac{\partial \varphi(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}}{\boldsymbol{\mathcal { M }}^{-1} \mathbf{p}} .
$$

These dynamics are exactly reversible (provided the gradient $\frac{\partial \rho(\boldsymbol{\theta})}{\partial \theta}$ is one-to-one) and preserve volume as Eq. (18) is just a rotation transformation in $\boldsymbol{\theta}-\mathbf{p}$ space. Except for simple problems Eq. (18) cannot be solved analytically and is usually solved using the leapfrog method, which is a second-order accurate numerical integrator given as:

$$
\begin{gather*}
\mathbf{p}\left(t+\frac{\epsilon}{2}\right)=\mathbf{p}(t)-\frac{\epsilon}{2} \frac{\partial \varphi(\boldsymbol{\theta}(t))}{\partial \boldsymbol{\theta}},  \tag{18}\\
\boldsymbol{\theta}(t+\epsilon)=\boldsymbol{\theta}(t)+\epsilon \mathcal{M}^{-1} \mathbf{p}\left(t+\frac{\epsilon}{2}\right) \text { and }  \tag{19}\\
\mathbf{p}(t+\epsilon)=\mathbf{p}\left(t+\frac{\epsilon}{2}\right)-\frac{\epsilon}{2} \frac{\partial \varphi(\boldsymbol{\theta}(t+\varepsilon))}{\partial \boldsymbol{\theta}} . \tag{20}
\end{gather*}
$$

Starting from a point $\left(\boldsymbol{\theta}^{j}, \mathbf{p}^{j}\right)$, these equations are applied repeatedly for $L$ steps, each with a step-size $\epsilon$, to determine a transition to a new point $\left(\boldsymbol{\theta}^{j+1}, \mathbf{p}^{j+1}\right)$, which lies on the same Hamiltonian level-set as $\left(\boldsymbol{\theta}^{j}, \mathbf{p}^{j}\right)$. The deterministic part of Hamiltonian Monte Carlo (HMC) [2] is defined by Eqs. (19)-(21). The stochastic part of HMC comes from resampling $\mathbf{p} \sim \mathbb{N}(\mathbf{0}, \boldsymbol{\mathcal { M }})$. The statistical efficiency of Hamiltonian Monte Carlo stems from the fact that the gradient-guided transitions can propose new points that are "far-away" from the starting point, thereby enabling efficient sampling of the posterior. This is in contrast to the random nature of transitions, which suffer from the curse of dimensionality [17], in conventional MCMC algorithms. As shown in Eqs. (19)-(21), critical to the success of HMC, is the computation of the gradient $\frac{\partial \varphi(\theta)}{\partial \theta}$. Special attention must be paid to maintaining the reversibility of the transitions to satisfy the detailed balance condition [18] for MCMC algorithms. This is detailed along with the gradient computation procedure in the following sections.

### 3.2 Parameter update using the mesh moving method

The leapfrog equations determine an update in $\boldsymbol{\theta}-\mathbf{p}$ space. In particular, the update from $\boldsymbol{\theta}(t) \rightarrow \boldsymbol{\theta}(t+\epsilon)$ in Eq. (20), defines not only a new realization of the random field, but also a new domain, i.e., $\Omega\left({ }^{2} \boldsymbol{\theta}\right)$. Without loss of generality, consider a
domain in 2D discretized such that $\mathbf{Z}\left({ }^{2} \boldsymbol{\theta}\right) \in \mathbb{R}^{2}$ is the nodal coordinate vector of all the nodes of the finite element mesh. Let $\mathbf{Z}_{v}\left({ }^{2} \boldsymbol{\theta}\right) \in \mathbb{R}^{2}$ represent a subset of this vector that includes only the node coordinates at the piping zone boundary. Koch et al. [10] show that the computation of the gradient $\frac{\partial \rho(\theta)}{\partial \theta}$, by analytical methods [6], ultimately involves the computation of the gradient of the nodal coordinate vector $\frac{\partial Z(\theta)}{\partial \theta}$.

Computation of the nodal coordinate vector gradient requires the definition of a differentiable map which is additionally reversible and one-to-one, to satisfy the detailed balance condition of MCMC. One such map proposed in [10], is to update from an arbitrarily fixed reference domain $\Omega^{\text {ref }}\left(\boldsymbol{\theta}^{2} \boldsymbol{\theta}^{\text {ref }}\right)$, defined by an arbitrary parameter ${ }^{2} \boldsymbol{\theta}^{r e f}$. Let $\mathbf{Z}^{r e f}\left({ }^{2} \boldsymbol{\theta}^{r e f}\right) \in \mathbb{R}^{n \times 2}$ be the nodal coordinate vector on the discretized domain $\Omega^{r e f}$ and $\mathbf{Z}_{v}^{r e f}\left({ }^{2} \boldsymbol{\theta}^{r e f}\right) \in \mathbb{R}^{n_{\nu} \times 2}$ represent a subset of this vector that includes only the coordinates of the $n_{v}$ nodes at the piping zone boundary. The nodal coordinates $\mathbf{Z}_{v}\left({ }^{2} \boldsymbol{\theta}\right)$ and $\mathbf{Z}_{v}^{r e f}\left({ }^{2} \boldsymbol{\theta}^{r e f}\right)$ can be determined explicitly if ${ }^{2} \boldsymbol{\theta}$ and ${ }^{2} \boldsymbol{\theta}^{r e f}$ are known respectively. Following the update, ${ }^{2} \boldsymbol{\theta}(t) \rightarrow{ }^{2} \boldsymbol{\theta}(t+\varepsilon), \mathbf{Z}_{v}\left({ }^{2} \boldsymbol{\theta}(t+\varepsilon)\right)$ is available, and an artificial elastic deformation problem can be set up from the arbitrary known reference domain $\Omega^{r e f}\left({ }^{2} \boldsymbol{\theta}^{r e f}\right)$ to the current domain $\Omega\left({ }^{2} \boldsymbol{\theta}(t+\varepsilon)\right)$. The prescribed displacements $\mathbf{u}_{v}^{\text {ref }} \in \mathbb{R}^{n_{0} \times 2}$ for the elastic deformation problem are given as:

$$
\begin{equation*}
\mathbf{u}_{v}^{\text {ref }}=\mathbf{Z}_{v}\left({ }^{2} \theta(t+\varepsilon)\right)-\mathbf{Z}_{v}^{\text {ref }}\left({ }^{2} \theta^{r e f}\right) . \tag{21}
\end{equation*}
$$

The entire mesh is moved and the new nodal coordinates can be determined as:

$$
\begin{equation*}
\mathbf{Z}\left({ }^{2} \boldsymbol{\theta}(t+\varepsilon)\right)=\mathbf{Z}^{r e f}\left({ }^{2} \boldsymbol{\theta}^{r e f}\right)+\mathbf{u}^{r e f}, \tag{22}
\end{equation*}
$$

where $\mathbf{u}^{r e f} \in \mathbb{R}^{n \times 2}$ represents the displacement of all the nodes from the reference domain to the current domain.

The displacements in the elastic deformation step can cause distortions in the mesh, especially in regions where large deformation is expected, i.e., near the piping zone boundary. To maintain a good mesh quality for computation purposes, a mesh moving method [19] is used. The simple idea is to scale the elastic modulus $E_{e}^{r e f}$ of each element (in the reference domain) with the determinant of the Jacobian $\left|J_{e}^{\text {ref }}\right|$ in the elastic deformation step:

$$
\begin{equation*}
\tilde{E}_{e}^{r e f}=E_{e}^{r e f}\left(1 /\left|\mathbf{J}_{e}^{r e f}\right|\right)^{x^{r e f}}, \tag{23}
\end{equation*}
$$

where $\chi^{\text {ref }}$ is an arbitrary positive scaling parameter. The Poisson's ratio of the reference domain $\nu^{r e f}$ is also chosen arbitrarily. The performance of the algorithm has been shown [20] to be invariant to the choice of these reference parameters. The net effect of such scaling is that small elements become rigid and larger elements become more flexible. Hence, if the reference domain mesh is constructed carefully such that small elements are placed in regions where large distortion is expected, i.e., near the piping zone, and larger elements are placed in regions of less expected distortion, the method is expected to yield a good mesh quality in the elastic deformation stage. The map in Eq. (23) is differentiable and helps determine $\frac{\partial \mathbf{Z}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}$.

### 3.3 Gradient computation

Analytical methods for the computation of the gradient are intrusive and involve gradients of the steady seepage flow forward solver. From the definition of $\varphi(\boldsymbol{\theta})=-\log p(\boldsymbol{\theta} \mid \mathbf{y})$, it is apparent that the computation of $\frac{\partial \varphi(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}$ requires the computation of $\frac{\partial \mathbf{m}}{\partial \theta}=\left(\frac{\partial \mathbf{h}}{\partial \theta}, \frac{\partial \mathbf{q}}{\partial \theta}\right)$. These terms can be computed by taking the derivative of Eq. (2) and is given as:

$$
\begin{equation*}
\frac{\partial \mathbf{K}}{\partial \boldsymbol{\theta}} \mathbf{h}+\mathbf{K} \frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}=\frac{\partial \mathbf{q}}{\partial \boldsymbol{\theta}} \tag{24}
\end{equation*}
$$

Given standard boundary conditions, this equation can be solved to obtain $\frac{\partial \mathbf{h}}{\partial \theta}$ and $\frac{\partial \mathbf{q}}{\partial \theta}$, provided $\frac{\partial \mathbf{K}}{\partial \theta}$ is known.

Following the standard procedure in FEM, the hydraulic conductivity matrix at the element level $\Omega_{e}$ in the current domain is given as:

$$
\begin{equation*}
\mathbf{K}_{e}=\int_{\Omega_{e}} \mathbf{G}^{\mathrm{T}} \hat{k}(\boldsymbol{\theta}, \mathbf{z}) \mathbf{G}\left|\mathbf{J}_{e}\right| \mathbf{d} \xi \tag{25}
\end{equation*}
$$

where $\hat{k}$ represents the hydraulic conductivity spatial field obtained from the truncated K-L expansion, $\mathbf{G}$ contains the derivatives (w.r.t $\mathbf{z}$ ) of the shape functions $N_{j}$ described earlier in Section 2.3, $\left|\mathrm{J}_{e}\right|$ is the determinant of the Jacobian matrix associated with the isoparametric transformation $\left(\xi_{1}, \xi_{2}\right) \rightarrow\left(\mathrm{z}_{1}, \mathrm{z}_{2}\right)$ and $\Omega_{e}$ is the region occupied by the parent element related to the isoparametric transformation. The gradient of $\mathbf{K}_{e}$ with respect to the spatial parameters ${ }^{1} \boldsymbol{\theta}$ can be computed as:

$$
\begin{equation*}
\frac{\partial \mathbf{K}_{e}}{\partial^{1} \boldsymbol{\theta}}=\int_{\Omega_{e}} \mathbf{G}^{\mathrm{T}} \frac{\partial \hat{k}}{\partial^{1} \boldsymbol{\theta}} \mathbf{G}\left|\mathbf{J}_{e}\right| \mathrm{d} \xi, \tag{26}
\end{equation*}
$$

where the gradient of the hydraulic conductivity field w.r.t ${ }^{1} \boldsymbol{\theta}$ is easily obtained by differentiating Eq. (7) and is given as:

$$
\begin{equation*}
\frac{\partial \hat{k}}{\partial^{1} \theta_{j}}=\sqrt{\lambda_{j}} \phi_{j} \tag{27}
\end{equation*}
$$

The gradient of $\mathbf{K}_{e}$ w.r.t the geometry parameters ${ }^{2} \boldsymbol{\theta}$ can be written as [6]:

$$
\begin{equation*}
\frac{\partial \mathbf{K}_{e}}{\partial^{2} \boldsymbol{\theta}}=\int_{\Omega_{e}}\left(\frac{\partial \mathbf{G}^{\mathrm{T}}}{\partial^{2} \boldsymbol{\theta}} \hat{k} \mathbf{G}\left|\mathbf{J}_{\mathrm{e}}\right|+\mathbf{G}^{\mathrm{T}} \hat{k} \frac{\partial \mathbf{G}}{\partial^{2} \boldsymbol{\theta}}\left|\mathbf{J}_{\mathrm{e}}\right|+\mathbf{G}^{\mathrm{T}} \hat{k} \mathbf{G} \frac{\partial\left|\mathbf{J}_{e}\right|}{\partial^{2} \boldsymbol{\theta}}+\mathbf{G}^{\mathrm{T}} \frac{\partial \hat{k}}{\partial^{2} \boldsymbol{\theta}} \mathbf{G}\left|\mathbf{J}_{\mathrm{e}}\right|\right) \mathrm{d} \boldsymbol{\xi} . \tag{28}
\end{equation*}
$$

Formulas for the calculation of the gradients $\frac{\partial \mathbf{G}}{\partial^{2} \theta}$ and $\frac{\partial \mathbf{I}_{\mathrm{J}} e}{\partial^{2} \theta}$ can readily be found in literature [6]. It is clear from Eq. (6) that the computation of the eigenvalues and eigenfunctions depends on the definition of the domain $\Omega\left({ }^{2} \boldsymbol{\theta}\right)$. Hence, the gradient $\frac{\partial \hat{k}(\boldsymbol{\theta}, \mathbf{z})}{\partial^{2} \boldsymbol{\theta}}$ will involve the gradients of the eigenvalues and eigenvectors and is written as:

$$
\begin{equation*}
\frac{\partial \hat{k}}{\partial^{2} \boldsymbol{\theta}}=\sum_{j=1}^{K_{1}}\left(\frac{1}{2 \sqrt{\lambda_{j}}} \frac{\partial \lambda_{j}}{\partial^{2} \boldsymbol{\theta}} \phi_{j}+\sqrt{\lambda_{q}} \frac{\partial \phi_{j}}{\partial^{2} \boldsymbol{\theta}}\right)^{1} \theta_{j} . \tag{29}
\end{equation*}
$$

The gradient of the eigenvalues and eigenvectors of the generalized eigenvalue problem in Eq. (14) w.r.t. ${ }^{2} \boldsymbol{\theta}$ are written as [21]:

$$
\begin{gather*}
\frac{\partial \lambda_{j}}{\partial^{2} \boldsymbol{\theta}}=\mathbf{d}_{j}^{\mathrm{T}}\left(\frac{\partial \mathbf{B}}{\partial^{2} \boldsymbol{\theta}}-\lambda_{j} \frac{\partial \mathbf{M}}{\partial^{2} \boldsymbol{\theta}}\right) \mathbf{d}_{j},  \tag{30}\\
\frac{\partial \mathbf{d}_{j}}{\partial^{2} \boldsymbol{\theta}}=\left(\lambda_{j} \mathbf{M}-\mathbf{B}\right)^{\dagger}\left(\frac{\partial \mathbf{B}}{\partial^{2} \boldsymbol{\theta}}-\lambda_{j} \frac{\partial \mathbf{M}}{\partial^{2} \boldsymbol{\theta}}\right) \mathbf{d}_{j}-\frac{1}{2}\left(\mathbf{d}_{j}^{\mathrm{T}} \frac{\partial \mathbf{M}}{\partial^{2} \boldsymbol{\theta}} \mathbf{d}_{j}\right) \mathbf{d}_{j} . \tag{31}
\end{gather*}
$$

As $\mathbf{d}_{j}$ lies in the null space of $\lambda_{j} \mathbf{M}-\mathbf{B}$, the inverse $\left(\lambda_{j} \mathbf{M}-\mathbf{B}\right)^{-1}$ cannot be computed and a generalized inverse called the Moore-Penrose pseudoinverse $(\cdot)^{\dagger}$ is employed. In this study, the Moore-Penrose pseudoinverse is calculated by first carrying out an SVD of the matrix $\lambda_{j} \mathbf{M}-\mathbf{B}$ and then eliminating the smallest singular values below a tolerance level. This is then followed by taking a standard inverse of the SVD.

Considering the same mesh that is used for the solution of the steady seepage flow problem to be used for the discretization of the random field, the gradients of the matrices $\mathbf{B}$ and $\mathbf{M}$ at an elemental level in isoparametric space are given as:

$$
\begin{gather*}
\frac{\partial B_{i j}}{\partial^{2} \boldsymbol{\theta}}=\int_{\Omega_{e}} N_{i} \int_{\Omega_{e}} C\left(\mathbf{z}, \mathbf{z}^{\prime}\right) N_{j}\left(\frac{\partial\left|\mathbf{J}_{\mathrm{e}}\left(\mathbf{z}^{\prime}\right)\right|}{\partial^{2} \boldsymbol{\theta}},\left|\mathrm{~J}_{\mathrm{e}}\left(\mathbf{z}^{\prime}\right)\right|+\left|\mathbf{J}_{\mathrm{e}}(\mathbf{z})\right| \frac{\partial\left|\mathbf{J}_{e}\left(\mathbf{z}^{\prime}\right)\right|}{\partial^{2} \boldsymbol{\theta}}\right) \mathrm{d} \xi^{\prime} \mathrm{d} \xi  \tag{32}\\
\\
+\int_{\Omega_{e}} N_{i} \int_{\Omega_{e}}\left(\frac{\partial C\left(\mathbf{z}, \mathbf{z}^{\prime}\right)}{\partial^{2} \boldsymbol{\theta}}\right) N_{j}\left|\mathbf{J}_{\mathrm{e}}(\mathbf{z})\right|\left|\mathbf{J}_{\mathrm{e}}\left(\mathbf{z}^{\prime}\right)\right| \mathrm{d} \xi^{\prime} \mathrm{d} \xi  \tag{33}\\
\\
\frac{\partial M_{i j}}{\partial^{2} \boldsymbol{\theta}}=\int_{\Omega_{e}} N_{i} N_{j} \frac{\left.\partial \mid \mathbf{J}_{\mathrm{e}}(\mathbf{z})\right) \mid}{\partial^{2} \boldsymbol{\theta}} \mathrm{~d} \xi .
\end{gather*}
$$

In this study, the squared exponential autocorrelation coefficient function has been used, i.e.,

$$
\begin{equation*}
\rho\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=\exp \left(\frac{-\left|\mathbf{z}-\mathbf{z}^{\prime}\right|^{2}}{l_{c}^{2}}\right) \tag{34}
\end{equation*}
$$

where $l_{c}$ is the correlation length of the random field. Assuming $\sigma(\mathbf{z})=\sigma\left(\mathbf{z}^{\prime}\right)=\sigma$, the gradient of the autocovariance function $C\left(\mathbf{z}, \mathbf{z}^{\prime}\right)$ w.r.t ${ }^{2} \boldsymbol{\theta}$ is given as:

$$
\begin{equation*}
\frac{\partial C\left(\mathbf{z}, \mathbf{z}^{\prime}\right)}{\partial^{2} \boldsymbol{\theta}}=-\frac{2}{l_{c}^{2}}\left(\left(\frac{\partial \mathbf{z}}{\partial^{2} \boldsymbol{\theta}}-\frac{\partial \mathbf{z}}{\partial^{2} \boldsymbol{\theta}}\right)^{\mathrm{T}}\left(\mathbf{z}-\mathbf{z}^{\prime}\right)\right) C\left(\mathbf{z}, \mathbf{z}^{\prime}\right) . \tag{35}
\end{equation*}
$$

This completes the definition of all the terms required to compute the HMC gradient

$$
\frac{\partial \varphi(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}} .
$$

## 4. Numerical implementation and results

### 4.1 Observation data

A seepage zone containing a piping region of length $l$ and width $w$, shown in Figure 1, is chosen to generate synthetic observations for inversion. A steady seepage flow problem is solved on the domain defined by $l=0.15 \mathrm{~m}$ and $w=0.05 \mathrm{~m}$. The left and right boundaries marked in blue are Dirichlet boundaries and the top and bottom boundaries are no-flow Neumann boundaries. Linear shape functions are used in the FE solution of the forward problem. Ten sets of observations (hydraulic head and total outward normal flux) are made by increasing the hydraulic head at the left boundary as shown by point A in Figure 2. The hydraulic head at the right boundary is fixed at 0 . The corresponding hydraulic head recorded at observation points B, C, D, and E are shown in Figure 2. The total outward normal flux from the right boundary is summed and also shown on the right in Figure 2. Observation data is generated assuming a constant hydraulic conductivity field, i.e., $k^{\text {true }}(\mathbf{z})=0.001 \mathrm{~m} / \mathrm{s}$. The standard deviation of the observation noise for the hydraulic head data and outward normal flux data is taken to be 1 and $5 \%$ respectively.

### 4.2 Inversion setup

Considering a log-normal hydraulic conductivity field $k(\mathbf{z})$, inversion is carried out on the Gaussian field $\tilde{k}(\mathbf{z})=\log [k(\mathbf{z})-\smile k]$, where ${ }^{`} k$ is a lower bound taken as $10^{-5}$ $\mathrm{m} / \mathrm{s}$. The log-normal construction enables a convenient choice of the standard deviation of the random field which is chosen as $\sigma(\mathbf{z})=1$. The correlation length of the


Figure 1.
Discretized seepage domain containing piping zone, used to obtain observation data, i.e., hydraulic head $h$ data at points B, C, D and E, and total outward normal flux data q from the boundary marked in blue on the right. The hydraulic head is constant on the left boundary. The number of nodes in the discretization is 3943.


Figure 2.
Observation data generated from numerical seepage flow experiment. Data at each time $t$ is obtained by solving a new seepage flow experiment with an input hydraulic head at the left boundary represented by $A$.
random field is assumed to be known and is taken to be equal to the length of the largest dimension of the domain i.e. $l_{c}=0.4 \mathrm{~m}$.

A preliminary assessment of the eigenvalues obtained by solving the generalized eigenvalue problem in Eq. (14) reveals that the K-L expansion can be truncated at $K_{1}=12$ terms. The eigenvalues are found to decay by approximately $3 \times 10^{4}$ times. This enables the determination of the number of terms in the spatial parameter vector ${ }^{1} \boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{12}\right)$. As mentioned in Section 3.2, once the geometry parameterization ${ }^{2} \boldsymbol{\theta}=\left({ }^{2} \theta_{1},{ }^{2} \theta_{2}\right)=\left(\theta_{13}, \theta_{14}\right)$ is known (see Figure 3(a)), an explicit function $\mathbf{Z}_{v}\left({ }^{2} \boldsymbol{\theta}\right)$ can be constructed as:

$$
\begin{align*}
& \mathbf{z}_{v_{j}}^{1}=\left(\begin{array}{c}
L_{1}-^{2} \theta_{1}+(j-1) \frac{{ }^{2} \theta_{1}}{L_{2}-^{2} \theta_{2}} n_{1}-1
\end{array}\right),  \tag{36}\\
& \mathbf{z}_{v_{j}}^{2}=\binom{L_{1}-^{2} \theta_{1}}{L_{2}-^{2} \theta_{2}+(j-1) \frac{{ }^{2} \theta_{2}}{n_{2}-1}} . \tag{37}
\end{align*}
$$

Eqs. (37) and (38) can be readily differentiated to obtain $\frac{\partial \mathbf{Z}_{v}}{\partial \theta}$, which can be used to compute other gradients $\frac{\partial \mathrm{Z}}{\partial \theta}, \frac{\partial \varphi}{\partial \theta}$ etc. This completes the definition of the parameter vector.

As all updates are designed to take place from an arbitrary reference domain as mentioned in Eq. (23), the study of the convergence properties requires a focus on the reference mesh. The reference domain is arbitrarily chosen as the true domain used to generate the observations. Seven different reference configuration meshes with 128, $306,497,1038,1476,1860$, and 3018 nodes are considered for the study of the convergence properties. Three of these meshes are shown in Figure 3. The artificial elastic properties selected for the mesh moving method are $E^{\text {ref }}=25 \mathrm{MPa}, \nu^{\text {ref }}=0.25$ and $\chi^{r e f}=1$. To reduce mesh distortion during the mesh moving stage, all the reference meshes have a unique construction, i.e., smaller elements (which behave rigidly) are placed close to the piping zone boundary and larger elements (which are more flexible) are placed further away.


Figure 3.
(a) Parameterizations of the piping zone boundary. Discretization of the reference domain defined by $\left({ }^{2} \theta_{1}^{\text {ref }},{ }^{2} \theta_{2}^{r e f}\right)=(0.15 \mathrm{~m}, 0.05 \mathrm{~m})$ with (b) 307 (c) 1476 and (d) 3018 nodes. Red dots indicate the position of observation points.

### 4.3 Inversion and convergence analysis

There are no analytical solutions to verify the correctness of the gradient computation procedure mentioned in Section 3. Hence, for verification purposes, a short inversion analysis is done using HMC, where $i=150$ samples are drawn from the posterior. The number of leapfrog steps is variable and drawn from a Gaussian $L \sim \mathbb{N}(5,2)$. The prior for the parameters are chosen as ${ }^{1} \boldsymbol{\theta} \sim N\left(\mathbf{0}, \mathbf{I}_{12}\right)$ and ${ }^{2} \boldsymbol{\theta} \sim \mathrm{~N}\left(\mathbf{0}, 0.1 \mathbf{I}_{2}\right)$. The results presented in Figure 4 correspond to inversion done considering the reference mesh shown in Figure 3(b). The potential energy $\varphi$ decreases rapidly in the first 20 steps and thereafter HMC begins the exploration of the region of the high posterior probability. Prior experience leads the authors to consider the performance of HMC to be appropriate and as such, is an indirect indicator that the gradient computation procedure is correct.

In order to study the convergence properties, suitable error measures are required. The rate of convergence of the truncated KL expansion of the prior random field, for a fixed number of parameters $K_{1}=12$, is determined through the relative mean error variance [14]:

$$
\begin{equation*}
\varepsilon_{\text {Var,rel }}=\frac{\left|\bar{\varepsilon}_{\sigma, \text { KL }}-\bar{\varepsilon}_{\sigma, \text { analytic }}\right|}{\bar{\varepsilon}_{\sigma, \text { analytic }}} . \tag{38}
\end{equation*}
$$



Figure 4.
Results from HMC showing (a) Decrease in potential energy as HMC progresses towards the high posterior probability region and samples of $(b) \theta_{13}$ and (c) $\theta_{14}$. The dashed lines represent the true values of the parameters used to generate the observations.

The analytical mean error variance $\bar{\varepsilon}_{\sigma, \text { analytic }}$ cannot be computed for squared exponential type autocorrelation coefficient functions (Eq. (35)) and is calculated numerically using the fine mesh containing 3943 nodes, as shown in Figure 1. The relative error is computed for the seven different meshes mentioned in Section 4.2 and plotted in a log-log plot in Figure 5. A closer look at Eq. (10) indicates that the mean error variance is dependent only on the cumulative sum of the $K_{1}$ eigenvalues. As the eigenvalues are arranged in descending order, the relative error of the largest eigenvalue $\left(\lambda_{1}\right)$ is also shown in Figure 5. The corresponding relative error measure can be written in a generalized manner as:


Figure 5.
Convergence of relative errors for different variables for a fixed number of terms $K_{1}=12$ in the $K-L$ expansion.

$$
\begin{equation*}
\varepsilon_{\lambda_{1}}=\frac{\mid \lambda_{1}-\lambda_{1_{\text {analytic }} \mid}}{\lambda_{1_{\text {analytic }}}} \tag{39}
\end{equation*}
$$

Other error measures can be computed in a similar manner just by replacing $\lambda_{1}$ with the relevant variable. Finally, the relative error of the gradient of the largest eigenvalue w.r.t the geometry parameters $\frac{\partial \lambda_{1}}{\partial^{2} \theta}$ is also shown in Figure 5. To compute the error related to the gradient, one mesh moving step is carried out, where the mesh is moved from the reference domain $\left({ }_{1}^{2} \theta_{1}^{\text {ref }},{ }^{2} \theta_{2}^{\text {ref }}\right)=(0.15 \mathrm{~m}, 0.05 \mathrm{~m})$ to an arbitrary domain defined by $\left({ }^{2} \theta_{1},{ }^{2} \theta_{2}\right)=(0.16 \mathrm{~m}, 0.04 \mathrm{~m})$. The same linear shape functions are used for discretization of the random field, the mesh moving method and the solution of the forward problem. The same realization of the parameter vector ${ }^{1} \boldsymbol{\theta}$ is used to generate the random field in all the cases. A least squares fit of the relative error plots with a first-order polynomial reveals a linear convergence rate between -2.5 and -5 . Linear rates of convergence for $\varepsilon_{\text {Var,rel }}$, using linear FEM, are also observed by Betz et al. [14].

Finally, the rate of convergence of the gradient of the potential energy function w.r.t the spatial parameter related to the largest eigenvalue $\theta_{1}$, and the two geometry parameters $\theta_{13}$ and $\theta_{14}$ is plotted in Figure 6. The convergence rates of the different gradients are almost parallel to each other. Once again, the slope of each plot is

$$
-\theta-\varepsilon \frac{\partial \varphi}{\partial \theta_{1}}-\ominus-\varepsilon_{\frac{\partial \varphi}{\partial \theta_{13}}}-*-\varepsilon_{\frac{\partial \varphi}{\partial \theta_{14}}}
$$



Figure 6.
Convergence of relative errors of potential energy gradients for a fixed number of terms $K_{1}=12$ in the $K-L$ expansion.
determined by a least squares fit with a first-order polynomial. Each plot shows a linear convergence rate with a slope of approximately -2.7 .

## 5. Conclusions

This paper details the numerical procedure for the computation of gradients in probabilistic inverse problems involving the simultaneous estimation of spatial fields and geometry. The method is analytical (in the sense of [6]), intrusive and involves the computation of gradients of the forward problem. Emphasis is laid upon the calculation of gradient of eigenvalues and eigenvectors involved with the truncated KL expansion method for discretization of the random field. The eigenvalues and eigenvectors are obtained by solving a generalized eigenvalue problem on a defined domain. This implies that as the geometry parameters are updated, the domain is updated and the generalized eigenvalues and eigenvectors change. Computation of the gradient of the eigenvectors w.r.t the geometry parameters involve the computation of a generalized inverse.

The gradients are validated through an inverse analysis using HMC. The potential energy decreases rapidly as the Markov chain related to the geometry parameters approaches the region of high posterior probability, indicating the correctness of the computed gradients. Overall the rate of convergence of various quantities is observed to be linear on a log-log plot. This means computation costs can grow exponentially to achieve better results. While the same mesh that is used to solve the forward problem can also be used for the Galerkin FE method-based discretization of the IEVP, the repeated need to solve the forward problem, the mesh moving method and the generalized eigenvalue problem at every step can be computationally prohibitive. Elimination of any one, two or even all three of these numerical problems can significantly improve the computational feasibility of simultaneous spatial field and geometry detection using gradient-based stochastic samplers like HMC.
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## Chapter 5

# Solving and Algorithm for Least-Norm General Solution to Constrained Sylvester Matrix Equation 

Abdur Rehman and Ivan I. Kyrchei


#### Abstract

Keeping in view that a lot of physical systems with inverse problems can be written by matrix equations, the least-norm of the solution to a general Sylvester matrix equation with restrictions $A_{1} X_{1}=C_{1}, X_{1} B_{1}=C_{2}, A_{2} X_{2}=C_{3}, X_{2} B_{2}=C_{4}, A_{3} X_{1} B_{3}+$ $A_{4} X_{2} B_{4}=C_{c}$, is researched in this chapter. A novel expression of the general solution to this system is established and necessary and sufficient conditions for its existence are constituted. The novelty of the proposed results is not only obtaining a formal representation of the solution in terms of generalized inverses but the construction of an algorithm to find its explicit expression as well. To conduct an algorithm and numerical example, it is used the determinantal representations of the Moore-Penrose inverse previously obtained by one of the authors.


Keywords: linear matrix equation, generalized Sylvester matrix equation, MoorePenrose inverse

## 1. Introduction

Standardly, we state $\mathbb{C}$ and $\mathbb{R}$, respectively, for the complex and real numbers. Let $\mathbb{C}^{m \times n}$ denote the set of all $m \times n$ matrices over $\mathbb{C}$, and $\mathbb{C}_{r}^{m \times n}$ stay for a subset of $m \times n$ complex matrices with rank $r$. The rank of $A$ is denoted by both symbols $r(A)$ and $\operatorname{rank} A$. The (complex) conjugate transpose matrix of $A \in \mathbb{C}^{m \times n}$ is written by $A^{*}$ and a matrix $A \in \mathbb{C}^{n \times n}$ is said to be Hermitian if $A^{*}=A$. An identity matrix with feasible shape is denoted by $I$.

Definition 1.1. The Moore-Penrose (MP-) inverse of $A \in \mathbb{C}^{m \times n}$, denoted by $A^{\dagger}$, is defined to be the unique solution $X$ to the following four Penrose equations

$$
\begin{align*}
A X A & =A  \tag{1}\\
X A X & =X  \tag{2}\\
(A X)^{*} & =A X  \tag{3}\\
(X A)^{*} & =X A . \tag{4}
\end{align*}
$$

Matrices satisfying the eqs. (1) and (2) are known as reflexive inverses, denoted by $A^{+}$.

In addition, $L_{A}=I-A^{\dagger} A$ and $R_{A}=I-A A^{\dagger}$ represent a pair of orthogonal projectors onto the kernels of $A$ and $A^{*}$, respectively.

Mathematical models of physical systems with inverse problems especially those has a finite number of model parameters can be written by matrix equations. In particular, the Sylvester-type matrix equations have far-reaching applications in singular system control [1], system design [2], robust control [3], feedback [4], perturbation theory [5], linear descriptor systems [6], neural networks [7] and theory of orbits [8], etc.

Some recent work on generalized Sylvester matrix equations and their systems can be observed in [9-21]. In 2014, Bao [22] examined the least-norm and extremal ranks of the least square solution to the quaternion matrix equations

$$
\begin{equation*}
A_{1} X=C_{1}, X B_{1}=C_{2}, \quad A_{3} X B_{3}=C_{c} . \tag{5}
\end{equation*}
$$

Wang et al. [23] examined the expression of the general solution to the system

$$
\begin{equation*}
A_{1} X_{1}=C_{1}, \quad A_{2} X_{2}=C_{3}, A_{3} X_{1} \quad B_{3}+A_{4} X_{2} B_{4}=C_{c}, \tag{6}
\end{equation*}
$$

and as an application, the $P$-symmetric and $P$-skew-symmetric solution to

$$
A_{a} X=C_{a}, A_{b} X B_{b}=C_{b} .
$$

has been established. Li et al. [24] established a novel expression of the general solution of the system (6) and they computed the least-norm of general solution to (6). In 2009, Wang et al. [25] constituted the expression of the general solution to

$$
\begin{array}{ll}
A_{1} & X_{1}=C_{1}, X_{1} B_{1}=C_{2}, \\
A_{2} & X_{2}=C_{3}, X_{2} B_{2}=C_{4}  \tag{7}\\
A_{3} & X_{1} B_{3}+A_{4} X_{2} B_{4}=C_{c},
\end{array}
$$

and as an application, they explored the $(P, Q)$-symmetric solution to the system

$$
A_{a} X=C_{a}, X B_{b}=C_{b}, A_{c} X B_{c}=C_{c} .
$$

Some latest findings on the least-norm of matrix equations and $(P, Q)$-symmetric matrices can be consulted in [26-30]. Furthermore, our main system (7) is a special case of the following system

$$
\begin{align*}
& A_{1} X_{1}=C_{1}, X_{2} B_{1}=D_{1}, \\
& A_{2} X_{3}=C_{2}, X_{3} B_{2}=D_{2}, \\
& A_{3} X_{4}=C_{3}, X_{4} B_{3}=D_{3},  \tag{8}\\
A_{4} X_{1}+X_{2} \quad & B_{4}+C_{4} X_{3} D_{4}+C_{5} X_{4} D_{5}=C_{c},
\end{align*}
$$

which has been investigated by Zhang in 2014.
Motivated by the latest interest of least-norm of matrix equations, we construct a novel expression of the general solution to the system (7) and apply this to investigate the least-norm of the general solution to the system (7) in this chapter. Observing that
systems (5) and (6) are particular cases of our system (7), solving system (7) will encourage the least-norm to a wide class of problems.

We commence with the following lemmas which have crucial function in the construction of the chief outcomes of the following sections.

Lemma 1.2. [31]. Let $A, B$, and $C$ be given matrices over $\mathbb{C}$ with agreeable dimensions. Then.

$$
\begin{aligned}
& \text { 1. } r(A)+r\left(R_{A} B\right)=r(B)+r\left(R_{B} A\right)=r\left[\begin{array}{ll}
A & B
\end{array}\right] . \\
& \text { 2. } r(A)+r\left(C L_{A}\right)=r(C)+r\left(A L_{C}\right)=r\left[\begin{array}{l}
A \\
C
\end{array}\right] . \\
& \text { 3. } r(B)+r(C)+r\left(R_{B} A L_{C}\right)=r\left[\begin{array}{ll}
A & B \\
C & 0
\end{array}\right] .
\end{aligned}
$$

Lemma 1.3. [32]. Let $A, B$, and $C$ be known matrices over $\mathbb{C}$ with right sizes. Then

1. $A^{\dagger}=\left(A^{*} A\right)^{\dagger} A^{*}=A^{*}\left(A A^{*}\right)^{\dagger}$.
2. $L_{A}=L_{A}^{2}=L_{A}^{*}, R_{A}=R_{A}^{2}=R_{A}^{*}$.
3. $L_{A}\left(B L_{A}\right)^{\dagger}=\left(B L_{A}\right)^{\dagger},\left(R_{A} C\right)^{\dagger} R_{A}=\left(R_{A} C\right)^{\dagger}$.

Lemma 1.4. [33]. Let $\Phi, \Omega$ be matrices over $\mathbb{C}$ and

$$
\Phi=\left[\begin{array}{c}
\Phi_{1} \\
\Phi_{2}
\end{array}\right], \quad \Omega=\left[\begin{array}{ll}
\Omega_{1} & \Omega_{2} \\
&
\end{array}\right], \quad F=\Phi_{2} L_{\Phi_{1}}, \quad T=R_{\Omega_{1}} \Omega_{2} .
$$

Then

$$
\begin{aligned}
& L_{\Phi}=L_{\Phi_{1}} L_{F}, \quad L_{\Omega}=\left[\begin{array}{cc}
L_{\Omega_{1}} & -\Omega_{1}^{\dagger} \Omega_{2} L_{T} \\
0 & L_{T}
\end{array}\right], \\
& R_{\Omega}=R_{T} R_{\Omega_{1}}, \quad R_{\Phi}=\left[\begin{array}{cc}
R_{\Phi_{1}} & 0 \\
-R_{F} \Phi_{2} \Phi_{1}^{\dagger} & R_{F}
\end{array}\right],
\end{aligned}
$$

where $\Phi_{1}^{+}, \Omega_{1}^{+}$are any fixed reflexive inverses, $L_{\Phi_{1}}$ and $R_{\Omega_{1}}$ stand for the projectors $L_{\Phi_{1}}=I-\Phi_{1}^{+} \Phi_{1}, R_{\Omega_{1}}=I-\Omega_{1} \Omega_{1}^{+}$induced by $\Phi_{1}, \Omega_{1}$, respectively.

Remark 1.5. Since the Moore-Penrose inverse is a reflexive inverse, this lemma can be used for the MP-inverse without any changes. It has taken place in ([32], Lemma 2.4).

Lemma 1.6. [34]. Suppose that

$$
\begin{equation*}
B_{1} X C_{1}+B_{2} Y C_{2}=A \tag{9}
\end{equation*}
$$

is consistent linear matrix equation. Then.
1.The general solution of the homogeneous equation

$$
B_{1} X C_{1}+B_{2} Y C_{2}=0,
$$

can be expressed by

$$
X=X_{1} X_{2}+X_{3}, \quad Y=Y_{1} Y_{2}+Y_{3},
$$

where $X_{1}-X_{3}$ and $Y_{1}-Y_{3}$ are general solution to the system

$$
B_{1} X_{1}=-B_{2} Y_{1}, \quad X_{2} C_{1}=Y_{2} C_{2}, \quad B_{1} X_{3} C_{1}=0, \quad B_{2} Y_{3} C_{2}=0 .
$$

By computing the value of unknowns in above and using them in $X$ and $Y$, we have

$$
\begin{aligned}
& X=S_{1} L_{G} U R_{H} T_{1}+L_{B_{1}} V_{1}+V_{2} R_{C_{1}}, \\
& Y=S_{2} L_{G} U R_{H} T_{2}+L_{B_{2}} W_{1}+W_{2} R_{C_{2}},
\end{aligned}
$$

where $S_{1}=\left[\begin{array}{ll}I_{p}, & 0\end{array}\right], S_{2}=\left[0, I_{s}\right], T_{1}=\left[\begin{array}{c}I_{q} \\ 0\end{array}\right], T_{2}=\left[\begin{array}{c}0 \\ I_{t}\end{array}\right], G=\left[\begin{array}{ll}B_{1}, & B_{2}\end{array}\right]$, and $H=\left[\begin{array}{c}C_{1} \\ -C_{2}\end{array}\right]$; the matrices $U, V_{1}, V_{2}, W_{1}$ and $W_{2}$ are free to vary over $\mathbb{C}$.
2. Assume that Eq. (9) is solvable, then its general solution can be expressed as

$$
X=X_{0}+X_{1} X_{2}+X_{3}, \quad Y=Y_{0}+Y_{1} Y_{2}+Y_{3},
$$

where $X_{0}$ and $Y_{0}$ are any pair of particular solutions to (9).
It can also be written as

$$
\begin{aligned}
& X=X_{0}+S_{1} L_{G} U R_{H} T_{1}+L_{B_{1}} V_{1}+V_{2} R_{C_{1}}, \\
& Y=Y_{0}+S_{2} L_{G} U R_{H} T_{2}+L_{B_{2}} W_{1}+W_{2} R_{C_{2}} .
\end{aligned}
$$

Lemma 1.7. [35]. Let $A_{1}, B_{1}, C_{1}, C_{2}$ be given matrices over $\mathbb{C}$ with agreeable sizes and $X_{1}$ to be determined. Then the system

$$
\begin{equation*}
A_{1} X_{1}=C_{1}, X_{1} B_{1}=C_{2} \tag{10}
\end{equation*}
$$

is consistent if and only if

$$
\begin{equation*}
R_{A_{1}} C_{1}=0, \quad C_{2} L_{B_{1}}=0, \quad A_{1} C_{2}=C_{1} B_{1} . \tag{11}
\end{equation*}
$$

Under these conditions, the general solution to (10) can be established as

$$
X_{1}=A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+L_{A_{1}} U_{1} R_{B_{1}}
$$

where $U_{1}$ is a free matrix over $\mathbb{C}$ with accordant dimension.
Lemma 1.8. [36]. Let $A, B$, and $C$ be known matrices over $\mathbb{C}$ with agreeable dimensions, and $X$ be unknown. Then the matrix equation

$$
\begin{equation*}
A X B=C \tag{12}
\end{equation*}
$$

is consistent if and only if $A A^{\dagger} C B^{\dagger} B=C$. In this case, its general solution can be expressed as

$$
\begin{equation*}
X=A^{\dagger} C B^{\dagger}+L_{A} V+W R_{B}, \tag{13}
\end{equation*}
$$

where $V, W$ are arbitrary matrices over $\mathbb{C}$ with appropriate dimensions.
In [37], it is proved that (13) is the least squares solution to (12), and its minimum norm least squares solution is $X_{L S}=A^{\dagger} C B^{\dagger}$.

Lemma 1.9. [25]. Let $A_{i}, B_{i}, C_{i},(i=1, \ldots, 4)$, and $C_{c}$ be given matrices over $\mathbb{C}$ with agreeable dimensions, and $X_{1}, X_{2}$ to be determined. Denote

$$
\begin{aligned}
& A=A_{3} L_{A_{1}}, B=R_{B_{1}} B_{3}, C=A_{4} L_{A_{2}}, D=R_{B_{2}} B_{4}, \\
& N=D L_{B}, M=R_{A} C, S=C L_{M} \\
& E=C_{c}-A_{3} A_{1}^{\dagger} C_{1} B_{3}-A C_{2} B_{1}^{\dagger} B_{3}-A_{4} A_{2}^{\dagger} C_{3} B_{4}-C C_{4} B_{2}^{\dagger} B_{4}
\end{aligned}
$$

Then the following conditions are tantamount:
1.System (7) is resolvable.
2. The conditions in (11) are met and

$$
\begin{align*}
& R_{A_{2}} C_{3}=0, \quad C_{4} L_{B_{2}}=0, \quad A_{2} C_{4}=C_{3} B_{2},  \tag{14}\\
& R_{M} R_{A} E=0, R_{A} E L_{D}=0, E L_{B} L_{N}=0, R_{C} E L_{B}=0
\end{align*}
$$

3.The equalities in (11) and (14) are satisfied and

$$
M M^{\dagger} R_{A} D^{\dagger} D=R_{A} E, \quad C C^{\dagger} E L_{B} N^{\dagger} N=E L_{B} .
$$

In these conditions, the general solution to the system (7) can be written as

$$
\begin{align*}
X_{1}= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+L_{A_{1}} A^{\dagger} E B^{\dagger} R_{B_{1}}-L_{A_{1}} A^{\dagger} C M^{\dagger} E B^{\dagger} R_{B_{1}}- \\
& -L_{A_{1}} A^{\dagger} S C^{\dagger} E N^{\dagger} D B^{\dagger} R_{B_{1}}-L_{A_{1}} A^{\dagger} S V_{1} R_{N} D B^{\dagger} R_{B_{1}}+  \tag{15}\\
& +L_{A_{1}}\left(L_{A} U_{1}+Z_{1} R_{B}\right) R_{B_{1}}, \\
X_{2}= & A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+L_{A_{2}} M^{\dagger} R_{A} E D^{\dagger} R_{B_{2}}+L_{A_{2}} L_{M_{b}} S^{\dagger} S C^{\dagger} E N^{\dagger} R_{B_{2}}  \tag{16}\\
+ & L_{A_{2}} L_{M}\left(V_{1}-S^{\dagger} S V_{1} N N^{\dagger}\right) R_{B_{2}}+L_{A_{2}} W_{1} R_{D} R_{B_{2}},
\end{align*}
$$

where $U_{1}, V_{1}, W_{1}$ and $Z_{1}$ are free matrices over $\mathbb{C}$ with agreeable dimensions.
Since the general solutions of considered systems are expressed in terms of generalized inverses, another goal of the paper is to give determinantal representations of the least-norm of the general solution to the system (7) based on determinantal representations of generalized inverses.

Due to the important role of generalized inverses in many application fields, considerable effort has been exerted toward the numerical algorithms for fast and accurate calculation of matrix generalized inverse. In general, most existing methods for their obtaining are iterative algorithms for approximating generalized inverses of complex matrices (some recent papers, see, e.g. [38-40]). There are only several direct methods for finding MP-inverse for an arbitrary complex matrix $A \in \mathbb{C}^{m \times n}$. The most famous is method based on singular value decomposition (SVD), i.e. if $A=U \Sigma V^{*}$, then $A^{\dagger}=V \Sigma^{\dagger} U^{*}$. The computational cost of this method is dominated by the cost of computing the SVD, which is several times higher than matrix-matrix
multiplication. Another approach is constructing determinantal representations of the MP-inverse $A^{\dagger}$. A well-known determinantal representation of an ordinary inverse is the adjugate matrix with the cofactors in entries. It has an important theoretical significance and brings forth Cramer's rule for systems of linear equations. The same is desirable to have for the generalized inverses. Due to looking for their more applicable explicit expressions, there are various determinantal representations of generalized inverses (for the MP-inverse, see, e.g. [41, 42]). Because of the complexity of the previously obtained expressions of determinantal representations of the MP-inverse, they have little applicability.

In this chapter, we will use the determinantal representations of the MP-inverse recently obtained in [43].

Lemma 1.10. [43, Theorem 2.2] If $A \in \mathbb{C}^{m \times n}$ with rank $A=r$, then the Moore-Penrose inverse $A^{\dagger}=\left(a_{i j}^{\dagger}\right) \in \mathbb{C}^{n \times m}$ possess the following determinantal representations

$$
\begin{equation*}
a_{i j}^{\dagger}=\frac{\sum_{\beta \in J_{r, n}\{i\}}\left|\left(A^{*} A\right)_{. i}\left(a_{. j}^{*}\right)\right|_{\beta}^{\beta}}{\sum_{\beta \in J_{r, n}}\left|A^{*} A\right|_{\beta}^{\beta}}=\frac{\sum_{\alpha \in I_{r, m}\{j\}}\left|\left(A A^{*}\right)_{j .}\left(a_{i .}^{*}\right)\right|_{\alpha}^{\alpha}}{\sum_{\alpha \in I_{r, m}}\left|A A^{*}\right|_{\alpha}^{\alpha}} \tag{17}
\end{equation*}
$$

Here $|A|_{\alpha}^{\alpha}$ denote a principal minor of $A$ whose rows and columns are indexed by $\alpha:=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\} \subseteq\{1, \ldots, m\}$,

$$
L_{k, m}:=\left\{\alpha: 1 \leq \alpha_{1}<\cdots<\alpha_{k} \leq m\right\} \text {, and } I_{r, m}\{i\}:=\left\{\alpha: \alpha \in L_{r, m}, i \in \alpha\right\} .
$$

Also, $a_{j}^{*}$ and $a_{i .}^{*}$ denote the $j$ th column and the $i$ th row of $A^{*}$, and $A_{i .}(b)$ and $A_{j}(c)$ stand for the matrices obtained from $A$ by replacing its $i$ th row with the row vector $b \in \mathbb{C}^{1 \times n}$ and its $j$ th column with the column vector $c \in \mathbb{C}^{m}$, respectively.

The formulas (17) give very simple and elegant determinantal representations of the MP-inverse. So, for any $A \in \mathbb{C}_{r}^{m \times n}$, we have sum of all principal minors of $r$ order of the matrices $A^{*} A$ or $A A^{*}$ in denominators and sum of principal minors of $r$ order of the matrices $\left(A^{*} A\right)_{i}\left(a_{j}^{*}\right)$ or $\left(A A^{*}\right)_{j .}\left(a_{i .}^{*}\right)$ that contain the $i$ th column or the $j$ th row, respectively, in numerators into (17).

Note that for an arbitrary full-rank matrix $A$, Lemma 1.10 gives a new way of finding an inverse matrix.

Corollary 1.11. If $A \in \mathbb{C}^{m \times n}$ with rank $A=\min \{m, n\}$, then the inverse $A^{-1}=$ $\left(a_{i j}^{-1}\right) \in \mathbb{C}^{n \times m}$ possess the following determinantal representations:

$$
a_{i j}^{-1}=\left\{\begin{array}{l}
\frac{\left|\left(A^{*} A\right)_{.}\left(a_{j}^{*}\right)\right|}{\left|A^{*} A\right|} \text { if } \operatorname{rank} A=n \\
\frac{\left|\left(A A^{*}\right)_{j .}\left(a_{i .}^{*}\right)\right|}{\left|A A^{*}\right|} \text { if } \operatorname{rank} A=m
\end{array}\right.
$$

These new determinantal representations of the Moore-Penrose inverse have been obtained by the developed novel limit-rank method in the case of quaternion matrices [44] as well. This method was successfully applied for constructing determinantal
representations of other generalized inverses in both cases for complex and quaternion matrices (see e.g. [45-47]). It also yields Cramer's rules of various matrix equations [48-54].

The remainder of our chapter is directed as follows. In Section 2, we provide a new expression of the general solution to our system (7) and discuss its least-norm. The algorithm and numerical example of finding the anti-Hermitian solution to (7) are presented in Section 3. (7). Finally, in Section 4, the conclusions are drawn.

## 2. A new expression of the general solution to the system

Now we demonstrate the principal theorem of this section (7).
Theorem 2.1. Assume that $S_{1}=\left[\begin{array}{ll}I_{p_{1}} & 0\end{array}\right], S_{2}=\left[\begin{array}{ll}0 & I_{p_{2}}\end{array}\right], T_{1}=\left[\begin{array}{c}I_{q_{1}} \\ 0\end{array}\right], T_{2}=\left[\begin{array}{c}I_{q_{2}} \\ 0\end{array}\right]$, $G=\left[\begin{array}{cc}A & C\end{array}\right], H=\left[\begin{array}{c}B \\ -D\end{array}\right], H_{1}=L_{A_{1}} L_{A}, H_{2}=L_{A_{1}} S_{1} L_{G}, H_{3}=R_{H} T_{1} R_{B_{1}}, H_{4}=L_{A_{2}} L_{C}, H_{5}=$ $L_{A_{2}} S_{2} L_{G}, H_{6}=R_{H} T_{2} R_{B_{2}}$ and the system (7) is solvable, then the general solution to our system can be formed as

$$
\begin{align*}
X_{1}= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+L_{A_{1}} A^{\dagger} E B^{\dagger} R_{B_{1}}-L_{A_{1}} A^{\dagger} C M^{\dagger} E B^{\dagger} R_{B_{1}}-  \tag{18}\\
& -L_{A_{1}} A^{\dagger} S C^{\dagger} E N^{\dagger} D B^{\dagger} R_{B_{1}}+H_{1} V_{1} R_{B_{1}}+H_{2} U H_{3}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}, \\
X_{2}= & A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+L_{A_{2}} M^{\dagger} R_{A} E D^{\dagger} R_{B_{2}}+L_{A_{2}} L_{M} S^{\dagger} S C^{\dagger} E N^{\dagger} R_{B_{2}}+  \tag{19}\\
& +H_{4} W_{1} R_{B_{2}}+H_{5} U H_{6}+L_{A_{2}} W_{2} R_{D} R_{B_{2}},
\end{align*}
$$

where $U, V_{1}, V_{2}, W_{1}$, and $W_{2}$ are free matrices over $\mathbb{C}$ with allowable dimensions.
Proof. Our proof contains three parts. At the first step, we show that the matrices $X_{1}$ and $X_{2}$ have the forms of

$$
\begin{gather*}
X_{1}=\phi_{0}+H_{1} V_{1} R_{B_{1}}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}+H_{2} U H_{3}  \tag{20}\\
X_{2}=\psi_{0}+H_{4} W_{1} R_{B_{2}}+L_{A_{2}} W_{2} R_{D} R_{B_{2}}+H_{5} U H_{6} \tag{21}
\end{gather*}
$$

where $\phi_{0}$ and $\psi_{0}$ are any pair of particular solution to the system (7), $V_{1}, V_{2}, W_{1}$, $W_{2}$, and $U$ are free matrices of able shapes over $\mathbb{C}$, are solutions to the system (7). In the second step, we display that any couple of solutions $\mu_{0}$ and $\nu_{0}$ to the system (7) can be established as (20) and (21), respectively. In the end, we confirm that

$$
\begin{aligned}
\mu & =A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} C M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} D B^{\dagger} \\
\nu & =A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+L_{A_{2}} M^{\dagger} R_{A} E D^{\dagger}+L_{A_{2}} L_{M} S^{\dagger} S C^{\dagger} E N^{\dagger} R_{B_{2}}
\end{aligned}
$$

are a couple of particular solutions to the system (7).
Now we prove that a couple of matrices $X_{1}$ and $X_{2}$ having the shape of (20) and (21), respectively, are solutions to the system (7). Observe that

$$
\begin{aligned}
& A_{1}^{\dagger} C_{1} B_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger} B_{1}=A_{1}^{\dagger} A_{1} C_{2}+L_{A_{1}} C_{2}=C_{2} \\
& A_{2}^{\dagger} C_{3} B_{2}+L_{A_{2}} C_{4} B_{2}^{\dagger} B_{2}=A_{2}^{\dagger} A_{2} C_{4}+L_{A_{2}} C_{4}=C_{4}
\end{aligned}
$$

It is evident that $X_{1}$ having the form (20) is a solution of $A_{1} X_{1}=C_{1}$, and $X_{1} B_{1}=$ $C_{2}$ and $X_{2}$ having the form (21) is a solution to $A_{2} X_{2}=C_{3}, X_{2} B_{2}=C_{4}$. Now we are left to show that $A_{3} X_{1} B_{3}+A_{4} X_{2} B_{4}=C_{c}$ is satisfied by $X_{1}$ and $X_{2}$ given in (20) and (21). By Lemma 1.4, we have

$$
\begin{align*}
A S_{1} L_{G} & =A\left[\begin{array}{ll}
I_{p_{1}} & 0
\end{array}\right]\left[\begin{array}{cc}
L_{A} & -A^{\dagger} C L_{M} \\
0 & L_{M}
\end{array}\right]=A\left[\begin{array}{ll}
L_{A} & -A^{\dagger} C L_{M}
\end{array}\right]  \tag{22}\\
& =\left[\begin{array}{cc}
0 & -A A^{\dagger} C L_{M}
\end{array}\right]=\left[\begin{array}{ll}
0 & -(C-M) L_{M}
\end{array}\right]=\left[\begin{array}{ll}
0 & -C L_{M}
\end{array}\right] \\
& =-\left[\begin{array}{ll}
0 & S
\end{array}\right]=-C S_{2} L_{G},
\end{align*}
$$

and

$$
\begin{align*}
R_{H} T_{1} B & =\left[\begin{array}{cc}
R_{B} & 0 \\
R_{N} D B^{\dagger} & R_{N}
\end{array}\right]\left[\begin{array}{c}
I_{q_{1}} \\
0
\end{array}\right] B=\left[\begin{array}{c}
R_{B} \\
R_{N} D B^{\dagger}
\end{array}\right] B \\
& =\left[\begin{array}{c}
0 \\
R_{N} D B^{\dagger} B
\end{array}\right]=\left[\begin{array}{c}
0 \\
R_{N} D\left(I-L_{B}\right)
\end{array}\right]=\left[\begin{array}{c}
0 \\
R_{N} D
\end{array}\right]  \tag{23}\\
& =R_{H} T_{2} D .
\end{align*}
$$

Observe that $A L_{A}=0$ and by using (22) and (23), we arrive that

$$
A_{3} X_{1} B_{3}+A_{4} X_{2} B_{4}=C_{c} .
$$

Conversely, assume that $\mu_{0}$ and $\nu_{0}$ are any couple of solutions to our system (7). By Lemma 1.7, we have

$$
\begin{aligned}
& A_{1} A_{1}^{\dagger} C_{1}=C_{1}, C_{2} B_{1}^{\dagger} B_{1}=C_{2}, A_{2} A_{2}^{\dagger} C_{3}=C_{3}, \\
& C_{4} B_{2}^{\dagger} B_{2}=C_{4}, A_{1} C_{2}=C_{1} B_{1}, A_{2} C_{4}=C_{3} B_{2} .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
L_{A_{1}} \mu_{0} R_{B_{1}} & =\left(I-A_{1}^{\dagger} A_{1}\right) \mu_{0}\left(I-B_{1} B_{1}^{\dagger}\right) \\
& =\mu_{0}-\mu_{0} B_{1} B_{1}^{\dagger}-A_{1}^{\dagger} A_{1} \mu_{0}+A_{1}^{\dagger} A_{1} \mu_{0} B_{1} B_{1}^{\dagger} \\
& =\mu_{0}-C_{2} B_{1}^{\dagger}-A_{1}^{\dagger} C_{1}+A_{1}^{\dagger} A_{1} C_{2} B_{1}^{\dagger} \\
& =\mu_{0}-L_{A_{1}} C_{2} B_{1}^{\dagger}-A_{1}^{\dagger} C_{1}
\end{aligned}
$$

produces

$$
\begin{equation*}
\mu_{0}=L_{A_{1}} C_{2} B_{1}^{\dagger}+A_{1}^{\dagger} C_{1}+L_{A_{1}} \mu_{0} R_{B_{1}} . \tag{24}
\end{equation*}
$$

On the same lines, we can get

$$
\begin{equation*}
\nu_{0}=L_{A_{2}} C_{4} B_{2}^{\dagger}+A_{2}^{\dagger} C_{3}+L_{A_{2}} \nu_{0} R_{B_{2}} . \tag{25}
\end{equation*}
$$

It is manifest that $\mu_{0}$ and $\nu_{0}$ defined in (24)-(25) are also solution pair of

$$
\begin{equation*}
A X_{1} B+C X_{2} D=E . \tag{26}
\end{equation*}
$$

Since

$$
\begin{aligned}
A X_{1} B+C X_{2} D= & A_{3} L_{A_{1}} \mu_{0} R_{B_{1}} B_{3}+A_{4} L_{A_{2}} \nu_{0} R_{B_{2}} B_{4} \\
= & A_{3}\left(\mu_{0}-L_{A_{1}} C_{2} B_{1}^{\dagger}-A_{1}^{\dagger} C_{1}\right) B_{3}+A_{4}\left(\nu_{0}-L_{A_{2}} C_{4} B_{2}^{\dagger}-A_{2}^{\dagger} C_{3}\right) B_{4} \\
= & A_{3} \mu_{0} B_{3}-A_{3} L_{A_{1}} C_{2} B_{1}^{\dagger} B_{3}-A_{1}^{\dagger} C_{1} B_{3}+A_{4} \nu_{0} B_{4} \\
& -A_{4} L_{A_{2}} C_{4} B_{2}^{\dagger} B_{4}-A_{4} A_{2}^{\dagger} C_{3} B_{4} \\
= & A_{3} \mu_{0} B_{3}+A_{4} \nu_{0} B_{4}-A C_{2} B_{1}^{\dagger} B_{3}-A_{1}^{\dagger} C_{1} B_{3}-C C_{4} B_{2}^{\dagger} B_{4}-A_{4} A_{2}^{\dagger} C_{3} B_{4} \\
= & C_{c}-A C_{2} B_{1}^{\dagger} B_{3}-A_{1}^{\dagger} C_{1} B_{3}-C C_{4} B_{2}^{\dagger} B_{4}-A_{4} A_{2}^{\dagger} C_{3} B_{4} \\
= & E .
\end{aligned}
$$

Hence by Lemma 1.6, $\mu_{0}$ and $\nu_{0}$ can be written as

$$
\begin{gather*}
\mu_{0}=X_{01}+S_{1} L_{G} U R_{H} T_{1}+L_{A} V_{1}+V_{2} R_{B},  \tag{27}\\
\nu_{0}=X_{02}+S_{2} L_{G} U R_{H} T_{2}+L_{C} W_{1}+W_{2} R_{D}, \tag{28}
\end{gather*}
$$

where $X_{01}$ and $X_{02}$ are a couple of special solutions to (26) and $U, V_{1}, V_{2}, W_{1}$ and $W_{2}$ are free matrices with agreeable dimensions. Using (27) and (28) in (24) and (25), respectively, we get

$$
\begin{aligned}
& \mu_{0}=X_{10}+H_{2} U H_{3}+H_{1} V_{1} R_{B_{1}}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}, \\
& \nu_{0}=X_{20}+H_{5} U H_{6}+H_{4} W_{1} R_{B_{2}}+L_{A_{2}} W_{2} R_{D} R_{B_{2}},
\end{aligned}
$$

where $X_{10}=A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+L_{A_{1}} X_{01} R_{B_{1}}$ and $X_{20}=A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+$ $L_{A_{2}} X_{02} R_{B_{2}}$. It is evident that $X_{10}$ and $X_{20}$ are a couple of solutions to the system (7). It is clear that $\mu_{0}$ and $\nu_{0}$ can be represented by (20) and (21), respectively. Lastly, by putting $U_{1}, V_{1}, W_{1}$, and $Z_{1}$ equal to zero in (15) and (16), we conclude that $\mu$ and $\nu$ are special solutions to the system (7). Hence the expressions (18) and (19) represent the general solution to the system (7) and the theorem is completed.

Remark 2.2. Due to Lemma 1.3 and taking into account $L_{A_{2}} L_{M}=L_{M} L_{A_{2}}$, we have the following simplification of the solution pair to the system (7) that is identical for (15)-(16) and (18)-(19) when $U, U_{1}, V_{1}, V_{2}, Z_{1}, W_{1}$, and $W_{2}$ disappear,

$$
\begin{aligned}
& X_{1}=A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}, \\
& X_{2}=A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+M^{\dagger} E D^{\dagger}+S^{\dagger} S C^{\dagger} E N^{\dagger} .
\end{aligned}
$$

Comment 2.3. We have established a novel expression of the general solution to the system (7) in Theorem 2.1 which is different from one created in [25]. With the help of this novel expression, we can explore the least-norm of the general solution which can not be studied with the help of the expression given in [25], which is one of the advantage of our new expression.

Now we discuss some special cases of our system.
If $B_{1}, B_{2}, C_{2}$ and $C_{4}$ disappear in Theorem 2.1, then we gain the following conclusion.
Corollary 2.4. Denote $S_{1}=\left[\begin{array}{ll}I_{p_{1}} & 0\end{array}\right], S_{2}=\left[\begin{array}{ll}0 & I_{p_{2}}\end{array}\right], T_{1}=\left[\begin{array}{c}I_{q_{1}} \\ 0\end{array}\right], T_{2}=\left[\begin{array}{c}I_{q_{2}} \\ 0\end{array}\right]$, $G=\left[\begin{array}{ll}A & C\end{array}\right], H=\left[\begin{array}{c}B_{3} \\ -B_{4}\end{array}\right], H_{1}=L_{A_{1}} L_{A}, H_{2}=L_{A_{1}} S_{1} L_{G}, H_{3}=R_{H} T_{1}, H_{4}=L_{A_{2}} L_{C}, H_{5}=$
$L_{A_{2}} S_{2} L_{G}, H_{6}=R_{H} T_{2}$ and the system (6) is solvable, then the general solution to (6) can be formed as

$$
\begin{aligned}
X_{1}= & A_{1}^{\dagger} C_{1}+A^{\dagger} E B_{3}^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B_{3}^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B_{3}^{\dagger}-H_{1} Y_{1}+ \\
& +H_{2} V H_{3}+L_{A_{1}} Y_{2} R_{B_{3}}, \\
X_{2}= & A_{2}^{\dagger} C_{3}+M^{\dagger} E B_{4}^{\dagger}+S^{\dagger} S C^{\dagger} E N^{\dagger}+H_{4} Z_{1}+H_{5} V H_{6}+L_{A_{2}} Z_{2} R_{B_{4}}
\end{aligned}
$$

where $A, C, N, M, S$ are the same as in Lemma 1.6, $E=C_{c}-A_{3} A_{1}^{\dagger} C_{1} B_{3}-A_{4} A_{2}^{\dagger} C_{3} B_{4}$, $V, Y_{1}, Y_{2}, Z_{1}$, and $Z_{2}$ are free matrices over $\mathbb{C}$ obeying agreeable dimensions.

Comment 2.5. The above consequence is a chief result of [32].
If $A_{2}, B_{2}, C_{3}, A_{4}, B_{4}$ and $C_{4}$ vanish in our system (7), then we get the following outcome.

Corollary 2.6. Suppose that $A_{1}, B_{1}, C_{1}, C_{2}, A_{3}, B_{3}$ and $C_{c}$ are given. Then the general solution to system (5) is established by

$$
\begin{aligned}
X_{1}= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+\left(A_{3} L_{A_{1}}\right)^{\dagger}\left[C_{c}-A_{3} A_{1}^{\dagger} C_{1} B_{3}-A_{3} L_{A_{1}} C_{2} B_{1}^{\dagger} B_{3}\right]\left(R_{B_{1}} B_{3}\right)^{\dagger}+ \\
& +L_{A_{1}} L_{A_{3} L_{A_{1}}} W_{1} R_{B_{1}}+L_{A_{1}} W_{2} R_{R_{B_{1}} B_{3}} R_{B_{1}}
\end{aligned}
$$

where $W_{1}$ and $W_{2}$ are arbitrary matrices over $\mathbb{C}$ with appropriate sizes.
We experience the least-norm to the system (7) in this section. By the definition and [55], we can get the following result easily.

Lemma 2.7. Let $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{n \times m}$. Then we have.
(1) $\|A+B\|^{2}=\|A\|^{2}+\|B\|^{2}+2 \operatorname{Re}\left[\operatorname{tr}\left(B^{*} A\right)\right]$.
(2) $\operatorname{Re}[\operatorname{tr}(A B)]=\operatorname{Re}[\operatorname{tr}(B A)]$.

Theorem 2.8. Assume that system (7) is solvable, then the least-norm of the solution pair $X_{1}$ and $X_{2}$ to system (7) can be extracted as follows:

$$
\begin{align*}
\left\|X_{1}\right\|_{\min }= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}- \\
& -A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger},  \tag{29}\\
\left\|X_{2}\right\|_{\text {min }} & =A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+M^{\dagger} E D^{\dagger}+S^{\dagger} S C^{\dagger} E N^{\dagger} . \tag{30}
\end{align*}
$$

Proof. By Theorem 2.1 and Remark 2.2, the general solution to (7) can be formed as

$$
\begin{aligned}
X_{1}= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger} \\
& -H_{1} V_{1} R_{B_{1}}+H_{2} U H_{3}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}, \\
X_{2}= & A_{2}^{\dagger} C_{3}+L_{A_{2}} C_{4} B_{2}^{\dagger}+M^{\dagger} E D^{\dagger}+S^{\dagger} S C^{\dagger} E N^{\dagger} \\
& +H_{4} W_{1} R_{B_{2}}+H_{5} U H_{6}+L_{A_{2}} W_{2} R_{D} R_{B_{2}},
\end{aligned}
$$

where $U, V_{1}, V_{2}, W_{1}$, and $W_{2}$ are free matrices over $\mathbb{C}$ having executable dimensions. By Lemma 2.7, the norm of $X_{1}$ can be established as

$$
\begin{align*}
\left\|X_{1}\right\|^{2}= & \| A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}- \\
& -A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}-H_{1} V_{1} R_{B_{1}}+H_{2} U H_{3}+L_{A_{1}} V_{2} R_{B} R_{B_{1}} \|^{2}  \tag{31}\\
& =\left\|A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right\|^{2} \\
& +\left\|H_{1} V_{1} R_{B_{1}}+H_{2} U H_{3}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}\right\|^{2}+J,
\end{align*}
$$

where

$$
\begin{align*}
J=2 & \operatorname{Re}\left[\operatorname { t r } \left(\left(H_{1} V_{1} R_{B_{1}}+H_{2} U H_{3}+L_{A_{1}} V_{2} R_{B} R_{B_{1}}\right)^{*}\right.\right. \\
& \left.\left.\left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right] . \tag{32}
\end{align*}
$$

Now we want to show that $J=0$. Applying Lemmas 1.3, 1.4 and 2.7, we have

$$
\begin{align*}
& \operatorname{Re} {\left[\operatorname { t r } \left(( H _ { 1 } V _ { 1 } R _ { B _ { 1 } } ) ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}\right.\right.\right.} \\
&\left.\left.\left.-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(R _ { B _ { 1 } } V _ { 1 } ^ { * } H _ { 1 } ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}\right.\right.\right. \\
&\left.\left.\left.-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(R _ { B _ { 1 } } V _ { 1 } ^ { * } L _ { A } L _ { A _ { 1 } } \left(A_{1}^{\dagger} C_{1}\right.\right.\right. \\
&\left.\left.\left.+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right] \\
&=\operatorname{Re}\left[\operatorname{tr}\left(R_{B_{1}} V_{1}^{*} L_{A} L_{A_{1}}\left(L_{A_{1}} C_{2} B_{1}^{\dagger}\right)\right)\right] \\
&=\operatorname{Re}\left[\operatorname{tr}\left(V_{1}^{*} L_{A} L_{A_{1}}\left(L_{A_{1}} C_{2} B_{1}^{\dagger}\right) R_{B_{1}}\right)\right]=0,  \tag{33}\\
& \operatorname{Re}\left[\operatorname { t r } \left(( L _ { A _ { 1 } } V _ { 2 } R _ { B } R _ { B _ { 1 } } ) ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}\right.\right.\right. \\
&\left.\left.\left.\quad-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(R _ { B _ { 1 } } R _ { B } V _ { 2 } ^ { * } L _ { A _ { 1 } } ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}\right.\right.\right. \\
&\left.\left.\left.\quad+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right] \\
& \quad=\operatorname{Re}\left[\operatorname { t r } \left(R _ { B _ { 1 } } R _ { B } V _ { 2 } ^ { * } L _ { A _ { 1 } } \left(L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}\right.\right.\right. \\
&\left.\left.\left.\quad-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(V _ { 2 } ^ { * } L _ { A _ { 1 } } \left(L_{A_{1}} C_{2} B_{1}^{\dagger}\right.\right.\right. \\
&\left.\left.\left.+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right) R_{B_{1}} R_{B}\right)\right] \\
&=\operatorname{Re}\left[\operatorname{tr}\left(V_{2}^{*} L_{A_{1}}\left(A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right) R_{B}\right)\right]=0, \tag{34}
\end{align*}
$$

$$
\begin{align*}
R e & {\left[\operatorname { t r } \left(( H _ { 2 } U H _ { 3 } ) ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}\right.\right.\right.} \\
& \left.\left.\left.-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(H _ { 3 } ^ { * } U ^ { * } H _ { 2 } ^ { * } \left(A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}\right.\right.\right. \\
- & \left.\left.\left.A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(H _ { 3 } ^ { * } U ^ { * } L _ { G } S _ { 1 } ^ { * } L _ { A _ { 1 } } \left(L_{A_{1}} C_{2} B_{1}^{\dagger}\right.\right.\right. \\
& \left.\left.\left.+A^{\dagger} E B^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right] \\
& =\operatorname{Re}\left[\operatorname { t r } \left(H _ { 3 } ^ { * } U ^ { * } [ \begin{array} { c c } 
{ L _ { A } } & { - A ^ { \dagger } C L _ { M } } \\
{ 0 } & { L _ { M } }
\end{array} ] [ \begin{array} { l } 
{ I } \\
{ 0 }
\end{array} ] \left(L_{A_{1}} C_{2} B_{1}^{\dagger}+A^{\dagger} E B^{\dagger}\right.\right.\right. \\
& \left.\left.\left.-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname { t r } \left(H _ { 3 } ^ { * } U ^ { * } L _ { A } \left(A^{\dagger} E B^{\dagger}\right.\right.\right. \\
\quad & \left.\left.\left.-A^{\dagger} A_{4} M^{\dagger} E B^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B^{\dagger}\right)\right)\right]=\operatorname{Re}\left[\operatorname{tr}\left(H_{3}^{*} U^{*} L_{A} L_{A_{1}} C_{2} B_{1}^{\dagger}\right)\right] \\
& =\operatorname{Re}\left[\operatorname{tr}\left(R_{B_{1}} T_{1}^{*} R_{H} U^{*} L_{A} L_{A_{1}} C_{2} B_{1}^{\dagger}\right)\right] \tag{35}
\end{align*}
$$

By using (33)-(35) in (32) produces $J=0$. Since $X_{1}$ is arbitrary, we get (29) from (31). In the same way, we can prove that (30) hold.

A special case of our system (7) is given below.
If $B_{1}, B_{2}, C_{2}$, and $C_{4}$ become zero matrices in Theorem 2.8, then again we get the principal result of [20].

Corollary 2.9. Assume that system (6) is solvable, then the least-norm of the solution pair $X_{1}$ and $X_{2}$ to system (6) can be furnished as

$$
\begin{aligned}
& \left\|X_{1}\right\|_{\text {min }}=A_{1}^{\dagger} C_{1}+A^{\dagger} E B_{3}^{\dagger}-A^{\dagger} A_{4} M^{\dagger} E B_{3}^{\dagger}-A^{\dagger} S C^{\dagger} E N^{\dagger} B_{4} B_{3}^{\dagger}, \\
& \left\|X_{2}\right\|_{\text {min }}=A_{2}^{\dagger} C_{3}+M^{\dagger} E B_{4}^{\dagger}+S^{\dagger} S C^{\dagger} E N^{\dagger} .
\end{aligned}
$$

If $A_{2}, B_{2}, C_{3}, A_{4}, B_{4}$ and $C_{4}$ vanish in our system, then we get the next consequence.
Corollary 2.10. Suppose that $A_{1}, B_{1}, C_{1}, C_{2}, A_{3}, B_{3}$ and $C_{c}$ are given. Then the leastnorm of the least square solution to system (5) is launched by

$$
\begin{aligned}
\left\|X_{1}\right\|_{\text {min }}= & A_{1}^{\dagger} C_{1}+L_{A_{1}} C_{2} B_{1}^{\dagger} \\
& +\left(A_{3} L_{A_{1}}\right)^{\dagger}\left[C_{c}-A_{3} A_{1}^{\dagger} C_{1} B_{3}-A_{3} L_{A_{1}} C_{2} B_{1}^{\dagger} B_{3}\right]\left(R_{B_{1}} B_{3}\right)^{\dagger} .
\end{aligned}
$$

Comment 2.11. Corollary 2.10 is the key result of [22].

## 3. Algorithm with example

In this section, we construct the algorithm for finding the least-norm of the solution to (7) that is inducted by Theorem 2.8.

Algorithm 1.

1. By Lemma 1.10 find the matrices $A_{i}^{\dagger}, B_{i}^{\dagger}$ for $i=1, \ldots, 4$, and $R_{A_{i}}=I-A_{i} A_{i}^{\dagger}$, $L_{A_{i}}=I-A_{i}^{\dagger} A_{i}, R_{B_{i}}=I-B_{i} B_{i}^{\dagger}$, and $L_{B_{i}}=I-B_{i}^{\dagger} B_{i}$ for $i=1,2$.
2. By Lemma 1.9 calculate the matrices $A, B, C, D, M, S$, and $E$, and by Lemma 1.10 find their MP-inverses and orthogonal projectors when it is needed.
3. Verify the consistence equalities (11) and (14). If these equalities are hold, then we find solutions by the next steps.
4. Finally, by (29) and (30), compute the least-norm of the solution pair $X_{1}$ and $X_{2}$.

The following example will be considered by using Algorithm 1. Note that our goal is both to confirm correctness of main results from Theorems 2.1 and 2.8 , and to demonstrate the technique of applying the determinantal representations of the MP-inverse from Lemma 1.10 by using a not too complicated and understandable example.

Example 1. Given the matrices:

$$
A_{1}=\left[\begin{array}{cccc}
1+i & 1-i & -1+i & -1-i \\
-1+i & 1+i & -1-i & 1-i \\
2 i & 2 & -2 & -2 i
\end{array}\right], B_{1}=\left[\begin{array}{ccc}
2 i & -1 & i+3 \\
-i & 1 & -3-i \\
-1 & i & 1-3 i \\
1 & -i & -1+3 i
\end{array}\right], A_{2}=\left[\begin{array}{ccc}
i & 1 & -1 \\
1 & -i & i \\
-1 & i & -i \\
-i & -1 & 1
\end{array}\right]
$$
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$$
\begin{align*}
& B_{2}=\left[\begin{array}{ccc}
2-i & 2 i-1 & i+1 \\
2 i+1 & -i-2 & i-1 \\
-2 i+1 & i-2 & -i-1 \\
i+2 & -2 i-1 & -i+1
\end{array}\right], C_{1}=\left[\begin{array}{cccc}
8 i & -8 & -8 i & 8 \\
4 & 4 i & -4 & -4 i \\
2+4 i & -4+2 i & 2-4 i & 4-2 i
\end{array}\right], \\
& C_{2}=\left[\begin{array}{ccc}
11 i & 44 i-11 & -44 \\
22 & 22 i+88 & 88 i \\
-11 i & 44 i+11 & 44 \\
-22 & -22 i-88 & -88 i
\end{array}\right], A_{3}=\left[\begin{array}{cccc}
5 i+2 & 5-2 i & -2+5 i & 2 i+5 \\
2 i-5 & 5 i+2 & -2 i-5 & -2+5 i \\
4 i & 4 & -4 i & -4
\end{array}\right], \\
& B_{3}=\left[\begin{array}{ccc}
-i & -i+2 & -1 \\
-2 & -2-4 i & 2 i \\
-2 i & 4-2 i & -2 \\
1 & 1+2 i & -i
\end{array}\right], A_{4}=\left[\begin{array}{ccc}
-2 i-3 & -3 i+2 & 2 i+3 \\
-i & 1 & i \\
-3 & -3 i & 3
\end{array}\right], \\
& C_{3}=\left[\begin{array}{cccc}
3 i & 3 & -3 & -3 i \\
3 & -3 i & 3 i & -3 \\
-3 & 3 i & -3 i & 3 \\
-3 i & -3 & 3 & 3 i
\end{array}\right], \\
& B_{4}=\left[\begin{array}{ccc}
7 i & -i & -2 \\
-7 & -3 & 2 i \\
-7 i & i & 2 \\
7 & 3 & -2 i
\end{array}\right], C_{4}=\left[\begin{array}{ccc}
4-2 i & -2+4 i & 2+2 i \\
2+4 i & -4-2 i & -2+2 i \\
-2-4 i & 4+2 i & 2-2 i
\end{array}\right], \\
& C_{c}=\frac{1}{21}\left[\begin{array}{lll}
-1130-502 i & -1344+612 i & -2798-1250 i \\
-1808-688 & -1398+834 i & -2942-1538 i \\
-1154-946 i & -1488+624 i & -2654-1394 i
\end{array}\right] . \tag{36}
\end{align*}
$$

Let us find a solution to the system (7) with the given above matrices by Algorithm 1.
1.Thanks to Lemma 1.10, we calculate the Moore-Penrose inverses. So,

$$
\begin{aligned}
& A_{1}^{\dagger}=\frac{1}{32}\left[\begin{array}{ccc}
1-i & -1-i & -2 i \\
1+i & 1-i & 2 \\
-1-i & -1+i & -2 \\
-1+i & 1+i & 2 i
\end{array}\right], B_{1}^{\dagger}=\frac{1}{44}\left[\begin{array}{cccc}
-11 i & 11 i & -11 & 11 \\
39 & 41 & 20-i & 20+i \\
7-i & 1+i & 5+3 i & 3-3 i
\end{array}\right], \\
& A_{2}^{\dagger}=\frac{1}{12}\left[\begin{array}{cccc}
-i & 1 & -1 & i \\
1 & i & -i & -1 \\
-1 & -i & i & 1
\end{array}\right], B_{2}^{\dagger}=\frac{1}{12}\left[\begin{array}{cccc}
1 & -i & i & 1 \\
-i & -1 & -1 & i \\
1-i & -1-i & -1+i & 1+i
\end{array}\right] \text {, } \\
& A_{3}^{\dagger}=\frac{1}{80}\left[\begin{array}{ccc}
-2 i & -2 & 2-5 i \\
2 & -2 i & 5+2 i \\
-2 i & -2 & 2+5 i \\
2 & -2 i & -5+2 i
\end{array}\right], B_{3}^{\dagger}=\frac{1}{70}\left[\begin{array}{cccc}
i & -2 & 2 i & 1 \\
2+i & -2+4 i & 4+2 i & 1-2 i \\
-1 & -2 i & -2 & i
\end{array}\right] \text {, }
\end{aligned}
$$

$$
A_{4}^{\dagger}=\frac{1}{69}\left[\begin{array}{ccc}
-3+2 i & i & -3 \\
2+3 i & 1 & 3 i \\
3-2 i & -i & 1
\end{array}\right], B_{4}^{\dagger}=\frac{1}{792}\left[\begin{array}{cccc}
-35 i & -21 & 35 i & 21 \\
47 i & -51 & -47 i & 51 \\
-52 & -48 i & 52 & 48 i
\end{array}\right] \text {. }
$$

Then,

$$
\begin{aligned}
& A=\frac{1}{2}\left[\begin{array}{cccc}
2+5 i & 5-2 i & 1+8 i & 12+9 i \\
-5+2 i & 2+5 i & -8+i & -9+12 i \\
4 i & 4 & 4-8 i & -8+4 i
\end{array}\right], \\
& B=\frac{1}{22}\left[\begin{array}{ccc}
-52-31 i & 10-135 i & -31+52 i \\
8+9 i & -10+25 i & 9-8 i \\
-9+8 i & -25-10 i & 8+9 i \\
31-52 i & 135+10 i & -52-31 i
\end{array}\right],
\end{aligned}
$$

$C=\frac{1}{3}\left[\begin{array}{ccc}-11-3 i & 9-7 i & 6+4 i \\ -1-3 i & 3+i & 2 i \\ -9+3 & 3-9 i & 6\end{array}\right], D=\left[\begin{array}{ccc}0 & -2 i & -2 \\ 0 & -2 & 2 i \\ 0 & 2 i & 2 \\ 0 & 2 & -2 i\end{array}\right]$,
$N=\frac{1}{7}\left[\begin{array}{ccc}4+4 i & -4-2 i & -10-4 i \\ 4-4 i & -2+4 i & -4+10 i \\ -4-4 i & 4+2 i & 10+4 i \\ -4+4 i & 2-4 i & 4-10 i\end{array}\right], M=\frac{1}{3}\left[\begin{array}{ccc}-4-2 i & 4-2 i & 2+2 i \\ -2+4 i & -2-4 i & 2-2 i \\ 0 & 0 & 0\end{array}\right], S=0$
$E=\frac{1}{84}\left[\begin{array}{ccc}19931-108289 i & 236509-68427 i & -108289-19931 i \\ 110417+16211 i & 77995+79015 i & 16211-110417 i \\ 74624+106424 i & -138224+255672 i & 106424-74624 i\end{array}\right]$.
2. Confirm that (11) and (14) are true for given matrices.
3. Finally, by (29) and (30), we find that the least-norm of the solution pair $X_{1}$ and $X_{2}$ to the system (7) is following

$$
\begin{aligned}
& X_{1}=\frac{1}{365760}\left[\begin{array}{cccc}
-11103239+18670545 i & -9851419+14002307 i & -5154373+3862099 i & -4697553+10234559 i \\
26688873+4258681 i & 29888893+5510501 i & 12048461+4721147 i & 17746081+5177967 i \\
6556168+9656066 i & 5321848+2196342 i & 4452786+10360112 i & -6757414+7845632 i \\
-17049264-2930378 i & -26304464-11113378 i & -10244698-3367816 i & -7362609-13720296 i
\end{array}\right], \\
& X_{2}=\frac{1}{1344}\left[\begin{array}{cccc}
2052-963 i & 233-1985 i & -2159+3481 i & -1465-367 i \\
-792+2565 i & 1901-205 i & 317+445 i & -221+317 i \\
171+585 i & -146+28 i & 868-1714 i & 146+2884 i
\end{array}\right] .
\end{aligned}
$$

Note that Maple 2021 was used to perform the numerical experiment.

## 4. Conclusion

We have constructed a novel expression of the general solution to system (7) over $\mathbb{C}$ and used this result to explore the least-norm of the general solution to this system when it is solvable. Some particular cases of our system are also discussed. Our results carry the principal results of $[22,32]$. To give an algorithm finding the explicit numerical expression of the least-norm of the general solution, it is used the determinantal representations of the MP-inverse recently obtained by one of the authors. The novelty of the conducted research is obtaining necessary and sufficient conditions to exist a solution, its formal representation of by closed formula in terms of generalized inverses, and the construction of an algorithm to find its explicit expression. A numerical example is also given to interpret the results established in this paper.
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Inverse Problems - Recent Advances and Applications examines some recent advances in inverse problems, new aspects of their mathematical modeling of inverse problems regarding in relation to their applications in physical systems and used the computational methods used. It consists of five chapters divided into two sections. Section 1, "Modeling and Formulations of Inverse Problems", discusses new approaches to modeling and formulations of inverse problems in some physical systems. Section 2, "Some Computational Aspects", contains research related to mathematical methods of solving some inverse problems.



[^0]:    ${ }^{1}$ In literature this quantity has been given many different names, such as atmospheric excess phase, atmospheric phase delay or derivations thereof.

[^1]:    ${ }^{2}$ In recent works by [11] or [12] alternative parameterizations, such as a trilinear, spline or adaptive node parameterizations are suggested for a more accurate description of the refractivity distribution without considerably increasing the number of unknowns.

[^2]:    ${ }^{3}$ Assuming that the uncertainty of the refractivity constants is negligible.
    ${ }^{4}$ Since water vapor pressure is usually not measured directly, it can be computed from relative humidity and temperature.

[^3]:    [21] Wang QW, Rehman A, He ZH, Zhang Y. Constraint generalized Sylvester matrix equations. Automatica. 2016;69:60-64. DOI: 10.1016/j.auto matica.2016.02.024

