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Preface

Neurophysiology is the study of the nervous system in terms of its function. The 
focus is on nerve cells and glial cells as the building blocks of the nervous system and 
the networks that are formed by them. Individual neurons and their networks are 
subject to various forms of plasticity and undergo short- or longer-lasting modifica-
tions. The outcome of neural network action can be the behavior of specific brain 
areas and body regions or the behavior of an individual. Finally, pathophysiological 
processes can affect all organizational levels of the nervous system from individual 
cells to networks, neural systems, and behavior. Neurophysiology - Networks, Plasticity, 
Pathophysiology and Behavior addresses these various scales in health and disease.

The book reviews novel findings related to neurophysiology, such as neural plasticity, 
neurological disorders, sensory systems, cognition, and behavior. It provides an 
overview of the current state of the art of neurophysiology research and focuses on 
the most important evidence-based developments in this area. Chapters focus on 
recent advances in specific areas of neurophysiology in different brain regions and 
experimental models.

The book is divided into two sections. Section 1, “Neural Networks, Neuroplasticity, 
Behavior,” includes Chapters 1–6. Section 2, “Neuropathophysiology,” includes 
Chapters 7–12.

Chapter 1, “Clinical Neurophysiology of Epileptogenic Networks”, by Nick Tsarouchas, 
describes foundational elements of neural networks and how they can give rise to aber-
rant functions such as epileptic seizures. More specifically, the author demonstrates 
with artificial neuronal network simulations how physiological brain oscillations 
(delta, theta, alpha, beta, and gamma range, and transients thereof, including sleep 
spindles and larger sleep waves) are generated. In addition, the author shows how 
epileptiform phenomena can develop and be observed at different levels of analysis.

In Chapter 2, “Neurophysiology Involved in Neuroplasticity: Mechanisms of 
Forgetting”, Jose Rodrigo Carrillo-Marquez and Jose Damian Carrillo-Ruiz explain 
new neurophysiological mechanisms that result in processes of brain plasticity. 
Furthermore, the authors clarify that neuroplasticity can take place in different 
complex tasks and discuss the evolutionary advantage of forgetting.

Chapter 3, “Neurophysiology of Emotions”, by Maurizio Oggiano, reviews emotions as 
automatic and primary patterns of purposeful cognitive and behavioral organizations. 
The author outlines the neurophysiological basis of elements of emotion and their 
function, namely, coordination, signaling, and information purposes.

Chapter 4, “Neuronal Architecture and Functional Organization of Olfactory 
Glomeruli”, by Thomas Heinbockel, addresses the modular organization of the brain 
in a sensory system, our sense of smell, and olfaction. The chapter focuses primarily 



IV

on an insect animal model that has contributed tremendously to our understanding 
of questions regarding how olfactory information is processed in the brain and how 
olfactory glomeruli contribute to encoding qualitative and quantitative features of a 
sensory stimulus.

In Chapter 5, “Quantitative Electroencephalography for Probing Cognitive and 
Behavioral Functions of the Human Brain”, Richard M. Millis, Merin Chandanathil, 
Awosika Ayoola, Fidelis Nwachukwu, Ravindrasingh Rajput, Sheetal Naik, and 
Kishan Kadur use exam scores and an individualized self-inventory of psychosocial 
interactions to provide data for probing behavioral and cognitive performance of 
medical students. Their study of quantitative electroencephalography could be pre-
dictive of academic performance, and, specifically, for improvements in attentional 
control, cognitive performance, and psychosocial skills. It could also serve as a proxy 
indicator for neurofeedback training-related changes in neuroplasticity.

In Chapter 6, “Resting-State Brain Network Analysis Methods and Applications”, 
Yunxiang Ge and Weibei Dou address how functional Magnetic Resonance Imaging 
(fMRI) can be used to construct brain networks. The authors also discuss challenges 
and pitfalls when analyzing groups of brain networks as well as review the clinical 
application of resting-state fMRI in the neurorehabilitation of spinal cord injury 
patients and stroke patients.

In Chapter 7, “Neuroimaging in Common Neurological Diseases Treated by 
Anticoagulants”, Pipat Chiewvit discusses the use of anticoagulant drugs in treating 
symptomatic patients and as prophylactic therapy in asymptomatic patients. More 
specifically, this chapter reviews neuroimaging in common neurological conditions 
such as ischemic stroke, cerebral venous sinus thrombosis, and arterial dissecting 
disease of head and neck arteries and how anticoagulant drugs contribute to treatment 
therapy.

In Chapter 8, “Sleep Patterns Changes Depending on Headache Subtype and 
Covariates of Primary Headache Disorders,” Füsun Mayda Domaç, Derya Uludüz and 
Aynur Özge reviews the bidirectional effects that sleep and headache have on each 
other. On the one hand, diminished and poor quality of sleep can be a trigger factor for 
headaches. On the other hand, patients with headaches may have poor sleep quality. 
The author indicates that the pathophysiology of headaches and sleep disorders share 
the same brain structures and pathways and suggests that clinicians consider sleep 
complaints for effective management of headaches.

In Chapter 9, “The Role of Cognitive Reserve in Executive Functioning and Its 
Relationship to Cognitive Decline and Dementia”, Gabriela Álvares-Pereira, Carolina 
Maruta, and Maria Vânia Silva-Nunes explore how cognitive reserve is implicated in 
coping with the negative consequences of brain pathology and age-related cognitive 
decline. The authors focus on compensation mechanisms related to the frontal lobe and 
its role in maintaining cognitive performance at an advanced age and in dementia.

In Chapter 10, “Understanding the Neuropathophysiology of Psychiatry Disorder 
Using Transcranial Magnetic Stimulation”, Jitender Jakhar, Manish Sarkar, and Nand 
Kumar present Transcranial Magnetic Stimulation (TMS) as a safe and non-invasive 

XII
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tool to investigate and modulate intracortical circuits. TMS allows for direct stimulation 
of cortical neurons and generation of action potentials which can provide insight into 
the pathophysiology of various neuropsychiatric disorders.

In Chapter 11, “Impact of Hypoxia on Astrocyte Induced Pathogenesis”, Farwa Munir, 
Nida Islam, Muhammad Hassan Nasir, Zainab Anis, Shahar Bano, Shahzaib Naeem, 
Atif Amin Baig, and Zaineb Sohail review the importance of the most abundant cell 
type in the central nervous system, namely, astrocytes. These glial cells are critical 
during neuro-inflammation since they activate pro-inflammatory pathways which can 
lead to neurodegenerative disorders. This in turn impairs neural circulation and blood 
flow by affecting the blood-brain barrier which results in a lower oxygen concentration, 
subsequent brain hypoxia, and additional astrocyte-induced pathogenesis.

In Chapter 12, “Astrocytic Abnormalities in Schizophrenia,” Kiarash Saleki, 
Mohammad Banazadeh, Banafshe Abadi, Zeynab Pirmoradi, Zahra Esmaili, Shiva 
Amiri, Ramtin Pourahmad, Kristi A. Kohlmeier, and Mohammad Shabani discuss 
the role of astrocytes for an important neuropsychiatric disorder, schizophrenia. The 
authors focus on astrocytes in schizophrenia at the molecular and behavioral level, 
including immune system function, changes in white matter, neuroplasticity, and 
therapeutic implications of targeting astrocytes in schizophrenia.

I am grateful to IntechOpen for initiating this book project and for asking me to serve 
as its editor. Many thanks go to Sara Tikel at IntechOpen for guiding me through the 
publication process and for moving the book ahead in a timely fashion. Thanks are 
due to all contributing authors for their excellent chapters. Hopefully, all contribu-
tors will continue their research with many intellectual challenges and exciting new 
directions. I would like to thank my wife Dr. Vonnie D.C. Shields, Associate Dean and 
Professor, Towson University, MD, and our son Torben Heinbockel for the time that 
I was able to spend working on this book project during the past year. Finally, I am 
grateful to my parents Erich and Renate Heinbockel for their continuous support and 
interest in my work over many years.

Thomas Heinbockel, Ph.D.
Department of Anatomy,

Howard University College of Medicine,
Washington, DC, USA
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Chapter 1

Clinical Neurophysiology of
Epileptogenic Networks
Nick Tsarouchas

Abstract

Current theories and models of brain rhythm generation are based on (1) the
excitability of individual neurons and whole networks, (2) the structural and func-
tional connectivity of neuronal ensembles, (3) the dynamic interaction of excitatory
and inhibitory network components, and (4) the importance of transient local and
global states. From the interplay of the above, systemic network properties arise which
account for activity overdrive or suppression, and critical-level synchronization. Under
certain conditions or states, small-to-large scale neuronal networks can be entrained
into excessive and/or hypersynchronous electrical brain activity (epileptogenesis). In
this chapter we demonstrate with artificial neuronal network simulations how physio-
logical brain oscillations (delta, theta, alpha, beta and gamma range, and transients
thereof, including sleep spindles and larger sleep waves) are generated and how epi-
leptiform phenomena can potentially emerge, as observed at a macroscopic scale on
scalp and intracranial EEG recordings or manifested with focal and generalized, aware
and unaware, motor and nonmotor or absence seizures in man. Fast oscillations,
ripples and sharp waves, spike and slow wave discharges, sharp and rhythmical slow
waves, paroxysmal depolarization and DC shifts or attenuation and electrodecremental
responses seem to underlie key mechanisms of epileptogenesis across different scales
of neural organization and bear clinical implications for the pharmacological and
surgical treatment of the various types of epilepsy.

Keywords: epilepsy, seizure, epileptogenic networks, epileptogenesis, focal and
generalized epilepsies, epileptic syndromes, cortico-thalamo/ganglio-cortical
networks (primary generalized tonic-clonic seizures, myoclonic jerks,
photoparoxysmal responses, typical and atypical absences), focal neocortical and
allocortical or limbocortical networks (focal [auto]motor, aware or unaware seizures
with secondary propagation, bilateral spreading and/or generalization), nerve action
potential, depolarization and repolarization, excitatory and inhibitory postsynaptic
potentials, neuronal and network excitability, structural and functional network
connectivity, physiological brain oscillations (delta, theta, alpha, beta and gamma
oscillations, sleep spindles, sleep waves), fast oscillations and synchronization, ripples
and sharp waves, paroxysmal depolarization and DC shifts, spike and slow wave
discharges, sharp and rhythmical slow waves, electrodecremental responses and
desynchronization, stochastic resonance, phasic and tonic inhibition, critical-level
synchronization, depolarization block, critical global and local transient brain states,
decreased network inhibition or defective activation of GABAergic transmission,
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increased network excitation (glutamatergic, cholinergic and monoaminergic
transmission) or excitability and synchronization, biological and artificial neuronal
networks, excitatory and inhibitory network components, recurrent neuronal
networks with inhibitory feedback, pulse-coupled neural networks and neuronal
spiking models, cerebral cortex, neocortex and allocortex, thalamus and basal ganglia,
hippocampus, entorhinal cortex and limbic system, brainstem, ascending reticular
activation system, intracellular and extracellular recordings, local-field potentials,
intracranial and scalp-surface electroencephalography, antiseizure or antiepileptic
medications, epileptogenesis-modifying medications, pharmacological,
neurostimulation, neurosurgical treatments of epilepsy

1. Introduction

A seizure is the clinical manifestation of an abnormal, excessive or hypersyn-
chronous discharge of a population of neurons [1]. Epileptogenesis is the sequence of
underlying processes and/or events that can turn a neuronal network into an epilep-
togenic (hyperexcited or hypersynchronous) one [1–6].

Generalized epileptic seizures are considered to originate at some point within, and
rapidly engage bilaterally distributed networks, including cortical (not necessarily the
entire cortex) and subcortical structures (diencephalon/thalamus, basal ganglia, lim-
bic system). Even if individual seizure onsets appear localised or asymmetric, the
location and lateralisation may not be consistent from one seizure to another [1–6].

Focal epileptic seizures are considered to originate primarily within networks lim-
ited to one cerebral hemisphere. These are more discretely localised or distributed,
and can originate or involve cortical and subcortical structures independently in
either hemisphere. Ictal onset is consistent from one seizure to another with prefer-
ential propagation patterns, usually slower when compared to generalized epilepsies,
which can potentially evolve and spread to the contralateral hemisphere or eventually
engage bilateral hemispheres (bilateral spreading or secondary generalisation). In
cases where there are more than one local epileptogenic networks involved
corresponding to more than one seizure types, each individual seizure type has a
consistent site of onset [1–6].

The fundamental principle of causality implies that both processes, ‘focal’ and
‘generalized’, start somewhere locally in the brain. The particular propagation path-
ways, how rapidly they spread and engage bilateral cortical networks are crucial for
the distinction of ‘focal’ and ‘generalized’ epileptogenic networks, which may be more
of an operational rather than a pragmatic dichotomy.

All diverse clinical patterns of seizures with either focal or generalized underlying
pathomechanisms can be classified into a few categorical types of stereotypical epi-
leptic features: seizures with preserved, impaired or lost awareness or consciousness and
with predominantly motor (clonic/myoclonic, tonic/myotonic/dystonic, hyperkinetic/
paretic or spasms), limited-motor (subtle automatisms, negative myoclonus, atonia,
behavioural changes) or non-motor (sensory, autonomic, perceptual, behavioural
arrest or absences) manifestations (Table 1) [1–6].

Seizure propagation takes preferential faster or slower pathways through the same
neural/cerebral substrate in terms of neocortical structural connections (short-range
and long-range association fibers: arcuate fasciculus, uncinate fasciculus, superior and
inferior fronto-occipital fasciculi, etc. and interhemispheric association fibers: corpus
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callosum, anterior and posterior commissures) and functional network connectivities
(sensorimotor, central-executive, default-mode, salience, visuospatial attention, lan-
guage, visual networks, etc.), as well as subcortical structures (thalamus, limbic sys-
tem and ascending reticular activating system [ARAS]) or subcortical network
connections and functional connectivities (thalamocortical, limbic system fibers [cin-
gulum, fornix, medial forebrain bundle, etc.]) [7].

Across diverse seizure patterns the following fundamental seizure types emerge
with fairly distinct pathomechanisms in the underlying epileptogenic networks
(Table 2) [1–5].

Based on further patient and epilepsy characteristics, in particular age at onset and
remission (where applicable), seizure triggers, diurnal variation, distinctive co-
morbidities such as intellectual, neurological and psychiatric abnormalities, evolution
and progression of the condition or not, correlated with the underlying brain pathol-
ogy, aetiology and pathophysiology, electroclinical, neuroimaging and genetic inves-
tigations, epilepsies can be organized into more complex clinical diagnostic entities,
so-called epilepsy syndromes. Such syndromes have a typical age of seizure onset,

I. Generalized onset - usually compromised consciousness/awareness with variable degrees of motor
manifestations, as a result of rapid bilateral hemispheric spread from the very beginning of the seizure and
involvement of key (not necessarily all) neocortical and subcortical structures (diencephalon, basal ganglia
and limbic system, brainstem and cerebellum)

A. Seizures with tonic and/or clonic manifestations (tonic-clonic, clonic or tonic seizures)
B. Absences (typical, atypical or myoclonic absences)
C. Myoclonic seizure types (myoclonic seizures, myoclonic-astatic seizures or eyelid-myoclonia)
D. Epileptic spasms (myotonic seizures)
E. Atonic seizures

II. Focal onset – may or may not (to a variable extent) compromise consciousness/awareness, and show
variable degrees of motor and sensory manifestations implying more focal involvement, at least initially
confined only to one cerebral hemisphere, of key neocortical [frontal, temporal, insular, parietal, occipital]
and/or subcortical structures (diencephalon, basal ganglia and limbic system, brainstem and cerebellum), with
potential for ipsilateral, contralateral and/or bilateral hemispheric spreading and/or secondary
generalisation

A. Localised to:
1. Neocortical - without local spread (focal clonic, myoclonic or inhibitory-motor seizures, focal
sensory seizures with elementary symptoms) or with local spread (jacksonian march-seizures, focal
tonic [asymmetric] seizures, dysphasic/aphasic seizures or focal sensory seizures with experiential
symptoms)
2. Limbic-system predominantly (hippocampal, parahippocampal)

B. With ipsilateral propagation to:
1. Neocortical areas (includes hemi-tonic, hemi-clonic or hemi-atonic seizures)
2. Limbic areas (insula, amygdala, hypothalamus, including gelastic seizures)

C. With contralateral spreading to:
1. Neocortical areas (hyperkinetic seizures)
2. Limbic areas (dyscognitive seizures with or without automatisms [psychomotor])

D. With bilateral spreading or secondarily generalized:
1. Tonic-clonic seizures
2. Absence seizures
3. Epileptic spasms (from focal lesions)

Table 1.
Basic seizure categorization scheme [1–6].
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specific seizure types and EEG characteristics and other electroclinical and neuroim-
aging features which, when taken together, allow the specific syndromic epilepsy
diagnosis [8, 9]. The identification of an epilepsy syndrome is useful as it provides
information on which underlying aetiologies should be considered, what is the current
and future prognosis, which pharmacological anti-seizure medications and/or neuro-
surgical or neurostimulation interventions might be most useful. Certain epilepsy
syndromes may manifest seizure exacerbation, modification or ineffective control
with particular anti-seizure medications, which can be avoided and seizure-control
outcomes can be optimized through early syndromic diagnosis [2–6, 8–11]

The differential effectiveness of antiepileptic drugs across seizure types highlights
likely distinct seizure pathomechanisms and the underlying pathophysiological
processes of different epileptic syndromes (Table 3) [8–11].

Antiseizure medications in italics are generally avoided or contraindicated for the
treatment of idiopathic (genetic) generalized epilepsies (Table 3). Carbamazepine,
Oxcarbazepine, (Fos)Phenytoin (mainly voltage-dependent sodium channel
blockers binding in the inactivated sodium channels and preventing high-frequency
action potentials) may be used in the rare pure forms of primarily generalized tonic-
clonic seizures (GTCS) but are not indicated as first-line for idiopathic generalized
epilepsies, either because they are ineffective or may exaggerate/exacerbate certain
types of seizures. Carbamazepine may treat manic and depressive symptoms in bipo-
lar disorder by increasing dopamine turnover and GABA transmission.
Eslicarbazepine has lower affinity for inactive voltage-gated sodium channels in the
resting state compared to Carbamazepine and Oxcarbazepine, thereby selectively
inhibits repeated neuronal firing in the epileptic focus, as well as T-type calcium
channels in vitro. Lacosamide may be selective for inhibiting depolarized neurons
(slow inactivation gating of sodium channels), affecting only those neurons (at the
epileptic focus) which are depolarized or active for long periods of time. Lamotrigine
(acting as voltage-gated inactivated sodium channel and R-type calcium channel
blocker, suppressing glutamate release and stabilising membranes) may exaggerate
myoclonic jerks in juvenile myoclonic epilepsy and some progressive myoclonic epi-
lepsies. Ethosuximide (T-type calcium channel blocker) is only effective for absences
and may be effective in negative myoclonus. Levetiracetam is an inhibitor of synaptic
vesicle protein 2A (SVP2A) and presynaptic neurotransmitter release in high-
frequency firing neurons and inhibitor of N-type calcium channels. It may indirectly
enhance GABAergic neurotransmission via GABA-A receptors and decrease
glutaminergic excitation via modulation of NMDA and AMPA receptors or
upregulation of glial glutamate transporters. Brivaracetam is the racetam derivative
of Levetiracetam with 20 times higher affinity for binding SVP2A, while also
inhibiting sodium channels and impairing epileptogenesis through modulation of

Focal motor aware
or unaware (more
extended local
networks
involved)

Focal motor with
ipsilateral
or contralateral
propagation,
bilateral spreading
or secondary
generalized

Primarily generalized
(originate within and rapidly
engage bilaterally distributed
networks), involving cortical
and subcortical structures

Absence
seizures

Myoclonic
jerks

Epileptic
Spasms

Table 2.
Fundamental seizure types emerging from seizure semiology and distinct pathophysiological processes.
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synaptic GABA. Zonisamide (blocking repetitive firing of voltage-gated sodium
channels, reducing T-type calcium channel currents or binding allosterically to GABA
receptors inhibits the uptake of GABA and enhances the uptake of glutamate) and
Topiramate (voltage-dependent sodium channel blocker, allosteric stimulator of
GABA-A receptors and inhibitor of AMPA and Kainate glutamate receptors) are
effective in all types of epilepsy. Cenobamate reduces repetitive neuronal firing in the
epileptic focus by enhancing the inactivation of sodium channels and inhibiting the
persistent component of the sodium current and acts as a positive allosteric modulator

AEDs Focal seizure
motor or not,
aware or unaware

Focal seizure
secondarily
generalized GTCS

Primarily
generalized
GTCS

Myoclonic
jerks

Absence
seizures

Valproate Effective Effective Effective Effective Effective

Ethosuximide Ineffective Exaggerates? Exaggerates? Effective in
negative
myoclonus

Effective

Zonisamide Effective Effective Effective Effective Effective?

Topiramate Effective Effective Effective Effective Effective?

Levetiracetam
Brivaracetam

Effective
Effective (adjunct)

Effective
Effective (adjunct)

Effective
Unknown

Effective
Unknown

Effective
Unknown

Lamotrigine Effective Effective Effective Exaggerates Effective

Phenytoin Effective Effective Effective Ineffective Exaggerates

Carbamazepine Effective Effective Effective Ineffective Ineffective,
Exac of
atypical
absences?

Oxcarbazepine Effective Effective Effective Exacerbates Exacerbates

Eslicarbazepine Effective Effective Effective Ineffective Ineffective

Lacosamide Effective Effective Effective
(adjunct)

Unknown Unknown

Cenobamate Effective (adjunct) Effective (adjunct) Unknown Unknown Unknown

Perampanel Effective (adjunct) Effective (adjunct) Effective
(adjunct)

Unknown Unknown

Phenobarbital Effective Effective Effective Effective Exaggerates?

Clobazam Effective Effective Effective? Effective? Effective?

Clonazepam Effective? Effective? Ineffective? Effective Effective

Tiagabine Effective (adjunct) Effective (adjunct) Ineffective Exaggerates Exaggerates

Vigabatrin Effective (adjunct) Effective (adjunct) Ineffective
Effect for
Epl.Spasms

Exaggerates Exaggerates

Gabapentin
Pregabalin

Effective
Effective (adjunct)

Effective
Effective (adjunct)

Ineffective
Ineffective

Exaggerates
Exaggerates

Exaggerates
Exaggerates

Table 3.
Adapted from Panayiotopoulos [5] and adjusted based on updated publicly available information from https://
www.medicines.org.uk/emc and https://www.fda.gov/drugs and https://go.drugbank.com/drugs and https://bnf.
nice.org.uk/
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of GABA-A ion channel subtypes. Gabapentin (presynaptic voltage-dependent cal-
cium channel inhibitor and dose-dependent inducer of L-glutamic acid decarboxylase
that enhances GABA synthesis) and Pregabalin used as adjunctive for focal seizures
may have pro-myoclonic effects. Clonazepam (1,4-benzodiazepine, full agonist of
GABA-A receptors resulting in increase in the frequency of chloride-channel opening)
is mainly used for myoclonic jerks, but it may not suppress GTCS of juvenile myo-
clonic epilepsy. Clobazam (1,5-benzodiazepine, partial agonist of GABA-A receptors)
licensed as adjunctive therapy may be more efficacious in focal than generalized
epilepsies. Phenobarbital is a potentiator agonist of GABA-A receptors resulting in
increased duration of chloride-channel opening and may also act on Glutamate recep-
tors. Perampanel (non-competitive AMPA glutamate receptor antagonist) is mostly
used for focal epilepsies and only as adjunctive for primary generalized ones.
Valproate (directly suppresses voltage-gated sodium channel activities and influ-
ences many other channels and neurotransmitters and indirectly enhances GABAergic
neurotransmission as inhibitor of succinic semialdehyde dehydrogenase [GABA
transaminase]) is effective against all types of epilepsy [5, 8–11]. Fenfluramine (a
serotonin-releasing agent that stimulates multiple 5-HT receptor subtypes) is used as
an adjunctive treatment in Dravet syndrome. Rufinamide (prolonging the inactive
state of voltage-gated sodium channels and inhibiting mGluR5 subtype receptors at
high concentration) is used as an adjunctive treatment of seizures in Lennox-Gastaut
syndrome. Stiripentol potentiates GABAergic transmission by elevating the levels of
GABA and acting as a positive allosteric modulator of GABA-A receptors and is used
as an adjunctive treatment in Dravet syndrome. Cannabidiol (CBD Oil), the major
component of the resin of Cannabis sativa plant (marijuana), is devoid of the psycho-
active, euphoric or intrusive effects and abuse liability of the tetrahydrocannabinol
(THC) component. Endocannabinoid receptors regulate cognition, pain sensation,
appetite, memory, sleep, immune function, fear, emotion or mood and are mostly
localized in the hippocampus and amygdala. Cannabidiol may have low affinity for
endocannabinoid receptors but may indirectly modulate these receptors by blocking
the breakdown of Anandamide. It could also activate the transient receptor potential
of Vanilloid type-1 (TRPV1), antagonise the G protein-coupled receptor 55 (GPR55),
target abnormal sodium channels, block T-type calcium channels, modulate adenosine
receptors or adenosine reuptake, voltage-dependent anion selective channel protein
(VDAC1) or tumor necrosis factor alpha (TNFa) release. It has been licenced as
adjunctive treatment in Tuberous Sclerosis and (together with Clobazam) in Lennox-
Gastaut and Dravet syndromes. (publicly available information at: https://go.drugba
nk.com/drugs and https://bnf.nice.org.uk/).

2. Physiological brain networks

From individual neurons to dynamic neuronal networks
In the following, embarking from the Hodgkin-Huxley neuronal membrane model

we endeavour to create biologically realistic and computationally efficient models of
spiking neurons and further on to generate a local spiking neuronal network of a 1000
excitatory and inhibitory neurons. Our aim is to study the behaviour of this simple
network under different structural and functional constraints, and critical network
parameters, in order to understand the rich network dynamics that emerge, and gain
insight into the physiology of cortical neuronal networks and pathophysiology of
seizures [12].
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2.1 Modeling the neuron

The Hodgkin-Huxley biological neuron model
The Hodgkin-Huxley type models [13] represent the biophysical properties of cell

membranes and ionic conductances (current flows) that help determine at any time
the neuronal resting and action membrane potentials (for mathematical details [14]).
The lipid bilayer is represented as a capacitance (Cm). Voltage-gated and leak ion
channels are represented by nonlinear (gn) and linear (gL) conductances, respec-
tively. The electrochemical gradients driving the flow of ions are represented by
batteries (E), and ion pumps and exchangers are represented by current sources (Ip)
(Figure 1) [12, 15].

If the integration of Excitatory Postsynaptic Potentials (EPSP) and Inhibitory
Postsynaptic Potentials (IPSP) at the long somatodendritic processes of pyramidal
neurons (thousands of synaptic contacts) [16] is sufficient to shift the resting mem-
brane potential at the axon hillock closer to threshold (around �55 mV, inside nega-
tive), voltage-gated fast Na-channels open up allowing an influx of Na+ and
depolarization current sufficient to turn the inside of the membrane positive,
resulting in the generation of an action potential (up to +40 mV, the inside positive).
The local reversal of the membrane potential during the upstroke makes the
Na+ channels rapidly turn into an inactivated (non-conducting absolute refractory)
state, while different voltage-gated channels open up allowing together with leaky K+

channels for the early repolarisation and late after-hyperpolarisation phases of the
membrane potential (prolonged relative refractory state). This is a very simplified
integrate-and-fire model of a neuron and accounts for the action potential generated in
a neuron (Figures 2 and 3a and b) [19].

The processing of post-synaptic potentials is much more than a simple algebraic
summation, most likely a geometrical (vectorial) spatiotemporal integration with very

Figure 1.
The electronic circuit equivalent of the Hodgkin-Huxley biological neuronal model [14] from https://commons.
wikimedia.org/wiki/File:Hodgkin-Huxley.svg By Krishnavedala via Wikimedia Commons—Own work, CC0,
https://commons.wikimedia.org/w/index.php?curid=21725464 with added-on fundamental equations for
current flowing through the lipid bilayer (Ic), current through a given ion channel (Ii) and total current through
the membrane (I) for a cell with potassium (K+) and sodium (Na+) channels. Vm is the membrane potential, Vi is
the reversal potential of the i-th ion channel, VK and VNa are the potassium and sodium reversal potentials,
respectively, gK and gNa are the potassium and sodium voltage-gated (nonlinear) conductances per unit area,
respectively and gl and Vl are the leak (linear) conductance per unit area and leak reversal potential, respectively.
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Figure 2.
(a) Main sodium and potassium conductance/current giving rise to the action membrane potential, reproduced under
CC BY 4.0 from: Figure 6 of Johnson M& Chartier S (2017). Spike neural models (part I): The Hodgkin-Huxley
model. The Quantitative Methods for Psychology [17]. (b) A graph of the sodium and potassium conductances (GNa
and GK), their sum (Gm), and the membrane voltage (Vm) during a propagating nerve impulse, which is basically a
numerical solution of the Eq. 4.32 published by Hodgkin AL& Huxley AF. A quantitative description of membrane
current and its application to conduction and excitation in nerve. The Journal of Physiology [18].

Figure 3.
(a) Approximate plot of a typical action potential shows its various phases as the action potential passes a point on a
cell membrane. The membrane potential starts out at approximately �70 mV at time zero. A stimulus is applied at
time = 1 ms, which raises the membrane potential above �55 mV (the threshold potential). After the stimulus is
applied, the membrane potential rapidly rises to a peak potential of +40 mV at time = 2 ms. Just as quickly, the
potential then drops and overshoots to �90 mV at time = 3 ms, and finally the resting potential of�70 mV is
reestablished at time = 5 ms. By Original by en:User:Chris 73, updated by en:User:Diberri, converted to SVG by tiZom
—Own work, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=2241513 (b) ion movements
during an action potential, showing when channels open or close during the action potential. Bottom image shows the
corresponding sodium channel states at specific points of the action potential. The diagram was created by: If Only and
was retrieved online from: scioly.org/wiki/index.php/File:Image12.jpg (publicly available).
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complex feature-extracting properties. Many pyramidal neurons with long/extensive
arborization processes geometrically integrate in time all postsynaptic EPSP and IPSP
on their somatodendrites into a postsynaptic amplitude-modulated potential (ana-
logue signal) which is translated at the axon hillock via an all-or-none generated
response to an action potential (digital signal). This is fundamentally a nonlinear
process [20–22]. Neurons essentially communicate with each other via all-or-nothing
action potentials (a binary code of 1 or 0). The code of this digital communication lies
either in the instantaneous or average firing rates (frequency modulation) or in the
critical timing or phase of the firing (time/phase modulation) [23–25]. The postsyn-
aptic potential amplitude-modulation (AM) is basically converted into an instanta-
neous or average firing rate of cortical pyramidal neurons, a frequency-modulation
(FM) code, often seen in primary sensory/visual or motor and other neocortical or
allocortical areas. The majority of cortical neurons though seem to rely on a critical-
timing and phase-modulation (PM) code for information processing. Furthermore,
the firing frequency or firing rate patterns observed may reflect the level of synchrony
or synchronization in the underlying spiking neurons [26–29].

2.2 Modelling postsynaptic potentials of neuronal networks

The highest contribution to Local Field Potentials (LFP) and the Electroencephalo-
gram (EEG) signal comes from the postsynaptic membrane potentials of pyramidal

Figure 4.
Neurophysiological basis of the EEG potentials recorded on the scalp surface from the geometrical summation of
minute current dipoles of millions of pyramidal cortical neurons with variable magnitude, polarity and
orientation depending on the local dominant circuitries implicated each time. Reproduced with permission from
Tatum et al. [30].
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cells of cortical layer V creating a local current sink or rise, equivalent to a minute
electrical dipole pointing at variable directions, depending on the local geometry
(infoldings with gyri and sulci) and local circuitry of the cortical region, cortical neu-
rons implicated and their spatial relationship with the scalp sensor (Figure 4) [29–32].
In addition, there is volume conducted electrical activity from every other region of the
brain picked up at all scalp sensors, which is difficult to disentangle from the particular
region in question, especially when other sources dominate the background (known as
the reverse problem of EEG source localisation). To make things worse, the scalp and all
the layers of tissue that intervene between the cerebral cortex and the scalp surface
sensors act as low-pass filters, filtering out most of the high-frequency (mostly gamma
range) activities of the EEG and severely contaminating the recorded EEG with muscle
activity, eye or movement and other artefacts. The extracranial EEG may have
excellent temporal resolution (down to the millisecond scale), but has fairly poor spatial
resolution [29, 30, 32].

In principle, for an electrical signal deflection to be detected on the scalp
sensor as an electrical potential difference between the underlying cortical
region and a less active reference electrode, activities of millions of cortical/
pyramidal neurons need to be spatiotemporally summated over an area of about
4–9 (22–32) cm2 of cerebral cortex [30, 32]. The larger the numbers of cortical/
pyramidal neurons and the more synchronous their depolarization
(corresponding to firing rates or bursts of action potentials), the greater the
deflection on the scalp EEG (if at right angles to the cortical surface and current
lines are traveling in the same direction). Although there are asymmetries
between the depolarizing and repolarizing regions of the pyramidal neurons as
reflected in current lines and waveform morphologies, current lines are mainly
created by the depolarizing wave front and fan out away from the current sink,
reflecting the volume conductive properties of that brain region. In essence
every depolarization wave-front creates a minute electrical dipole and depending
on the direction of that (negative at the apical dendrites vs. positive at the
somata or vice versa), the radial components of that to the cortical surface will
constructively contribute towards a positive or respectively negative deflection
on the scalp EEG signal (Figure 4) [29, 30, 32].

None of the shortfalls of scalp EEG is a limiting factor with the use of in-depth
electrodes robotically implanted (with accurate coordinates) in the human brain
for epilepsy surgery purposes, which can reach even the deepest regions of the
brain and record intracranial stereo-EEG from about 1 mm3 voxels of brain tissue
(the issue is which specific points in the brain these multiple depth contacts should
target) [29].

The hallmark of epilepsy on the EEG is the interictal epileptiform spike or
sharp wave, excessive or hypersynchronous discharges and paroxysmal rhythmical
activities or attenuation changes in the background EEG activity before, during and
after the seizure. The paroxysmal or synchronous depolarisation of millions of
cortical neurons (converted in bursts of spikes or tonic neuronal firing) allows for
spatiotemporal summation of the electrical activity of millions of cortical neurons
and underlies the excessive or hypersynchronous discharges and other
epileptiform phenomena we detect on scalp EEG. The cellular neurophysiological
correlate of the interictal and ictal epileptiform discharges is the paroxysmal
depolarization shift (PDS) of individual cortical neurons. The PDS is a prolonged
(calcium-dependent) neuronal depolarization that results in multiple sodium-
channel (inward) current-mediated action potentials during depolarization,
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followed by a prominent after-hyperpolarization phase beyond the baseline
resting membrane potential, mediated by calcium-dependent potassium-channel
(outward) currents and/or gamma-aminobutyric acid (GABA)-activated chloride
(Cl�) currents [33–36].

2.3 Modelling action potentials of neuronal networks

Using biophysically accurate Hodgkin-Huxley-type models for action potentials of
neuronal networks would be computationally so demanding [37] that we could simu-
late only few neurons in real time. Using an integrate-and-fire model is computation-
ally very effective, but the model is unrealistically simple and incapable of producing
the rich spiking and bursting dynamics exhibited by cortical neurons. On balance, we
adopted the simple spiking model proposed by Izhikevich [38], which is as biologi-
cally plausible as the Hodgkin-Huxley model, yet as computationally efficient as the
integrate-and-fire model.

The spiking model developed by Izhikevich [38] essentially represents the complex
integration of depolarising forces (voltage-gated and leaky sodium channels/inward
currents) and repolarising forces (voltage-gated and leaky potassium channels/out-
ward currents) by determining few key parameters: (a) the rate of decay of the action
potential, (b) the sensitivity threshold for triggering the action potential, (c) the reset
level of the depolarisation potential of the membrane and (d) the reset level of the
repolarisation potential of the membrane. Depending on these four parameters, the
model reproduces spiking and bursting behavior of different known types of cortical
neurons as shown in Figure 5, and allows for dynamic functional connectivity and
emergence of waves and rhythms at different scales of neural organization [39].

Figure 5.
Known types of cortical neurons correspond to different values of the parameters a, b, c, d in the model described by
the equations in the left upper box. RS, IB, and CH are cortical excitatory neurons. FS and LTS are cortical
inhibitory interneurons. Each inset shows a voltage response of the model neuron to a step of dc-current I = 10
(bottom). Time resolution is 0.1 ms. This figure has been reproduced with permission from Izhikevich [37–42].
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2.4 Cortical neuronal spiking model

Neocortical neurons in the mammalian brain are classified into several types
according to the pattern of spiking and bursting seen in intracellular recordings [38].
Excitatory cortical cells are divided into 4 different classes, with RS (regular spiking)
neurons being the most typical neurons of the cortex. Upon a prolonged stimulus
(injected DC-current, equivalent in a particular neuron to spatial convergence and
temporal summation of more EPSP vs. IPSP) the neurons fire a few spikes with short
interspike period and then the period increases (spike frequency adaptation). Increas-
ing the strength of the injected DC-current increases the interspike frequency,
though this can never become too fast because of large spike-after hyperpolarizations.
Inhibitory cortical cells are usually divided into two classes, the most common being
the FS (fast spiking) neurons that can fire periodic trains of action potentials with
extremely high frequency, practically without any adaptation (slowing down). The
other type of cortical inhibitory interneurons is the LTS (low threshold spiking) neu-
rons that start spiking when a minimum low-threshold has been reached [37–42].

The best way to simulate the different dynamics of different neurons, is to assign for
each excitatory cell (ai, bi) = (0.02, 0.2) and (ci, di) = (�65, 8) + (15,�6) ri

2, where ri is
a random variable uniformly distributed on the interval [0, 1], and i is the neuron index.
Thus, ri = 0 corresponds to regular spiking (RS) cell, while ri = 1 corresponds to the
chattering (CH) cell. We use ri

2 to bias the distribution toward RS cells. Similarly, each
inhibitory cell has (ai, bi) = (0.02, 0.25) + (0.08, �0.05) ri and (ci, di) = (�65, 2) [38].

In addition, the Izhikevich model [39] can reproduce the behavior of thalamo-
cortical neurons, which provide the major input to the cortex. TC (thalamo-cortical)
neurons have two firing regimes: When at rest (v is around �60 mV) and then get
depolarized, they exhibit tonic firing. However, if a negative current step is delivered
and the membrane potential gets hyperpolarized (v is around �90 mV), the neurons
fire a rebound burst of action potentials (bursting firing). The dynamics of other
neuronal types, including those in hippocampus, basal ganglia, brainstem, and olfac-
tory bulb, can also be simulated by this model [41].

The proposed Izhikevich simulation model [42] belongs to the class of pulse-coupled
neural networks (PCNN). The synaptic connection weights among the neurons are
described by a matrix S = (sij). Firing of the jth neuron instantaneously changes the
variable vi by sij [38]. Although the network is connected randomly and there is no
synaptic plasticity included, the neurons tend to self-organize into assemblies that
exhibit collective rhythmical behavior in a frequency range corresponding to that of the
awake mammalian cortex. Changing the relative strength (weights) of synaptic con-
nections (excitatory and inhibitory) and the strength of the thalamic drive can produce
other types of collective behavior, including spindle waves and larger slow sleep oscil-
lations [39]. Therefore, our spiking model is fairly adaptable and can reproduce the
dynamics of many different known types of neocortical and allocortical neurons (bio-
logical plausibility), while its high computational efficiency allows us to observe and
study collective cortical states at a global neuronal network level [37–42].

3. Epileptogenic brain networks

3.1 Cortico-thalamocortical neuronal networks

The reticular nucleus of the thalamus is part of the ascending reticular activating
system (RAS) that modulates thalamocortical pathways and helps to synchronize and
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desynchronize the EEG. Typically, the EEG is synchronized when thalamic relay
neurons are in burst mode, and desynchronized when they are in tonic mode. Stimu-
lation of the RAS suppresses slower activity (e.g. delta or theta) and stimulates faster
activity (e.g. beta and gamma) and vice versa. This modulation leads to remarkable
changes in cerebral electrical activity during wakefulness and sleep [43].

Most regions of cortex receive converging inputs from both specific (or associa-
tion) nuclei and nonspecific thalamic nuclei (Figure 6). Specific and association
thalamic nuclei project most commonly to layers III and IV of the neocortex, whereas
nonspecific thalamic nuclei may reach more superficial layers, including layer I and II.
This arrangement allows for regions such as the reticular formation to alter cortical

Figure 6.
The thalamocortical network. Please note the projection of specific and association thalamic nuclei project to layers
III and IV of the neocortex and the projection of nonspecific thalamic nuclei to more superficial layers as well, layer
I and II, allowing a temporal binding and integrative processing of information via cortical coincidence detection of
specific and nonspecific thalamocortical inputs. By Zacharybarry (talk)—self-made, Public Domain, https://en.
wikipedia.org/w/index.php?curid=33934402.
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excitability levels by modulating the responsiveness of cortical neurons to inputs from
specific or association thalamic nuclei. Furthermore, specific/association and
nonspecific thalamic nuclei share reciprocal connections with the cerebral cortex.
These provide a feedback mechanism from the cortex to the thalamus, which serves to
control the amount of input that reaches a specific region of cortex at any moment
(Figures 6 and 7) [44–46].

Intracranial recordings in experimental animals and humans for brain surgery
(including epilepsy surgery) suggest that gamma (30–70 Hz) rhythms are mostly
generated in the superficial somatosensory cortical layers II/III, while high beta
rhythms (20–30 Hz) are mostly generated in deep layer V mainly in association with
activity in the fast-spiking interneurons (Figure 6) [47]. The majority of cortical
pyramidal cells are firing at a lower frequency range (usually <25 Hz) and their
information coding may be based more on instantaneous firing rates or the critical
timing and phase of their activation (timing or phase modulation code). Certain
neurons in primary sensory (e.g. in early visual cortical areas) [48] and other neocor-
tical or allocortical areas (e.g. in the hippocampus) can fire at higher frequencies and

Figure 7.
Thalamocortical relationships. (A) The relative positions of thalamic nuclei. (B) Lateral (left) and medial (right)
views of the cerebral cortex that demonstrate the projection targets of thalamic nuclei. Color-coding is to facilitate
visualization of the reciprocal connections between thalamic nuclei and the cerebral cortex. VPM = ventral
posteromedial nucleus; VPL = ventral posterolateral nucleus; VA = ventral anterior nucleus; VL = ventrolateral
nucleus. Reproduced from http://what-when-how.com/neuroscience/the-thalamus-and-cerebral-cortex-integra
tive-systems-part-2/.

16

Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior



their information coding may be also based on the average firing rates (frequency
modulation code) [46–49].

Gamma oscillations probably reflect a general rapid mechanism that ‘synchro-
nizes’ neuronal networks in spatially disparate cortical areas to enable fast
processing or coherent binding of visual, sensory or perceptual information across
cortical and subcortical networks [50–52]. The integration of EPSP and IPSP into
firing an action potential in a single neuron is essentially a nonlinear amplitude-
modulation postsynaptic process and the majority of pyramidal neurons rely on an
instantaneous or burst firing, critical-timing and phase-modulation code for infor-
mation processing. Looking at neuronal networks from a macroscopic perspective
(where intracranial LFP/EEG represents a collective mean-field measure), increased
amplitude in higher-frequency oscillations may be considered as an index of neuro-
nal spiking synchrony. That is, on a large scale there may be a quasi-linear relation-
ship between the mean frequencies of oscillatory activities from postsynaptic
integration of EPSPs and IPSPs on somatodendritic processes and the coordinated or
synchronized firing rates of pyramidal cells, even if on the neuronal-cell microscale
a non-linear relationship is seen through random or regular, bursting or tonic firing
patterns of pyramidal cells [23, 25, 28, 29, 32, 37].

Although gamma oscillatory activities are also present during sleep and under
anesthesia, fast oscillations are mainly associated with increased levels of alertness/
wakefulness, in keeping with activity in cholinergic neurons of the brainstem and
basal forebrain [50, 53]. Increase of beta activity has been demonstrated after finger or
foot movement when the muscles relax, while increase of gamma activity (greater
than 30 Hz) immediately preceding the finger movement is thought to be associated
with activation of cortical motor neurons. Sometimes on the scalp EEG we record
equivalent sensorimotor cortical mu-rhythms which undergo suppression
(desynchronization) upon performing a motor action or motor imagery, even observ-
ing another person performing a motor action or abstract motion [54].

Light sleep transition is characterized by alpha drop-out and appearance of V-
sharp waves, spindles (alpha and beta range) and K-complexes (represent a
depolarizing–hyperpolarizing sequence within an oscillatory cycle) before further
transition to the less organised large slow wave oscillations of sleep (down to 1 Hz).
Sleep spindles must be generated within the thalamus as they persist in the thalamus
after decortication and high brainstem transection. Sleep spindles must be driven by
the reticular nucleus of the thalamus (GABAergic neurons), as they are abolished in
the dorsal thalamus after disconnection from the reticular nucleus but are preserved in
the rostral part of the reticular nucleus severed from the dorsal thalamus [55].

At the onset of sleep decreased activity of brainstem cholinergic neurons contributes
to the overall hyperpolarization of thalamocortical cells, thus bringing their membrane
potential in the range where bursting discharges can occur. Such clusters of high-
frequency action potentials excite the dendrites of neurons in the reticular nucleus, and
trigger a dendrodendritic avalanche leading to synchronization of the entire reticular
nucleus. Bursting of reticular neurons causes powerful GABAergic inhibitory postsyn-
aptic potentials in thalamocortical neurons which promote cortical deafferentation
(slow wave oscillations). The end of this inhibitory cycle a rebound low threshold spike
(LTS) is triggered, crowned by a high-frequency burst of action potentials, which in
turn excites the target reticular cells (Figure 6) [56–58]. Although previously thought
that the main functional correlate of sleep spindles was to block incoming sensory
stimuli from the thalamus to the cortex, today we believe that sleep spindles also serve a
process of memory consolidation during sleep [59].
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3.2 Cortico-limbocortical neuronal networks

Theta activity in hippocampal networks (Figure 8) seems to represent a dynamic
state emerging from engaging in the task of spatial navigation and memory retrieval
processes. Larger theta activity has been seen in the left anterior hippocampus and
parahippocampal cortex during goal-directed navigation compared to purposeless
movements. Theta oscillations are also frequent during memory processing and more
so during recall than learning tasks [60].

The major input to the Hippocampus is from the Entorhinal Cortex (EC) which is
strongly and reciprocally connected with many cortical and subcortical structures.
Different thalamic nuclei (anterior and midline groups), the medial septum (medial
septal nucleus and diagonal band of Broca), the supramammillary nucleus of the
hypothalamus, the raphe nuclei and locus coeruleus of the brainstem, are connected
with the entorhinal cortex which serves as the interface between neocortical (e.g.
parahippocampal gyrus and perirhinal cortex) and subcortical structures, and the
hippocampus (Figure 9) [61].

The direct perforant pathway (axons from EC layer III) forms synapses on the very
distal apical dendrites of CA1 neurons (monosynaptic circuit). The indirect perforant
pathway (axons from EC layer II) reaches CA1 via the trisynaptic circuit: Granule cells
in the Dentate Gyrus (first synapse), via the mossy fibers to pyramidal neurons in
CA3 (second synapse), and via the Schaffer collaterals to pyramidal neurons in CA1
(third synapse). The major output of the Hippocampus is axons from CA1 projecting
back directly and via the Subiculum to the Entorhinal Cortex, completing the
trisynaptic circuit (Figure 8) [62]. The trisynaptic circuit of the hippocampus is
organized transversely along the hippocampus. Association and commissural fibers
are organized along the anteroposterior axis [63].

Hilar mossy cells and CA3 pyramidal cells give rise to ipsilateral hippocampal
association fibers (to the dendrites of granule cells and GABAergic interneurons of the
inner molecular layer of the dentate gyrus) and contralateral commissural fibers

Figure 8.
By original: Santiago Ramón y Cajal (1852–1934) derivative = Looie496 - File:CajalHippocampus.jpeg from:
Santiago Ramón y Cajal (1911) [1909] Histologie du Système nerveux de l&#039;Homme et des Vertébrés, Paris:
A. Maloine, Public Domain, https://commons.wikimedia.org/w/index.php?curid=3908039.
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(terminating on principal cells and interneurons of CA3, CA2 and CA1 regions),
passing through the dorsal and ventral hippocampal commissures to reach the con-
tralateral hippocampus and dentate gyrus. Hippocampal commissural connections are
mainly excitatory and seem to be less abundant and evolutionary declined in monkey
and humans [64].

Schaffer collaterals are axon collaterals from the CA3 pyramidal cells of the ipsilateral
and contralateral hippocampi and project information to the pyramidal neurons of the
CA1 hippocampal area. The Schaffer collateral synapses represent excitatory (positive
feedback) glutamatergic synapses that assist activity-dependent plasticity and develop-
ment of memory processing and formation [65]. Basket cells in CA3 receive excitatory
input from the pyramidal cells and provide inhibitory feedback to the pyramidal cells.
This recurrent inhibition is a powerful feedback circuit that can dampen excitatory
responses and shape up the oscillatory activity of the hippocampus [66]. The hippocam-
pal trisynaptic loop with so extensive feedforward and feedback projections constitutes a
fundamental mechanism of recurrent controlled excitation underpinning memory,
learning and emotion in the limbocortical networks (Papez circuit) (Figure 10).

There are many brain structures that transmit information to and from the
trisynaptic circuit and their activity can be directly or indirectly modulated by the
activity of the trisynaptic loop. A major output goes via the fornix to the lateral septal
area and to the mammillary body of the hypothalamus and additional output path-
ways go to other cortical areas including the anterior cingulate and prefrontal cortex.

Figure 9.
The septal-hippocampal-thalamo-cortical axis. Overview of the complex interactive circuitry of excitatory,
inhibitory and modulatory components, underlying some of the structural and functional connectivity of the limbo-
cortical networks with clinical implications for the pharmacological and neurosurgical/neurostimulation
treatment strategies of epilepsy.
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The crura of the fornix form connections through the corpus callosum and the hippo-
campal commissures with bilateral hippocampal formations. The CA3 is connected to
the lateral and medial septum via the alveus and the fimbria fornix. The CA1 and the
subiculum are connected to parahippocampal regions, the entorhinal cortex and
nucleus accumbens, and project to septal nuclei, preoptic nuclei, ventral striatum,
orbital cortex and anterior cingulate cortex (via the precommissural fornix) and to the
anterior and lateral dorsal nuclei of the thalamus, the mammillary bodies, and ven-
tromedial hypothalamus (via the postcommissural fornix) [68].

The mammillary bodies receive information from the hippocampal formation via
the fornix and relay information to the anterior nuclei of the thalamus and the anterior
cingulate cortex (Brodmann 24, 32, 33) via the mammillothalamic tract. The subiculum
relays information to the posterior cingulate cortex (Brodmann 23). Via the cingulate
gyrus and the thalamic nuclei primary sensory and association cortical areas can be
reached which integrate information at a higher level attending to complex stimuli in
the external and internal environments (Figure 10). The temporal association cortex
identifies the nature of stimuli (perception), while the frontal association cortex plans
responses to the stimuli (behaviour). The association cortex projects to other association
cortical areas and to subcortical structures including the hippocampus, thalamus, basal
ganglia, cerebellum and brainstem [33]. The hippocampus receives modulatory input
from the serotoninergic, noradrenergic and dopaminergic systems, the amygdala, the
nucleus reuniens of thalamus and the medial septum. The supramammillary nucleus of
the hypothalamus is strongly connected via the medial forebrain bundle to the medial
septum, diencephalon and brainstem. The medial septum (medial septal nucleus and
diagonal band of Broca) sends cholinergic (65%) and GABAergic fibers to CA1 and
glutamatergic fibers to all parts of the hippocampus (Figure 9) [34].

Theta (4–12 Hz) high amplitude oscillations of the hippocampal CA1 pyramidal
cells emerge during active exploration, voluntary movements, rapid eye movement
(REM) sleep and certain brain states related to arousal [69]. Type 1 (fast theta oscilla-
tions) associated with spatial navigation and movement are driven by atropine-
resistant inputs on the distal dendrites, whereas Type 2 (slow theta oscillations) asso-
ciated with arousal and anxiety on sensory salience are driven by atropine-sensitive
inputs on the somata, and chloride (Cl�)-mediated inhibitory postsynaptic potentials

Figure 10.
Limbic system or circuit of Papez. Modified with permission fromWeininger et al. [67]. OFC: orbitofrontal cortex,
FP: frontopolar, PFC: prefrontal cortex, SSMA: supplementary sensorimotor area, PMC: primary motor cortex,
PSSC: primary somatosensory cortex, PPC: posterior parietal cortex, PC: precuneus, C: cuneus.
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on pyramidal cells. Although in vitro experiments suggest that theta oscillations can be
intrinsically generated in the hippocampal excitatory—inhibitory networks, in vivo
studies suggest that the supramammillary-septal-hippocampal loop is crucial for
the generation and modulation of theta local-field potential oscillations in the
hippocampus [70]. The hippocampus is a highly epileptogenic structure and part of an
extensive network (limbic system) that involves all 4 neocortical lobes, the dienceph-
alon/thalamus and the brainstem (Figure 10). The medial septum and the anterior
nucleus of the thalamus could critically influence and/or allow propagation of seizures
from and into the neocortex (Figure 9) and therefore have both been studied as a site
of neurostimulation in human [71] and in animals with optogenetics [72].

3.3 Neuronal network physiological dynamics

We start by simulating a rudimental recurrent neuronal network of randomly
connected 1000 neurons in real time (Figure 11). In the raster plots of network
neurons, every excitatory neuron is represented by a black dot and every inhibitory
neuron is represented by a red dot. The neuronal activity is manifested between
200 ms and 700 ms (within a 0.5 s interval). The graphs below the raster plots depict
the cumulative spiking activity of all neurons (mV vs. ms) during the same time
interval; the spikes of the excitatory neurons are depicted with blue and the spikes of
the inhibitory neurons are depicted with red.

In our initial recurrent neuronal network (the first raster plot and cumulative
spikogram below on the left of Figure 12), we omitted all inhibitory neuronal activity;
this resulted in a very unstable network which rapidly went out of control, with all

Figure 11.
Abstract state-space representation of the components of a recurrent neuronal network across different layers. The
letters X, H, Z and Y represent sets of input [X], output [Y] and state variables [H, Z] in the form of state vectors
related by differential or difference equations, whose values evolve over time depending on the values they have at
any given time and the externally imposed values of input variables. The values of output variables depend on the
state variables.
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excitatory neurons depolarising up to hundreds of millivolts: with such high voltages a
small volume of cortex would literally thermocoagulate!

Biologically this is of course not plausible. In vivo when the membrane potential of
any excitatory cell shoots up and remains above �25 mV without returning to its
resting baseline level of �65 mV, the cell goes into a so-called depolarization block
where Na+ channels enter an inactivated state equivalent to the absolute refractory
state of neurons (Figure 3). If there is sufficient Na-K-ATPase activity, energy supply
and adequate time, allowing the electrochemical gradients to be restored over time,
the neuron enters a relative refractory period and the Na+ channels resume an active
state in which they can open up again upon critical fluctuations in the membrane
potential that reach/surpass threshold level. Therefore, ongoing repolarization of
excitatory pyramidal cells (facilitated by inhibitory interneurons) is essential in
maintaining the critical membrane potential fluctuations that drive both physiological
and epileptogenic network oscillations.

Motivated by the anatomy of the mammalian cortex [28], we choose the ratio of
excitatory to inhibitory neurons to be 4 to 1, and we make the inhibitory synaptic
connections stronger about 4 times. Besides the synaptic input, each neuron receives a
noisy external (thalamic) input. In principle, one can use Regular Spiking (RS) cells to

Figure 12.
Recurrent neuronal network without inhibition (on the left) and with inhibition (on the right). As soon as a tiny
amount (≈1%) of recurrent inhibitory neurons were introduced into our random network, not only the spiking
neuronal network gets effectively stabilized under such small inhibitory control, but starts also displaying quite
complex rhythmical patterns and collective oscillatory behavior of self-organized neuronal assemblies. This is what
we would describe as order emerging out of chaos. At the meso/macroscopic level, quasi-linear phenomena
(oscillations of delta, theta, alpha, beta and gamma range and the harmonics thereof) can emerge on the large scale
of neuronal networks despite the complex non-linear and stochastic dynamics that govern the behavior of single
neurons at the microscopic level.
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model all excitatory neurons and Fast Spiking (FS) cells to model all inhibitory neu-
rons [37]. Based on the Izhikevich model, our neuronal spiking network exhibits rich
cortical-like asynchronous spiking dynamics (Figure 5); neurons fire Poisson spike-
trains with random firing rates varying from 0 to 25 Hz (similar to the firing-rate
range of most cortical pyramidal neurons). Darker vertical linear areas emerge in our
raster plots (on the right of Figure 12) that indicate that there are episodes of syn-
chronized firing in the alpha and gamma frequency range (around 10 and 40 Hz,
respectively). Although the network is connected randomly without any synaptic
plasticity, the neurons, whether excitatory or inhibitory, when firing tend to self-
organize into assemblies and exhibit rather collective rhythmical behavior across a
wide range of frequencies corresponding to physiological rhythmical EEG activities
(delta, theta, alpha, beta and gamma range) in the awake and sleep state of the
mammalian cortex.

As the number of external input neurons varies from 1 to 500 (external drive
increases), so does the number of oscillatory cycles (Figures 13 and 14). For example,
for <10 neuron input no collective rhythmical activity is generated, for 10–25 input
neurons a 2 Hz (slow delta) oscillatory activity is generated, for 25–50 input neurons a
2–4 Hz (delta) oscillatory activity is generated, for 50–100 input neurons a 4–6 Hz
(slow theta) oscillatory activity is generated, for 100–150 input neurons a 6–8 Hz (fast
theta) oscillatory activity is generated, for 150–250 input neurons a 8–10 Hz (lower
alpha) oscillatory activity is generated, for 250–400 input neurons a 10-12 Hz (higher
alpha) oscillatory activity is generated, for 350–500 input neurons a 12–18 Hz (fast/
beta) oscillatory activity is generated.

As we keep varying a few critical conditions in the continuous parameter space of
our neuronal network model, a vast amount of variation can be introduced under scale
transformation in the complex oscillatory behavior of the neuronal network. Our
neuronal spiking network model can also simulate an allocortical septal-hippocampal
network. The external driving input in a limbocortical neuronal network would be
coming from the medial septum (integral part of the supramammillary-septal-hippo-
campal loop). Such a simulation requires a different ratio of excitatory to inhibitory
neurons with perhaps stronger synaptic strengths, reflecting the strong perisomatic
inhibition by parvalbumin-positive basket cells (generating Sharp-Wave Ripples and
Gamma Oscillations in hippocampal models) [34, 49, 66, 68, 70].

Figure 13.
Complex rhythmical patterns and collective oscillatory behaviour of self-organised neuronal assemblies
(oscillations of delta, theta, and alpha range).
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3.4 Neuronal network epileptogenic dynamics

While varying the aforementioned network parameters in our local neocortical or
allocortical network simulation, the most interesting and unexpected behaviour of our
network model was the emergence of erratic stochastic bursting of transient (spiking)
neuronal activity outside the anticipated interval of 200-700 ms. This was initially an
isolated event, quickly brought under control by a concomitant surge of local inhibi-
tory activity (please see raster plot on the left and cumulative spikogram under in
Figure 15). This stochastic type of bursting activity was reminiscent of an isolated and
fairly limited paroxysmal depolarization [73] that died out as a result of sufficient or
effective local inhibitory control [74]. On a macroscopic scale a paroxysmal depolariza-
tion shift could appear like an interictal epileptiform discharge on intracranial (iEEG)
[74] and extracranial (scalp EEG) recordings [73].

At that stage the thalamic or septal input into our network was random noise or a
Poisson train-like noise input. Slightly tuning the network further in the critical
parameter space as follows: 200 thalamo-cortical or septo-hippocampal neuron input,
overall synaptic weight/strength constant at 0.14, gamma probability distribution for
the inhibition of scale-factor θ = 2.0 and shape-parameter k = 0.015, and intrinsic
membrane excitability with resting membrane potential at �75 mV, sensitivity
threshold at �65 mV and resting membrane recovery threshold at �15 mV, were
sufficient to trigger the most remarkable and unpredictable behaviour observed in our
neuronal network.

Figure 14.
Complex rhythmical patterns and collective oscillatory behavior of self-organized neuronal assemblies (oscillations
in the beta and low gamma frequency range).
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This was the generation of sustained pathological high frequency oscillatory activity
that emerged from stochastic or random noise like other previously described physio-
logical high frequency (beta/gamma range) oscillatory activities [75]. This was ampli-
fied in amplitude and frequency beyond any limit. It could not be checked upon by the
local inhibitory network and eventually went completely out of control in what could
be the equivalent of a seizure. The model allows for incredible predictions of the
underlying processes taking place during epileptogenesis/ictogenesis (the process of
seizure generation and development).

As can be appreciated from the figure above (raster plot and cumulative
spikograms at the bottom on the right of Figure 15) ictogenesis starts with a
hyperexcitation wave-front through an initial process of stochastic resonance [75] similar
to previously described high-frequency oscillatory generation processes [76]. This is
immediately followed by a massive feedback burst of inhibitory activity (phasic inhi-
bition) [77] that desynchronizes or brings the underlying unit oscillators to a transient
halt, resulting on a network scale in transient attenuation/suppression of background
rhythms (Figure 16). Depending then on the level of sustained or effective back-
ground inhibition (tonic inhibition) [78] a process of synchronization [35] starts and
recurrent cycles of alternating excitation and inhibition go on to entrain larger and
larger ensembles of unit oscillators into a common resonating high frequency [36].
This maximizes the amplitude of the oscillation and recruits a massive number of unit
oscillators into excessive and hypersynchronous oscillatory activity.

Figure 15.
Interictal and ictal paroxysmal depolarization shifts for critical parameters of our neuronal network (200
neuron input, overall synaptic weight/strength constant at 0.14, gamma probability distribution for the
inhibition with scale-factor θ = 2.0 and shape-parameter k = 0.015, intrinsic membrane excitability with resting
membrane potential at �75 mV, sensitivity threshold at �65 mV and resting membrane recovery threshold at
�15 mV).
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In both physiological and pathological high-frequency activities modelled, there
was always a massive inhibitory response to the initial overexcitation wave front,
something that is of note as it suggests that for any organized large-scale oscillatory
activity to develop a critical level of synchronization of unit oscillators is required
through recurrent cycles of excitation and inhibition [79]. This is achieved with the
early excessive feedback wave of inhibition that follows the initial huge wave of
excitation, resulting in an excessive hyperpolarization of the excitatory neurons.
This is pivotal in uniformly suppressing or phase-resetting all unit oscillators and
synchronously restarting them or coupling/forcing them into a synchronization
process [78] that gradually entrains larger and larger neuronal ensembles. Excessive
afterhyperpolarization potentials [80–82] are also crucial in shifting a huge number of
inactivated sodium channels from the inactivated to the closed state, rendering them
available again for repeated waves of overexcitation during a sustained paroxysmal
depolarization shift [83, 84].

Resonance is an oscillation of maximal amplitude with all unit oscillators oscillating
in a synchronous or synchronized manner, observed when the frequency of a period-
ically applied depolarization force (or a Fourier component of it) is equal or close to a
natural frequency of the system. When a small oscillating or periodic depolarization
force is applied near a resonant frequency of a dynamic system, the system will
oscillate at a higher amplitude than when the same force is applied at other, non-
resonant frequencies [35]. Obviously, the resonant frequencies of local neocortex or
allocortex are defined by the critical combination of local structural and functional
connectivity, periodic thalamic or septal input, synaptic weights, interaction of excit-
atory (recurrent excitatory synapses) and inhibitory (loss of inhibition or disinhibi-
tion) components and intrinsic neuronal excitability (endogenous bursting) [78, 79].

The inhibitory oscillatory components of our neuronal network manifest another
interesting phenomenon. Driven by the initial overdepolarization of pyramidal cells,
some of the inhibitory interneurons excessively ‘depolarized’ to hundreds of

Figure 16.
Initial background rhythm attenuation (intermixed with muscle artefact on some channels) followed by rapid
build-up of fast oscillatory activities. This is likely the result of widespread, initial phasic and then tonic inhibition
through an extensive cortico-ganglio/thalamo-cortical (left > right) network. This focal-onset left mesial frontal/
sylvian tonic seizure manifested suddenly and evolved rapidly (secondary generalized).
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millivolts, a rather unique prediction of our model (right bottom of Figure 15).
Translating this early abnormality in a critical subpopulation of inhibitory cells in biolog-
ical terms, raises two possibilities. These would allow an initial wave of over-excitation
due to stochastic noise and critical time coincidences in a potentially hyperexcitable
system of unit oscillators to rapidly or progressively attain an oscillation of maximal
amplitude (resonance) in depolarizing and hyperpolarizing directions while going
through consecutive synchronization cycles of excitation and inhibition [85–89]. One
possibility is that some of the inhibitory interneurons can go into an actual depolarization
block, leaving effectively unchecked the excitatory oscillators (unopposed EPSPs on
pyramidal cells) to rapidly or progressively evolve into a paroxysmal depolarization (this
is likely to occur towards the end of a seizure due to metabolic depletion). The other
possibility is that excessive initial phasic inhibitory GABAergic activity, sometimes in
combination with GABA transporter (GAT-1) malfunction in astrocytes, releases too
much extrasynaptic GABA which facilitates concurrent extrasynaptic GABABR activa-
tion. This results in enhanced/sustained tonic GABAA currents that persistently hyper-
polarize and increase membrane Cl� conductance causing bursts of IPSPs to override the
depolarizing currents in thalamocortical [85, 86] or pyramidal neurons [90]. Such rhyth-
mical bursts of IPSPs can entrain thalamocortical/gangliocortical (Figure 16) and
limbocortical (Figures 17-19) networks to paroxysmal and/or hypersynchronous activity.

The neuronal network attains a paroxysmal depolarization state when the
different excitatory and inhibitory oscillatory components reach maximal

Figure 17.
A left-side mesial temporal onset seizure on the EEG with a rhythmical theta activity build-up over the left temporal
region. The MRI scan at the right top corner of the figure indicates severe right mesial temporal lobe sclerosis. Because
of lack of concordance between scalp Electroencephalography and MR imaging, we had to undertake intracranial
iEEG recordings in this case to determine the exact ictal-onset (potential epileptogenic zone).
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depolarization and hyperpolarization potentials or when excitatory and inhibitory
oscillatory units synchronize via depolarizing and hyperpolarizing currents into an
oscillation of maximal amplitude. Epileptogenic depolarizing currents can emerge
from abnormal or excessive ionic Na+ [91] and Ca++ [92] channel-conductances or
excessive excitatory (Glutamate) and neuromodulatory (Acetylcholine, Noradrena-
line, Dopamine, Serotonin, etc) neurotransmitter release and receptor function [87–
89]. Epileptogenic afterhyperpolarizing currents can emerge from abnormal, insuffi-
cient or excessive ionic Cl� [93] and K+ [94–96] channel-conductances or abnormal,
insufficient or excessive inhibitory (GABA) neurotransmitter release and receptor
function [85, 86]. Multiple combinations of the above epileptogenic mechanisms are
plausible.

Critical synchronization, resonant oscillation and massive depolarization of excit-
atory and inhibitory neurons seem to account for a massive release of potassium ions
(K+) from the principal (pyramidal) and supportive glial cells [97]. These shift the
resting electrochemical/equilibrium gradients of the cell membrane from �65 mV
probably closer to �50 mV, where voltage-gated Na+ channels are still active and
much more likely to open (they are also less likely to be inactivated because of
increased Cl� conductance and sustained tonic GABAergic currents). The membrane
conductances essentially change to levels that allow for a massive sustained depolari-
zation shift of the principal/pyramidal cells (massive influx of Na+ and slower Ca2+

inward currents) to take place [83, 84]. Paroxysmal depolarization shifts manifest

Figure 18.
Human intracranial EEG recordings of bilateral hippocampi to demonstrate baseline (DC) shifts and high-frequency
oscillations (HFOs) as surrogate markers of the ictal onset zone. In this patient they always started from the most
atrophic and sclerotic (burnt out) right hippocampus and subsequently spread to the left hippocampus. Resection of
the right hippocampus in this case conferred seizure freedom and confirmed the epileptogenic zone.
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electrophysiologically with huge baseline (DC) shifts and very high amplitude patho-
logical high-frequency oscillations (pHFOs) known as pathological beta/gamma oscil-
lations (15–80 Hz), (fast) ripples (80–150 Hz) and (ultra)fast ripples (150–500 Hz)
(Figures 18–20) [66, 98–100].

Obviously, as this excessive and hypersynchronous overdrive of excitatory and
inhibitory neurons goes on, the membrane depolarization shifts towards a more ‘toxic’

Figure 19.
Within the right posterior hippocampus (Channel 3 Spectrogram) an initial wave of over-excitation
(high-frequency ripple synchronization) with ripples/fast ripples followed by excessive feedback inhibition and
brief period of attenuation (broadband suppression/desynchronization or phase-resetting of unit oscillators) of the
right middle hippocampus (Channel 2 Spectrogram) and recurrent excitation-inhibition oscillatory cycles
(synchronization process) before a sustained paroxysmal depolarization shift develops with pathological low/high
gamma, ripple and fast ripple oscillations. The inset figure shows the interaction of hippocampal pyramidal cells
with parvalbumin-positive basket-cells (interneurons) generating high-frequency gamma-oscillations (PING
mechanism) and ripple-frequency phase-modulations (FINO mechanism), reproduced from [66].
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range of less negative potentials (around �35 mV or above) which will eventually
render all voltage-gated Na-channels inactivated. At that point, as the Na-K-ATPase
pumps and ion-transporters require sufficient energy and time to restore the electro-
chemical membrane gradients, a combination of inactivated Na-channels and meta-
bolic depletion will bring the activity of the excitatory and inhibitory cells to sub
physiological levels or to a halt (depolarization block and metabolic depletion) during
the postictal phase (Figure 21) [73, 74].

4. Epileptogenic networks: Aetiology, pathogenesis, pathophysiology and
clinical implications

4.1 Epileptogenic cortico-thalamo/ganglio-cortical networks (pathophysiology of
typical absences, myoclonic jerks, primary generalized tonic-clonic seizures
and photoparoxysmal responses)

Idiopathic (genetic) generalized epilepsy is the prototypical phenotype of primary
generalized epilepsies manifesting with a variable combination of absence, myoclonic

Figure 20.
Spreading of pathological/epileptogenic gamma oscillatory activity in man from the right hippocampus (top
spectrogram) to the left hippocampus (bottom spectrogram) with subsequent fast ripples in the left hippocampus.
Hilar mossy cells and CA3 pyramidal cells give rise not only to ipsilateral associational hippocampal fibers but also
some contralateral commissural fibers (terminating on principal cells and interneurons to CA3, CA2 and CA1
regions), passing through the posterior and anterior hippocampal commissures to reach the contralateral
hippocampus and dentate gyrus. More extensive polysynaptic pathways via the entorhinal and perirhinal cortex
integrate the hippocampus with the ipsilateral and contralateral hemispheres and homologous hippocampal network.
This particular focal motor unaware seizure died out in the right hippocampus/hemisphere but propagated and
continued in the left hippocampus/hemisphere, declaring itself on the scalp EEG as seen in Figure 15.
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and generalized tonic-clonic seizures, and photoparoxysmal responses (PPR) in the
young population (<25 years). Absence epilepsy is one of themost common generalized
epilepsies of childhood. It has a unique endo-phenotype based on perturbed cortico-
thalamocortical circuitry with genetic and developmental features. It can appear in
childhood (CAE) or juvenile ≥10 years (JAE) and can modify or improve its phenotype
in adolescence. Typical absences can be triggered in more than >80% of patients with
hyperventilation. CAE can even regress with or without treatment, while JAE that is
more likely to present with generalized tonic-clonic seizures (up to 80% GTCS) com-
pared to CAE (up to 20%) may also be more resistant to treatment [101].

Another relative endophenotype is that of juvenile myoclonic epilepsy (JAE) and
of epilepsy with GTCS seizures alone or on awakening (EGTCS-a, Janz) with perhaps
more permanent or pharmaco-resistant features, characterised more by motor myo-
clonic seizures (MJ) and generalized tonic-clonic seizures (GTCS) with or without
absences and perhaps different engagement or imbalance of fronto-central (thalamo-
basoganglio-cortical) networks. Photosensitivity (PS) may coexist in roughly 1/5 of
CAE, 1/4 of JAE or 1/3 of JME epilepsies [101].

The EEG hallmark of this wide spectrum of genetic/developmental epilepsies
varying from less motor manifestations (absences) to more motor manifestations

Figure 21.
This particular seizure started in the right hippocampus with a brief period of broadband attenuation
(desynchronization or phase-resetting of unit oscillators). After an initial synchronization phase (through recurrent
cycles of depolarization and repolarization) it transitioned to a sustained broadband paroxysmal depolarization
shift and lasted altogether for about 2 min and 15 s. It ended with a prolonged postictal period of broadband
suppression of background rhythms for another 2.5 min. The spectrogram at the top shows the power per 1 Hz
individual frequency component from 1 to 300 Hz (nonorthogonal continuous 3-cycle wavelet decomposition)
versus time in x105 ms, while the spectrogram at the bottom shows log-spaced frequencies (pseudo-orthogonal
decomposition) to help appreciate the concentration of power which is mostly <4 Hz but more sustained over time
between 12 and 64 Hz (beta and low/high gamma range).
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(myoclonic and generalized tonic-clonic seizures) is the epileptiform generalized
spike-and-wave discharges (GSWD) (Figure 22). These can also vary in morphology
across the different subtypes from a typical regular 3 Hz spike-and-slow-wave (often
seen in CAE albeit some variations) to more irregular 3–6 Hz spikes/polyspikes-and--
slow-wave patterns (often seen in JAE, JME and EGTCS-a) against a fairly normal
background EEG (perhaps with some exceptions occasionally of more focal spikes,
sharp waves, slow waves, OIRDA, etc.). The spike is a recruiting wave associated with
excitatory postsynaptic potentials (EPSPs) from thalamic relay neurons on cortical
cells and consequent phasic inhibition of the thalamic relay neurons. The slow wave is
associated with tonic inhibition and hyperpolarizing postsynaptic potentials (IPSPs)
on thalamic relay neurons resulting in secondary tonic inhibition of cortical cells
(deafferentation), overriding cortical excitation and entraining pyramidal cortical
neurons and thalamo-cortical networks in hypersynchronous paroxysmal activity.

The thalamocortical interaction implicated in primary or idiopathic (genetic) gen-
eralized epilepsies is one of the most studied epileptogenic networks. The basic
thalamocortical circuitry is composed of pyramidal neocortical neurons, thalamic
relay neurons, and neurons from the reticular nucleus of the thalamus (NRT)
(Figure 6). The thalamic relay neurons receive ascending inputs from the Reticular
Activation System (ARAS) and project to neocortical pyramidal neurons. Cholinergic
pathways from the forebrain and ascending serotonergic, noradrenergic, and cholin-
ergic brainstem pathways regulate the excitability of the thalamic relay neurons and
the thalamocortical circuitry (Figure 9) [102]. As a result, thalamic relay neurons
manifest oscillations in their resting membrane potential, which increase the proba-
bility of synchronous activation of neocortical pyramidal neurons (EPSPs) during
depolarization states and lower the probability of neocortical activation (IPSPs) dur-
ing hyperpolarization states. This generates thalamocortical oscillatory rhythms and

Figure 22.
Spike/polyspike and slow wave discharges in a patient with Juvenile Myoclonic Epilepsy. The spike is a recruiting
wave associated with excitatory postsynaptic potentials (EPSPs) and the slow wave is an inhibitory wave
associated with hyperpolarizing postsynaptic potentials (IPSPs) in cortical cells, essentially preventing the
development of a generalized convulsive seizure.
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induces slow coherent oscillations in the cortex (resonance phenomena),
characterised by periods of relatively increased excitation (up-states) and periods of
relatively increased inhibition (down-states), such as the fast oscillations in sleep
spindles and larger slower oscillations observed in sleep [103, 104].

Within a potential cortical area (sensorimotor cortex) medium-amplitude
5–9 Hz oscillations secondary to decreased phasic (GABAAR) inhibition [105–107]
may entrain other cortical areas and the thalamus leading to a strong and
synchronous cortical output that excites the GABAergic neurons of the Nucleus
Reticularis of the Thalamus (NRT). The thalamic relay neurons have GABA-B
receptors and receive GABAergic tonic inhibition from the neurons of the Nucleus
Reticularis of the Thalamus (NRT) [108]. Also increased ambient (extrasynaptic)
GABA levels around thalamic relay neurons due to reduced GABA uptake by GAT-
1 (malfunction of thalamic astrocytes GABA transporter), may further enhance
extrasynaptic GABAAR tonic inhibition [78]. Enhanced tonic inhibition persis-
tently hyperpolarizes thalamic relay neurons and increases their membrane Cl�

conductance.
The hyperpolarization of thalamic relay neurons due to excessive or sustained

GABAergic tonic inhibition of thalamic relay neurons shifts the T-calcium channels
from the inactivated to the closed state and permits the synchronous opening of a
large population of the T-calcium channels (about every 100 milliseconds). The
rhythmic IPSP bursts on thalamic relay neurons, driven by a transient low-threshold
calcium channel (transient T-calcium current) with intrinsic bursting behaviour,
induce a widespread burst of excitation on neocortical pyramidal cells giving rise to
the spike and secondary tonic cortical inhibition (following excessive excitatory
bursting) which causes widespread cortical deafferentation, a phenomenon we
macroscopically observe on scalp EEG as generalized slow wave complexes follow-
ing the spike(s) (Figure 22) and as absences in patients’ behaviour [85, 86, 90, 97]. A
functional mutation in the CACNA1H gene encoding the Cav3.2 low-voltage acti-
vated Ca+2 channel has been found in the Genetic Absence Epilepsy Rats from
Strasbourg (GAERS animal model of absence epilepsy) [109]. Alterations or muta-
tions in the chloride channel subunits or molecules that regulate their function can
increase membrane conductance of Cl�. Increased Cl�-mediated hyperpolarizing
currents (IPSPs) increase the number of T-calcium channels available for activation,
resulting in imbalanced networks of excitatory and inhibitory components with
increased synchronization in the thalamocortical circuit and decreased seizure-
threshold [94, 101–117]. Animal models of absence seizures have demonstrated that
GABA-B receptor antagonists can suppress absence seizures, whereas GABA-B
agonists can worsen them [111].

This explains why antiepileptic medications such as Ethosuximide, Valproic acid,
Lamotrigine, Levetiracetam and Zonisamide, by blocking or suppressing the
T-calcium channel currents, are more effective in preventing absence seizures. On
the other hand, antiepileptic medications that indiscriminately increase GABA levels
(e.g. Tiagabine, Vigabatrin) or Phenobarbital (prolongs Cl�-channel opening
duration) are associated with worsening of absence seizures. The effect of
benzodiazepines (Diazepam, Lorazepam, Clonazepam and partial agonist:
Clobazam) may be slightly more selective (increased frequency of Cl�-channel
opening), also manifested on the EEG often with increased fast cortical oscillatory
activity (increased intracortical inhibition and synchronization) with more variable
effects on the degree of synchronization (usually desynchronization) of the
thalamocortical circuit [101–111].
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4.2 Epileptogenic focal neocortical and allocortical/limbocortical networks
(pathogenesis and pathophysiology of focal-onset, aware or unaware,
seizures with secondary propagation, bilateral spreading or generalization

Focal seizures manifesting with a variable combination of auras, sensory, motor,
limbic or autonomic, aware or unaware seizures with secondary unilateral or bilateral
propagation and generalization represent the collective phenotype of focal-onset, prop-
agated or secondarily generalized epilepsy. They can occur at any age, but would be
more common among the adult-onset epilepsies or in patients with an apparently normal
brain development, who have never had previously any seizures in young life. Although
there are no obvious neurological deficits or abnormal brain development, thorough
investigations may reveal a range of subtle focal brain abnormalities or insults (struc-
tural, ischaemic/vascular, inflammatory, infectious, metabolic, autoimmune, neoplastic,
degenerative, epigenetic, etc) which could be part of localised or more widespread
epileptogenic networks [1–6]. On the other hand, focal/multi-focal or generalized symp-
tomatic epilepsies are usually associated with some kind of focal or generalized brain
dysfunction, injury or developmental abnormality. People with symptomatic epilepsies
have neurological or cognitive deficits and a higher chance of intellectual disability,
cerebral palsy, Lennox-Gastaut syndrome and other neurodevelopmental conditions/
problems. Nowadays, as a result of widespread applications of epilepsy surgery
with direct intracranial EEG recordings, focal neocortical and allocortical/limbocortical
epileptogenic networks have been more thoroughly studied and better understood [1–6].

Please see the example below of a focal-onset musicogenic seizure with progressive
ipsilateral propagation, bilateral spreading and secondary generalization in a patient
who turned out to have an autoimmune (GAD65 + ve antibody-mediated) limbic
encephalitis (Figures 23–25).

Figure 23.
Against a normal background upon the patient listening to one of her favourite songs from her childhood
(previously she had been exposed to all sort of different music styles, including the most dysharmonic/atonality
scales of Schoenberg’s dodecaphony) a single high-amplitude sharp wave appeared over the left frontotemporal
(maximum at anterior temporal F7 electrode) region, followed by a widespread desynchronization/attenuation of
the EEG for 1–2 s.
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In the focal type of epilepsies, there is either decreased inhibition and/or increased
excitation and/or structural and functional connectivity changes (acquired or cumu-
lated through life) in the local network that can alter the dynamic interaction of
excitatory and inhibitory network components and/or result in increased network

Figure 24.
Following the background EEG attenuation lasting for 1–2 s, a widespread frontotemporal (maximum at mid-
temporal A1 electrode) rhythmical 3–4 Hz theta-range activity (with opening of her eyes), started building up
indicating engagement of left limbo-cortical networks (left hippocampus and limbic system).

Figure 25.
Following the engagement of left limbo-cortical networks, there is an acceleration of the background activity over
the left hemisphere into a rhythmical 8–9 Hz alpha-range (neocortical) activity predominantly over the left
frontotemporal (maximum at A1 temporal electrode) region, before spreading to bilateral frontal regions and
clinically manifesting with a generalized tonic-clonic seizure (the EEG gets obscured by muscle and movement
artefact).
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synchronization processes [118]. The following fundamental mechanisms in different
combinations can alter the dynamic interaction of excitatory and inhibitory network
components resulting in focal-onset seizures:

• Decreased inhibition or defective activation of GABAergic neurons

• Increased excitation or increased network synchronization processes

4.2.1 Mechanisms leading to decreased inhibition

The release of γ-amino-butyric acid (GABA), the main inhibitory brain neuro-
transmitter, from presynaptic neuron terminals binds to GABA-A and GABA-B
receptors and inhibits the postsynaptic neuron either by direct induction of an inhib-
itory postsynaptic potential (IPSP) via GABA-A receptor-mediated chloride currents,
or by indirect inhibition of the release of excitatory neurotransmitter in the presyn-
aptic afferent projection, with a GABA-B receptor-mediated potassium current [119].

GABA-A receptors (made of 2 alpha, 2 beta and 1 gamma subunits) are coupled to
chloride channels which are modulated by several mechanisms, such as changes in the
3-dimensional conformation of subunits/proteins or phosphorylation at different sites
of the channel. For example, chloride channels are modulated by benzodiazepines
(e.g. diazepam, lorazepam, clonazepam, clobazam), barbiturates (e.g. phenobarbital,
pentobarbital), Topiramate or Cenobamate or Stiripentol. Benzodiazepines increase
the frequency of chloride channels opening, whereas barbiturates increase the dura-
tion of channels opening. Topiramate or Cenobamate or Stiripentol also increase the
frequency of chloride channel opening, but they bind to a different site from benzo-
diazepines (allosteric modulators) [120].

The chloride equilibrium potential is roughly the same as the resting membrane
potential equilibrium, about �70 mV. Therefore, the electromotive force for net
chloride flux during the resting potential is minimal. As the summation of excitatory
postsynaptic potentials (EPSPs) results in depolarization of the membrane potential,
the influence of inhibitory postsynaptic potential (IPSP) mediated chloride currents
on the membrane potential becomes even more crucial, as only these can increase the
threshold for firing an action potential and decrease neuronal excitability [80–82, 85,
86, 90, 121].

4.2.1.1 Defective GABA-A inhibition

Mutations or lack of expression of appropriate GABA-A receptor complex
subunits, their assembly molecules or the molecules that modulate their electrical
properties can cause decreased inhibition [120, 122]. For example, hippocampal
pyramidal neurons may not be able to assemble alpha-5, beta-3, gamma-3 receptors
because of deletion of chromosome 15 (i.e. Angelman syndrome) [123]. Animal
models of focal-onset epilepsy based on pilocarpine models, electrical or chemical
kindling, have shown changes in the distribution of subunits of the GABA-A receptor
complex [124].

4.2.1.2 Defective GABA-B inhibition

The GABA-B receptor complex, often located in the presynaptic excitatory
nerve terminals, consists of 2 subunits (with 7 transmembrane domains each),

36

Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior



coupled to potassium channels modulated via G proteins. Upon activation it
drives a potassium current with longer latency and duration of action compared
to the chloride current generated by activation of the GABA-A receptor.
Thus, alterations in the GABA-B receptor complex may be crucial for ictal
transformation [108, 125].

4.2.1.3 Defective network function of GABAergic interneurons

As we have demonstrated, in complex neuronal networks with recurrent feedforward
and feedbackward projections from excitatory to inhibitory neurons, feedforward and
feedbackward inhibition emerge from the critical time activation of GABAergic inhibi-
tory neurons relative to the output of the Glutamatergic excitatory neurons of the net-
work [35, 76–78, 126, 127]. The hippocampal model has been extensively investigated as
the prototype neuronal network of focal epileptogenesis. Schaffer collateral axons from
the CA3 pyramidal neurons (main afferent input) activate the CA1 principal neurons
(hippocampal pyramidal cells). At the same time collateral feedforward projections to
GABAergic inhibitory interneurons activate their somata, before or during activation of
the apical dendrites of the CA1 pyramidal neurons [66, 79–82, 100, 128].

As a result of this crucial structural and functional connectivity, during passive
transmission of the excitatory postsynaptic potential (EPSP) from the apical den-
drites to the axon hillock of the CA1 pyramidal neurons, a concurrent GABAergic
inhibitory postsynaptic potential (IPSP) inhibits the soma or axon hillock of the CA1
pyramidal neurons. This feedforward inhibitory projection simultaneously hinders
pyramidal cell depolarization and firing of an action potential [129]. Recurrent
axon collaterals from the CA1 pyramidal neurons activate GABAergic interneurons
after the pyramidal neurons have fired an action potential. This creates a
feedbackward inhibitory system (multiple inhibitory circuits with built-in time-
lags) that allows GABAergic cells to control repetitive firing in principal neurons
(CA1 pyramidal cells) and also inhibit the surrounding hippocampal pyramidal
cells. The critical timing of these excitatory-inhibitory cycles (push-and-pull
mechanism) accounts for the generation of normal gamma-oscillatory and
hippocampal sharp-wave ripples, or abnormal fast ripples and ultra-fast ripples
[35, 36, 66, 76–79, 98–100, 126, 127, 130, 131].

The mossy cells of the hilar polymorphic region of the dentate gyrus of the hippo-
campus (which receive feedforward input from the Entorhinal Cortex and feedback
activation from CA3) appear to activate GABAergic neurons and gate-control the
inhibitory tone of the network. The mossy cells may be susceptible to seizure-related
neuronal death [132, 133]. The loss of mossy cells results not only in impairment of
GABAergic interneuron activation (deafferentation), but also in synaptic reorganiza-
tion and changes in network plasticity, with formation of newly sprouted circuits of
excitatory and inhibitory cells in an attempt to restore inhibition. However, with
epilepsy progression the sprouted synaptic contacts also create recurrent excitatory
circuitries that permanently alter the balance between excitatory and inhibitory tone
in the hippocampal network [133, 134].

4.2.1.4 Defective intracellular buffering of calcium

In rodent hippocampal experiments, recurrent seizures can result in progressive
loss of hyperpolarized resting membrane potentials in the hilar polymorphic region of
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the dentate gyrus and eventually loss of interneurons that lack the calcium-binding
proteins parvalbumin and calbindin [135, 136]. Further experiments showed the crit-
ical role of adequate concentrations of calcium-binding proteins for neuronal survival
in settings with sustained increases in intracellular calcium under neuronal cellular
stress [137], such as in status epilepticus, febrile convulsions, brain hypoxia and other
metabolic, toxic, ischaemic and inflammatory brain insults. Interindividual differ-
ences in these calcium-binding proteins may explain the variable susceptibility of
different patients and with advancing age to epileptogenesis via the premature loss of
critical interneurons, a process that alters inhibitory controls of local neuronal net-
works in favour of excitation [138–140].

4.2.2 Mechanisms leading to increased excitation

Similar concepts of structural and functional organisation to the chloride channels,
with crucial electrophysiological implications, also hold for the voltage-gated sodium,
potassium and calcium channels. Alterations or mutations in the chloride, potassium
or sodium and calcium channel subunits or in the molecules that regulate their func-
tion may increase or decrease the membrane permeability and conductance of chlo-
ride, potassium or sodium and calcium ions forming the chloride-mediated and
potassium-mediated hyperpolarizing currents (IPSPs) that counterbalance the
sodium-mediated and calcium-mediated depolarizing currents created by the sum-
mation of EPSPs [94, 112–114]. The overall network balances and imbalances attained
in excitatory and inhibitory components critically modulate the seizure-threshold or
the tendency to seizures [33, 35, 36, 66, 69, 76–79, 85–90, 93, 97, 115].

A lower seizure-threshold and thus increased epileptogenesis may result from
inappropriate activation of fast or long-acting NMDA channels or reduced intracellu-
lar calcium-buffering proteins (parvalbumin and calbindin), increasing the vulnera-
bility of neurons to cellular stress-injury and death [134, 137, 140]. The release of the
excitatory amino acid Glutamate from presynaptic neuron terminals mediates excit-
atory potentials (EPSPs) in the postsynaptic neuron membrane via: N-methyl-D-
aspartic acid (NMDA), α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid
(AMPA)/Kainate, and Metabotropic Glutamate receptors. These receptors are
coupled by means of different postsynaptic membrane mechanisms to several
depolarizing channels [33, 66, 69, 87–89, 116].

4.2.2.1 Increased activation of NMDA receptors

Fast glutamatergic neurotransmission is based on activation of AMPA/Kainate
and NMDA receptors. The AMPA/Kainate receptors are coupled to channels that
create currents of monovalent cations (sodium and potassium), whereas the NMDA
receptors open channels that allow also divalent cations to pass through (calcium).
Slow glutamatergic neurotransmission is also possible via metabotropic receptors,
which alter postsynaptic membrane excitability with late-onset and more
prolonged postsynaptic changes in phosphorylation and gene expression by means
of a second-messenger system which uses calcium as a catalyst for various
intracellular reactions. Normal NMDA receptor function is thought to be
associated with learning and memory, whereas increased activation has been
observed in several animal models of focal epilepsy, such as kindling, kainic acid,
pilocarpine, etc. [116, 117, 141, 142].
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4.2.2.2 Increased synchronization induced by ephaptic phenomena

Widespread electrical fields emerging from synchronous activation of many pyra-
midal neurons in laminar hippocampal structures or local changes in extracellular
ionic concentrations of potassium and calcium [97] or increased neuronal coupling
due to more permanent changes in functional gap junctions [143] may further
increase the excitability of neuronal assemblies by nonsynaptic (ephaptic) interac-
tions, predisposing to focal-onset seizures or status.

4.2.2.3 Increased synchronization and/or activation from recurrent excitatory collaterals

Intractable focal-onset epilepsies are frequently accompanied by abnormalities in
the limbic system, particularly in the hippocampal formation. Hippocampal atrophy
and sclerosis are common lesions associated with neuronal loss and gliosis, particularly
affecting the hilar polymorphic region and CA1 pyramidal regions, with relative
sparing of the CA2 pyramidal region and only intermediate severity lesions in the CA3
pyramidal region and dentate granule neurons. About 2/3 of patients with intractable
temporal-lobe epilepsy have marked hippocampal sclerosis, while animal models with
>100 brief convulsions or epileptic status showed similar changes, suggesting that
epileptogenesis or hippocampal/limbic system kindling can be a self-perpetuating
process [132, 138, 139].

Perhaps subtler and more common than overt hippocampal sclerosis may be
Mossy-fiber sprouting. The mossy fibers are the axons of the dentate granule neurons
that mostly project to the hilar polymorphic region and CA3 pyramidal neurons.
Progressive loss of neurons in the hilar polymorphic region and degeneration of their
synaptic projections on dentate granule neurons, induce sprouting of the
neighbouring mossy-fiber axons and formation of recurrent excitatory collaterals,
with an overall increase in the excitatory drive of dentate granule neurons
[133, 134, 140].

4.3 Epileptogenicity: critical conditions and clinical implications

As we have demonstrated in previous sections, epileptogenicity seems to be
intricately related to the mechanisms that vary the level of consciousness and
transition through sleep (cortico-thalamocortical circuits) and the processes of
learning, memory, emotion and complex behaviour (cortico-limbocortical circuits).
In our simulations of neocortical, thalamocortical and allocortical neuronal networks
the following parameters or processes have emerged as most critical for
epileptogenesis:

4.3.1 Excitability of individual neurons and entire networks

The intrinsic/inherent cell membrane and synaptic membrane excitability proper-
ties, influence the electrochemical ionic gradients/equilibriums and ionic transmem-
brane conductances (presynaptic, synaptic, extrasynaptic and postsynaptic receptors,
ionic channels and ligands/neurotransmitters, transporters, ion pumps and
exchangers, channelopathies and antiepileptic drug effects). These ultimately deter-
mine the intrinsic excitability and oscillatory dynamics of the individual neuron
and its interactions with other structurally/functionally interconnected neurons.
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The membrane excitability characteristics and shortening of time integration constant
(via a “push-and-pull” mechanism) of synchronized, coincidental or critically
interacting excitatory (EPSP) and inhibitory (IPSP) postsynaptic potentials can
increase or decrease the excitability of the entire network (Figure 26) [79, 85–97].

The intrinsic excitability of the neuron directly increases excitation or the number
of fast or transient oscillations by reducing the relative refractory period of the firing
neurons and/or increase the probability of spatiotemporal summation or integration
of synchronous/coincidental EPSPs and/or IPSPs. These mechanisms can drive the
firing rates of neurons broadband, the amplitude of the postsynaptic oscillations high
and the time/phase dynamics of their firing complex. They can thus generate a range
of physiological transient and rhythmical cortical neuronal activities (in delta, theta,
alpha, beta and gamma frequencies as reflected in extracellular recordings, local field
potentials, intracranial and scalp surface EEG) and can drive local or widespread
networks in paroxysmal/hypersynchronous activity [85–97, 126, 127].

4.3.2 Structural connectivity of neuronal networks

The structural connectivity (spatial network geometry) of neurons is critical for
the dynamic interaction of excitatory and inhibitory network components. The spatial
distribution of excitatory and inhibitory neurons reflects how sharpened or spread out
the inhibition may be around excitatory neurons. Changing the relative distribution of
the inhibition, that is, how locally vs. widespread the inhibition acts, shapes up and
critically determines individual neuronal and collective oscillatory network behavior,
generating a range of physiological transient and rhythmical cortical neuronal activi-
ties and can drive local or widespread networks in paroxysmal or hypersynchronous
activity (Figures 13–15) [76, 79, 126, 127, 144].

Early developmental and life-long brain changes induce progressive small-to-large
scale structural changes in cortical networks (and thus in epilepsies with age) via
migration and branching-off patterns of neurons, plasticity changes via sprouting or
pruning of neuronal processes, reinforcement or attenuation of synaptic contacts.

Figure 26.
A summary of the interaction of multiple neurophysiological epileptogenic mechanisms.
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Cortical network development and life-long plasticity changes determine long-term
episodic memory formation or retrieval and operational learning memory, and may be
responsible for the development of thalamocortical (e.g. idiopathic/genetic generalized
epilepsies) or build-up of neocortical and limbocortical epileptogenic networks (e.g.
abnormal excitatory recurrent collaterals) [1–6, 101, 126, 127, 144].

4.3.3 Functional connectivity of neuronal networks

The functional connectivity (synaptic strengths/weights) of the network is critical
for the dynamic interaction of excitatory and inhibitory network components.
Changing the relative strength of synaptic connections, critically determines the
oscillatory behavior of the network, and can produce a range of physiological transient
and rhythmical cortical neuronal activities and collective behaviors, from local spa-
tiotemporal to systemic synchronization phenomena. These can sustain the excitatory
up-states of cortical neurons, shape and enhance plasticity, memory, structural and
functional connectivity of thalamocortical, limbocortical and neocortical neuronal
networks (Figures 13–15) [43–53, 126, 127, 144].

Memory and learning (new memory formation and retrieval, short-term working
memory and operational learning), diurnal variations in brain function (spindle
waves and slow sleep oscillations) and longer lasting plasticity changes emerge from
the short to long-term potentiation and/or depression of synaptic connections.
Developmental brain changes are also associated with progressive plasticity changes,
affecting brain rhythms and epilepsies with age including the build-up (e.g. through
abnormal excitatory recurrent collaterals) or shape up of epileptogenic networks
(e.g. through recurrent seizures, high firing-rate and/or hypersynchronous synaptic
activations) [1–6, 126, 127, 144].

4.3.4 Critical global and local transient brain states (microstates)

Neocortical activation is driven by thalamic/reticular input and the level of con-
sciousness rises or drops with a varying reticular, thalamic, septal or neocortical drive.
As higher numbers of thalamic input neurons engage larger numbers of cortical
neurons, this physiologically brings about thalamocortical arousal, thalamosensory
afferentation and amplifies cortical cognitive processing upon multi-modal sensory
stimulation of the cortex. Cortical rhythms speed up and modulate from slow oscilla-
tory (delta and theta range) activities during sleep and low consciousness states to
faster oscillatory activities (alpha with closed eyes and beta/gamma with open eyes) in
the awake and alert brain (Figures 13–15) [43–53].

In a similar fashion, limbocortical activation is externally driven by varying septal,
reticular, thalamic, or neocortical input. While internally limbocortical activation is
driven by CA3/modulatory Mossy-fiber input into CA1/Subiculum and further into
entorhinal cortex that interfaces with the neocortical parahippocampal gyrus and
perirhinal cortex, anterior nucleus of the thalamus, the posterior and anterior cingu-
late cortex, temporal association cortex (for stimulus perception) and frontal associa-
tion cortex (for planning behavioural responses) and other subcortical structures.
This gives rise to physiological high-frequency gamma oscillations (nHFO) and
sharp-wave ripples (SWR) for memory storage/retrieval and arousal respectively
(Figure 26) [33, 34, 49, 60–66, 68, 69].

When critical local and global conditions are met, transitions across different
global and local brain states (microstates) become a powerful modulator of small-to-
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large scale neocortical, ganglio-thalamocortical and/or limbocortical networks that
elicit or unmask epileptogenic network activity in the form of pathological gamma-
oscillations (pHFO), ripples and fast ripples, paroxysmal depolarizations and DC
shifts at the microscopic/mesoscopic level (extracellular and local-field potentials) or
spike-and-waves discharges, sharp and rhythmical fast and slow waves or attenua-
tion/electrodecremental responses at the macroscopic level (EEG) (Figure 26)
[33, 34, 60–66, 68, 69, 98–100, 126, 127]

4.3.5 Epileptogenicity and clinical implications

The above have crucial clinical implications for our current practice and future
approach to epileptic disorders. We need to identify focal lesions or more widespread
abnormalities of structural and/or functional connectivity (focal cortical dysplasias,
developmental dysplasias/malformations, previous or perinatal brain injuries, hypoxic
or metabolic and toxic insults, ischaemic or vascular lesions and malformations,
tumours, space-occupying lesions, infiltrative, (para)neoplastic, inflammatory,
infective/postinfective, autoimmune, vasculitic, (epi)genetic, neurodegenerative, etc)
and modify the local and global, structural and/or functional connectivity and
network excitability [1–6, 98–100, 127].

A common approach to modifying the local and global functional connectivity and
network excitability is by means of antiepileptic medications (Figure 27). For this

Figure 27.
Mechanism of action of clinically approved anti-seizure drugs. Published in Löscher et al. [145] under CC BY-NC 4.0
license. The updated and modified figure has been reproduced with permission from Löscher and Schmidt [146]. The
initial figure was modified with permission fromMacmillan Publishers Ltd© Bialer, M.&White, H. S. Nat. Rev. Drug
Discov. 9, 68–82 (2010). Drugs marked with asterisks indicate that these compounds act by multiple mechanisms (not
all mechanisms shown here). GABA-T: GABA aminotransferase, GAT: GABA transporter, SV2A: synaptic vesicle
protein 2A, GABA: gamma-aminobutyric acid, NMDA: N-methyl-D-aspartate, AMPA: α-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid, KCNQ: a family of voltage-gated potassium channels (also known as the Kv7 family).
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purpose, we employ different antiseizure medications as monotherapy or in various
optimal combinations (polytherapy):

1.fast voltage-gated Na+-channel blockers (e.g. Carbamazepine, Eslicarbazepine,
Oxcarbazepine, Phenytoin, Lamotrigine acting also on L-type Ca+2-channels,
Zonisamide acting also on T-type Ca+2-channels, Cenobamate acting also on
GABA-A receptors, Valproate acting also on Ca+2 and K+ channels and having
anti-NMDA and indirect GABAergic effects, etc.) and/or slow voltage-gated
Na+-channel blockers (e.g. Lacosamide)

2.SVPA2 receptor inhibitors (e.g. Brivaracetam, Levetiracetam acting also on
N-Type Ca+2-channels)

3.AMPA glutamate receptor antagonists (e.g. Perampanel, Topiramate acting also
on GABA-A receptors), with all the above used to control/suppress the intrinsic
local and global network excitability

4.GABA-A receptor agonists (e.g. Clobazam, Clonazepam, Midazolam,
Lorazepam, Diazepam, Phenobarbitone, Primidone, Stiripentol, etc) used to
enhance local and global network inhibition (Table 3) [1–11].

An alternative approach to modifying the local and global, structural and
functional network connectivity and excitability is by means of neurosurgery (with
resection or thermocoagulation of highly epileptogenic lesions/zones and disruption
or disconnection of epileptogenic networks, etc) [98] and neurostimulation
(vagus nerve, electrical/magnetic or optogenetic cortical stimulation or deep brain
stimulation of the thalamus [anterior, centromedian, subthalamic nuclei]/basal
ganglia, hippocampus, etc.) [71].

Current antiseizure medications (Figure 27) are mostly effective at preventing
initiation, propagation, spreading or generalization of epileptic seizures. Modelling
epileptogenesis across all scales of neuronal organization will further our understand-
ing of the mechanisms of epileptogenesis, leading to better pharmacological and
neurosurgical or neurostimulation treatment strategies and the development of new
antiepileptic and epileptogenesis-modifying medications [1–11, 71, 98].
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Chapter 2

Neurophysiology Involved in 
Neuroplasticity: Mechanisms  
of Forgetting
Jose Rodrigo Carrillo-Marquez and Jose Damian Carrillo-Ruiz

Abstract

Neuroplasticity is the brain’s ability to adapt to new stimuli, with the objective 
to overcome and learn how to deal with novel situations. In this chapter, it will be 
explained the new neurophysiological mechanism that entitles the processes of 
brains’ plasticity. The intriguing phenomena that surround cognitive mechanisms 
will be described on a morphological and molecular scale, aiming to understand 
some of the brains’ functions. The principal objective is to clarify and explain that 
neuroplasticity can take place in different complex tasks such as adaptative behaviors, 
memory, learning, and automatic conducts. Also, the evolutionary advantage of for-
getting will be deeply discussed. The work will describe the functioning of the brain 
when adapting to new circumstances that affect the procedures of memory. It will 
be explained why applying biotechnology and neurobioethics is crucial for merging 
basic and clinical sciences.

Keywords: pruning, forgetting, forgetfulness, neuroplasticity, sprouting

“You appear to be astonished,” he said, smiling at my expression of surprise. “Now 
that I do know it, I shall do my best to forget it.”

“To forget it!”

“You see,” he explained, “I consider that a man’s brain originally is like a little empty 
attic, and you must stock it with such furniture as you choose. Now the skillful worker 
is incredibly careful indeed as to what he takes into his brain-attic. He will have 
nothing but the tools which may help him in doing his work, but of these, he has a 
large assortment and all in the most perfect order. It is a mistake to think that little 
room has elastic walls and can distend to any extent. Depending upon it there comes 
a time when for every addition of knowledge, you forget something that you knew 
before. It is of the highest importance, therefore, not to have useless facts elbowing out 
the useful ones.”

The Science of Deduction in A Study in Scarlet.

Sir Arthur Conan Doyle, 1887.
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1. Introduction

Forgetting or forgetfulness is not only a passive activity of neurons but also an 
active process, in which, specific brain areas play role in the neural circuits of tem-
poral and frontal lobes to eliminate information that does not need to be stored in 
memory. Its importance is sustained by the fact of avoiding saturation of the neural 
circuitry; knowledge that could be irrelevant or shallow for the diary living activities 
or in its case, accumulation of chronic unnecessary skills.

This chapter is constructed on the basic principles of neuroplasticity and memory, 
in order to understand how the information is obtained from the senses and then the 
perception that might be needed to be kept in the brain, depending on its modality. 
After this point, which is the molecular and cellular mechanism used by the neurons 
to filter the relevant juxtaposing the purposeless. It is being added to the clinical fea-
ture of neurological illness to distinguish amnesia from forgetting. It will be expressed 
the future of treating patients that need to ameliorate forgetfulness in their daily life.

Although many new areas are being researched, others are kept apart from 
the interest of professionals. That is why this book chapter is presented, aim-
ing to inform the new physiological mechanisms that have been described in the 
forgetting process, so as its relationship with neuroplasticity. Also, there will be an 
in-depth explanation of some pathologies and affections that trigger this neuro-
physiological response.

2. Why science takes a fundamental role in neuroplasticity?

Understanding part of the physiology of the nervous system has been one of 
the most outstanding achievements of the 20th century. It is indisputable that 
these achievements could not have happened if there was no research involved, so 
as the interest of the scientific community to try to explain the mechanisms of the 
brain. The decade from 1990 to 2000 was established by the American Academy of 
Neurology (AAN) as the “decade of the brain” [1], and it was a transition between 
elemental bases of neuroscience to a more specific so-called era. It is important to 
mention that in the 21st century, the growing curiosity to investigate and explain 
neurophysiology has reached unprecedented milestones due to emerging technolo-
gies that have been crucial for research and clinical practice. Topics such as memory, 
neuroplasticity, neurobiochemistry, neuronal tracts, sprouting, and neuroimmunol-
ogy are reaching new horizons because of the molecular approach [2]. This is the 
reason why it should be investigated the neuroplasticity and forgetting. Not just as a 
new trend, but rather as fields of neuroscience that must be discussed by the com-
munity in order to achieve progress. Without the new biotechnology, and in this case 
neurobiotechnology; discovering and knowing the molecular mechanisms of plastic-
ity, memory, and forgetting would be impossible.

3. Neuroplasticity

3.1 An approach from neuroembryology

To fully understand neuroplasticity, it is first necessary to classify and define 
what this concept stands for. Several authors have tried to state a formal definition, 
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yet many of them have not taken into consideration this phenomenon over time. 
Neuroplasticity is a complex process that starts in the embryo neurogenesis, begin-
ning with neurulation. It is important to state that the closure of the neural tube 
happens between the 21st and 25th day [3]. From the formation of the neural tube 
until the moment in which the fetus has a complete morphological nervous system 
many molecular signals initiate and finish the growth, connectivity, and cellular 
differentiation within the brain and the rest of the nervous system. Between the 8th 
week of pregnancy (time by which every human system is formed) to the moment of 
labor, the nervous system shifts drastically [4].

3.2 The notch pathway and neuroplasticity

One of the most important mechanisms of these changes is the Notch differentia-
tion which is a gene-mediated regulatory cascade also known as the “notch signaling 
pathway”. Its importance comes from its direct participation in cell proliferation and 
fate, so as differentiation and apoptotic mechanisms. This process assures the devel-
opment and distinction of the nervous system from small animals (i.e., Drosophila 
melanogaster) to humans [5, 6].

Although this process elucidates how neuroblasts tend to differentiate into 
neurons and both glial cells, it should be said that the whole process is more complex 
than the intervention between the “Hes family (1, 5 & 6)”, RBPJ and the ligands 
with Jagged and DII [7]. What can be said is that an incorrect step in the process 
might change future physiological functions within the nervous system, opening 
the possibility of mental illnesses and congenital neurological diseases which are not 
going to be described in this manuscript. Information regarding the topic has been 
published, but the reality is that studies just explain the correlation between multiple 
genes, transcripts, and proteins that take part in the complex process of neurological 
plasticity [8].

Also, epigenetic factors can alter the expression of this mechanism that takes place 
in embryogenesis and after-birth processes. Lasky states that memory and learning 
are two of the most important and multifactorial processes that involve a relationship 
with Notch, so as diverse pathologies that may arise from this process in postnatal 
development [9]. This evidence has also been restated a few years ago by Engler, 
adding the participation of NOTCH1 and NOTCH2 in this phenomenon, as well as 
adding a description of how all these factors take place in adults [10].

3.3 Fresh perspectives regarding neuroplasticity

The reality is that younger individuals have a better capacity than older ones to 
form neuronal connections, learn and perform new tasks, due to the capacity of 
younger neurons to arborize and form new circuits [11]. Adult neurogenesis, and thus 
neuroplasticity, is possible to occur in the hippocampus. This theory has been deeply 
discussed, but the reality is that more research and more substantial medical evidence 
should be published in order to get to a consensus [12]. Despite age, individuals that 
make exercise tend to have an increase in neurotrophic factors (i.e., Brain-Derived 
Neurotrophic Factor, Nerve Growth Factor, and Glial Cell line-derived Factor) that 
brings a more efficient functionality in comparison with those who do not exercise 
[13]. The relationship between oxytocin and the increase of pro-social behaviors, 
neuronal excitability, and plasticity has been described by Froemke [14]. It is impor-
tant to acknowledge that the research made by this group determined that mammals 
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use oxytocinergic modulation in the process of maternal care and social bonding. It is 
a prolific contribution to the field because of the hormonal and neurological modula-
tion involved in physiological and pathophysiological processes.

3.4 A new proposal in defining neuroplasticity

As said before, neuroplasticity is one of the most intriguing, and yet not fully 
known mechanisms that occur within the nervous system. It has been said that 
neuroplasticity consists of changes in a morphological, biochemical, and pharma-
cological adaptation in neuronal networks. The main objective of this physiologi-
cal process is the adaptative response of the brain to diverse stimuli. Moreover, 
neuroplasticity and its physiology are fundamental concepts when approaching the 
pathophysiology of several neurologic illnesses, based on the ideas proposed by de 
Olveira in 2020 [15]. Understanding neuroplasticity as a process that relates directly 
to behavioral patterns and pharmacology, so as the interaction of these fields with 
pathology.

As a contribution to this field, it is being proposed to define neuroplasticity 
as a temporal and active mechanism related to neurogenesis and nervous cell 
apoptosis, starting in the neurulation, and finished until the subject’s death, 
having characteristics of neurochemical and morphological changes that can be 
altered by other substances and environmental factors. This definition is based 
upon neurobioethics in order to understand this phenomenon not just at a basic 
and scientific level but comprehending these neural occurrences in a medical and 
anthropological way.

It will be described how neuroplasticity is related to memory formation, forget-
fulness, and the differentiation between a physiological and pathological operation 
(Figure 1).

Figure 1. 
This graphic represents the relationship between memory and forgetfulness, involved in all the process, the 
neuroplasticity. This is evident from the formation of the nervous system in neurulation and continues through 
the time to the moment of the subject’s death. Also, the presence of neurological illness modifies both functions. 
* = sporadic diseases during lifetime.
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4. Into the memory

Memory as well known is a neurophysiological mechanism that is complex and 
subdivided into many different subclassifications. The aim of this document is not to 
discuss nor describe exhaustively each category [16], but rather to mention them and 
comprehend how memories are formed. Also, this will help to establish in the follow-
ing pages the criteria to understand what the concept of forgetfulness really means 
(Figure 2).

4.1 Mechanisms of memory formation

According to human physiology, memory is a phenomenon that takes place in the 
following structures: the hippocampus and the cortex (specifically the neocortex) 
[17]. Moreover, memory cannot be described as an isolated phenomenon since the 
cortex and limbic system takes place in memory consolidation. The amygdala plays a 
fundamental role in emotional response linked with memory being fear, one of the 
principal factors for plasticity and neurochemical activities in that anatomic region 
[18, 19]. It is important to state that the relationship between the amygdala and hip-
pocampus balances the encoding processes of memory [20]. Also, it has been deter-
mined that the cingulate cortex is involved in action-outcome learning, and it also is 
an important place of brain connectivity [21].

It is important to mention that memory has also a neurophylogenetic component. 
Chittka described that many animals such as wasps, bees, and cockroaches have the 
ability of spatial learning for surviving [22]. Decapod crustaceans have the same ability 
as well, it has been published that crabs can adapt and be conditioned to solve mazes 
having an improvement in comparison with those who did not have time to explore 
the trial [23]. Krichbaum reported that dogs have the capability of episodic memory 
for accomplishing tasks, even though seven out of ten dogs tested positive in conduct 

Figure 2. 
It is demonstrated the memory function: short-term, working memory and long-term with its main characteristics 
and examples of each subtype.
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experiments, more research should be done to clarify this proposal [24]. According to 
scientific literature, monkeys can retrieve information from short to medium periods 
of time, use working memory, and have a limited self-perception when answering 
cognitive tests [25]. Humans are at top of this evolutionary scale due to their complex 
brain structure and functional morphology, that no other species own.

It might sound coherent to the fact that the cortex is involved in decoding the diverse 
stimuli that pass through the senses (i.e., sight, touch, smell, taste, hearing, cognitive 
estimation, and reasoning). Memory is determined by several factors such as chemicals, 
hormones, neurotrophic factors, neurotransmitters, external stimuli, and sleep.

Regarding sleep, Klinzing determined that Long-Term Memory is formed during 
slow-wave sleep in the hippocampus of rodents, so as in humans [26]. Speaking about 
hormones, it has been described by Acosta that the circadian rhythm plays an impor-
tant role in starting and stopping the gene and cellular structures that are regulated by 
an extensive number of hormones (i.e., Cortisol, Digestive Hormones) [27]. Also, the 
relationship between hormone regulation and the gut-brain axis (GBA) has a funda-
mental role with the hypothalamus in maintaining a healthy metabolism and a correct 
function of glutamatergic, cholinergic, calcium-calmodulin, mitogen-activated pro-
tein kinase (MAPK), extracellular signal-regulated kinases (ERK’s), phosphoinositide 
3-kinase (PI3K), ghrelin, leptin, insulin, and glucagon signaling [28].

Also, one of the most recent studies has determined that smoking cannabis con-
taining the active molecule of tetrahydrocannabinol (THC) disrupts short memory, 
but unclear evidence of neurogenesis in the hippocampus also has been reported [29]. 
Alcohol abuse in big quantities can prevent the brain from forming new memories, 
and after the withdrawal, incapacity to remember correctly what happened when 
drunk. Also, it has other metabolic consequences [30].

Moreover, the hippocampus builds coherent long-lasting memories, merging 
exploratory visual exploration and memory formation [31]. Adding that also the other 
senses can take place in this process. The reality is that the theory of engrams “basic 
biological unit of memory” has been merged with neuroplasticity to understand the 
physiological mechanism of forming memories [32]. As it has been stated, reducing 
complex processes: in this case, a “memory to an engram” also can bring detrimental 
consequences for scientific research.

5. Concept of forgetting or forgetfulness

Forgetting is defined as the loss of memory or the failure of the brain to remember. 
It is the fact that something concrete or a special person, is not present in the mind of 
a subject. Although he or she might have known them well previously. It is interesting 
that forgetfulness is a synonym for forgetting in a colloquial or scientific language, 
based on the ideas of Della Sala and Cubelli [33]. Nevertheless, forgetting could be 
more punctual to the “fact of forget”, and forgetfulness is the process and state of not 
remembering [34].

5.1 Objectives of forgetting

It is relevant for the brain and the mind to experience forgetfulness. In the same 
way a person could be memorizing events, skills, situations, and circumstances in a 
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natural process; it is necessary for a similar path to forget all the things that are not 
essential in the activity’s life. Indeed, one cannot exist if the other one is abolished. 
It erases the shallow and specific things dispensable to work. This allows the new 
experience or knowledge, even though opening the gate for creativity or innovation, 
inclusively, it could be considered a paradoxical effect because one person forgets 
insignificant information and could store an important one [35, 36].

Furthermore, forgetting helps to ameliorate traumatic or anxious situations that 
could be dangerous to mental health. This indicates a capability to grow and promote 
personality maturation coupled with emotional intelligence.

5.2 Microglia and macroglia in forgetting

The microglia cells are the caregivers of the neurons because they support, 
nourish, and attack the estrange and harmful cells. This last activity is based on the 
activation of the complement system: for the attack including C1q, C3, and CR3; and 
for the cell, preservation uses CD47 (cluster of differentiation 47), SIRPα (signal-
regulatory protein), and CX3CR (chemokine receptor 1). Indeed, these components 
of complement resting the microglia to prune synapsis during neural activity and 
plasticity [37]. Neuroplasticity involves the stability of the long-term potential (LTP), 
a neural mechanism based on the dependent- Ca++ gates to produce the learning and 
memory phenomena [38]. It is in the same direction the memory needs the microglia 
to consolidate that the use of complement in the inverse sense to get forgetting, 
undoubtedly with the use of microglia. In a double mechanism with gradual and 
activity-dependent, the retraction of synapsis mediated by the glia contributes to 
forgetting [39] (Figure 3).

Although there is no substantial evidence of the participation of macroglia (i.e., 
oligodendrocytes and astrocytes) in forgetting mechanisms [40, 41], further investi-
gation must be required. Based on the proposition that astrocytes play an important 
role in neurotransmission uptake and neural guidance, so as their immunological 
properties as cells [42].

Figure 3. 
It is shown the cellular mechanism of forgetting. Preservation and pruning in the neuron (a) and the micro/
macroglia (b). V↑↓Ca2+= Regulation in voltage-gated calcium channels; CD47 = Cluster of Differentiation 47, 
SIRPα = Signal-Regulatory Protein Alpha, CX3CR = Chemokine Receptor 1; C1q = Complement component 1q, 
C3 = Complement component 3, CR3 = Complement receptor 3 [37].
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6. Neurological diseases

6.1 Amnesia or forgetting?

The first point to consider is determining if exists amnesia or forgetting: It is not 
the same. Although in both circumstances it shows the absence of retrieval of the 
elements lived by the person and how they get stored in the brain, the amnesia is 
produced by a real element damaging the neurons of the memory circuit. There are 
several conditions that could be presented in different illnesses that produced amnesia 
[43]. The next are the most common causes to produce it (Table 1):

There is much information about each one of the neurologic diseases, but this is 
not the discussion matter of this chapter. Those have been mentioned to show the 
difference between amnesia and forgetfulness.

On the other hand, forgetting is the absence of reuptake of the skills or memory 
elements without lesion to the brain neurons, and neuronal circuitry is intact. 
Sometimes normal forgetting is considered like a pathological memory problem, and 
this is not the real image of what exactly happens. An example could be a geriatric 
patient with failures in memory that could be attributed to incipient dementia. The 
process of forgetting is explained due to perception and/or attention alteration. 
Indeed, the simple past of the time could produce a diminution of the capability to 
retain the information entered into the brain [44, 45].

Some of the concrete neurologic problems are described below (Table 2).

6.2 Aging

It is well known that neuroplasticity is produced during the initial stages of the 
human being after-birth, when the brain is immature. It is needed for establishing 

I. Moderate to severe cranial-brain trauma

II. Chronic and evolutive dementia (e.g., Alzheimer or Parkinson Disease)

III. Cardiac and brain stroke

IV. Nutritional deficiency (e.g., Korsakoff Disease)

V Brain tumors

VI. Seizures and epilepsy

VII. Cerebral infections

VIII. Thyroid hormones alterations (i.e., hypothyroidism and hyperthyroidism).

IX. Psychotropic drugs (e.g., antidepressants, antiepileptic, antipsychotic…).

X. Poisoning interfering central nervous system

Carbon monoxide (CO)

Animal or vegetal substances

Alcohol

Cannabinoids

Hard drugs

Table 1. 
Amnesia and its causes.
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connections and making neural circuits that could regulate basic and important 
levels of diverse functions in the Central Nervous System (CNS) [46]. In this sense, 
the neuroplasticity of a newborn, and infant, and inclusive an adolescent is more 
relevant compared to the neuroplasticity of adult and geriatric subjects and patients. 
The person develops forgetting when the lifetime is passing through his eyes. It is the 
expected, so it is an important event, but not only the oldest people experiment it. 
As it has been stated, forgetting is necessary to leave irrelevant knowledge, learn and 
memorize new ones in each stage of his life [36, 47].

6.3 Sleep deprivation

Patient with moderate-to-severe problems of sleep with different etiologies could 
present more frequent number of forgetting memories compared to normal sub-
jects. The presence of insomnia is a determinant factor for the lack of concentration 
because it affects the attention and a correct state of consciousness. It is important the 
state of anatomical and functional integrities of the Reticular Ascendent Activating 
System (RAAS), which takes part in several neurotransmitters involved in the 
arousal-sleep cycle. In this matter, the orexin-neuron groups are involved in this regu-
lation, according to what Chambers stated in 2017 [48]. To consolidate the knowledge, 
the hippocampus needs to have the presence of a neurophysiological plateau with 
the intervention of calcium (Ca++) to produce the hippocampal delta waves. Such 
manifestations demonstrate the consolidation of a set of skills. This is mediate by 
acetylcholine. It is possible that forgetting could use the same anatomical point, with 
the performance of inhibitory neurotransmitters like GABA or glycine [49].

6.4 Hypermnesia

One of the most interesting situations of medicine is the presence of photo-
graphic memory. It is rare to find people with this extraordinary capability. For the 
person who had this gift could be used in a social and economic success [50, 51]. 
The person with this “excess of memory” has an enormous advantage to learn and 
to extract information from their neuronal circuits. It demonstrated that it exists 
a hyper-connectivity and optimization of the function of neurotransmitters like 
noradrenaline, as described by Hurlemann [52]. Nevertheless, when a subject has 
this situation, it could be difficult to destroy superficial information, and every 
single moment could be remembered, everything from the big picture to the small 
details, depending on the individual’s capability. This illness does not allow the use 
of forgetting, so in this person, this could give birth to a paradoxical and noxious 
psychological effect [53].

I. Aging

II. Sleep deprivation

III. Hypermnesia

IV. Severe mental stress

Anxiety Depression

Table 2. 
Concrete neurologic problems affecting memory.
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6.5 Severe mental stress

One of the most important defense mechanisms against brutal stress is the pres-
ence of forgetfulness when some life events, like rape or war survival, could have 
been lived. This produces a tremendous shock in subjects or in patients, opening 
the possibility of being diagnosed with “post-traumatic stress disorder” (PTSD). 
For lucky individuals who forget what happened, the brain uses these psychological 
mechanisms, described by psychologist and psychiatrist, to bury the unpleasant 
experience in the unconsciousness or to delete it completely from the memory [54]. 
It is certainly that powerful inhibitory system in the limbic and memory circuits that 
had been involved including dopamine, as reported by Sabanda in 2021 [55]. Patients 
with this trauma had mild to severe anxiety and depression [56]. These add a motive 
to avoid remembering painful events and could potentiate forgetting. Some studies 
with war veterans are performed with PET or functional MRI to know what happened 
in the brain lobes with stress.

7. Therapeutic aspects

Nowadays, there is not an effective treatment for exclusively the absence or the 
excess of forgetting. There are two possibilities for therapeutic goals: using drugs and 
not using them. In the first one, all the strategies to avoid forgetting. At this point, it 
can be used all the drugs involved in the treatment of dementia. Although how it was 
explained, the mechanism of action is not the same, because in amnesia there is clear 
damage to neurons, in forgetting not. All the cholinesterase inhibitors like donepezil 
[57], rivastigmine, or galantamine [58]; glutamate regulators like memantine [59]; 
or more recently, with the use of monoclonal antibodies treatment like aducanumab 
could be considered [60], all the studies published in 2022. It is desirable the use 
of cognitive-behavioral psychotherapy using strategies and exercises to promote 
memory.

It exists also the use of neuromodulation to promote memory in patients with 
Alzheimer’s disease (AD) [61]. It is still an experimental tool for this proposal. 
The main target is Deep Brain Stimulation (DBS) to avoid amnesia. The use of 
DBS could improve the fall of memory centered in the fornix of patients with AD 
[62, 63]. Not forgetting (how it is considered in this chapter) has already been 
evaluated.

On the other hand, there are no punctual drugs to increment forgetting. In 
patients with depression or anxiety, the treatment is focused on its disease, like 
antidepressants or anxiolytics. Insomnia patients could use anxiolytics. Also, 
specific medications, like suvorexant, a drug that acts in the orexin neurotransmit-
ter in the hypothalamus to regulate the sleep-arousal cycle, according to Rahman in 
2022 [64].

There is no choice to improve forgetfulness in a precise manner, as DBS does with 
AD patients. It must be explored this area, thinking in a brain surgical target: a list of 
possible targets is each part of the verbal memory, like the hippocampus, fornix, or 
amygdala. It could be considered, and indeed, they are used with DBS in patients with 
epilepsy, aggressiveness, or AD.

Depressive or anxious patients could be treated with Transcranial Magnetic 
Stimulation (TMS) to diminish the symptoms [65, 66]. Also, it is possible for future 
protocols to evaluate forgetfulness.
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8. Conclusions

Forgetting or forgetfulness is a neurologic active state in which the subject or 
the patient has an impossibility to obtain old information stored in their memory. 
Neuroplasticity is a fundamental concept when approaching forgetfulness. 
Macroscopically, the neuronal circuitry is not damaged, although its molecular scene 
changes the opportunity to retrieve the information. It is important to mention the 
existence of drugs that improve amnesia (which is not the same as forgetting), and it 
is possible to act over forgetfulness. There are no medications to help forget, in cases 
of sleepiness, mental trauma, or aging. The use of DBS or TMS could be a possibility 
to increase or decrease, in other words, neuromodulate forgetting.
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Chapter 3

Neurophysiology of Emotions
Maurizio Oggiano

Abstract

Emotions are automatic and primary patterns of purposeful cognitive-behavioral
organizations. They have three main functions: coordination, signaling, and informa-
tion. First, emotions coordinate organs and tissues, thus predisposing the body to
peculiar responses. Scholars have not reached a consensus on the plausibility of
emotion-specific response patterns yet. Despite the limitations, data support the
hypothesis of specific response patterns for distinct subtypes of emotions. Second,
emotional episodes signal the current state of the individual. Humans display their
state with verbal behaviors, nonverbal actions (e.g., facial movements), and
neurovegetative signals. Third, emotions inform the brain for interpretative and eval-
uative purposes. Emotional experiences include mental representations of arousal,
relations, and situations. Every emotional episode begins with exposure to stimuli
with distinctive features (i.e., elicitor). These inputs can arise from learning, expres-
sions, empathy, and be inherited, or rely on limited aspects of the environment (i.e.,
sign stimuli). The existence of the latter ones in humans is unclear; however, emotions
influence several processes, such as perception, attention, learning, memory,
decision-making, attitudes, and mental schemes. Overall, the literature suggests the
nonlinearity of the emotional process. Each section outlines the neurophysiological
basis of elements of emotion.

Keywords: emotion, emotion definition, emotion faces, facial expressions, emotional
experience, elicitor, sign stimuli, reward system, James-Lange theory, Cannon-Bard
theory

1. Introduction

The study of emotions has fascinated scholars from all over the world for
millennia. Socrates and Plato dealt with it about two thousand five hundred years ago,
and they probably were not even the first [1]. Although there have been considerable
advances since then, our knowledge is far from complete.

In this chapter, the term emotion refers to “automatic and primary patterns of
purposeful cognitive-behavioral organizations” [2]. Although there is no consensus,
data suggest that emotions are “automatic models” since each subtype probably has
specific neurophysiological layouts [3]. Furthermore, every emotional process is “pri-
mary” because, in certain situations, it coordinates the activity of the nervous system
(e.g., perception, attention, and memory) [4]. The expression “cognitive-behavioral
organizations” describes the coordinating nature of emotion and its ability to facilitate
distinctive behavioral responses [5], while maintaining central control. In particular,
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brain processing makes it possible to learn (see Section 5.1), inhibit, and regulate emo-
tional responses [6]. Emotions are then “purposeful” because they aim to prepare the
body to respond to situations that have occurred repeatedly throughout evolution [4].

On the whole, these features reveal the essential functions of emotions, namely [7]:

• Coordination: Emotions coordinate organs and tissues, thus predisposing the
body to peculiar responses (see Section 2).

• Signaling: Although the central nervous system (CNS) maintains the faculty of
control (e.g., inhibition), coordination activities facilitate the production of
distinctive behavioral responses and expressive signals of the individual’s current
emotional state (see Section 3).

• Information: The CNS interprets and evaluates emotional episodes. That allows
individuals to partly consciously perceive emotions, learn from them, and direct
behaviors (see Section 4).

2. Coordination

One of the first scientists to define the nature of emotions was probably William
James. Until then, the prevalent idea was that situations evoke emotions that, in turn,
trigger bodily changes. James instead claimed that “bodily changes follow directly the
PERCEPTION of the exciting fact, and that our feeling of the same changes as they
occur IS the emotion” (pp. 189–190) [8]. The Danish psychologist Lange developed
similar concepts in the same period. Therefore, today, scholars refer to this idea as the
James-Lange theory. Sensory systems send data about the current situation to the
central nervous system. Subsequently, the CNS induces physiological changes (e.g.,
heartbeat and muscle tone). The following feeling of these changes is the emotion. In
other words, there is no emotion without physiological changes. It seemed a counter-
intuitive thesis even then. Nevertheless, several scholars accepted the James-Lange
theory [9].

Some years later, Walter Bradford Cannon falsified James’s idea. He considered
that stopping sensory sensitivity would impair the central perception of physiological
changes, thereby eliminating emotions. Thus, Cannon resected the animals’ spinal
cords. Results suggested that surgically operated individuals still felt emotions,
though. Furthermore, it seemed the same physiological changes accompanied various
emotions. Cannon concluded that emotions disturb the activity of the autonomic
nervous system (ANS) [10], and Philip Bard enriched this view. In brief, this hypoth-
esis (i.e., the Cannon-Bard theory) [9] is an “all-or-none” approach with only two
autonomic patterns: non-activated versus diffusely activated [5].

Neither theory has disappeared over the years. Indeed, they have led to two
contrasting approaches.

First, nonstate theories and general arousal models suggest the inexistence of
specific internal states of emotions [11]. The two-factor theory [12], the component
process model [13], and other hypotheses [14] reach the same conclusion. Empirical
evidence does not support the idea that emotions have specific ANS patterns. Part
of the data instead suggests that undifferentiated arousal accompanies emotional
experiences [3]. Something in the body happens, but are the people who label
it as an emotional experience (e.g., fear, joy, and sadness) [15]. Therefore,
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proponents of these theories (i.e., cognitive models) claim that emotions result from
brain activity [5].

The second approach supports the existence of discrete emotions, each one char-
acterized by specific neurophysiological and behavioral routines. In this case, scholars
usually view emotions as an adaptive mechanism, a product of evolution [4]. Charles
Darwin was probably the first to search for the cause of expressions [16]. Subse-
quently, several scientists focused on the link between emotions, autonomic activity,
and behavioral responses (e.g., facial expressions) [17]. Proponents of this functional-
evolutionary approach claim the existence of different emotions associated with bio-
behavioral layouts [5].

There is a lively debate still today. In particular, scholars did not reach a consensus
on the existence of emotion-specific response patterns. One explanation for this dia-
tribe lies in the methodological challenges the study of emotions entails. Individual
differences (e.g., emotion recognition skills), the choice of elicitor (e.g., there is no
certainty that a given stimulus elicits a given emotion in people), indicators (e.g., a
continuous recording of different physiological and behavioral measures) [5], and
statistical methods are among these [18].

Despite the issues, data support the hypothesis of specific response patterns for
distinct subtypes of emotions [3]. For example, in rodents, different types of fear
correspond to independent neural substrates [19]. Indeed, emotional families are sets
of states that share elicitors (see Section 5), autonomic patterns, expressions, and
behavioral reactions [17]. The neural substrates of emotional subtypes facilitate
different behavioral responses. As an illustration, consider the Fight Flight Freeze
System [20]:

• The flight depends on norepinephrine activity from the locus coeruleus.
Moreover, the amygdaloid complex (Amg) activates periaqueductal gray and
brainstem autonomic nuclei.

• The fight has its neurobiological basis in the hypothalamic-pituitary-adrenal axis
(HPA). In particular, the release of cortisol stimulates gluconeogenesis (i.e., the
conversion of substrates into glucose) and glycogenesis (i.e., glycogen synthesis).
That provides fuel for metabolism and activates the sympathetic division of the
autonomic nervous system [21].

• Freezing also relies on a specific neural network. In brief, the central nucleus of
the amygdala has connections to the lateral hypothalamus (i.e., which mediates
autonomic sympathetic responses), medullar nuclei (i.e., that control
parasympathetic response), and the ventrolateral periaqueductal gray [22].

3. Signaling

The bodily activity that occurs with emotions has a high signaling value. For
example, organs and tissues, as well as the nervous system, can signal emotional
states [20].

Furthermore, emotions and motor activation often correlate. That can affect the
striated muscles of the neck, back, arms, or the smooth muscles of the blood vessels and
alimentary tract. Similarly, facial muscles can also be part of the emotion [23]. All these
activities can be expressions, namely, distinctive signals of emotional episodes [6].
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However, emotions are not the only determinants of bodily signals. In particular,
contextual and cognitive factors make it challenging to distinguish expressions from
cues attributable to other causes. Individual differences (e.g., age, gender and learn-
ing) are often decisive in expression regulation. Indeed, the nervous system (e.g.,
premotor cortex and primary motor cortex) has the flexibility to adjust actions already
planned to the current situation [9]. That means individuals can generally inhibit,
mask, or even simulate expressions [6].

In brief, emotional signals can belong to three macro categories. First, verbal
behavior refers to emotional expression through natural-historical languages. The
second category, nonverbal behavior (NVB), concerns any type of action except the
use of words. Gestures, gait, and posture are examples of NVB. Although facial
expressions also fall into this category, they will be examined separately, given their
significance to humans. Finally, autonomic activity can produce external manifesta-
tions (neurovegetative signals) interpretable as expressions (e.g., pupil diameter, heart
rate, and breathing).

3.1 Verbal behavior

Voice and speech are the two components of the act of speaking. The voice
features are pitch, volume, intensity, and rhythm. Instead, speech is the content of
discourses. It includes vocabulary, grammar style, and structure [24].

Humans can use verbal behavior to express emotions [25]. Speaking is a faculty
that recruits several anatomical structures: cerebral regions (e.g., the frontal lobe) [9]
and the digestive and respiratory systems (e.g., lungs, larynx, sinus cavities of the
vocal tract, palate, tongue, and teeth) [26]. Noteworthy, dysfunction of the frontal
lobe is one of the determinants of alexithymia, a condition that involves among other
things, difficulty or inability to verbalize emotions [27]. However, a vast cerebral
network underpins verbal expression of emotion. The right inferior frontal cortex, the
right posterior superior temporal cortex, the left mid-fusiform gyrus, the right inferior
prefrontal and bilateral fusiform cortices, and the amygdaloid complex are part of this
network [25].

3.2 Nonverbal behavior

Behavioral responses can be emotional clues. For example, gait (e.g., arm swing,
length, and speed of stride) can reveal whether an individual is happy, sad, or angry
[28]. Furthermore, the emotional state can influence posture (i.e., the position of the
body or its parts) [29], produce acoustic signals, such as laughter [30], and alter the
sound of voice (e.g., pitch, intensity, and tension) [31].

However, humans can voluntarily signal and fake emotional states through their
bodies (e.g., facial expressions, gestures, and posture) [30]. Birds also have this
ability. For example, the wild fork-tailed drongos (Dicrurus adsimilis) produce false
mimicked alarm calls that scare meerkats (Suricata suricatta). Thereby, these birds
steal meerkats’ food [32].

It is unclear whether emotional expression management relies on a single
neurocognitive system. The intentional inhibition of human motor responses depends,
at least in part, on the activation of the right inferior frontal cortex (rIFC). Indeed, the
activity of the rIFC is often associated with the deactivation of other brain regions
important for emotions, such as the amygdaloid complex [33].
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3.3 Facial expressions

The face is informative in several ways. For example, humans get clues about
people’s health through skin color [34]. Nonetheless, the main source of information is
the activity of the facial muscles. Their contraction, in specific combinations, pro-
duces skin movements, namely, facial expressions. Moreover, they assume complex
patterns according to the movement of the head and eyes.

The muscles of the face include two large groups. First, themastication muscles (i.e.,
temporalis, masseter, and pterygoid muscles) have the primary task of moving the
jaws and chewing. However, they can even participate in emotional expression. It is
the trigeminal nerve that innervates these muscles (Figure 1).

The expressive ormimeticmuscles are the second group. The facial nerve innervates
these muscles. Indeed, their function is to configure the expression of the face. The
temporofacial division of this nerve connects the muscles of the upper part of the face
to both cerebral hemispheres. Instead, the cervicofacial facial nerve links the lower
face only to the contralateral hemisphere (Figure 2).

The cerebral cortex controls voluntary movements through the corticospinal (or
pyramidal) tract [23]. Two-thirds of this tract receives input from the motor cortex
and the rest from the somatosensory areas, such as the parietal lobe [9]. For these
reasons, emotional facial expressions seem to depend on the other trait, the extrapy-
ramidal one.

The right side of the face could be dominant for emotional expressions. That is the
idea of some scholars, based on some clinical evidence. For example, several people
show a left bias during posed expressions [23]. Nevertheless, the empirical results are
ambiguous, and academic speculations are divergent [35]. For instance, the approach-
withdrawal model hypothesizes that emotions of “approach” (e.g., joy) coincide with
more activity of the left frontal brain, and the “withdrawal” ones (e.g., fear) activate
the right frontal brain to a superior extent [36].

Moreover, humans can exhibit brief, local contractions (i.e., microexpressions).
Their duration varies from about 40 to 335 ms [37]. Microexpressions mainly involve

Figure 1.
Schematic representation of the motor pathways of mastication.
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the upper face muscles (e.g., the frontalis) and occur unconsciously, at least in part.
Indeed, it is the extrapyramidal tract that mediates their production [23]. However,
their alleged unintentional nature has stretched their informative potential. In partic-
ular, several scholars believe that microexpressions are reliable signals of spontaneous
emotions and lies. For example, law enforcement and airport security use
microexpressions as lie-detecting clues. All this despite the experimental data being
inconclusive and practical applications ineffective [38]. However, microexpressions
could be functional in other fields (e.g., to survey the quality of the patient-therapist
relationship) [39]. Noteworthy, only a few microexpressions seem unmanageable. For
example, the eyebrow flash and contempt expression are more controllable [38].

Although the prototypical patterns are well known, there is a low coherence
between facial displays and emotions. Specifically, the likelihood of a person showing
an expression (e.g., the Duchenne smile) when feeling the corresponding emotion
(e.g., joy) is often lower than chance, in the both laboratory [40] and naturalistic
settings [41]. One of the determinants of this low emotion-expression coherence lies
in display rules. In brief, they are laws of expression management based on various
factors (e.g., context, roles, gender, and age). Learning these rules usually takes place
in the first years of life. Thereby, humans learn to repeat, amplify, and inhibit the
expression of emotions [42]. It is the cerebral cortex that mediates the voluntary
inhibition of facial movements [23].

3.4 Neurovegetative signals

Despite limitations and still open questions, there are enough data to state that
physiological changes accompany emotions (see Section 2).

Activities of the autonomic nervous system can induce appearance variations. For
example, vasodilation can cause blood vessels to bulge and alter the color of the skin.
Blushing (i.e., in embarrassment) and reddering (e.g., in anger) are two typical
neurovegetative signals of an increase in the caliber of blood vessels. Conversely,
vasoconstriction (e.g., in fear) produces blanching.

The body can also secrete various substances. For example, tear glands provoke
crying [43] related to some types of sadness [44]. Similarly, the sweat glands produce

Figure 2.
Schematic representation of the pathways of human facial expressive muscles.
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sweat (e.g., in fear), and the salivary ones are responsible for the secretion of saliva,
which is typical of certain emotional states, such as disgust and anger.

Other neurovegetative signals are piloerection and the change in pupil diameter.
They can be cues to emotions (e.g., anger and fear) or other states (e.g., sexual
appetite) [43].

At the central level, these ANS activities are outcomes of a neural network that
involves the hypothalamus (Hy), which is essential for homeostasis. The Hy links with
periaqueductal gray, the reticular formation, parabrachial nucleus, ventral tegmental
area (VTA), and the raphe nuclei [45].

4. Information

Rather than describing the whole emotional process, the James-Lange theory
focuses on the emotional experience, namely, what the individual perceives of
emotion [11].

In particular, emotional experiences consist of mental representations that can relate
to different aspects of emotions. First, the individual can perceive, even if only
partially, arousal [46]. The central nervous system processes the information it
retrieves from the body’s activity. For example, reactions, such as wrinkles, blushing,
and tearing are all signals, that potentially influence the perception of emotions [47].
Indeed, autonomic feedback (e.g., from sweating and respiration) is another essential
feature of the emotional experience [48]. The second aspect is about the relational
content (e.g., mental representations of dominance and submission). Third, the situ-
ational content is an integral part of the emotional experience. For example, people
often link psychological situations to their emotions.

The elements of the emotional experience concern the appraisal, at least in part
[46]. In brief, it consists of the cognitive assessments (e.g., of valence) accompanying
emotions (e.g., positive or negative) [48]. According to the cognitive approach,
the appraisal is necessary to elicit emotions, and it can also occur quickly and
involuntarily [49].

The neurophysiological basis of emotional experience may rely on two distinct
networks. A first circuit seems to allow value-based representation. The essential
brain regions of this network are the basolateral amygdala (BLA), the anterior insula,
and the orbitofrontal cortex (OFC). In particular, the BLA provides an initial assess-
ment of a stimulus. The anterior insula instead allows the representation of intero-
ceptive inputs. Finally, the OFC makes processing more flexible by including
information regarding the context. BLA and OFC are interconnected with each other,
as well as have connections with the cortical regions responsible for sensory repre-
sentations. The second circuit of emotional experience seems to be a sort of affective
working memory that holds and processes emotive information for short periods. Its
neurophysiological basis lies in the amygdaloid complex and the reciprocal connec-
tions between the prefrontal cortex (PFC) and the anterior cingulate cortex [46].

5. Elicitors of emotions

An emotional episode begins through exposure to stimuli with specific features.
For example, loss causes sadness [50]. In this sense, emotion is a process, and these
stimuli (i.e., elicitors) are the inputs that initiate it.
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Animals learn to feel certain emotions in specific situations. However, it is not just
environmental cues that trigger an emotional episode. The state of the organism,
behavior, and other complex faculties (e.g., thoughts and empathy) can be elicitors too.

5.1 Learning

Stimuli internal and external to the body can become elicitors of emotion through
classical and operant conditioning. In particular, animals learn to associate a stimulus
(S) with a specific emotional response (R). With an S-R association established,
exposure to S may be sufficient to elicit the emotional response.

Yet, S-R associations can take complex forms. For instance, emotional reactions
can even be self-reinforcing. An individual may experience a pleasant state that elicits
behavior, which fuels repetition in a sort of loop [51]. However, the S-R associability is
not absolute. For example, it seems impossible to teach a hungry pigeon to fly away by
presenting it with food [52].

At the basis of emotional learning is a vast neural network that includes the reward
system. Its architecture is complex and involves circuits for the cost/benefit assess-
ment of specific reward values, reward expectations, and action selection (Figure 3).
The amygdaloid complex and ventral striatum (vStr) underpin the appetitive

Figure 3.
Schematic representation of reward system. One: cost/benefit assessment of specific reward value. Two: cortical
loop. Three: limbic loop. Four: reward expectation. Five: action selection. Six: go and stop processes. Abbreviations:
Amg, Amygdaloid complex; DA, dopamine; dlPFC, dorsolateral prefrontal cortex; dStr, dorsal striatum; GP,
globus pallidus; Hip, hippocampus; OFC, orbitofrontal cortex; SNc, substantia nigra pars compacta; SNr,
substantia nigra pars reticulata; STN, subthalamic nucleus; vStr, ventral striatum; VTA, ventral tegmental area.
This article was published in [53] Copyright Elsevier (2020).
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processing of reward expectations. Moreover, dopamine (DA) pathways modulate
motivation and behavior by connecting the ventral tegmental area, the substantia
nigra pars compacta (SNc), and the striatum. The reward system is also capable of
inhibiting the behavior. Specifically, five sub-circuits (or sub-loops) of the basal
ganglia (BG) are essential for various functions, including action cancelation [53].

5.2 Expressions

Even emotional signals (see Section 3) can be elicitors. For example, breathing
[54], vocalizations [55], and postures [56] may elicit emotions. Indeed, some experi-
ments suggest that an expansive pose lowers cortisol and increases testosterone levels.
That would be enough to produce feelings of power and increase risk tolerance [57].
However, attempts to replicate such data have failed [58].

In general, peripheral feedback theories propose the idea that emotional expressions
can become elicitors [56]. For example, facial expressions could trigger emotions.
According to this idea (i.e., the facial feedback hypothesis), movements of the face
influence the release of some neurotransmitters, thus acting as an elicitor [59]. There-
fore, feedback theories follow the path traced by the James-Lange theory (see Section 2).

Observing signals and behaviors in others can also initiate the emotional process.
In this sense, indirect experience (e.g., imitation and emotional contagion) is a poten-
tial elicitor of emotion. The anterior insula and the rostral cingulate cortex are part of
the neural network responsible for these mechanisms [60].

5.3 Empathy

Empathy consists of the emotional states produced by observation of individuals
and situations. Thus, it is an elicitor of emotion per se. Scholars usually distinguish
between cognitive empathy (CE) and emotional empathy (EE). The CE deals with
mental perspective-taking, mentalizing, and the theory of mind. Instead, EE consists
of the vicarious sharing of emotions [61].

The resulting emotion may be the same as that of the observed individual, but not
necessarily. Indeed, the emotional experience can be so intense as to produce an
empathic overarousal, which often induces disengagement [62]. That happens, for
example, to paramedics who, being exposed to traumatic events, adopt coping strate-
gies, such as emotional detachment [63]. In other cases, emotions felt may be diverse
from those observed. That is the case of Schadenfreude (i.e., the pleasure caused by the
misfortune of others) [64].

Given the complexity of empathy as a faculty, it seems clear that its neurobiolog-
ical basis is equally complex. For example, its neural substrate includes the insula,
cingulate cortex, and the interoceptive network [65]. Furthermore, empathic
responses probably depend on various processes (e.g., emotional contagion and affec-
tive mentalizing) that underpin distinct neural mechanisms. The temporoparietal
junction, medial temporal lobe, prefrontal cortex, and dopamine pathways are part of
the circuits of cognitive empathy. Instead, the neural substrates of emotional empathy
include the frontal gyrus, insula, anterior cingulated cortex, and oxytocin paths [66].

5.4 Sign stimuli

Animals can feel emotions even when exposed to stimuli they have never encoun-
tered. For instance, the smell of predators they have never seen before scares rats [67].
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Some scholars claim that humans also have innate fears (e.g., snakes) [68]. However,
experimental results are controversial [69].

Several animals can respond to limited aspects of the environment (i.e., sign stimuli),
ignoring the rest [70]. The common toad (Bufo bufo) produces defensive responses
(e.g., stiff-legged) when faced with relatively simple perceptual patterns (dummies)
with specific configurational features reminiscent of their predators (i.e., snakes) [71].
Moreover, newborn babies prefer and imitate human face schematizations (i.e., facelike
patterns) [72].

From a neurobiological point of view, it is unlikely that there are cells in the
nervous system specialized in innately identifying specific stimuli. The determinants
of any sign stimuli as elicitors could lie, then, in the biological predisposition [52].

6. Outcomes

Emotions influence several processes, including [4]:

• Perception: Emotional states can magnify some perceptual aspects to the
detriment of others. For instance, afraid-of-falling people overestimate the
steepness of hills [73].

• Attention: According to a theoretical approach, the central nervous system
allocates more cognitive resources to selective attention and vigilance under the
influence of negative emotions. Instead, positive ones spread these resources.
That hypothesis (i.e., broaden-and-build theory) [74] is subject to debate,
however [75]; in this sense, each emotion may have selective effects on
attentional performance [76].

• Learning: Emotions heighten some mnemonic aspects at the expense of others.
In particular, several factors (e.g., personality and age) define the enhancement
and impairment of learning due to emotional influences [77].

• Memory: Considering their relationship with attention and learning, it seems
logical that emotions influence memory. The flashbulb memory (i.e., the vivid
remembering of details of when a person learned about a specific dramatic event)
is an excellent example of this [78].

• Decision making: Emotions impact the evaluation and interpretation processes.
For example, sadness may lead people to overestimate difficulties [2].

• Attitudes and mental schemes: Some emotional episodes can shape attitudes,
mentalities, and values. For instance, awe produces overwhelming and elevating
experiences that strengthen the sense of unity. In particular, those who
experience emotional experiences of this type usually develop a new vision of life
and the universe [79].

The neurophysiological basis of the relationship between emotions and cognitive pro-
cesses is not yet fully understood. In brief, neurophysiological superimposition of emotions
and other mechanismsmay underpin emotional outcomes. For example, amygdala, hip-
pocampus, and orbitofrontal cortex have a role in several neural functions [80].
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7. Emotional and mood disorders

Some emotion-based symptoms may appear in various conditions, such as schizo-
phrenia (e.g., anhedonia), borderline personality disorder (e.g., emotional instabil-
ity), addiction (e.g., euphoria and dysphoria), and so on. These conditions can be
related to several features of emotions, such as intensity, frequency, adaptivity, phys-
iology, expression, and experience [81]. However, some scholars disagree with placing
these disorders in the same category. Indeed there is the risk of generalizing qualita-
tively diverse states (e.g., emotions, moods, and affect) [7].

Several scholars use the term “emotional disturbance” to refer to psychopathologies
that include emotion-related symptoms, such as regulation problems, phobias, spe-
cific deficits (e.g., lack of empathy), and so on [81]. It is challenging to briefly
delineate the etiology of these emotion-related psychopathologies. In brief, there are
hereditary, epigenetic, developmental, environmental, and behavioral determinants.
From a neurophysiological point of view, emotion disturbances usually result from
cerebral peculiar functioning. Indeed, the bases of such conditions often include
inefficient reuptake [82], irregularities in synaptic proteins, and neuronal density
[83]. Even social activities (e.g., play) can influence the development of these brain
mechanisms and shape cerebral maturation [84]. These factors can influence the
functioning of a vast neural network that includes the prefrontal cortex, limbic sys-
tem, striatum, thalamus, and brainstem [83].

8. Conclusions

Albeit limitations [5], the literature suggests that emotions predispose the body to
timely recognition and response to specific circumstances. Situations identify ancestral
problems, and the responses illustrate the solutions that have proved most profitable for
evolutionary success [4]. In this sense, the emotional process has as its central themes the
body’s coordination [5], the signaling of the individual’s state [17], and the processing by
the central nervous system of both endogenous and exogenous information [46].

The literature does not allow a conclusive illustration of the neurophysiology of
emotions. Nevertheless, each emotional subtype likely has its patterns [3]. It seems
then better to speak of families rather than single emotions [17].

Due to several factors, the emotional process affects performance in different
domains (e.g., perception and attention). These factors include the partial overlap of
the neural basis of emotion and other faculties and the numerous brain interconnec-
tions. Furthermore, elicitors are heterogeneous and even include the essential ele-
ments of emotion (e.g., expressions). That suggests the nonlinearity of the emotional
process. In other words, emotions could have stochastic or aleatory progress: In
probabilistic terms, each element can initiate, be a part of, or be their outcome [7].
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Chapter 4

Neuronal Architecture  
and Functional Organization  
of Olfactory Glomeruli
Thomas Heinbockel

Abstract

In the antennal lobes of insects and olfactory bulbs of vertebrates, the pri-
mary processing of olfactory information occurs within specialized units, called 
glomeruli. Glomeruli are discrete areas of densely packed, fine neuropil, usually 
ensheathed in glia cells. Glomeruli are the sites of synaptic interaction between 
axons of olfactory receptor cells and dendrites of central olfactory neurons. This 
chapter reviews the functional significance of this neuronal architecture, the 
glomerulus, with particular emphasis on results obtained in the sphinx moth, 
Manduca sexta. How is neuronal circuitry of olfactory glomeruli functionally 
organized, what attributes of olfactory stimuli are analyzed in glomeruli and how 
are these attributes processed and encoded in them? Glomeruli have been found in 
different invertebrate groups, such as crustaceans and insects with the glomeruli in 
the antennal lobes and the deutocerebrum, and molluscs with subepithelial glom-
eruli in the tentacle, as well as in different vertebrate groups such as amphibians, 
birds, fish, and mammals with glomeruli in the olfactory bulb. The organization of 
primary olfactory centers into glomeruli in diverse species suggests that glomeruli 
have a common and fundamental function in the processing of information about 
chemosensory stimuli and that glomeruli across taxa may share similar means of 
processing olfactory input.

Keywords: antenna, behavior, brain module, CNS, insect, Manduca sexta,  
neural coding, olfaction, orientation, pheromone, smell, synaptic integration

1. Introduction

Glomeruli in the brains of insects and vertebrates are the morphological and 
physiological structures where the primary processing of olfactory information takes 
place [1]. Glomeruli are housed in the olfactory centers of insects, the antennal lobes, 
and in the olfactory bulbs of vertebrates. Their widespread presence in different taxa 
has been interpreted to suggest common functionality. Experimental evidence based 
on recordings from principal output neurons in olfactory glomeruli of vertebrates 
and invertebrates supports this notion [2, 3]. The striking structural similarity, as well 
as the similarity of the responses to odor stimulation between neurons in the insect 
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antennal lobe and vertebrate olfactory bulb, suggests that glomerular microcircuits 
across taxa may share similar means of processing olfactory input [1, 4, 5]. Studies on 
glomerular circuitry address the central question of the functional organization of 
olfactory glomeruli.

The antennal lobes of the sphinx moth M. sexta have emerged as a model system to 
determine mechanisms underlying olfactory information processing in early olfac-
tory centers such as the glomerular microcircuits. (1) In M. sexta, the antennal lobes 
house a male-specific olfactory subsystem. This subsystem is specialized to process 
information about the female sex pheromone [6]. Input and output relationships in 
this experimentally advantageous model system can be precisely defined. (2) Other 
glomeruli in the antennal lobes of M. sexta are clearly different in both function 
and morphology compared to the male-specific subsystem that comprises the mac-
roglomerular complex (MGC). The MGC consists of three glomeruli, the toroid-1, 
toroid-2, and the cumulus [7, 8]. (3) The MGC receives input from antennal sensory 
neurons [9] that are specifically tuned to one of the two essential components of the 
female sex pheromone [10].

The glomeruli of the MGC process information about the two essential pheromone 
components of the female sex pheromone. The components of the odor stimulus 
released by the female have been determined in terms of the concentration and ratio 
of the pheromone components. The number of neurons projecting from the MGC to 
higher brain centers is relatively limited. About 30 to 40 projection neurons (PNs) 
innervate the MGC, and about 860 PNs innervate all the glomeruli in the AL [11]. 
Many local interneurons (LNs) and PNs in the ALs have been described both morpho-
logically and physiologically [3, 8, 12, 13].

The goal of research on olfactory glomeruli is to understand the role(s) of indi-
vidual glomeruli, for example, the glomeruli that constitute the MGC in olfaction, 
namely, the toroid-1, toroid-2, and the cumulus, by analyzing how the neural circuits 
associated with these glomeruli process pheromonal information. The functional 
organization of the MGC can be studied by means of single-unit intracellular record-
ing, staining and laser scanning confocal microscopy, and more recently, imaging 
techniques, multi-unit recordings, and computational models [14–22]. This line of 
research attempts to address several topics: How do features of the stimulus determine 
pheromone-evoked response characteristics of MGC interneurons? How do MGC 
interneurons discern pheromone components in a complex odor blend? Can MGC–
PNs resolve and encode the naturally intermittent temporal structure of pheromonal 
stimuli? Do the two essential pheromone components serve specific and different 
roles? Answers to these questions will help define the functional role of glomeruli in 
olfaction and will aid our understanding of how different features of an odor stimulus 
are processed in the brain.

2. The chemical senses

The chemical senses are the oldest senses. The earliest living organisms monitored 
their environment with chemoreception in order to sense the availability of nutrients 
[23, 24] and thus to respond to different chemicals. Higher organisms face the chal-
lenge of reacting to various internal and external chemicals, for example, hormones, 
neurotransmitters, neural recognition molecules, and intra- and interspecific olfac-
tory, and gustatory signals [24, 25].
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The olfactory pathway starts with peripheral structures. In the case of vertebrates, 
olfactory receptor cells are located in the nasal cavity in the olfactory epithelium. In 
insects, sensilla on the antennae of insects houses olfactory receptor cells [26]. Two 
areas in olfactory research have been under heavy investigation: (a) the transduction 
mechanisms taking place at the olfactory receptor cells and (b) the synaptic mecha-
nisms acting at the first synaptic relay in the olfactory pathway, including synaptic 
plasticity and learning, that is, in the olfactory bulb (OB) of vertebrates and the 
antennal lobes (ALs) of insects [1, 27–30].

3. The glomerulus in olfaction

The structural unit of organization in the AL or OB is the glomerulus [24, 31–37], 
that is, the neuropil is arranged into discrete areas ensheathed by a glial envelope 
[38, 39]. In M. sexta, glial cells play an important role in the sculpturing of glom-
eruli, since early removal of glial cells results in an absence of these subunits [38]. 
Glomeruli are the sites of synaptic interaction between primary olfactory axons and 
dendritic arborizations of central olfactory neurons [40]. Unlike that observed in 
vertebrates, evidence for moths and cockroaches suggests that in insects, few or no 
synaptic interactions take place in the neuropil outside the glomeruli [41, 42].

The brain and nervous system can be considered as arrangements of modular 
structures. Glomeruli are a prime example of such modular structures that are 
repeated in a specific brain region. It was Camillo Golgi (1874, cited in [34]) who 
first noted glomeruli. Since his early discovery, other modular structures have 
been described. Examples include columns, barrels, barreloids, and blobs [33, 34]. 
Considerable variation has been described for these modular structures in different 
species. In closely related species, one of them can lacks such an iterated module of 
brain organization but still achieves the same behavioral functions as the species that 
has them [34].

Glomeruli have also been found in the cerebellar cortex and the thalamic regions 
of vertebrates [25, 43]. Olfactory glomeruli have a long evolutionary history as they 
have been described in phylogenetically old animal groups. These groups include 
marine crustacea, fishes, onychophora, myriapoda, and mollusca. Glomeruli 
appeared before animals transitioned from marine to terrestrial life forms [25].

Glomeruli are not only structural modules but also functional units [33, 44]. 
2-deoxyglucose (2-DG) studies in neonatal rat pups established a focal point in the 
dorsal part of the olfactory bulb, the modified glomerular complex. This is a small 
group of glomeruli involved in processing of suckling odor cues. In Drosophila 
melanogaster, 2-DG mapping of odor-induced neuronal activity in the ALs labeled 
distinct and histologically identified glomeruli [45, 46]. In insects, the macroglo-
merular complex has been established as the first central site where information 
about the female sex pheromone is processed [6, 47]. During odor stimulation of the 
rat olfactory epithelium, neighboring mitral/tufted cells, that is, the output neurons 
of the olfactory bulb that innervate the same glomerulus in the olfactory bulb, were 
frequently simultaneously excited or inhibited compared to cells that innervated 
different glomeruli [48].

The existing data indicates that glomeruli are functional units such that informa-
tion about odorants is represented in a spatial manner among glomeruli. When the 
olfactory epithelium is stimulated with most odorants, the resulting responses in the 
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AL or olfactory bulb are spatial gradients or patterns of activity in more than one 
glomerulus [23, 45, 46, 49–51]. Three measures of neural activation (voltage-sensitive 
dyes, the 2-DG method, and c-fos expression) have revealed that in mammals, dif-
ferent odors elicit overlapping but distinctly different patterns of glomerular activity 
[51–54]. In the cockroach Periplaneta americana, stimulation with the female sex 
pheromone evokes responses in a very limited number of neurons and glomeruli, 
whereas general odorants result in responses in different output neurons representing 
more than 10 out of 130 glomeruli [55]. In D. melanogaster, stimulation with complex 
odors as well as with individual odors results in a spatial pattern of 2-DG activity in 
different specific subsets of antennal lobe glomeruli [45, 46].

A synthesis of the diffuse as well as specific aspects of the primary olfactory 
projections to central sites came from Ken Mori et al. [56, 57]. They characterized 
individual mitral/tufted cells based on the range of odor molecules effective in 
activating each cell. Individual mitral/tufted cells showed excitatory responses to 
groups of molecules with similar chemical structure [57]. Imamura et al. [56] devel-
oped a model for the activation of individual mitral/tufted cells by a range of odor 
molecules. In the model that takes into account work in different research groups, 
an olfactory sensory neuron expresses one or, at most, a few different types of 
receptor proteins. Subsequently, a neuron is activated by odor molecules with simi-
lar structure. The olfactory pathway is thought to work with a one cell-one receptor 
rule [58] such that a sensory cell expresses only one among hundreds of possible 
molecular receptors [59]. Neurons with the same or similar receptor proteins send 
one axon each to one or a few glomeruli and thus define glomerular function [60, 
61]. The tuning specificity of the mitral/tufted cells thus reflects the specificity of 
the receptor protein [54, 56]. Recent studies have indicated that individual receptor 
probes hybridize to a small number of olfactory glomeruli. This suggests that axons 
of sensory neurons expressing the same olfactory receptor protein converge on 
only a small number of glomeruli [60, 61]. Together with the notion that individual 
mitral/tufted cells arborizing in single glomeruli have similar response specificities, 
the resulting picture is that each glomerulus appears to have a unique mixture of 
inputs [52]. This input, in turn, limits its odor specificity, also known as its molecu-
lar receptive range.

4. The antennal lobes of the Sphinx Moth M. sexta

The insect antenna consists of three segments, namely, the scape, pedicel, and 
flagellum. The entire length of the antenna has hairs or sensilla on its surface. On the 
first two segments, the sensilla houses mechanosensitive neurons. These project to 
mechanosensory centers in the deutocerebrum [62]. In the sphinx moth M. sexta, 
the long flagellum, divided into 85–90 annuli, is equipped with about 4x105 sensilla. 
These represent several modalities, such as mechanosensation, hygroreception, and 
olfaction [10, 63–65]. The sensory neurons in olfactory and possibly other anten-
nal sensilla send their axons to the antennal lobes (Figure 1). The sensory neurons 
converge onto central interneurons. In P. americana, the convergence ratio between 
olfactory sensory neurons and projection neurons can be as high as 5000 to 1, and in 
rabbits, the ratio between sensory neurons and mitral cells is about 1000 to1 [40, 67]. 
The antennal lobe of M. sexta contains about 64 spheroidal glomeruli [68, 69]. In male 
M. sexta, a macroglomerular complex located near the entrance of the antennal nerve 
into the antennal lobes has been identified (Figure 1) [6].
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The first glomeruli in insects were described in the deutocerebrum of the bee by 
Kenyon [25, 70, 71]. In M. sexta, a closer anatomical analysis of glomeruli revealed a 
complex substructure of discrete domains and laminae within individual glomeruli 
[7, 72]. In bees, however, glomeruli have a relatively simple organization [73].

In contrast to the large differences in the number of glomeruli among different ani-
mal species, insect antennal systems present highly invariant glomerular organizations 

Figure 1. 
This figure shows how antennal sensory neurons project to glomeruli in the antennal lobes of Manduca sexta. 
Sensory neurons were anterogradely labeled with rhodamine dextran. The diagram and images show frontal 
views. (a) Olfactory receptor neurons in long antennal trichoid sensilla project to the three glomeruli of the 
macroglomerular complex (MGC: C-cumulus, T1-toroid-1, and T2-toroid-2). (b) a schematic diagram illustrates 
how receptor neurons project to the antennal lobe. Receptor neurons from a trichoid sensillum project to the three 
glomeruli of the macroglomerular complex. (c) if receptor neurons in long trichoid sensilla and other antennal 
sensilla were labeled, axonal projections would go to the macroglomerular complex and ordinary glomeruli in 
the antennal lobes. Optical sections were taken at different depths in anterior to posterior direction through the 
antennal lobes shown from left to right. C – Cumulus, do – Dorsal, la – Lateral, T1 – Toroid-1, T2 – Toroid-2. 
Scale bar: 100 μm. From [66].
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with regard to shape, size, location, and number within a species [74]. This has been 
shown for a variety of species including the fruit fly Drosophila melanogaster [75, 76], 
sphinx moth M. sexta [68], moth Mamestra brassicae [31], bee Apis mellifera [77], and 
cockroach Blaberus craniifer [78]. This invariance was also found to be true for the iulid 
Cylindroiulus punctatus (Diplopoda) [79] and in a vertebrate, the zebrafish (Brachydanio 
rerio) [80]. The number of glomeruli in all of these species is relatively small (18 for 
C. punctatus to 174 in worker bees). It is more difficult to verify numerical invariance 
in vertebrates with several thousand glomeruli [55]. The only identified vertebrate 
glomerulus is the modified glomerular complex for detection of the maternal suckling 
pheromone in rats [81].

5. Morphology and immunocytochemistry of neurons in the antennal lobe

Three classes of interneurons are present in the antennal lobes [11, 82]: (1) local, 
amacrine interneurons (LNs), with arborizations limited to the antennal lobe; (2) 
projection neurons (PNs) that send axons to higher order brain centers; and (3) 
centrifugal neurons that send axons from higher order brain centers into the anten-
nal lobe (Figures 2 and 3). Sensory neurons from the antenna send their axon into 
one glomerulus only [9, 62] where it forms synapses with LNs, presumably mediated 
by acetylcholine [83]. The somata of antennal lobe LNs and PNs form three groups 
(lateral, medial, and anterior) [82]. There are about 360 LNs in each antennal lobe 
of M. sexta. They can innervate many, and perhaps all, glomeruli and appear to be 
mostly GABAergic [84, 85]. Different neurophysiological categories of local inter-
neurons have been observed with respect to patterns of postsynaptic activity [13]. 
Evidence for unidirectional synaptic interactions between local interneurons and 
projection neurons as well as for disinhibitory pathways between these two types 
of neurons was found [13]. About 860 PNs project axons out of the antennal lobe 
through various antenno-cerebral tracts to different parts of the protocerebrum, 
for example, the calyces of the mushroom body and the lateral horn of the protoce-
rebrum [11]. The third group of neurons, centrifugal neurons, is small in number 
and consists of a variety of cell types with unique morphologies, some of which 
innervate all glomeruli of one or both antennal lobes [82, 86]. The antennal lobe 
possesses a single serotonin-immunoreactive neuron [86]. This neuron has its soma 
in one antennal lobe, which innervates all glomeruli in the contralateral antennal 
lobe where it forms and receives synapses and has arborizations in the ipsilateral and 
contralateral protocerebrum [87].

Acetylcholine and GABA are the most prominent neurotransmitters in the 
antennal lobe [83]. Evidence that acetylcholine may serve as a transmitter has been 
reported for antennal sensory neurons [88] and some classes of projection neurons 
[89]. Acetylcholine may be released by primary afferent axons synapsing onto AL 
neurons [88, 90–93]. GABA is prominent in local interneurons and is also present 
in a subset of PNs [84]. GABA has an important role in the synaptic inhibition 
of PNs [85]. An IPSP is evoked when the antenna is stimulated with an odor. The 
IPSP is mediated by a chloride conductance and is sensitive to reversible blockade 
by picrotoxin and bicuculline. GABA hyperpolarizes neurons and inhibits their 
spontaneous nerve impulse firing. Several antennal lobe neurons are immunoreac-
tive for biogenic amines. These neurons have wide dendritic arborizations and 
are thought to have widespread effects. Possibly, these neurons mediate central 
modulation of synaptic activity or threshold levels within the antennal lobe [86]. 
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In LNs and PNs, several putative neuropeptides appear to be colocalized with clas-
sical transmitters [89].

6. The male-specific macroglomerular complex

In male M. sexta, the approximately 42,000 long trichoid sensilla commonly each 
contain two bipolar olfactory-sensory neurons that project to the macroglomerular 
complex (MGC) in the AL [9, 63–65]. Each of these two neurons is very sensitive 

Figure 2. 
Diagrammatic representation of sexually isomorphic glomeruli (G) and sexually dimorphic glomeruli in (a) 
male and (b) female Manduca sexta. (c) Laser-scanning confocal micrograph of an antennal lobe projection 
neuron in the moth antennal lobe of M. sexta. Image of a projection neuron in the macroglomerular complex 
(MGC-PN) with arborizations confined to the cumulus. The inset illustrates the organization of the antennal lobe 
with the macroglomerular complex (MGC) and other glomeruli (G). latLFG – Lateral large female glomerulus, 
medLFG – Medial large female glomerulus, smallFG – Small female glomerulus, C - cumulus, T1 - toroid-1, 
T2 - toroid-2, G – glomerulus, MGC – Macroglomerular complex, la – Lateral, do - dorsal. Scale bar: 100 μm. 
Modified from [66].
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Figure 3. 
The figure shows the intracellularly recorded physiological responses of labeled projection neurons in the antennal 
lobes of the sphinx moth Manduca sexta during antennal stimulation with pheromone. (a) this C15-specialist 
neuron responded with membrane potential inhibition to a stimulus that contained C15. This was followed by 
strong depolarization and again inhibition (third and fourth trace). Likewise, antennal stimulation with the 
pheromone blend of C15 + BAL evoked a mixed response. In contrast, stimulation with bombykal (BAL) evoked 
an inhibitory response. The antenna was stimulated with five 50-ms stimulus pulses at 5 Hz. The stimulus markers 
are depicted as black boxes beneath the records. (b) the membrane potential of the neuron was depolarized by 
injecting current through the recording electrode. As a result, the nerve impulse firing frequency increased, whereas 
the first stimulus pulse of BAL induced a membrane hyperpolarization and reduction in firing (inhibition). (c) 
the laser scanning confocal micrograph shows the morphology of two projection neurons in the antennal lobe. The 
neuron labeled in red, stained with biocytin, is described in figure panels (a) and (b), whereas panels (d) and 
(e) show the responses of the green, uniglomerular projection neuron, which is in Lucifer yellow (frontal view). 
C15-specialist neuron, the red neuron, has dendritic branches in the cumulus glomerulus of the macroglomerular 
complex and not in the toroid-1 or any other glomerulus. The green neuron sent dendritic branches into only 
one ordinary glomerulus. (d) Electrophysiological recordings from an antennal lobe projection neuron that 
innervated one of the ordinary glomeruli. When the antenna was stimulated with bomybkal, C15, or a blend 
of both pheromone components, the neuron responded with a reduction of the firing rate. As in panels (a) and 
(b), five identical stimulus pulses were delivered to the ipsilateral antenna at a frequency of 5 Hz. (e) Antennal 
stimulation of the same neuron with the pheromone blend resulted in inhibition, even when the membrane 
potential of the neuron was depolarized through current injection. The first antennal pheromone stimulus resulted 
in membrane hyperpolarization. C - cumulus; do - dorsal; G - ordinary glomerulus; la - lateral; me - medial; 
T1 - toroid-1; T2 - toroid-2. Scale bar = 100 μm. From [66].
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to stimulation with one of the two major female sex-pheromone components, 
bombykal ((E,Z)-10,12-hexadecadienal) and a hexadecatrienal ((E,E,Z)-10,12,14-
hexadecatrienal) [10]; that is, they have narrow molecular receptive ranges and 
constitute highly specific input channels.

In addition to the 64 spheroidal, ordinary glomeruli, the antennal lobe of M. sexta 
houses the sexually dimorphic MGC [69]. The MGC consists of at least three glom-
eruli (Figures 2 and 3) [7, 8, 16, 66]. One is donut-shaped (the “toroid-1”), and the 
other has a more globular structure (the “cumulus”). The third one (the toroid-2) is of 
unknown function and appears to have a donut shape as well. The cumulus is situated 
on the toroid and closer to the entrance of the antennal nerve. Projection neurons 
(PNs) with arborizations in the toroid-1 respond preferentially to antennal stimula-
tion with the principal pheromone component bombykal (Bal-specialist MGC-PNs), 
whereas PNs arborizing in the cumulus respond preferentially to the second key 

Figure 4. 
Laser scanning confocal images illustrating the morphological diversity of projection neurons in the antennal 
lobes of the sphinx moth Manduca sexta. (a) Two C15 (E,Z-11,13-pentadecadienal) -specialist MGC-PNs 
(projection neurons of the macroglomerular complex) with arborizations confined to the cumulus. While the 
branches of the two neurons apparently overlapped in certain parts of the cumulus (indicated in yellow), other 
parts were innervated by just one of the two neurons. (b) One C15 specialist MGC-PN arborizing in the cumulus 
(green), and one bombykal (Bal) -specialist MGC-PN arborizing in the toroid-1 (red). (c) One bombykal (Bal) 
-specialist MGC-PN arborizing in the toroid-1 (red), and two projection neurons (red and green) innervating 
ordinary glomeruli adjacent to the MGC. (d) Several MGC-PNs innervating either the cumulus (red) or the 
toroid-1 (green). C – Cumulus, T1 – Toroid-1, T2 – Toroid-2, G – Ordinary glomerulus, do – Dorsal, la - lateral. 
Scale bar: 100 μm. Modified from [16].
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component of the pheromone, a hexadecatrienal [8]. These neurons also respond to 
E,Z-11,13-pentadecadienal (C15), a chemically more stable mimic of the second key 
component of the sex pheromone E,E,Z-10,12,14-hexadecatrienal [10, 94] and are 
referred to as C15-specialist MGC-PNs.

Many AL neurons in M. sexta have been characterized morphologically and 
physiologically (Figures 3–5) [3, 4, 6, 11, 12, 85]. Neurophysiological studies of the 
pheromone-specific olfactory subsystem in male moths have focused on three proper-
ties of the sex-pheromone stimulus and on how these properties affect the central 
processing of sex-pheromone information [4, 12, 83]. The properties are the quality 

Figure 5. 
Morphology (frontal view) of antennal lobe projection neurons. (a) a C15-specialist MGC-PN sent dendrites 
into the cumulus, while the branches of another MGC-PN were confined to the toroid-2. (b) the axons of the 
neurons shown in (a) left the antennal lobe and projected via the inner antenno-cerebral tract to the ipsilateral 
protocerebrum where they sent collaterals into the calyces (Ca) of the mushroom body and (c) terminated in the 
lateral horn (LH). (d) another PN showed branches in an ordinary glomerulus adjacent to the MGC. Do - dorsal, 
la - lateral, C – Cumulus, G – Ordinary glomerulus, T1 – Toroid-1, T2 -toroid-2. Scale bar: 100 μm.
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or chemical composition of the pheromone blend, the quantity or concentrations of 
individual pheromone components, and the temporal structure of the stimulus or its 
intermittency. Odor stimuli such as pheromones exist in wind plumes in the form of 
filaments and blobs of different concentration.

7. Conclusions

An important issue in the organization and operation of the insect olfactory 
system is the functional significance of glomeruli in the antennal lobes. Research on 
the sphinx moth Manduca sexta has provided a firm foundation of technical experi-
ence and knowledge about an experimentally favorable model system that allows 
the study of glomerular structure and function with greater precision than has been 
possible in other species [95–97]. Specifically, glomeruli in the olfactory subsystem of 
male M. sexta, which are designated for pheromone processing with its anatomically 
and functionally identified, male-specific neuropil, contribute to our understanding 
of the neuronal architecture and functional organization of olfactory glomeruli.
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Abstract

Previous studies have shown that quantitative electroencephalography (qEEG) 
provides measures of brain wave voltage and symmetry within each of the standard 
bandwidths. These qEEG measures are neurophysiological correlates of brain wave 
signatures for various aspects of cognition and behavior and are susceptible to  
neurofeedback training for improving human performance. Using exam scores and 
an individualized self-inventory (ISI) of psychosocial interactions, we provide unique 
data for probing behavioral and cognitive performance of medical students. Increments 
in voltage within the standard theta (4–7 Hz) and beta (15–20 Hz) frequencies and 
decrements in the theta–beta ratio (TBR) suggest improvements in attentional control. 
Associations between right-sided frontal alpha asymmetry (fAA) and ISI scores for 
negative self-perceptions suggest a novel qEEG signature for emotional balance. These 
findings suggest that changes in qEEG voltages and asymmetries may be predictive of 
improvements in attentional control, cognitive performance, and psychosocial skills, 
as well as serving as surrogate markers for neurofeedback training-related changes in 
neuroplasticity.

Keywords: electroencephalography, academic performance, psychosocial interactions, 
theta–beta ratio, frontal alpha asymmetry

1. Introduction

Academic learning requires a person to interact with other individuals [1]. 
Depression and anxiety may be good predictors of learning disabilities and academic 
underachievement [2] probably because the emotional state is a marker for an 
individual’s ability to manage their psychosocial interactions [3]. There are numer-
ous examples of brilliant persons with high intelligence quotients who do not do 
anything meaningful with their intelligence because of difficulties with psychosocial 
interactions. Such persons may be deficient in emotional intelligence or balance [4]. 
For medical students, overall health and wellness appear to be correlated with their 
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academic performance [5]. Academic achievement in medical school is a good exam-
ple of a situation wherein stress can unmask latent mental or emotional imbalances 
which, in turn, lead to academic underachievement or failure [6]. Previous studies 
from our laboratory suggest that quantitative electroencephalographic (qEEG) 
measures of theta–beta ratio (TBR) and frontal alpha asymmetry (fAA) may be 
useful neurophysiological correlates of academic achievement and negative percep-
tions of psychosocial interactions in medical students [7–10]. TBR is reported to be 
a qEEG marker for a person’s capacity to focus their attention on salient information 
[11]. Between a control human structure–function course introductory exam and a 
comparison structure–function exam on different topics, we have reported significant 
increments in voltage within the standard theta and beta frequencies combined with a 
significant decrement in TBR [7]. These findings were associated with no significant 
changes in the magnitude of voltages in the standard delta and alpha bandwidths and, 
therefore, suggest an overall increase in attention control for our pilot study cohort. 
Frontal (F8–F7) alpha asymmetry (fAA) is reported to be a qEEG marker for negative 
emotions. In our pilot study cohort, we previously reported a significant negative cor-
relation between the magnitude of F8–F7 frontal alpha asymmetry and “depressed” 
score on an individualized self-inventory (ISI) of the cohort’s perceptions of their 
psychosocial interactions, which purported to be indicative of negative perceptions of 
themselves [10].

This chapter is intended as a primer for neurophysiological evaluation of qEEG 
brain maps and demonstrates how qEEG technology is becoming a useful tool for 
probing the human brain. The relatively inexpensive qEEG brain maps showing elec-
trical activity are analogous to the much more expensive functional magnetic reso-
nance imaging (fMRI) maps; therefore, validating qEEG as the “poor man’s” fMRI. 
We will demonstrate the utility of qEEG by interpreting the qEEG maps of individual 
medical students exhibiting the highest and lowest TBRs and fAAs.

2. Methodology

The methods and protocols described herein were approved by the American 
University of Antigua College of Medicine Research Council which served as the 
University’s Institutional Review Board (IRB). The study subjects provided their 
informed consent. A total of 10 male subjects were recruited; 1 subject discontinued 
the study due to his ill health. Females were excluded because of the potential con-
founding influence of hormonal changes associated with their menstrual cycles. Nine 
individuals underwent 5–10 minutes of eyes-closed (EC) qEEG measurements at 19 
standard electrode sites [12–20]. The Brain Master Discovery System (Brain Master 
Technologies, Inc., Bedford, OH, USA) was used to take the qEEG readings 3 days 
before each of the first two summative block examinations covering standard first-
semester integrated basic science courses. For the purposes of this chapter, the qEEG 
voltage brain maps were selected for the subjects with the highest and lowest exam 
scores to demonstrate the spectrum of changes found to be associated with academic 
achievement.

The qEEG measurements were performed with subjects seated comfortably with 
their eyes-closed, in a dimly lit room. After manual editing with the New Mind Maps 
online editing tool (New Mind Technologies, Roswell, GA, USA), the mean ± SD of the 
voltage amplitudes, stated in μV, and the mode frequency in each bandwidth, expressed 
in Hz, were measured for the following standard qEEG frequencies: delta, theta, alpha, 
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and beta. The average theta-beta ratio of the voltages recorded at each of the 19 stan-
dard electrode sites was computed. All qEEG recordings were performed at the same 
time in the morning, after overnight fasting to avoid confounding factors related to 
food ingestion and metabolism. The subjects refrained from recreational drugs such as 
alcohol, marijuana, nicotine, and caffeine for the 24 hours before the qEEG recording 
session. None of the patients reported using prescription or recreational drugs within 
the previous month, according to self-report. Preliminary results suggest that eye open-
ing, which is known to inhibit alpha brainwave voltage amplitude, resulted in changes 
in alpha voltage that were not uniformly reproducible. The qEEG measurements were 
therefore only interpreted for the closed-eye condition. Frontal alpha asymmetry (fAA) 
was computed from the mean alpha voltages at the frontal recording sites F7 (left) and 
F8 (right) as follows: ([F8 − F7]/F8 × 100). The inferior frontal gyrus is an area where 
“mirror neurons,” hypothesized to process information about psychosocial interactions 
have been identified [21]. Negative asymmetry values are indicators of right-sided, 
nondominant hemispheric alpha asymmetry resulting from greater activation of the 
right frontal cortex. Negative fAA was defined as a qEEG recording where the average 
alpha voltage at the left frontal F7 scalp electrode was greater than the voltage at the 
symmetrical right frontal F8 scalp electrode. Positive asymmetry values are indicators 
of left-dominant hemisphere alpha asymmetry. Positive fAA was defined as qEEG 
where the mean alpha voltage at the right frontal F8 scalp electrode was greater than the 
voltage at the symmetrical left frontal F7 scalp electrode.

Within 8 hours of qEEG measurement, each study subject completed an 
Interactive Self-Report Inventory (ISI, New Mind Technologies, Roswell GA, USA) 
online at the New Mind Maps website (https://www.newmindmaps.com). For the 
purposes of this chapter, the ISI scoring of “depressed” psychosocial interactions 
was used to demonstrate the correlation and potential utility of the fAA measure-
ment. Depressed individuals are expected to have had negative thoughts about 
themselves based on a correlation coefficient > 0.8 between relevant inventory items 
and the Beck’s Depression Inventory (New Mind Technologies, Roswell GA, USA). 
For the purposes of this chapter, the qEEG asymmetry brain maps were selected for 
the subjects with the highest and lowest ISI “depressed” scores to demonstrate the 
spectrum of changes found to be associated with a subject’s negative perceptions of 
their psychosocial interactions.

3. Results

3.1 Theta–beta ratio

Theta–beta ratio (TBR) is reported to be a qEEG marker for a person’s capacity 
to focus their attention on salient information. For this cohort, between the control 
block 1 and the comparison block 2 human structure–function course examinations, 
we have reported significant increments in voltage within the standard theta and 
beta EEG frequencies combined with a significant decrement in the theta–beta ratio. 
(TBR) These findings were associated with no significant changes in the magnitude of 
voltages in the standard delta and alpha bandwidths and, therefore, suggest an overall 
increase in attention control for the cohort.

Figure 1 presents qEEG maps comparing the control exam (upper panel) and 
comparison exam (lower panel) measures of the voltages from the subject earning the 
highest block 2 exam score of 90%.
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3.2 Theta bandwidth changes for the subject with the highest exam score

Five recording sites exhibit no changes from normal theta frequencies coded 
green, four sites show theta increases from 1 standard deviation below normal (light 
blue) to normal (green), seven sites show theta increases from 2 standard deviations 
below normal (dark blue) to 1 standard deviation below normal (light blue), and 
three sites show theta increases from 2 standard deviations below normal (dark blue) 
to normal (green). These findings are indicative of an overall increase in theta voltage 
for the subject with the highest exam score. The predominant change in theta is 
observed at 14 of 19 sites wherein increases in theta voltage are found.

3.3 Beta bandwidth changes for the subject with the highest exam score

Two recording sites exhibit no changes from normal beta frequencies coded green, 
five sites show beta increases from normal (green) to 1 standard deviation above 
normal (red), nine sites show beta increases from 1 standard deviation below normal 
(light blue) to 1 standard deviation above normal (red), one site shows a beta increase 
from 2 standard deviations below normal (dark blue) to 1 standard deviation above 
normal (red), and two sites shows beta increases from normal (green) to 2 standard 
deviations above normal (yellow). These findings are indicative of an overall increase 
in beta voltage for the subject with the highest exam score. The predominant change 
in beta is observed at 12 of 19 sites wherein increments in beta voltage are found.

Figure 1. 
qEEG voltage maps for the subject with the highest exam score. Green circles indicate the scalp recording sites 
where the voltages are in the normal reference range (OK = normal) for each of the standard delta (1–3 Hz), 
theta (4–7 Hz), alpha (8–12 Hz), and beta (15–20 Hz) EEG bandwidths. Light blue (LO = low) and dark 
blue (VLO = very low) circles indicate voltages 1 and 2 standard deviations below the normal reference range; 
red (HI = high) and yellow (VHI = very high) circles are voltages 1 and 2 standard deviations above the normal 
reference range, respectively. Upper panel: eyes-closed control map recorded 3 days before the first control 
exam covering introductory material taught in the subject’s first structure–function course exam. Lower panel: 
eyes-closed comparison map recorded 3 days before the comparison exam covering material taught in the subject’s 
second human structure–function course exam, 5 weeks after the control recording. Theta and beta voltages are 
used to compute theta–beta ratio, a qEEG marker for attentional control.
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3.4 Theta-beta ratio for the subject with the highest exam score

The theta and beta voltage changes resulted in larger increases in beta than in theta 
voltage, thereby decreasing the theta-beta ratio (TBR) by 11.7% from 0.93 to 0.84. 
This range of TBR indicates that the subject with the highest exam score is function-
ing with 7%–16% more beta than theta bandwidth voltage.

Figure 2 shows representative qEEG maps comparing the control block 1 (upper 
panel) and comparison block 2 (lower panel) voltage measurements from the subject 
earning the lowest block 2 exam score of 48%.

3.5 Theta bandwidth changes for the subject with the lowest exam score

One recording site shows no change in theta voltage from normal (green), five 
sites show no changes in theta voltage from 1 standard deviation below normal (light 
blue), nine sites show no changes in theta voltage from 2 standard deviations below 
normal (dark blue), and four sites show decreases in theta voltage from normal 
(green) to 1 standard deviation below normal (light blue). These findings indicate 
minimal changes in theta voltage for the subject with the lowest exam score. The 
predominant change in theta is observed at 4 of 19 sites wherein decrements from 
normal to 1 standard deviation below normal are found.

Figure 2. 
qEEG brain maps for the subject with the lowest exam score. Green circles indicate the scalp recording sites where the 
voltages are in the normal reference range (OK = normal) for each of the standard delta (1–3 Hz), theta (4–7 Hz), 
alpha (8–12 Hz), and beta (15–20 Hz) EEG bandwidths. Light blue (LO = low) and dark blue (VLO = very low) 
circles indicate voltages 1 and 2 standard deviations below the normal reference range; red (HI = high) and yellow 
(VHI = very high) circles are voltages 1 and 2 standard deviations above the normal reference range, respectively. 
Upper panel: eyes-closed control map recorded 3 days before the first control exam covering introductory material 
taught in the subject’s first structure–function course exam. Lower panel: eyes-closed comparison map recorded 3 days 
before the comparison exam covering material taught in the subject’s second human structure–function course exam, 
5 weeks after the control recording.
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3.6 Beta bandwidth changes for the subject with the lowest exam score

A total of 16 recording sites show no change in beta voltage from 1 standard 
deviation below normal (light blue), one site shows no change in beta voltage from 
2 standard deviations below normal (dark blue), one site shows a decrease in beta 
voltage from normal (green) to 1 standard deviation below normal (light blue), and 
one site shows an increase in beta voltage from 2 standard deviations below normal to 
1 standard deviation below normal. These findings also indicate minimal changes in 
beta voltage for the subject with the lowest exam score. The predominant change in 
beta is observed at 16 of 19 sites wherein no changes from 1 standard deviation below 
normal are found.

3.7 Theta-beta ratio for the subject with the lowest exam score

As for the subject with the highest exam score, the theta and beta voltages in this 
subject with the lowest exam score also resulted in larger increases in beta than in 
theta voltage, thereby decreasing the theta-beta ratio (TBR) by 16.1%, from 1.55 to 
1.30. This range of TBR indicate that the subject with the lowest exam score is func-
tioning with 30%–55% more theta than beta bandwidth voltage.

3.8 Frontal alpha asymmetry

Frontal (F8–F7) alpha asymmetry (fAA) is reported to be a qEEG marker for 
negative emotions. In the same cohort, we previously reported significant nega-
tive correlation between the magnitude of F8–F7 frontal alpha asymmetry and 
“depressed” score on an individualized self-inventory (ISI), purported to be indica-
tive of negative perceptions of a person’s psychosocial interactions. No significant 
correlations were found between the ISI and the exam scores.

Figure 3 shows representative qEEG maps from the subject with the highest 
“depressed” ISI score (upper panel) and from the subject with the lowest “depressed” 
ISI score (lower panel).

3.9 Frontal alpha asymmetry in the subject with the highest “depressed” score

F8–F7 fAA in the subject with the highest “depressed” score shows F8 voltage 1 
standard deviation above normal (coded red) combined with F7 voltage 1 standard 
deviation below normal (coded blue). There is no normal asymmetry in this map for 
any of the qEEG bandwidths because none of the symmetrical right–left recording 
sites are less than 1 standard deviation from each other, considered equal, even or no 
asymmetry.

3.10 Frontal alpha asymmetry in the subject with the lowest “depressed” score

F8–F7 fAA in the subject with the lowest “depressed” score shows F8 voltage 1 
standard deviation below normal (coded blue) combined with F7 voltage 1 standard 
deviation below normal (coded red). Normal in this map is shown for the theta volt-
age at recording sites T4–T3 wherein both voltages are less than 1 standard deviation 
from each other, considered equal or even asymmetry. It is noteworthy that the F8–F7 
voltages for this subject with the lowest “depressed” ISI score are reverse of those in 
the subject with the highest “depressed” score. This pattern is indicative of right-sided 
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fAA in the subject with the highest “depressed” score and left-sided fAA in the subject 
with the lowest “depressed” score.

4. Discussion

4.1 Neurophysiological markers for academic underachievement

Most people believe that academic underachievement is caused by low intelligence, 
motivation, or social background [22–24]. This view fails to explain the substantial 
proportion of extremely bright, driven, and affluent individuals who display aca-
demic underachievement. Academic underachievement has long been hypothesized 
to be caused by inter-individual variations in preferred learning styles (such as audi-
tory vs. visual learning). For instance, it has been demonstrated that in a first-year 
chemistry course at an Australian institution, introverted Myers-Briggs Personality 
Type students outperform extroverted students [25]. Students with reflective person-
alities and visual learning style are reported to have the best academic performance 
in an ophthalmology course for fifth-year students in a Chilean medical school [26]. 
Although learning style preferences are hard to measure, most curricula demand that 
students successfully use a variety of learning methods [25].

To date, research on optimizing academic performance has encountered an 
inability to translate what is known about learning style preferences to how effectively 
students use the critical nodes and hubs in their cerebral cortex for learning. This 

Figure 3. 
qEEG symmetry maps for the subjects with the highest and lowest “depressed” ISI scores. Green circles joined 
by horizontal lines indicate the symmetrical homologous right and left scalp recording sites where the voltages 
are ≤0.5 μV (EVN = even) for each of the standard delta (1–3 Hz), theta (4–7 Hz), alpha (8–12 Hz), and 
beta (15–20 Hz) EEG bandwidths. Blue (LO = low) and red (HI = high) circles joined by horizontal red 
lines (UVN = uneven) indicate the recording sites where the voltages are >0.5 μV lower and higher than the 
symmetrical homologous site, respectively. Upper panel: eyes-closed map recorded on the same day as completion 
of the Individualized Self Inventory (ISI) for the subject with the highest “depressed” ISI score. Lower panel: 
eyes-closed map recorded on the same day as completion of the ISI for the subject with the lowest “depressed” score. 
The highest and lowest “depressed” ISI scores are indicative of increased and decreased negative perceptions of a 
person’s psychosocial interactions, respectively.
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barrier to learning outcomes research has been effectively overcome by the advent 
of computer-based technologies for measuring electrical and metabolic functions of 
the cerebral cortex such as qEEG, functional MRI (fMRI), and psychometric testing. 
While fMRI provides information about metabolic activity in the brain, quantitative 
qEEG is primarily a measure of electrical activity. Due to the tight coupling between 
metabolic and electrical signals in the brain [27], each can be thought of as a sur-
rogate for the other. In that context, an inexpensive qEEG record can be useful as 
a surrogate for a very expensive fMRI recording [28]. qEEG has been validated by 
the US Food & Drug Administration as a medical device and diagnostic method for 
identifying children diagnosed with attention deficit disorder (ADD) and attention 
deficit hyperactivity disorder (ADHD) syndromes (FDA News Release July 15, 2013). 
qEEG has also been shown to be useful in selecting children and adults who are likely 
to respond to psychostimulant treatment [11–13]. qEEG is also increasingly used for 
neurofeedback training in sports and academia. qEEG profiles indicative of improved 
athletic performance in major league baseball players [29], and Olympic athletes 
with performance decline following injury have been reported [14]. qEEG-based 
neurofeedback training has also been shown to be effective in improving the neuro-
surgery skills of ophthalmic microsurgeons [15]. A relatively specific qEEG signature 
indicates working memory deficits in low-achieving high school students, compared 
with high-achieving students [16]. Specific changes in qEEG, indicating increased 
brain performance, also as a result of certain yoga practices [17, 18] suggest the ability 
of yoga training to produce improvements in academic performance.

4.2 The problem of academic underachievement in medical school

Concerns about academic under-preparedness associated with the transition from 
the preprofessional phase to the professional phase of undergraduate medical educa-
tion are likely to be the same as those associated with transition from the preclinical 
to the clinical phase [30]. A key feature of low academic achievement in the first two 
preclinical years of medical school appears to be an underappreciation of the volume 
and complexity of the information needed to be learned. Students are often hampered 
by not having developed a systematic method for handling complex information 
during their preprofessional undergraduate training. A “tried-and-true,” albeit highly 
individualized, method of mastering complex information is usually needed to 
provide the impetus for developing confidence in test taking skills and for meeting the 
challenges of translating complex basic science knowledge into evaluation, problem 
solving and differential diagnosis. The outcome of this difficult transition is twofold: 
(i) a large number of students exhibit low academic achievement on formative and 
summative examinations designed to test medical information processing skills and 
substandard performance on standardized (NBME, USMLE Step 1) examinations 
designed to evaluate readiness for entry into the clinical phase of undergraduate 
medical training; and (ii) many students exhibit high academic performance on their 
formative and summative course examinations but low performance on the standard-
ized NBME and USMLE. We have previously reported that TBR, a measure of atten-
tional control, is negatively correlated with academic achievement in medical students 
[7–9]. In this chapter, we depict and interpret the qEEG brain maps demonstrating the 
spectrum of deviations from the normative reference values for qEEG theta and beta 
voltages and higher versus lower TBR seemed to identify students exhibiting neu-
rophysiological and cognitive deviations from the norms, which could explain their 
underachievement. To our knowledge, this is the first report depicting qEEG brain 
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maps of individuals at two ends of a spectrum of academic performance on a medi-
cal school exam. The significance of the qEEG maps is quite obvious from the global 
changes in color-coded range of voltages shown in Figure 1 and 2. The map of the 
subject with the highest exam score shows colors indicative of substantial increases in 
both their average theta frequency and their average beta frequency voltages Figure 
1. The map of the subject with the lowest exam score shows colors indicative of very 
little change in their theta and beta voltages (Figure 2). We speculate that these color-
coded voltage changes suggest that the subject with the highest exam score might 
have improved neural plasticity, compared to the subject with the lowest exam score. 
We envisage such usage of qEEG as a putative marker for identifying individuals who 
might benefit from neurofeedback or other types of brain training and educational 
counseling. Such targeted interventions might be expected to change the qEEG brain 
maps and neural plasticity associated with studying for a high-stakes medical school 
examination, as described in this chapter, or preparing for other rigorous academic 
challenges.

4.3 Evaluating the brain networks involved in facilitating complex learning

The advent of qEEG and fMRI technologies have led to the discovery of important 
correlations in the electrical and metabolic profiles between areas of the cerebral 
cortex considered to be the main nodes and hubs for learning and memory. The key 
networks are the cingulate, arcuate and uncinate. In this study, the qEEG data were 
interpreted by measuring, within each of the EEG brain wave bandwidths (beta, 
alpha, theta, delta), magnitude (electrical power), dominant frequency and coher-
ence between recording sites. We have successfully used alpha and beta coherences to 
demonstrate correlations between the amount of communication between the cortical 
tissue in the vicinity of each interhemispheric recording site, a measure of network 
development, integrity, and function in this same cohort of medical students with 
apparent attentional dysregulation and academic underachievement [9]. Our study 
is corroborated by research demonstrating correlations between the brain’s executive 
functions and the frontal theta, alpha and beta interhemispheric coherences of 168 
Iranian university students in their twenties [31], as well as by a metanalysis suggest-
ing that the brain’s executive function is a positive predictor of academic performance 
in primary school children [32].

4.4 The cingulate network in complex learning

The cingulate network is also known as the dorsal pathway for cognition, and 
activity in this network represents the cerebral cortex’s neutral or idling gear. The 
cingulate network may be the equivalent of a computer’s default mode network, 
involving areas that are operating when a person’s eyes are closed and in a state of 
“day-dreaming” or not involved in deep thought and problem-solving [33]. Linkage 
of electrical magnitude (voltage), dominant frequency, and coherence in the pre-
frontal (Fp1, Fp2), frontal (F3, F4, F7, F8), central (C3, Cz, C4), parietal (P3, Pz, 
P4) and occipital (O1, O2) electrodes is thought to reflect activity of the cingulate 
default mode network. The cingulate network is named for the anterior and posterior 
cingulate cortical areas, the anterior involved in high-level information processing of 
socialization, empathy, outcome/error monitoring and action planning. Error-related 
negative emotional responses are found to be diminished in individuals with anterior 
cingulate lesions [34]. The posterior cingulate is linked to interpreting emotional 
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salience and both the anterior and posterior cingulate have strong connectivity to the 
insular cortex, the main area for integrating and interpreting interoceptive responses 
[35]. The cingulate network appears to contain critical nodes and hubs for motivat-
ing emotional aspects of learning and memory [36]. Mastery of a lengthy, rigorous 
medical curriculum may require normal range of electrical activity in the cingulate 
network to support empathy-motivated and self-corrective learning paradigms. qEEG 
deviation from the norm in the cingulate network could, therefore, provide a key 
signature for academic underachievement in a medical curriculum. We have previ-
ously reported that right-sided fAA, a measurement of negatively valenced emotions, 
is positively correlated with negative self-perceptions of the psychosocial interactions 
among medical students [10]. In this chapter, we show and interpret the qEEG brain 
maps demonstrating a spectrum of fAA correlating with negative self-perceptions. 
We also provide the first depiction in the scientific literature of qEEG brain maps 
from subjects at both ends of an emotional scale from high to low “depressed” ISI 
score and from high to low nondominant hemispheric, right-sided fAA. These find-
ings should be interpreted cautiously because of a report that there was no correlation 
between these variables in a robust multiverse analysis of five “clinically depressed” 
populations [37].

4.5 The hippocampus in complex learning

The hippocampus is a gray structure in the center of the brain and is necessary 
for normal learning, memory, mood, and emotion [38]. Learning and memory are 
also highly dependent on neurogenesis. The adult brain generates new brain cells at 
the rate of 700 neurons per day in the hippocampus and by the age of 50, humans are 
thought to exchange the entire population of neurons with which they were born [39]. 
In adult laboratory animals, blocking brain neurogenesis limits the animal’s ability to 
navigate the environment, a function highly dependent on working memory [40] and 
blocking neurogenesis also results in depression and the inability of antidepressant 
medications to work [41]. Brain-derived neurotrophic factor (BDNF) is thought to 
be the main stimulator of neurogenesis in the human brain [42]. Aerobic exercise, 
learning and sexual activities, 20%–30% calorie restriction, diets high in flavonoids 
(e.g., curcumin), resveratrol (e.g., blueberries, grapes, dark chocolate, and red 
wine), omega-3 fatty acids (e.g., walnuts, fatty fish such as salmon), folic acid and 
zinc are known to increase BDNF and neurogenesis, whereas diets high in saturated 
fats, sugars and ethanol, vitamins A, B and E deficiencies, sleep deprivation, stress, 
aging, inflammation, as well as exposure to high plasma levels of cortisol decrease 
BDNF and neurogenesis [43]. We have previously shown robust correlations between 
hippocampal neurogenesis and physical activity, maze learning and environmental 
enrichment in normal healthy rats, as well as in rats recovering from kainite-induced 
epileptic seizures [44–46]. The results of these studies support the notion that inter-
ventions which increase hippocampal neurogenesis are also likely to increase the cog-
nitive learning and memory functions of the human brain [47]. Studying the effects 
of hippocampal neurogenesis was beyond the scope of the qEEG studies reviewed 
herein. However, modafinil, a drug known to stimulate neurogenesis, is reported to 
decrease qEEG voltage, across all the standard EEG frequencies [48]. This finding of 
a limitation on qEEG voltage suggests that in the presence of active neurogenesis, we 
may not be able to observe the large global changes in theta and beta power indicative 
of the putative improvement in neural plasticity depicted in the (Figure 1) brain map 
from the subject with the highest exam score.
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5. Conclusion

This chapter introduces qEEG brain map interpretation in newly matriculated 
medical students transitioning from undergraduate science to the preclinical basic 
medical science phase of their medical training exhibiting a spectrum from high to 
low theta-beta ratio (TBR), a putative measure of attentional control, and in students 
showing a spectrum of right-sided and left-sided frontal alpha asymmetry (fAA), a 
putative measure of negative emotions. The qEEG changes in TBR are highly cor-
related with academic performance on a first-semester human structure–function 
(anatomy-physiology) exam and the qEEG changes in fAA are highly correlated with 
“depressed” scores on an individualized self-inventory of their psychosocial interac-
tions. These brain maps suggest that changes in qEEG voltages and asymmetries may 
be predictive of changes in attentional control, cognitive performance, and psycho-
social skills and may serve as surrogate markers for neurofeedback training related 
changes in neuroplasticity and in cognitive learning and memory functions of the 
human brain.
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Chapter 6

Resting-State Brain Network 
Analysis Methods and Applications
Yunxiang Ge and Weibei Dou

Abstract

Resting-state fMRI has been widely applied in clinical research. Brain networks 
constructed by functional connectivity can reveal alterations related to disease and 
treatment. One of the major concerns of brain network application under clinical 
situations is how to analyze groups of data to find the potential biomarkers that can 
aid in diagnosis. In this paper, we briefly review common methods to construct brain 
networks from resting-state fMRI data, including different ways of the node defini-
tion and edge calculation. We focus on using a brain atlas to define nodes and estimate 
edges by static and dynamic functional connectivity. The directed connectivity 
method is also mentioned. We then discuss the challenges and pitfalls when analyz-
ing groups of brain networks, including functional connectivity alterations, graph 
theory attributes analysis, and network-based statistics. Finally, we review the clinical 
application of resting-state fMRI in neurorehabilitation of spinal cord injury patients 
and stroke patients, the research on the mechanism and early diagnosis of neurode-
generative diseases, such as multiple system atrophy, as well as the research on brain 
functional network alteration of glioma patients.

Keywords: resting-state fMRI, brain networks, graph theory attributes, dynamic 
functional connectivity, network-based statistics, neurorehabilitation, multiple system 
atrophy, glioma

1. Introduction

Magnetic resonance imaging (MRI) is a multimodal technique that can noninva-
sively reflect the structure and function of the human brain. Structural MRI (sMRI), 
including longitudinal (spin-lattice) relaxation time T1-weighted and transverse 
(spin-spin) relaxation time T2-weighted imaging, has been applied to investigate the 
structural features of the brain. Based on the different relaxation times of different 
tissue, T1-weighted and T2-weighted images can be used to reflect the volume of grey 
matter, white matter, as well as lesions caused by infarction or hemorrhage. Diffusion 
MRI (dMRI), such as diffusion-weighted imaging (DWI) and diffusion tensor 
imaging (DTI), can be used to measure water diffusion along different directions 
and tract neural fiber counts and orientation. Functional MRI (fMRI) reflects neural 
activity during a period of time by measuring the relative amount of deoxygenated 
hemoglobin and oxygenated hemoglobin in the blood flow, which is also called 
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the blood-oxygen-level-dependent (BOLD) signal. The fMRI is becoming popular 
in clinical situations to investigate the functional alterations following disease or 
treatment.

The fMRI experiment can be categorized into task fMRI and resting-state fMRI 
(rs-fMRI). For task fMRI, subjects need to perform a specific task, such as finger tap-
ping or receive external stimulation like heat or sound during the scanning session. 
Resting-state fMRI, on the other hand, is collected when the subject lies still in the 
scanner, without doing any movement or thinking anything particular, and keeping 
awake at all time. Researchers focus on the spontaneous neural activity reflected 
by the BOLD signal under resting conditions. The correlation of signals related to 
spatially distinct regions is commonly defined as functional connectivity (FC) [1].

In the recent two decades, several methods have been developed to analyze functional 
connectivity in the resting state, including seed-based analysis, independent component 
analysis (ICA) [2], and resting-state network (RSN) method [3, 4]. The network method 
characterizes brain spontaneous activity as a graph, where nodes are defined as brain 
regions and edges are represented as connectivity between regions. There are different 
ways to calculate the connectivity, including static and dynamic functional connectivity 
and directed connectivity. Furthermore, features proposed in network science can be 
adopted to characterize the brain network topology, such as graph theory attributes [5].

Resting-state fMRI has been applied to clinical research and applications [6, 7]. In 
clinical situations, a common research paradigm is performing group comparison and 
searching for inter-group significant different features. Researchers are interested in 
whether a group of patients is significantly different from a group of healthy controls, 
or whether the same group of patients shows significant recovery after treatment. 
The identified significant different features may be the potential biomarker to aid in 
diagnosis as well as treatment. More importantly, the location of the significant dif-
ferent feature is of great interest, since each brain region has its unique function. As a 
result, this requires comparing groups of brain networks and other extracted network 
features. In clinical research, there are two key techniques of brain network analysis, 
the method of network construction and significant difference analysis of groups of 
brain networks.

In the following sections, we first describe how to construct brain networks from 
resting-state fMRI data, including different node definitions and a range of con-
nectivity measurements. Then, we present common group analysis methods of brain 
networks. The clinical application of brain network analysis is also reported. We also 
propose several future directions in brain network research and end the chapter with a 
conclusion.

2. Constructing brain networks

Unlike structural and diffusion MRI, the fMRI scanning captures the BOLD 
signal in a period of time that typically lasts for several minutes. The collected data 
are a time series, and the “sampling period” is called repetition time (TR). That is, 
whole-brain data are collected every TR seconds. Before constructing brain networks, 
the data need to be preprocessed to clean out non-neural artifacts, including physi-
ological signals like breath and heartbeat, head movements, and scanner noise. Then 
the nodes of the network are defined and connectivity between each pair of nodes is 
calculated. The whole data processing pipeline is shown in Figure 1.
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2.1 fMRI preprocessing

The preprocessing of fMRI data is necessary since there are non-neural noises in 
the signal. There are openly available toolboxes to carry out preprocessing, such as 
Statistical Parametric Mapping (SPM), FMRIB Software Library (FSL), and Data 
Processing Assistant for Resting-State fMRI (DPARSF)[8]. Common preprocessing 
procedures begin by removing the first 10 time points to let the subject be familiar 
with the scanning environment. Since the scanning of fMRI data within a repetition 
period (2s) is done in a slice-by-slice manner, the exact collection time of the first 
slice and the last slice has a time difference. To correct this difference, a procedure 
called slice timing correction needs to be performed. Then the head motion is 
corrected so that each voxel corresponds to the same brain location in the scanning 
series.

For group analysis, the data of different subjects need to be co-registered or 
normalized to the Montreal Neurological Institute (MNI) standard space. The data 
then undergoes smoothing using a Gaussian filter with a specified full-width-half-
maximum (FWHM) value. After that, the linear trend in the signal is removed and 
nuisance covariates, such as white matter, cerebral spinal fluid (CSF), and global 
signal, are regressed out. At last, the data are filtered to keep signals within 0.01-
0.08 Hz, since signals within this frequency range are reported to reflect spontane-
ous neural activities.

Although numerous preprocessing steps have been developed, there is still no 
consensus on the standard fMRI data preprocessing pipeline. The controversy is 
centered on the nuisance covariates regression, especially global signal regression 
(GSR)[9] and white matter signal regression [10]. Other researchers tried to optimize 
the preprocessing across multiple outcome measures [11], for low-frequency fluctua-
tion analysis [12] and specific patients, such as stroke patients [13]. We have also 
investigated how the choices of preprocessing parameters and steps influence statisti-
cal analysis results [14]. The preprocessing of fMRI data remains to be a complex but 
important research topic.

Figure 1. 
Resting-state fMRI data process pipeline.
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2.2 Node definition

The most basic node definition is the voxel in a 3D fMRI image. Each voxel within 
the brain can be treated as a node and the constructed voxel-based network cov-
ers the whole brain. However, since the spatial resolution of fMRI is relatively high 
(2mm–4mm), the number of voxels is rather large (around the magnitude of 100,000) 
and the constructed network requires huge computation power for further analysis. 
Researchers have proposed specialized methods, such as the Parallel Graph-theoretical 
Analysis (PAGANI) toolkit to accelerate the processing of voxel-based whole-brain 
networks [15].

On the other hand, the nodes of the brain network can be defined as regions in the 
brain. The preprocessed data of voxels within a region are averaged spatially as the 
signal related to this node. The region can be specified manually by drawing regions 
of interest (ROI). Independent component analysis (ICA) can also reveal the compo-
nent region but requires specifying parameters, such as the number of components. 
Both methods require human intervention and depend heavily on expert knowledge.

We proposed a fuzzy node definition method in Ref. [16] for tumor-brain, named 
“Spatial-Neighborhood and Functional-Correlation (SNFC)” based on fuzzy con-
nectedness. It is a self-adapting method where the network was divided into func-
tional connection and spatial adjacency. In the SNFC method, fuzzy connectedness 
between two voxels acts as a measurement to decide if they belong to the same node. 
Each voxel in the brain could be mapped into two feature spaces—structure feature 
space S  and correlation feature space C . Let ,i ks  represent the spatial relationship 
between voxel iv  and voxel kv , acting as a judgment of the neighboring relationship. 

,i kc  is the correlation coefficient between the BOLD signal of iv  and kv . The features 
of structural space S  guarantee the principle of the spatial neighborhood and the 
features of correlation space C  ensure the principle of consistency. Fuzzy connected-
ness between two voxels could be defined as the following:

 , , ,i k i k i kFC s c= ⋅  (1)

If >,i kFC T , then iv  and kv  belong to the same node, where T  is the correlation 
threshold determining whether the correlation of two voxels is strong enough to be in 
the same node.

The nodes can also be defined using regions in the brain atlas to avoid the sub-
jective error caused by human intervention and enable automatic processing for 
large cohorts of data. The most known brain atlas is the Brodmann atlas, created 
by the German anatomist Korbinian Brodmann based on cytoarchitecture [17]. 
Another popular brain parcellation is the Automated Anatomical Labeling (AAL) 
atlas [18]. The AAL atlas focuses on brain structure and the finer partition of cer-
tain cortices was proposed in AAL2 [19] and AAL3 [20]. Apart from structure, the 
brain atlas derived from diffusion and functional data is getting more attention. 
The Brainnetome Atlas was proposed based on DTI data with fine-grained parcella-
tion [21]. Researchers also developed functional atlas, such as the Atlas of Intrinsic 
Connectivity of Homotopic Areas (AICHA) that considered the homolog of regions 
in both hemispheres [22]. The above-defined network is called a region-based whole-
brain network. We can also construct networks within a region. In this scenario, 
the voxels are defined as nodes, and the network only consists of voxels within a 
region. The constructed network is called a voxel-based local network, representing 



127

Resting-State Brain Network Analysis Methods and Applications
DOI: http://dx.doi.org/10.5772/intechopen.104827

the topology within certain regions. We proposed a multilevel brain network joint 
analysis method on voxel-based whole-brain networks, voxel-based local networks as 
well as region-based whole-brain networks (Figure 2) [23].

Node definition has a fundamental influence on the topology of the brain network. 
Different atlas parcels the cerebrum and cerebellum based on different information, 
and it plays a key role in linking physiological regions to abstract brain network nodes. 
However, similar to the preprocessing of fMRI data, there is no gold standard for the 
node definition. Several researches have been carried out to investigate the effect of 
node definition on network analysis [24], resting-state networks [25], and the topol-
ogy of both functional networks [26] and structural networks [27]. It is still an open 
question and needs more thorough research.

2.3 Static and dynamic functional connectivity

Edges in brain networks are represented by the connectivity between nodes. One 
of the most common connectivity measures is functional connectivity (FC). In 1995, 
Biswal et al firstly reported the correlation of intrinsic low-frequency BOLD signal 
fluctuation under resting-state and since then, multiple efforts have been devoted 
to FC analysis [1, 3]. Functional connectivity is commonly defined as the Pearson 
correlation between the BOLD signal of spatially distant regions. In recent years, 
researchers realized that FC ignores the dynamics of neural activity and developed 
dynamic functional connectivity (DFC) or Chronnectome [28–30]. The research on 
DFC is becoming popular and has attracted lots of attention.

Technically speaking, FC or static functional connectivity (SFC) is calculated 
using the whole time series, whereas DFC utilizes a sliding time window and the 
correlation of signals within the window is calculated. The window then moves from 
the beginning of the BOLD signal to the end, with a pre-defined step size. As a result, 
the connectivity shows dynamic fluctuations as the window slides, and each scanning 
session is associated with a series of brain networks, or a dynamic brain network. In 

Figure 2. 
Construction of multilevel functional brain networks.
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contrast, there is only one static network related to the scanning session. The network 
is usually represented by a graph adjacency matrix, which is a square symmetric 
matrix and the ( ),i j  value equals the connection of node i  to node j . For a dynamic 
network, there is a time axis along with the adjacency matrix.

There are two major parameters regarding DFC calculation—the window length 
and the sliding step size. With a longer window length, the dynamics of neural activ-
ity might be averaged out while a shorter window length can capture transient signal 
changes. The step size controls the temporal resolution of DFC. Normally it is speci-
fied as several TRs. We investigated the optimal window width by using the small-
world property as criteria [31]. Node degree distribution has exponential truncated 
power-law in the small-world network, and the normal human brain network shows 
a strong small-world property. The reasonable window width range was verified 
on both SNFC-based and voxel-based whole-brain networks. Results show that the 
smallest window width is 200 seconds and 260 seconds for normal subjects and brain 
tumor patients, respectively. Leonardi et al also studied the theory between window 
length and filter cut-off frequency during preprocessing [32]. Apart from the two 
window parameters, the shape of the sliding window is another concern. The rectan-
gular window is the simplest solution, but other choices such as tapered window exist. 
Mokhtari et al also proposed a modulated rectangular (mRect) window to reduce 
spectral modulations [33].

We also proposed a dynamic network analysis method for enlarging the training 
samples required by an unsupervised learning classification algorithm [34], such as 
a classical backpropagation neural network classifier containing a hidden layer. It 
reached the optimal accuracy of 100% for classifying glioma patients and normal 
subjects.

Despite controversies, DFC has been used to investigate diseases, such as 
schizophrenia [35], post-traumatic stress disorder (PTSD) [36], Parkinson’s Disease 
[37], and autism [38]. It has also been applied to lifespan studies [39] and cognitive 
research [40]. From either a methodological or application view, the research on DFC 
is still insufficient.

2.4 Directed connectivity

As the definition implies, both SFC and DFC contain no directional information. 
Effective connectivity (EC) can measure the directional influence of one region 
toward another area by calculating the causal relationships between time series. 
Commonly adopted EC estimation methods are structural equation modeling (SEM) 
[41], dynamic causal modeling (DCM) [42], and Granger causality analysis (GCA) 
[43, 44]. The computation cost becomes unacceptable for SEM and DCM as the 
number of nodes increases [43]. Several amendments have been proposed to reduce 
the computation requirement of DCM recently [45, 46], but the model complexity is 
still challenging for clinical applications. We proposed a method based on convergent 
cross-mapping (CCM) that can reflect the interactions between regions in a dynamic, 
nonlinear, and deterministic way, which is not covered by GCA [47]. The method 
overview, together with the extended network-based statistic, is shown in Figure 3.

CCM was originally developed to detect causality in complex ecosystems [48]. 
It acts as a complement to GCA as CCM assumes the system to be deterministic and 
dynamical, while GCA works for a stochastic system and requires separability. In 
GCA, if removing X decreases the predictability of Y, it can be deduced that X causes 
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Y, and in a brain network scenario, there is a directed connection from X to Y. On 
the other hand, in deterministic dynamic systems where CCM was developed, we 
can measure how well Y can estimate X to determine the causal relationship from 
X to Y, which then determines the directed connectivity strength from X to Y. The 
procedure of estimating X using Y is called cross-mapping. CCM is also applicable 
under situations where separability is not guaranteed. GCA, on the other hand, may 
produce erroneous results [49]. As for the brain, it is a dynamic system whose func-
tional organization is poorly understood [50]. Utilizing CCM to estimate directed 
connectivity between regions could facilitate the investigation of brain activity as well 
as enable novel clinical applications.

3. Analyzing group differences in brain networks

After brain network construction, for each scanning of each subject, the prepro-
cessed fMRI data were converted to a brain network represented by a graph adjacency 
matrix. The next question is how to find the difference between groups of brain net-
works. Here we summarize two popular methods to further analyze brain networks.

3.1 Significance analysis

The most basic method is analyzing functional connectivity directly. Specifically, 
suppose we are comparing two groups of networks. Each connectivity value is 
extracted from every network, forming two sets of values. Statistical hypothesis test-
ing can be adopted to decide whether this connection shows a significant difference as 

Figure 3. 
CCM-based directed connectivity estimation and extended network-based statistic method.
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well as which group is higher. After performing a comparison on every connection in 
the network, the group difference network consisting of significant different connec-
tions is obtained. All edges with a significant difference were stored in a network for 
further discussion. We can also select several regions based on prior knowledge, such 
as the sensorimotor area or visual area, to further filter the set of significant different 
connections.

Another method is calculating graph theory attributes. Graph theory characterizes 
the topology of the network by nodal and global attributes. Common node level graph 
theory attributes are betweenness centrality, clustering coefficient, local efficiency, 
modularity, and weighted degree, while the network level graph theory attributes 
include global efficiency and characteristic path length. Small-worldness is also a 
common index used in brain network analysis. For multilevel brain networks, we 
define intra-region features as the attributes calculated at voxel-based local networks, 
and the attributes calculated at region-based whole-brain networks are called inter-
region features. We can calculate the global feature of the voxel-based local network 
(intra-region features), and the nodal feature of the region-based whole-brain 
network (inter-region features). As a result, for each graph attribute, we obtain a 
feature vector whose length equals the number of nodes in the network, representing 
the whole-brain network feature.

After obtaining feature vectors of graph theory attributes, we can perform a 
statistical comparison on each region similar to FC analysis. The feature at each region 
is extracted, forming two sets of values; and statistical testing is used to find signifi-
cant regions or significant different features. Moreover, the clinical relevance of the 
features can be evaluated by assessing the correlation of features and clinical scores, 
which produces features with significant correlation. The intersection of significant 
different and significant correlated features is selected for further discussion and 
following analysis.

We also investigated methods to analyze dynamic graph theory attributes [51]. For 
dynamic brain networks, at each sliding window location, the obtained brain network 
is static, and graph theory attributes can be calculated. As the window slides, graph 
theory attributes at each window location are estimated, forming the dynamic graph 
theory attributes of the dynamic network. To combine static and dynamic attributes 
together with clinical scores, we proposed an analysis framework [51]. The strength 
and stability of dynamic graph attributes were calculated. We found significant dif-
ferent and correlated features for both static and dynamic networks, as well as their 
intersection. The resulting features were further analyzed using receiver-operating 
curves (ROC) to test their ability in classification.

A controversy regarding the above analysis method is the multiple comparison 
problem. For each single statistical comparison with a 0.05 significance level, there is a 
0.05 chance of obtaining a false positive. However, when performing multiple statisti-
cal comparisons at the same time, the chance of getting at least one false positive would 
become higher as the number of comparisons increases. To tackle this problem, correc-
tion methods, such as Bonferroni correction and false discovery rate (FDR) correction, 
were proposed. The basic idea behind these correction methods is to decrease the single 
comparison significance level according to the number of comparisons. However, 
since the amount of comparison is related to the number of nodes in the network, and 
certain features show high within group variance, directly applying correction might 
result in no significant result. We argue that statistical comparison can be seen as a fea-
ture selection procedure. The significant or selected features are then fed into the next 
module, such as a classifier. During feature selection, we should keep as much useful 
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information as possible. The uncorrected significant features are preliminary scanning 
results and taking the intersection of significant different and correlated features fur-
ther select clinically relevant information. Searching for intersected significant features 
might be an alternative method to multiple comparison correction.

3.2 Network-based statistics

For brain networks, to overcome the multiple comparison issue, network-based 
statistics (NBS) was proposed, enabling direct comparison of groups of brain 
networks [52]. NBS assumes that the effect or the group difference forms a certain 
structure instead of distributed single connections. The edge-wise comparison is per-
formed first and the links are thresholded according to the test statistics or p-values 
obtained from the edge-wise comparison, producing a binarized difference network. 
It then searches for structures or connected components in the binarized difference 
network. The size of the component, defined as the number of edges or nodes, is used 
to determine if the component is significant by a permutation test, where group labels 
of samples are randomly shuffled and the same procedure is performed to search 
for the maximum component size. The permutation is repeated 5000 times and the 
empirical distribution of the component size is obtained. An empirical p-value can be 
assigned to the original connected component by calculating the ratio of the number 
of permutations, where the maximal size is larger than the original size, to the total 
permutation number.

Compared with edge-wise comparison and direct edge-wise correction, NBS 
provides higher statistical power at the cost of coarser spatial resolution in detecting 
differences [52]. In other words, NBS can only declare the connected component as a 
whole to be significant. It draws no conclusion on the significance of each single con-
nection within the component. However, the original NBS only works for symmetric 
adjacency matrices, which corresponds to functional connectivity.

Based on directed connectivity, we proposed the extended-NBS (e-NBS) to search 
for altered connected components in groups of directed networks [47]. The method 
overview is shown in Figure 3. We search for strongly connected components (SCC) 
and weakly connected components (WCC) with and without direction information. 
A classical depth-first search algorithm was adopted when searching for SCCs and 
WCCs. The edge-wise p-value was utilized to filter for candidate connections and 
construct a difference network. Since there is no consensus on how to choose the 
pre-defined p-value threshold, we changed it within a certain range to test method 
performance. Specifically, an edge is kept if the p-value is less than the pre-define 

Figure 4. 
Two-step connected component. The first level node is directly connected to the ROI in the binarized difference 
network, while the second level node is connected with the first-level node.
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p-value threshold. For edge-wise comparison, we also tried to use two-sample t-test 
and the non-parametric Mann-Whitney test. The e-NBS method, together with the 
CCM-based directed connection estimation method, was verified using a dataset of 
spinal cord injury patients and healthy controls.

Moreover, we note that given the framework of e-NBS, one can define connected 
components that suit research needs. For example, in a study of motor function 
alteration following spinal cord injury, researchers are interested in connections 
related to sensorimotor areas and visual regions. The connected component can 
be defined as significant different connections related to these regions of interest. 
Furthermore, we can define two-step connected components that comprise connec-
tions directly related to the ROIs in the binarized difference network, and connections 
related to regions (first level nodes) that connect with ROIs (Figure 4). Either way, 
the permutation test in e-NBS makes it possible to draw conclusion on the significance 
of the defined component.

4. Clinical applications

The resting-state fMRI has been applied to clinical research and applications, 
mainly investigating pathophysiological mechanisms and searching for sensitive bio-
markers for early diagnosis [6, 7]. The prognosis predictability of rs-fMRI is intrigu-
ing as well [53–55]. In glioma research, resting-state fMRI has also shown potential in 
diagnosis and treatment planning. Here we introduce three examples of applications 
and related works.

4.1 Neurorehabilitation

It has been shown that changes in both brain function and structure occur fol-
lowing central nervous lesions, such as spinal cord injury [56] and cerebral stroke 
[57]. According to the theory of neuroplasticity, the brain function continues to 
change during rehabilitation, and it is the theoretical and physiological basis for 
individualized neurorehabilitation as well as assistive rehabilitation technologies, 
such as transcranial direct current stimulation (tDCS) [58–60] and brain-computer 
interfaces (BCI) [61, 62]. We performed a study on spinal cord injury patients and 
investigated the alteration of grey matter volume extracted from structural MRI and 
functional connectivity related to the sensorimotor area, combining clinical assess-
ments [63]. We found that that the alteration of anatomical structure features and the 
brain network connectivity in the sensorimotor area were non-concomitant following 
spinal cord injury, and the functional connectivity within the sensorimotor area had a 
significant correlation with clinical sensory scores, indicating the potential of FC as a 
prediction biomarker.

Another issue related to neurorehabilitation is the automated objective evaluation of 
rehabilitation progress. Traditionally, patient recovery is assessed by clinical measure-
ments, which can only reflect behavioral improvements and might include subjective 
bias. We proposed a distance-based rehabilitation evaluation method that takes resting-
state fMRI data of patients and healthy controls as input (Figure 5) [64]. We hypoth-
esize that the sample point distribution of patients and healthy controls in the feature 
space is dichotomous. A support vector machine (SVM) classifier was first trained using 
significantly different functional connectivity of healthy controls and the first scanning 
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session of patients. The distance of the patient sample points to the separating hyper-
plane was calculated and used to evaluate patient recovery. If the patient recovered, the 
sample point of the patient would move toward healthy controls and the distance would 
decrease. The method was verified using both group level and individual longitudinal 
data, and the distance evaluation was consistent with clinical measurements.

On the other hand, a stroke could lead to certain movement disabilities. Motor-
related brain function alteration after stroke and during recovery is of great interest. 
Brain-Computer Interface (BCI) systems are helpful in motor recovery, possibly by 
stimulating neuroplasticity following brain activity [65]. The brain network reorgani-
zation of stroke patients after BCI training is of great significance. We conducted an 
experiment to investigate the functional changes after BCI training and their relations 
to clinical scores [66]. Functional connectivity was calculated using data collected 
before and after training and we searched for significant increased FC in groups with 
and without BCI training. The correlation between FC and clinical scores was also 
calculated. We found increased FC between certain cerebral and subcortical regions 
and the inter-hemisphere FC was positively correlated with motor scores.

4.2 Multiple system atrophy

Multiple system atrophy (MSA) is a neurodegenerative disease typically char-
acterized by parkinsonism, cerebellar ataxia syndrome, and autonomic nervous 
dysfunction [67]. It is further divided into two subtypes, MSA with predominant 
parkinsonism (MSA-P) and MSA with predominant cerebellar ataxia (MSA-C) [67]. 
Previous studies mainly investigated the structural abnormalities related to MSA 
patients and compared subtypes of MSA with Parkinson’s Disease (PD) as well as 
healthy controls [68–71]. The functional alteration induced by MSA is also studied 
by calculating regional homogeneity (ReHo) [72], the amplitude of low-frequency 
fluctuations (ALFF) [73], as well as functional and effective connectivity [74, 75].

The dynamic functional features of MSA-C patients not thoroughly investigated 
before. We conducted an experiment on MSA-C patients and proposed a method to 

Figure 5. 
Method overview of the distance-based rehabilitation evaluation framework.
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combine static and dynamic functional connectivity features, as well as clinical scores 
(Figure 6) [51]. The static and dynamic brain networks were constructed using meth-
ods described in section 2.3 and static and dynamic graph theory attributes were calcu-
lated. Statistical comparisons and correlation analysis were carried out and significant 
different and correlated features were found. The significant regions mainly covered 
the cerebellum and certain cerebral areas, which is consistent with prior knowledge. 
The dynamic features showed the highest area under the curve (AUC) value during 
receiver-operating characteristic (ROC) analysis, indicating the potential of dynamic 
features in disease diagnosis.

Apart from structural and functional analysis, multimodal research on MSA 
is getting more attention. We also tried to combine structural, diffusion, tractog-
raphy, and functional features extracted from T1, DTI, and fMRI to search for 
sensitive biomarkers for MSA-C patient diagnosis (Figure 7) [76]. The T1 data were 
processed to produce grey matter and white matter probability maps. We per-
formed tractography on DTI data and counted the number of tracts crossing each 
brain region. The fraction anisotropy (FA) and mean diffusivity (MD) maps were 
also obtained. For rs-fMRI, we calculated functional connectivity and constructed 
brain networks. The extended network-based statistics for the undirected network 
were adopted to search for significant different connected components between the 
two groups. By using the AAL atlas, feature maps extracted from different modali-
ties were converted to feature vectors and networks. After that, significant analysis 
was performed with false discovery rate correction and we identified significant 
different features, mainly distributed in cerebellar and certain cerebral regions. The 
correlation of these features with clinical scores was also tested. We also searched 
for sensitive biomarkers in disease diagnosis by applying a nested leave-one-out 
cross-validation framework and evaluated classification performance using the 
significant features of each region with a support vector machine (SVM) classifier, 
as shown in Figure 7. The identified biomarkers were mainly cerebellar regions. 
Different modalities contain complementary information. Merging multimodal 

Figure 6. 
The coalition analysis of rs-fMRI data combining static, dynamic functional connectivity as well as clinical 
information.
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data and clinical variables together can further reveal the neurological alteration 
related to the disease as well as increase the accuracy, robustness, and generaliza-
tion of the disease diagnosis algorithm.

4.3 Glioma

Glioma stems from the canceration of neurogliocyte and is the most common 
tumor in the human brain [77]. It has an intensive impact on the structure of the 
brain and further on the corresponding physiological functions. Different locations 
of the glioma will result in different functional alterations and prognosis outcomes. 
For a high-level glioma, it is highly likely to relapse even after being excised in 
a surgery [78]. As a result, it is necessary to analyze the brain function changes 
according to the location and volume of glioma for both diagnosis and treatment. 
We proposed a framework of multilevel functional network analysis to find the 
functional network characteristics of glioma patients [79]. The multilevel network 
consists of a hemisphere functional network, glioma voxel local network, and glioma 
region local network, as illustrated in Figure 8. The hemisphere functional network 
was constructed based on regions from a single hemisphere in the AAL atlas exclud-
ing cerebellar parcellation (Figure 9). The glioma voxel local network is constructed 
at the voxel level in the region of glioma that is extracted by a tumor segmentation 
method. And glioma region local network is also constructed at the voxel level, but 
within each atlas region containing the glioma. A ratio, defined as the number of 
voxels in an AAL area that belongs to the segmented glioma region over the total 
voxel number of the area, is used as the threshold for selecting areas containing the 
glioma in the AAL atlas.

Figure 7. 
The multimodal MRI feature fusion framework and the nested leave-one-out cross-validation procedure. GMV: 
grey matter volume; WMV: white matter volume; FA: fractional anisotropy; MD: mean diffusivity; NBS: 
network-based statistics; LOOCV: leave-one-out cross-validation.
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Network features, including connectivity strength, characteristic path length, 
average nodal betweenness centrality, and average nodal clustering coefficient, were 
calculated for all networks. The network connectivity strength was defined as the 
average z-scores of all edges. Network characteristic path length equals the average of 
shortest paths between each pair of nodes in the network. Nodal attributes, including 
betweenness centrality and clustering coefficients, are calculated at each node within 
the network and averaged as network features. For hemisphere functional networks, 
both static and dynamic functional connectivity were investigated. Since the period 
of the BOLD signal induced by the hemodynamic response of neuronal activity is 
about 20s [80], during the reconstruction of dynamic networks, a sliding window 
with a length of 50s and a step size of 10s was selected. Each glioma patient received 
functional scanning lasting for 460s. As a result, the sliding time window extracted 
46 sub-signals with a length of 50s and constructed dynamic brain networks with 
46-time slices.

In this study, 38 patients with tumors in one side of the brain were enrolled. We 
constructed 38 positive and 38 negative hemisphere functional networks. Among 
these patients, 15 subjects had glioma area segmentation. Moreover, 15 healthy sub-
jects were collected as the control group. The local network analysis was performed on 
15 patients with segmentation and 15 healthy controls. We used the two-sample t-test 
to evaluate the significant difference of each feature between hemisphere functional 

Figure 8. 
A framework of multilevel functional network analysis for finding the functional network characteristics of 
glioma patients.

Figure 9. 
The process of the construction of the hemisphere functional networks is based on the AAL atlas of a glioma 
patient. The green dots stand for the nodes of the functional network. The yellow line segments represent the 
weighted edges whose thickness reflects the weight. The colored area shows the tumor region and different colors 
reflect the possibility of whether a voxel belongs to the tumor.
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networks constructed on the healthy side and the glioma side. The glioma voxel local 
networks and glioma region local networks were constructed at the same location of 
glioma segmentation in data collected from healthy controls as well. Statistical com-
parison was performed to compare network features of glioma voxel local networks 
and glioma region local networks from patients and healthy controls. There were 41 
glioma region local networks constructed from 15 patients, and for comparison, 41 
local networks were estimated from healthy controls.

We also investigated the classification performance using hemisphere functional 
networks. Given that the sample size is small (38 networks with glioma and 38 
networks with healthy tissue), linear support vector machine (SVM) was chosen as 
the classifier. Static and dynamic network features were extracted and aligned into a 
feature vector of dimensions 4 and 184 ( ×46 4 ) as the input to the classifier, and the 
leave-one-out cross-validation method is employed to evaluate the performance. The 
results showed that both dynamic and static features can distinguish the normal and 
abnormal networks. In addition, dynamic features obtained 100% accuracy in our 
dataset, while static features showed 71.5% accuracy.

Results revealed by the multilevel functional network analysis method showed 
that the existence of glioma changed certain features of the normal functional 
networks. Our work finds that glioma weakened the connection strength of the global 
and local functional networks. Moreover, it decreased the clustering degree of the 
nodes in both local functional networks, indicating that glioma may destruct the non-
randomness and the small-world property of brain networks.

Previous studies have already investigated how glioma alters functional connectiv-
ity [80–83]. We find that glioma attenuates the connectivity of functional networks, 
which is in accordance with previous studies. Moreover, we also involved network 
features other than connectivity. Our study emphasized the characteristic features, 
such as betweenness centrality, clustering coefficient, and characteristic path length, 
which were not covered by previous research.

5. Future directions

Despite progress in recent years, there are lots of work to be done in developing 
new methods for constructing and analyzing brain networks, as well as performing 
group and individualized analysis. In this section, we propose some possible direc-
tions in the field of brain network research.

Network science has been used to analyze brain networks and advanced methods 
need to be developed to characterize the topological features of brain networks. The 
algebraic topological data analysis (TDA) method provides a new way to analyze the 
interactions between a set of nodes instead of bilateral connections. TDA could act as 
a complement to graph theoretical analysis in describing the topology characteristic of 
brain networks. More advanced network theory concepts, such as algebraic topology, 
have also been introduced to the analysis of brain networks [5]. Moreover, artificial neu-
ral networks and deep learning methods have been shown to be powerful in analyzing 
graph data. On the one hand, before network construction, models, such as Recurrent 
Neural Network (RNN) and Transformer, that were originally proposed to process 
sequential data, such as natural language and voice, can be applied to analyze the BOLD 
time series, both with and without preprocessing. Since the network perspective mainly 
models the inter-relationships between signals of spatially distinct regions, applying 
deep learning models directly to the time series could possibly extract information 
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complementary to statistical dependency, as described by functional connectivity. 
On the other hand, after constructing brain networks using functional connectivity, 
directed connectivity, or DTI fiber tracking, Graph Neural Network (GNN) or Graph 
Convolutional Network (GCN) could be utilized to merge these multimodal networks 
and combine both edge-wise features (connections) and nodal features, such as graph 
theory attributes. GNN was proposed to directly analyze graphs that can model rela-
tionships between nodes and perform inference on node, edge, or graph level. Applying 
GNN to brain networks, especially multilevel static and dynamic brain networks, could 
possibly extract useful features and enable multimodal information fusion.

On the application side, multiple group comparison methods have been developed. 
However, for clinical application, individualized diagnosis and treatment are crucial. 
How to transform conclusions derived from group research into individual situa-
tions is a challenging question. We define “healthy templates” as a set of methods 
to delineate characteristics of a healthy population. The healthy templates describe 
the distribution of features of healthy people and need to be built for each feature 
extracted from different modalities. In its most basic form, the healthy template can 
be a value range given a specific feature. Subjects whose feature value falls within this 
value range would be considered to be normal, similar to the interpretation of a blood 
test result. Open-source datasets are valuable resources in the construction of healthy 
templates. However, the site effect of MRI data is a crucial issue and multi-site data 
harmonization techniques need to be adopted when combining data from different 
scanning locations. Several methods have been proposed for harmonization but their 
utility remains to be tested [84, 85]. With low variance healthy templates, individual-
ized precise treatment planning and prognosis prediction would become possible.

6. Conclusion

The human brain is modeled as a functionally inter-connected network. Resting-
state functional magnetic resonance imaging enables observing brain spontaneous 
activity in vivo. In this chapter, we reviewed the process of rs-fMRI data as well 
as group analysis methods. Different node definitions and edge estimation were 
discussed during the network construction stage. Nodes can be defined at the voxel 
level or with the help of a brain atlas. Lesions, such as glioma segmentation result, 
can also guide node definition. Edges are estimated in static, dynamic as well as 
directed scenarios. We presented two major methods to compare groups of brain 
networks data, significance analysis, and network-based statistics. Combined with 
the brain atlas, whole-brain networks are characterized by graph theory attributes 
developed in network science. Network-based statistics enables the direct com-
parison of groups of brain networks. We also discussed the clinical application of 
rs-fMRI data analysis in neurorehabilitation, multiple system atrophy, and glioma 
patients. At last, future research directions are discussed, with an emphasis on net-
work science, novel deep learning models, and individualized clinical applications.
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Chapter 7

Neuroimaging in Common 
Neurological Diseases Treated  
by Anticoagulants
Pipat Chiewvit

Abstract

Stroke imaging/Cerebral Venous sinus thrombosis/Arterial dissecting disease in 
Head and Neck regions/Neurocomplication of anticoagulation therapy. Nowsday, 
anticoagulant drugs are common drugs used in daily practice for patients in neurol-
ogy clinic. Anticoagulant treatment used for treated symptomatic patients as well 
as for prophylaxis therapy in asymptomatic patients. The purpose of this chapter  
based on the review of essential neuroimaging in the most common neurological 
conditions that benefit from treatment with anticoagulant drugs such as ischemic 
stroke, cerebral venous sinus thrombosis, and arterial dissecting disease of head 
and neck arteries and will be enclosed with neuroimaging in case of neurocompli-
cation by anticoagulant therapy.

Keywords: stroke, intracerebral hemorrhage, cerebral infarction, CT, MRI, CTA, 
CTV, CTP, MRA, MRV, angiography, cerebral venous thrombosis, arterial dissection, 
neurocomplication, anticoagulation

1. Introduction

Stroke is a neurovascular disease with a high incidence throughout the world; 
according to the global stroke fact sheet 2019 by World Stroke Organization, 
stroke is the second leading cause of death and the third leading cause of dis-
ability. As up to 13.7 million new cases of stroke each year, globally one in four 
people over age 25 will have a stroke in his or her lifetime. About 5.5 million 
people die from stroke annually, and 39% of all who die from stroke are under 70 
years old [1]. The burden of stroke is due to widely prevalent risk factors such as 
hypertension, diabetes, smoking, metabolic syndrome, and behavioral factors. 
Modification risk factors and administration preventive therapy are the keys to 
decrease stroke burden. Besides of the systemic disease such as hypertension can 
cause stroke, a number of cardiac diseases and vascular diseases affected intracra-
nial arteries such as non-valvular atrial fibrillation, prosthetic heart valve, dilated 
cardiomyopathy, atrial appendage thrombus and atrial myxoma, atherosclerosis 
disease of aortic arch, neck arteries and intracranial arteries, arterial dissection 
etc. are the common causes of stroke [2–4]. Those conditions are prone to cause 
an embolic stroke (cardioembolic or artery to artery embolism). Antithrombotic 
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agents such as antiplatelet drugs and anticoagulants are the drugs that are efficient 
in the prevention of embolic stroke. Thus, a majority of patients who have high 
risk factors in the group of stroke experience and inexperience stroke might have 
a regular anticoagulant administration. Regular monitoring of prothrombin time 
and International normalized ratio (INR) to predict the bleeding complications. 
Because ischemic and hemorrhagic strokes have different causes and effects on the 
body, both require different treatments. The accurate diagnosis types of strokes as 
ischemic stroke or hemorrhagic stroke is important. Neuroimaging is the investi-
gate procedure to make a correct diagnosis type of stroke and extension of stroke 
lesion that take part in triage stroke 2patients for further proper management.

Guideline recommendation for stroke prevention (ischemic stroke/TIA) [5]:

• To evaluate the cause of ischemic stroke.

• Getting rid of all risk factors is important for secondary stroke prevention such as 
well-controlled DM/hypertension, pause of smoking, and decreased lipid level.

• Changing patients to a healthy diet (low salt, low cholesterol rich diet) and 
promoting physical activity such as exercise.

• The administration of antithrombolytic therapy in the patients who have no con-
traindication to antiplatelet or anticoagulant treatment such as combination of 
antiplatelets and anticoagulation or dual antiplatelet therapy is not recommended 
in long term treatment. For the short term treatment, dual antiplatelet therapy is 
recommended in specific patients such as early arriving minor stroke, high risk 
transient ischemic stroke or severe sympatimatic intracranial stenosis etc.

• Atrial fibrillation remains a common and high-risk condition for second 
ischemic stroke. Anticoagulation is usually recommended if the patient has 
no contraindications. Heart rhythm monitoring for occult atrial fibrillation is 
usually recommended if no other cause of stroke is discovered.

• Extracranial carotid artery disease is an important and treatable cause of stroke. 
Patients with severe stenosis ipsilateral to a nondisabling stroke or transient isch-
emic attack who are candidates for intervention should have the stenosis fixed, 
likely relatively early after their ischemic stroke. The choice between carotid 
endarterectomy and carotid artery stenting should be driven by specific patient 
comorbidities and features of their vascular anatomy.

• Patients with severe intracranial stenosis in the vascular territory of ischemic 
stroke or transient ischemic attack should not receive angioplasty and stenting as 
first-line therapy for preventing recurrence. Aggressive medical management of 
risk factors and short-term dual antiplatelet therapy is preferred.

• Patients with embolic stroke of the uncertain source should not be treated empir-
ically with anticoagulants or ticagrelor because it was found to be of no benefit.

Stroke has three major subtypes:

1. Ischemic stroke
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2. Hemorrhagic stroke

3. Stroke mimic conditions

Neuroimaging modalities as noninvasive techniques for the diagnosis of stroke are 
mainly based on computed tomography (CT) or magnetic resonance imaging (MRI) 
studies such as noncontrast CT study, CT angiography (single-phase or multiphase 
CTA), CT perfusion (CTP), CT venography (CTV) and dual-energy CT (DECT) or 
MRI, MR angiography, MR perfusion, etc. invasive study such as digital subtraction 
catheterized angiography (DSA) is usually preserved for further treatment by endo-
vascular options such as mechanical thrombectomy, coiling aneurysm, etc. Imaging 
plays a key role in current guidelines for thrombolysis. The knowledge of typical early 
ischemic signs in nonenhanced computed tomography (CT) is necessary.

Computed Tomography (CT): According to “Time is brain” the patient in stroke 
condition in the emergency department must be transferred fast and must have a cor-
rect diagnosis. Noncontrast CT scan (NCCT) must be performed as soon as possible 
after an activated stroke. NCCT is preferred in most institutes/centers and used as 
the gateway in triage patients who have a clinical stroke, which may be caused by an 
ischemic process or hemorrhagic process or even mimic stroke conditions (e.g., vas-
cular malformation or tumor). If there is a need for further investigation, contrast-
enhanced study can be performed such as CTA, CTV, CTP, multiphase CTA, or even 
regular contrast-enhanced CT brain, etc. Nowadays, the complete CT stroke protocol 
for triage patients for mechanical thrombectomy is composed of NCCT brain, CTA 
(multiphases), and CT perfusion, which can be performed in a single examination, 
which can be completed in 15 minutes.

NCCT: Noncontrast CT interpretation based on knowledge of brain vascular 
anatomy and basic density on CT scan together with clinical information is needed 
for correct diagnosis. After noncontrast CT scan can rule out intracranial hemor-
rhage or stroke mimic conditions, the patient can proceed to have an intravenous 
thrombolysis drug with a recombinant tissue-type plasminogen activator (r-tPA) 
for treatment. Exceptional case that have contraindication for IV treatment 
(Table 1) [6]. CTA and CTP will be further studies for decision-making in man-
agement by interventional therapy.

ACUTE stage (onset to 48hrs.): Ischemic stroke pattern composed of two main 
components as vascular structures and parenchyma changes. The vascular structures 
CT finding is “hyperdense artery sign, hyperdense vessel sign” which means acute 
intraluminal clot obstructs in the intracranial arteries such as middle cerebral artery 
(MCA), internal carotid artery (ICA), basilar artery appears as high density of blood 
clot by CT along the course of that artery in linear or dot patterns (Figures 1 and 2). 
However, these findings have high specificity up to 90% but low sensitivity of approx-
imately 30% [7–9]. Whenever encountered with hyperdense artery sign on NCCT 
brain, always correlation to clinical information as well as compare to the contralateral 
side and venous structures, such as transverse sigmoid sinus, superior sagittal sinus to 
reduce false-positive conditions That cause high density in the arteries, veins such as 
hemoconcentration condition. The early CT findings in parenchymatous change from 
ischemic stroke are mainly hypoattenuation area from cytotoxic edema that corre-
sponds to the territory of occluded artery, visible by NCCT within the first few hours. 
For example, when there is proximal middle cerebral artery occlusion, there may 
be hypoattenuation area in the following structures: basal ganglia, internal capsule, 
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insular cortex, frontal operculum, temporal operculum, temporal lobe convexity, 
frontoparietal convexity. Basically, nature of basal ganglia structures (caudate and 
lentiform nucleus) are gray matter structures which normally slightly high attenuation 
to nearby white matter as internal capsule, external capsule. Therefore, acute ischemic 

Absolute contraindication

• Acute ICH including hemorrhagic infarction

• History of ICH (microbleed is not contraindicated)

• BP > 185 mmHg, BPs > 110 mmHg

• Serious head trauma or stroke < 3 months

• Thrombocytopenia (platelet <100,000/mm3) and coagulopathy (PT > 15, INR > 1.7)

• LMWH within 24 hr (38% risk of sICH, 29% risk of death, 33% favorable outcomes, od 0.84 for sICH, od5.3 
for death)

• DTIs (TT is sensitive to presence of DITs)

• Factor Xa inhibitor

• Severe hypoglycemia(<50 mg/dl) and hyperglycemia(>400 mg/dl) may be permitted for IVT

• Early radiographic ischemic changes(>1/3 MCA)

Relative contraindication

• Advanced age (>80 yrs.)

• Mild or improving stroke (NIHSS<5)

• Severe stroke (IVT should be cautiously administered in NIHSS>25 at 3–4.5 hrs.)

• Major surgery within 2 weeks (some 3 months)

• Arterial puncture of noncompressible site

• Recent GI bleeding or GU bleeding

• Seizure at onset

• Recent MI within 3 months

• Intracranial structure abnormality (axial tumor, AVM, aneurysm)

• Dementia

Table 1. 
Absolute and relative contraindications to IV rt-PA for acute ischemic stroke [6].

A B C D

Figure 1. 
A, B, C, D NCCT brain demonstrates hyperdense artery sign in horizontal segment (M1 segment) of right middle 
cerebral artery (red arrow, red highlighted in A,B) and Sylvian segment (m2 segment) of right middle cerebral 
artery (dot sign, white arrow, C). Hyperdensity of blood clot in patient with clinical basilar artery thrombosis 
(dot sign, black arrow, D).
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stroke change in basal ganglia will be hypoattenuation that called “obscuration 
lentiform nucleus sign” (Figure 3). In the same manner, the insular cortex that locates 
lateral to basal ganglia and external capsule will be hypodensity and loss of normal 
cortical lobulated pattern are called as “loss of cortical ribbon sign” (Figure 3).  
If cortical and subcortical gray-white matter is involved, NCCT will demonstrate 
loss of gray-white matter differentiation and effacement of cortical gyri (Figure 4). 
Application of this parenchymatous changes pattern in CT scan of MCA can use in 
other territories such as ACA, PCA, SCA, AICA and PICA (Figure 5). According to 
the study by Philip AB, Andrew MD, Jinjin Z, Alastair MB et.al (2000), the Alberta 
stroke program early CT score (ASPECTS) is widely used due to its simplicity and reli-
ability in predicting functional outcomes and symptomatic intracerebral hemorrhage 
after intravenous treatment by alteplase [10]. It is a quantitative CT grading system 
precisely evaluating MCA territory by allotting 10 points in 10 different locations that 
cover entirely the MCA territory. The normal total score is 10. Each point will be sub-
tracted in any one area of early ischemic change (visible hypodensity abnormality); 
therefore, the total score is 0 referring to ischemic change in the entire MCA territory. 
The study suggests that if patient CT ASPECTS is 7 or less, the risk of symptomatic 
ICH with alteplase is 14 times greater than ASPECTS greater than 7. In patients with 
scores above 7, the rate of symptomatic intracerebral hemorrhage is 1%. When hemor-
rhagic transformation develops in the area of cerebral infarction, hyperdensity of 
acute hemorrhage will be encountered (Figure 6).

Subacute stage (2 days to 2 weeks): After maximum swelling of hypoxic cell, 
damage of BBB will increase leakage of intracellular fluid to extracellular fluid 
space causing vasogenic edema. The infarcted area in subacute stage will be easily 

BA C D

E F

Figure 2. 
A, B, C, D NCCT brain in a 59-year-old patient underlying AF with progressive right hemiplegia demonstrates 
hyperdense artery sign in horizontal segment (M1 segment) of left middle cerebral artery (A). NCCT brain 
in a 57-year-old male presenting with right homonymous hemianopia; hyperdense left PCA artery sign is 
demonstrated (B). NCCT brain in a 79-year-old female with alteration of consciousness; hyperdensity basilar 
artery sign demonstrates thrombosis (dot sign, C). NCCT brain in a 57-year-old man underlying hypertension 
and dyslipidemia; hyperdense artery sign is demonstrated at left vertebral artery (D). E,F NCCT brain 
demonstrates false positive hyperdense artery in horizontal segment (M1 segment) of right middle cerebral artery 
(white arrow, E) as well as contralateral side left MCA and venous structures such as left transverse sinus (black 
arrow, E). Normal opacification by contrast medium all arteries and venous structures are demonstrated on 
contrast enhanced CT scan (F). This patient is dehydrated from high fever and headache with hemoconcentration 
condition.



Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior

154

detected by NCCT scan due to high-contrast resolution between swelling tissue and 
adjacent normal tissue. In the early subacute stage of the large territory infarction, 
increased pressure effect to midline structure, ventricular system may collapse or 
there may be displacement; therefore,subfalcine herniation or uncal or descending 
transtentorial herniation may occur. In addition, the high incidence of hemorrhagic 
transformation in the territory infarction (10–43%) [11] will increase this risk for 
the patient who has antithrombolytic therapy. If such a circumstance occurs, there 
is a new high attenuation lesion of the acute hemorrhage within the area of infarc-
tion on the follow-up CT scan. In the late subacute stage, the edema will subside 
with the decreased degree of brain swelling. If the patient is performed contrast 
enhanced CT scan, gyral enhancement is demonstrated in the subacute stage of 
cerebral infarction (Figures 6B and 7).

Chronic, old stage (2 weeks to 2 months): Further resolution in the degree of 
brain swelling, as well as degeneration of the dead infarcted brain, is observed. The 
density of old infarction will be decreased to near CSF density level in some cases. 
Signs of brain volume loss in the old infarction area may occur as ex vacuo dilatation 
of ipsilateral ventricle expand toward the old infarction area, retrogradely Wallerian 
degeneration along ipsilateral corticospinal tract in the lower level to the infarction, 
etc. (Figure 8).
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Figure 3. 
A, B, C, D NCCT brain at level of basal ganglia demonstrates ”loss of insular ribbon sign “ in right insular cortex 
(white arrow, A and white outline area. B) and obscuration of lentiform nucleus sign” in right lentiform nucleus 
(white arrow, C) and in left lentiform nucleus (white arrow, D).
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Figure 4. 
A, B NCCT brain at level of supraganglionic demonstrates hypodensity areas with ”loss of gray-white matter 
differentiation “ and “ loss of cerebral sulci” in right frontoparietal lobes (black arrow, A and color outlines. 
B) The right convexity lesion is according to right MCA territory whereas right frontal parasagittal lesion is 
according to right ACA territory.

Figure 5. 
A, B ,C, D NCCT brain at different levels of posterior circulation territories demonstrates hypodensity areas of 
acute infarction in left occipital lobe according to left distal PCA territory (A), left superior cerebellum according 
to left superior cerebellar artery (B), left anterior inferior cerebellum according to AICA territory (C) and right 
posteroinferior cerebellum according to right PICA territory (D).

Figure 6. 
A, B NCCT brain in acute stroke of left MCA territory demonstrates ill-defined hypodensity areas of acute 
infarction in left frontoparietal convexity according to left MCA territory (A), and two weeks follow-up study 
reveals hyperdensity on top of the infarction area compatible with hemorrhagic transformation in subacute 
stage (B).
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CT ANGIOGRAPHY (CTA): It is the noninvasive technique to visualize 
intracranial arteries by means of noncatheterization technique. In acute ischemic 
stroke, CTA is increasingly used for imaging the vessel and a combination of NCCT 
and CTA brain provides sufficient information to determine eligibility for throm-
bectomy in the first 6 hours. CTA can be performed in single-phase or multiphases 
during one injection of contrast medium. The outstanding advantage of multiphase 
(three phases) CTA over a single phase is in the detection of collateral circulation to 
the area of infarction that assists in decision making for further treatment whether 
the patient has poor collateral circulation or not due to the high risk of symptomatic 
ICH after IV Alteplase in acute ischemic stroke with poor collateral circulation [10]. 
By using multiphase CTA brain, the study can be performed in three contiguous 
phases of CTA as 1st phase, 2nd phase, and 3rd phase, which can be classified the 
stroke patients in three groups of collateral circulation: Good, Intermediate, Poor 
collateral circulation (Figure 9). In some center, CTA protocol in single phase and 
1st phase of multiphase CTA, the coverage of artery extends to aortic arch level to 
include the origin of three main arteries as the right brachiocephalic trunk, left com-
mon carotid artery (CCA), and left subclavian arteries that main trunks from those 
arteries as bilateral internal carotid artery (ICA) and bilateral vertebral arteries 
provide bloodstream to intracranial level. CTA brain findings in a patient with acute 

Figure 7. 
A, B, C: NCCT brain in subacute stage of left MCA territory infarction (A) increased degree of brain swelling, 
midline shifted and hemorrhagic transformation developed. Late subacute stage, diminished degree of brain 
swelling and midline shifted (B). Gyral enhancement along the cortex is demonstrated (C).

Figure 8. 
A, B, C: NCCT brain in old stage of left MCA territory infarction (A) decreased degree of brain swelling to 
the near, equal to CSF density level. Ex vacuo dilatation of left lateral ventricle (B). Retrogradely Wallerian 
degeneration is demonstrated in left cerebral peduncle (C).
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ischemic stroke by arterial occlusion are abrupt disappearance of contrast medium 
opacification at the thrombus site as “artery cut off sign”. Distal to the thrombus, the 
distal run-off arteries can be variable case by case reconstitute by collateral circula-
tion. In addition, CTA provides information on the arteries’ status such as intracra-
nial arteriosclerosis disease, vasculopathy, dissecting artery, intracranial aneurysm, 
cerebral AVM, dural AVM, assessment degree of arterial stenosis, and screening 
whole axis blood supplied intracranial system from aortic arch to vertex.

CT Perfusion (CTP): It is performed by monitoring only the first pass of an 
iodinated contrast agent bolus through the cerebral circulation. This principle is 
used to generate time-attenuation curves for an arterial ROI, a venous ROI, and each 
pixel. use a semiautomatic option, which consists of first manually tracing a large ROI 
around the vessel and then letting the software automatically select an accurate ROI. 
The arterial ROI is optimally selected in one unaffected vessel that is perpendicular 

Figure 9. 
A-I Multiphases CTA brain in three patients, 1st row (A, B, C) 1st case left proximal MCA occlusion with good 
collateral score, 2nd row (D, E, F) 2nd case right proximal MCA occlusion with fair collateral score and 3rd row 
(G,H, I) 3rd case left proximal MCA occlusion with poor collateral score.
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to the acquisition plane, either one of the anterior cerebral arteries (ACAs) or the 
contralateral MCA. In emergency settings, we prefer to select an ACA as the default 
arterial input function for simplicity because it has been shown to be adequate. The 
venous ROI is placed over the superior sagittal sinus or torcular Herophili. The soft-
ware will generate color images of cerebral blood flow (CBF), cerebral blood volume 
(CBV), and mean transit time (MTT). In the emergency settings, the quick interpre-
tation of CTP is first seen MTT images for the area of increased MTT, if the area of 
image match to the clinical setting, then further analysis to CBF, CBV in the same area 
match to MTT image. If CBF and CBV are matched decreased, this is all area of the 
infarct core (no penumbra) but CBF decreased with normal CBV (or increased) will 
suggest ischemic penumbra (Figure 10).

Summary Findings: CT Brain in Stroke
Acute Stroke (Day 0 to Day2)
Vascular Changes: - Hyperdense artery sign
Parenchymatous Changes: - Faint hypodensity area/Loss of gray-white matter 

differentiation/effacement of cerebral, cerebellar sulci/narrowing of subarachnoid 
spaces. CT signs for middle cerebral artery (MCA) territory infarction-loss of insular 
ribbon sign, obscuration of the lentiform nucleus may present.

Subacute Stage (Day 3 to 2 weeks):

• Usually no visible intraluminal clot density

• Increased sharpness (well-demarcated area) of hypodensity of the infarcted area

• Increased mass effect from cytotoxic edema

A B

C D E

Figure 10. 
A-E CT-CTA-CTP: Case Acute ischemic stroke presents with right hemiparesis, NCCT brain demonstrated 
hyperdense clot sign at left M1 segment (A) and early ill-defined hypodensity areas in left basal ganglia and left 
frontotemporoparietal lobes (B). CTA brain (C) complete occlusion of left proximal MCA. CTP brain (D,E) 
mismatch defect (CBF-CBV map) in left cerebral hemisphere.
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• Potential to hemorrhagic transformation (looking for hyperdensity lesion among 
the infarcted area)

Chronic Stage (more than 2 weeks)

• Decreased degree of brain edema.

• Hypodensity of the infarction is equal to CSF density.

• Signs of brain volume loss at old infarcted area such as ex vacuo dilatation of adja-
cent ventricle, widening of adjacent subarachnoid spaces, such as sulci, folia, and 
fissure dilatation.

• Retrograde Wallerian degeneration along the corticospinal tract may occur at the 
level of cerebral peduncle and pons.

MRI (Magnetic Resonance Imaging): In stroke imaging, MRI is one of the 
noninvasive techniques in the diagnosis of ischemic stroke and other types of strokes 
such as hemorrhage and stroke mimic conditions [12].

The basic principle of MR machine comprises a magnet embedded within the 
MRI scanner imaging use of radiofrequency (RF) wave to the brain and activate 
proton in all different tissues in the area scanned to spin, after that the proton is 
returning to its original state known as precession with release RF wave to the 
receiver coil. The different tissue types within the brain return at different rates 
and it allows us to visualize and differentiate tissues in the brain. MRI is superior 
to CT in terms of lack of radiation, excellent tissue contrast resolution in spatial 
and temporal resolution between different normal tissues in the brain, and also 
well discriminate between normal tissue and the abnormalities. Nevertheless, some 
disadvantages of the MRI study are it is a long duration scan, it needs the coopera-
tion of the patient, it needs close monitoring, it is high cost, and it is not widely 
available in all hospitals.

MRI Acute stage: Stroke protocol (Axial DWI/ADC map, T2W, T2W_FLAIR, 
SWI) (Figure 11)

• Diffusion weighted image (DWI) is a very important pulse sequence for diagnos-
ing acute ischemic stroke, DWI can early detect acute ischemic stroke 80–90% 
of cases. Restrictive diffusion lesion in DWI is the area of cytotoxic edema that 
will be bright (hypersignal) and typically together with a low ADC value in the 
ADC map image (hyposignal) (Figures 11 and 12). The pattern of DWI will 

Figure 11. 
A-E MRI brain (stroke protocol) composed of Axial DWI/ADC (A,B), T2W_FLAIR (C), T2WSE (D), SWI (E) 
for basic evaluation of acute infarction, exclusion of hemorrhagic stroke.
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differentiate large vessel occlusion, small vessel infarction or cardiac emboli, or 
border zone infarction.

• T2WSE is for stroke mimic condition.

• T2W_FLAIR looks for the nonmatched area (T2W_FLAIR-DWI) in the acute 
stage, which probably represents an area of penumbra, evaluates white matter 
leukoaraiosis, and some time will help in the diagnosis of subarachnoid hemor-
rhage by MRI study.

• SWI (susceptibility weighted image) uses for the detection whether hemorrhagic 
transformation in area of infarction and also provides detection of cerebral hem-
orrhage prior to treatment or follow up after IV thrombosis treatment and also 
detect cerebral microbleeds (CMBs). The paramagnetic substances in hemor-
rhage display blooming of hyposignal (dark signal, signal void) lesion which is in 
contrast to CT scan hemorrhage is hyperdensity (white color).

Subacute-chronic stage
On the subacute stage of infarction, there is no longer visualization of the hyper-

signal restrictive diffusion but hypersignal in T2W_FLAIR and T2WSE are well-delin-
eated (Figure 13) in the early stage of subacute infarction, degree of mass effect from 
brain edema is still present.

Chronic stage of infarction, the infarcted brain tissue will be phagocytosis by 
macrophage with fluid replaced as old CSF lesion in the brain, therefore, chronic or 
old infarction will have a signal intensity similar to CSF, hyposignal T2W_FLAIR and 
hypersignal in T2WSE (Figure 13).

MR Angiography (Figure 14): Similar to CT scan that uses CTA for evaluation of 
vessel lumen, MR imaging also has 3D time-of-flight (3D-TOF) use of the movement 
of blood, and the flowing blood that enters the volume imaged will produce a signal 
for MRA imaging in the assessment of the intracranial and extracranial arteries. The 
advantage of MRA is that it is a nonradiation and noncontrast medium administra-
tion. The interpretation of MRA is almost similar to CTA for diagnosis of stenosis, 
occlusion, aneurysm, and AVM. The limitations in interpretation of MRA are inabil-
ity to visualize calcium deposit at blood vessel, slow flow phenomenon,  complex 
flow phenomenon etc. Those circumstances may cause overestimate of occlusion in 
the noncontrast MRA study. The hypersignal T1 lesion such as subacute hemorrhage 
will persist in TOF technique of MRA and may influence in MRA analysis. If one 
needs a definite evaluation of whether it is a true occlusion, true severe stenosis, or 
merely complex flow phenomenon, contrast enhanced MRA is helpful.

Cerebral Venous Sinus Thrombosis (CVST) [13–17]: Stroke on the cerebral 
venous system is not uncommon condition. The mean age is young adult and two-
thirds of patients are women. It is caused by complete or partial occlusion of either 
cerebral venous system such as dural venous sinus (superior sagittal sinus, inferior 
sagittal sinus, transverse and sigmoid sinuses), cortical veins, deep venous system 
(such as thalamostriate vein, internal cerebral vein or basal vein of Rosenthal, vein 
of Galen and straight sinus) or in combinations. The mainstay challenge in diagnosis 
of CVST is due to nonspecific clinical symptoms, and widely clinical manifesta-
tions often mimicking other acute neurological conditions. Headache is the most 
common symptom of CVST in about 90% of cases and may be localized or diffuse 
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or migraine-like and aura. Even though, further investigation by neuroimaging for 
detection CVST is suggested whenever, new onset of headache, persistent, worse on 
Valsalva, not response to regular medical treatment in the patient with have CVST 
risk factors. Stroke-like focal neurological symptoms are about 40% of cases with 
motor symptoms followed by visual impairment and aphasia and some cases with sei-
zures. Nowadays, an increasing concern of this condition leads to increased detection 
of CVST patients. The patient is suspected of CVST and needs urgent neuroimaging 
to confirm diagnosis, such as CT and MRI to visualize blood clots or thrombosis in the 
cranial venous system.

Figure 12. 
A–B MRI brain (ACUTE INFARCTION) DWI and ADC map demonstrates restrictive diffusion lesion 
(hypersignal in DWI and hyposignal in ADC map) in left body of corpus callosum and left frontoparietal 
convexity compatible with acute cerebral infarction (left ACA and MCA territory, Figure 11A) and borderzone 
infarction array punctate restrictive diffusion lesions (hypersignal DWI/ hyposignal ADC) in central of both 
frontoparietal lobes.

Figure 13. 
A, B, C, D: MRI brain (subacute and chronic infarction) Axial T2W_FLAIR (12 A) and Axial T2WSE (12B) 
reveals hypersignal lesion in left occipital lobe on T2W_FLAIR and T2WSE with pressure effect to compress 
left occipital horn suggests of subacute cerebral infarction Axial T2W_FLAIR (12 C) and Axial T2WSE (12D) 
reveals old infarction in right occipital lobe which hyposignal in T2_FLAIR and hypersignal in T2WSE.

Figure 14. 
A–E: MRA brain uses 3D TOF technique, Normal patency arterial lumen have high signal of MRA along course 
of arteries in source image (A), MIP images in coronal and axial planars (B,C). Disappearance of MRA signal 
in left ICA, left MCA and bilateral ACAs (D, E) could be due to severe arterial stenosis or occlusion of those 
arteries.
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CT brain (NCCT, CECT): It is the investigation modality of choice for the 
patients who are in the emergency department. NCCT can confirm or exclusion 
diagnosis by detecting acute thrombosis or blood clot (direct sign) as hyperdensity 
lesion in the course of dural venous sinuses, cortical vein, or deep venous struc-
tures and also evaluation the brain parenchyma for brain edema, intracranial hem-
orrhage (indirect sign). The density of blood clot is variable in density depend on 
the stage of thrombus, the acute thrombosis, blood clot is in hyperdensity (average 
50–70 HU) in contrast to the brain (30–40 HU). If acute thrombus is along superior 
sagittal sinus (SSS) on axial CT scan suggests “hyperdense delta sign” (Figure 15A) 
and whenever along cortical veins on axial CT scan, we can call “cord sign” (Figure 
15B) Even though, NCCT is more sensitive in the detection of deep cerebral venous 
thrombosis and cortical vein thrombosis than dural venous sinus thrombosis.

Similar to the evaluation of hyperdense clot sign in acute ischemic stroke, before 
interpretation of the hyperdensity lesion such as acute thrombus, a complete evalu-
ation of intracranial vascular system density is needed to get rid of the false sign of 
hyperconcentration blood.

The brain parenchyma changes (Figures 16A and B) such as brain swelling, vaso-
genic brain edema related to the site of venous occlusion. Intracranial hemorrhage can 
occur in the brain parenchyma as hemorrhagic venous infarction, or in the extra-axial 
locations such as subarachnoid hemorrhage, subdural hemorrhage usually relates to 
the site of venous occlusion.

Contrast enhanced CT brain (CECT): In the case of equivocal in CVT  
diagnosis and no contraindication for contrast medium, the contrast enhanced CT 
by intravenously contrast medium administration is suggested either by injector 
or manually. CT density of  intraluminal thrombus is relative lower than density of 
contrast medium, therefore, appear as filling defect nonopacification by contrast 
medium in course of thrombosed venous sinuses, veins. If the circumstance occurs 
in superior sagittal sinus thrombosis on axial CT scan, it was called “empty delta 
sign” (Figure 15E).

Figure 15. 
A-H: NCCT, CTV in cerebral venous thrombosis NCCT brain (A, B) “hyperdense delta sign” in posterior of 
superior sagittal sinus (SSS) (A) and “hyperdense cord sign” in right cortical vein (B), bilateral internal cerebral 
veins (C,D) CT Venography reveals filling defect in SSS (E, F) Volume rendering technique (G, H) normal CTV 
(G) and nonopacification of contrast in SSS in case of SSS thrombosis (H).
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CT venography (CTV): Slightly different to CECT, CT venography used bolus 
contrast medium injection of 75–100 ml. by injector with an acquisition delay and auto-
mated CT study in the venous phase. CTV will provide an accurate detail in the evalua-
tion of cerebral venous system. Before evaluation and interpretation, thin axial section 
contrast enhanced CT venography will be used to perform post processing  rendering 
techniques such as maximum intensity projection (MIP) (Figure 15F) or surface, shaded 
displays (SSD) and volume rendering (VR) (Figure 15H) which all acquired from 
post-processing work station system send into Picture Archiving and Communication 
System (PACS). Partial or nonopacification of contrast medium in case of incomplete or 
complete occlusion of sinuses, and veins are demonstrated

Magnetic Resonance Imaging (MRI) brain: It is the noninvasive neuroimaging 
technique without exposure to the radiation. The patient who has contraindication to 
CT scan or equivocal diagnosis by CT scan are indicated for MRI study for diagnosis 
CVT. Similar to CT, the interpretation must be evaluation two main findings such 
as intraluminal clot sign along cranial venous system and parenchymatous sign, the 
change of the brain resulting from venous occlusion.

Intraluminal thrombus: Due to variable stage of the intraluminal clot, MRI on 
T1W and T2W have variable signal of intraluminal thrombus due to alteration in 
hemoglobin oxygenation and iron oxidation state in the blood clot such as acute stage 
(less than 7 days) thrombus signal is isosignal T1W and hyposignal T2W, subacute 
stage 7 days–15 days) T1W is hypersignal (Figure 17A and B) and T2W is iso- to 
hypersignal and chronic stage (greater than 15 days) T1W is isosignal and T2 W is 
hypersignal. Thus, the diagnosis of acute thrombus by MRI is difficult due to signal 
that seems like normal flow void signal in T2W [13]. Susceptibility weighted image 
(SWI) is pulse sequences that assist in evaluation of hemorrhagic component by 
blooming susceptibility effect of the hemorrhagic component to be slightly larger 
than regular size and easily to visualization (Figure 17).

After administration of contrast medium, T1W contrast enhances study, there is 
nonopacification segment of thrombosed sinuses, and veins cause filling defect of 
those venous structures (Figure 17) such as an empty delta sign.

Parenchymatous changes: These are indirect signs secondary to thrombus such 
as brain edema in the brain region related to the site of venous occlusion, hemor-
rhagic venous infarction, subdural hemorrhage, and subarachnoid hemorrhage. 

BA

Figure 16. 
A–B Axial NCCT brain reveals cerebral venous sinus thrombosis with “hyperdense delta sign” (white arrow) 
in right sigmoid sinus with hemorrhagic venous infarction in right temporal lobe, small subdural hemorrhage is 
noted along right tentorium cerebelli (black arrow).
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The parenchymatous abnormalities are better shown by MRI than CT as the area 
of hyposignal T1W and hypersignal T2 lesion in the brain parenchyma, usually in 
vasogenic edema and not followed arterial territory. Diffused weighted image (DWI) 
is the pulse sequence that allows subclassification of parenchymal abnormalities as 
either primarily vasogenic edema or primarily cytotoxic edema. The hyposignal on 
ADC mapping. In contrast with arterial ischemic stroke, many parenchymal abnor-
malities secondary to venous occlusion are reversible. After administration of contrast 
medium, on the T1W contrast enhanced images, marked enhancement of the sub-
ependymal plexus and the medullary veins that run perpendicular to the wall of the 
lateral ventricles are demonstrated. Hemorrhagic venous infarction can sometimes be 
present, cause susceptibility artifacts on T2*WI, SWI, and GRE images as blooming 
dark signal (Figure 17) in the infarcted area.

MRV (MR Venography) (Figure 17): It is an MRI technique for demonstration of 
cerebral venous structures. This technique can be performed either by noncontrast 
enhanced such as time-of-flight (TOF), phase contrast MRV or contrast enhanced 
study. Usually, we performed with noncontrast technique and normal cerebral venous 
sinuses will have normal hypersignal of flow along the course of cerebral venous 
sinuses includes dural venous sinuses, cortical veins, and deep cerebral venous sys-
tem. If CVT occurs, there is no flow, no MRV hypersignal in the thrombosed venous 
structures. However, the limitation of noncontrast enhanced study is the flow arti-
fact. To avoid this limitation, the contrast enhanced MRV may be beneficial. Contrast 
medium signal opacification entirely of the patency cerebral veins.

CVT can result in death or permanent disability, it generally has a favorable progno-
sis if diagnosed and treated early. CVT is treatable and curable by medical treatment, 
and the mainstay is prompt anticoagulation with parenteral heparinization.

Figure 17. 
A–F MRI and MRV brain in patient with deep cerebral vein and dural venous thrombosis. Axial T1W (A) 
reveals hypersignal T1 of an intraluminal thrombosis in the vein of Galen, Axial SWI (B) demonstrates blooming 
susceptibility effect of paramagnetic substance(clot) and post contrast enhanced T1W (C) demonstrates filling defect of 
noncontrast medium opacification. In addition, nonopacification of right transverse sinus is also detected in the same 
patient (D). 3D CE-MRV (contrast enhanced MRV), MIP images demonstrate filling defect in vein of Galen and 
noncontrast segment n right transverse sinus. All of findings suggest subacute stage of cerebral venous sinus thrombosis.
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Craniocervical Arterial Dissection: [18–21] It is one of the causes of stroke up 
to 25% of cases. The patients are in young and middle-aged group. An accurate and 
prompt diagnosis of this condition is crucial because timely and appropriate therapy 
can significantly reduce the risk of stroke and long-term sequelae. Because of the 
great diversity in the clinical features of craniocervical artery dissection, imaging 
plays a primary role in its diagnosis, nowadays by noninvasive diagnostic imaging 
techniques such as CT angiography and MRI with MR angiography. To achieve an 
accurate diagnosis of craniocervical artery dissection, it is important to understand 
pathologic features (intimal tear, intramural hematoma, and dissecting aneurysm) 
and the spectrum of imaging findings of CT angiography, magnetic resonance (MR) 
imaging with MR Angiography, and conventional angiography; and potential pitfalls 
in image interpretation.

The causes of arterial dissection are traumatic and spontaneous in origin. Head 
and neck trauma or minor trauma as cervical manipulation can trigger in patients 
with underlying arteriopathy. Connective tissue diseases, such as fibromuscular 
dysplasia, Ehlers-Danlos syndrome type IV, Marfan syndrome, autosomal domi-
nant polycystic kidney disease, and osteogenesis imperfect are the underlying 
cause of arteriopathies. When a primary tear occurs in the intima of the arterial 
wall, the blood stream can penetrate into the depth of the arterial wall, such as 
tunica media and extends cranially according to the direction of blood stream, then 
intramural hematoma develops and compression to the arterial lumen. If dissection 
toward adventitia, it will form dissecting pseudoaneurysm and thromboembolic 
phenomenon can occur.

Figure 18. 
A-F CT Angiography of a 50-year-old woman, known case of aortic dissection type A, presented with 
quadriparesis for 5 hours suspected of carotid dissection. Axial CTA (A–D) demonstrates radiolucency lines in 
the aortic arch (A), dissection extends to right brachiocephalic artery, left CCA and left subclavian artery (B), 
bilateral CCAs (C) cause near total occlusion LCCA with eccentric residual lumen (D). MPR in coronal plane 
(E) with typical string sign and 3D Volume rendering image (F) decreased contrast opacity in the remaining 
LCCA and LICA.
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Common locations of dissection is the extracranial segment in the cervical level, 
spontaneous dissection particularly internal carotid artery (ICA) tends to occur at 
distal to carotid bulb and extends not beyond ICA entry to the petrous bone. For 
the extracranial vertebral artery (VA) dissection, the most common locations are 
at V2 segment (foramen transversarium segment) and V3 segment (extravertebral 
segment). The reason of high incidence in the extracranial arteries dissection is 
those neck arteries can mobility than intracranial arteries and also trauma against 
to adjacent bony structures such as styloid process or cervical spines. The most 
frequent clinical manifestation of carotid territory ischemia (49%–82.5%), whereas 
dissections without luminal narrowing cause more local signs and symptoms. A 
completed stroke usually occurs during the first 7 days after the onset of symptoms 
but can occur up to 1 month later. Local signs and symptoms include head, facial, or 
neck pain, Horner syndrome, pulsatile tinnitus, and cranial nerve palsy. Headache is 
frequently the earliest symptom (47%) of patients. The clinical manifestation from 
vertebral artery dissection is headache or neck pain accompanied or followed by 
posterior circulation ischemia (57%–84%). Treatment of craniocervical dissection is 
by medical therapy, anticoagulant drugs are used to prevent thrombosis and embo-
lism caused by extracranial dissection. Endovascular treatment is for the patient who 
remains symptomatic due to thromboembolic events or subarachnoid hemorrhage 
from dissecting pseudoaneurysm intracranial location.

Imaging: Even though Digital Subtraction Angiography (DSA) is the gold 
standard in the diagnosis craniocervical dissection, but noninvasive imaging tech-
nique CT Angiography or MR Angiography is widely accepted and used in clinical 
practice.

CT Angiography (CTA) (Figure 18): CTA study in diagnosis craniocervical artery 
dissection may study from aortic arch up to cervical and intracranial levels continu-
ously. Normal CTA is complete contrast medium opacification of the arterial lumen 
from origin to the whole course of arteries. Based on pathophysiology, eccentric 
narrowing of the arterial lumen with mural wall thickening cause “target sign” in 
axial CTA scan. Other signs such as short segment arterial stenosis, total occlusion, 
dissecting aneurysm, filling defect, intimal flap, focal stenosis and dilatation (string 
and pearl sign), and tapering stenosis (flame sign) may be detected. Please note that 
intimal flap is a rare finding for craniocervical arterial dissection and is common in 
carotid dissection. The sensitivity of CTA in the diagnosis of cervical artery dissection 
is 74%-98% and specificity is 84%-100%.

MRI and MR Angiography (MRA) (Figure 19): Similar to the CTA study, the 
MRA study may study in the whole axis from the aortic arch to the intracranial level. 
Whenever suspicious of extracranial arterial dissection, MRI with fat-suppressed T1 
weighted image is a recommended pulse sequence in detection intramural thrombus. 
If intramural thrombus is in the subacute stage (3 days up to 2 months duration of 
blood clot), the hematoma will give hypersignal in T1W; therefore, the mural throm-
bus might be demonstrated for diagnosis of arterial dissection. Luminal stenosis, 
eccentric shaped lumen (mural wall thickening with the displacement of arterial 
lumen off midline and external diameter enlargement from the summation of mural 
hematoma are all possible findings that assist in the diagnosis of arterial dissection. 
MRI and MRA are excellent imaging methods in diagnosis of carotid artery dissect-
ing artery with sensitivity 87%-99% compare to DSA whereas sensitivity is about 
60% for vertebral artery (VA) dissection. The detection in vertebral artery dissection 
is quite lower than in carotid artery are due to small size of vertebral artery and flow 
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related enhancement of paravertebral veins make the diagnosis is difficult. In clinical 
practice, when equivocal finding in diagnosis VA dissection, CTA is recommended.

Recommendation, when clinical suspicious of carotid artery dissection, we can 
use either CTA or MRA with similar results, whenever, suspicious of VA dissection, 
CTA may be superior to MRA.

2. Neurological complication of anticoagulation therapy

The most common intracranial complication during regular treatment by  
anticoagulant drugs is intracerebral hemorrhage (ICH) [22–25]. Basically, the cause 
of ICH is classified into two groups as primary cause due to spontaneous rupture of 
small vessels or amyloid angiopathy as a majority of the patients about 78%-88% 
and secondary cause associated with tumor, impaired coagulopathy as a minority 
group. Even though small in number but significant risk factors with ICH such as 
hemophilia or acute leukemia with thrombocytopenia or patient during treatment by 
anticoagulant drugs, massive intracranial hemorrhage is often cause of death.

2.1 Cause of intracranial hemorrhage (ICH)

ACQUIRED:

Iatrogenic coagulopathy

• ICH related to aspirin

• ICH related to anticoagulation, heparin, and Coumadin

• ICH related to thrombolytic treatment

Figure 19. 
MRA craniocervical artery of a 69-year-old male, source images MRA intracranial level (A, B) 3D-TOF 
demonstrates hypointense signal of intimal flap in bilateral V4 segments of vertebral arteries. MRA MIP 
images (C, D) arterial dissection extends up to vertebrobasilar junction. MRA MIP image (E) at cervical level 
demonstrates normal MRA of all bilateral CCA, cervical ICAs, cervical VAs. DWI images (F, G) demonstrate 
restrictive diffusion areas of acute infarction in pons, cerebellum and midbrain from thromboembolism.



Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior

168

Neoplastic coagulopathy

• ICH related to leukemia

• SDH in cancer patient

Rare cause of ICH

• Drug-induced thrombocytopenia

• Uremia

• Alcohol

• Liver transplantation

CONGENITAL:

• Hemophilia

2.2 Physiology of hemostasis

Two important mechanisms against bleeding are blood coagulation and platelet-
mediated hemostasis. The coagulation cascade is triggered as soon as blood contacts 
the injured endothelial lining. The combination of both coagulation cascade and active 
formation of the platelet plug is effective autoregulation mechanisms in occlusion of a 
vascular lesion. Coagulation cascade mechanism have its own two main pathways: 1) 
intrinsic pathway by physical-chemical activation which its role is not well understanding 
and 2) extrinsic pathway activated by tissue factor released from the damaged cell.

Extrinsic Pathway: When blood vessel wall injuries exposed plasma to tissue 
factor, then, Factor VII is a plasma protein bind to tissue factor and activated to 
factor VIIa, this complex will activate factor IX, X to factor IXa, Xa. Factor Xa and its 
cofactor Va form a phospholipid-bound complex called the prothrombinase complex, 
which is highly activated on the surface of platelets and cleaves prothrombin (factor 
II) to thrombin (factor IIa). Thrombin cleaves fibrinogen (factor I) to fibrin (factor 
Ia), which is covalently cross-linked by factor XIIIa into fibrin strands. Factor VIII 
binds to vWF (an adhesive protein important for the generation of the initial platelet 
plug). Thrombin feedback is important to the entire system. Thrombin, one gener-
ated is powerful procoagulant further conversion factor V, VIII to factor Va, VIIIa and 
covert more prothrombin to thrombin. Thrombin will further accelerate the entire 
cascade in the formation of a large amount of fibrin.

Regulatory mechanism of the coagulation cascade, such as tissue factor pathway 
inhibitor, antithrombin III, activated protein C and protein S, thrombomodulin, and 
fibrinolytic system, is to limit the amount of fibrin clot avoiding tissue ischemia and 
to prevent widespread thrombosis.

2.3 Pathophysiology of bleeding disorders

Coagulopathies leading to intracranial hemorrhage mostly from acquired caused. 
Iatrogenic coagulopathy from aspirin, anticoagulants, and thrombolytic agent treatment.
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Antiplatelet drugs: Aspirin is the most common antiplatelet drug that is used 
daily in clinical practice such as acute MI and arterial occlusive cardiovascular disease. 
Its mechanism is to inactivation enzyme cyclooxygenase result in decreased platelet 
aggregant thromboxane A2. Incidence of intracranial hemorrhage due to aspirin In 
the 1991 Swedish Aspirin Low-Dose Trial investigators of patients with a history of 
TIA or minor stroke reported that the prevalence of intracranial hemorrhage was 
1.5%. Finally, in 1997, the International Stroke Trial Collaborative Group concluded 
that administration of 300 mg aspirin daily compared with placebo following acute 
stroke pre-vented 1.2 ischemic strokes per 100 treated patients but caused in excess of 
0.41 ICHs. Aspirin therapy for primary or secondary stroke prevention and primary 
MI prevention may slightly increase the low baseline risk of ICH but the increased 
risk is usually outweighed by the benefits of aspirin. Other antiplatelet agents: 
clopidogrel (Plavix), abciximab (Reopro), etc. act as glycoprotein IIb/IIIa inhibitors. 
The incidence of ICH in the clopidogrel group was 0.33%, whereas it was 0.47% in the 
aspirin group. The newer antiplatelet agents seem to be associated with an ICH risk 
profile similar to that of aspirin.

Anticoagulant drugs: Warfarin, heparin, and enoxaparin are the most common 
anticoagulants in routine clinical practice.

• Warfarin is an oral anticoagulant that interfere with vitamin K metabolism in the 
liver and cause impairment synthesis functional coagulation factors II, VII, IX, 
X and protein C, protein S. Therefore, Warfarin administration can prolong pro-
thrombin time (PT), INR.

• Heparin is administered parenterally and inhibits action of antithrombin III cause 
prolong of the partial.

• Thromboplastin time (PTT).

• Enoxaparin, low molecular weight heparin, similar action to heparin with a longer 
half-life time (4.5 hrs.)

Anticoagulant therapy related ICH is about 10%-20% and ICH is the most 
dreaded and least treatable complication. The mortality rate is about 46%-68%. The 
distribution of intracranial hemorrhage related to anticoagulant therapy is in the 
brain parenchyma, intracerebral hemorrhage (ICH) about 70% followed by subdural 
hemorrhage (SDH). There is no specific predilection in the brain. Risk factors such 
as hypertension, increasing age, and previous cerebral infarction. The mechanism 
of spontaneous ICH developing during anticoagulants is not clearly understood. 
Postulate that patients with underlying hypertension with hemorrhage derived from 
small vessel vasculopathy, usually have normal hemostatic mechanisms but fail when 
anticoagulant.

Thrombolytic agent: Fibrinolytic agents have been used in clinical practice, such 
as acute MI and acute stroke. The examples of drugs in this group are the exogenous 
substances streptokinase, urokinase, and endogenous tPA. The mechanism in action 
is to activate the body’s fibrinolytic system by converting plasminogen to plasmin. 
Plasmin binds to fresh fibrin clots, dissolving them and generating fibrinogen degra-
dation products. Intracranial hemorrhage cause by the thrombolytic agent is in lobar 
hemorrhage 70%–90% and multiple locations in almost one-third of patients. ICH 
related to rtPA tended to have fluid levels in the hematomas (suggesting continuing or 
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repeated hemorrhages), multiple parenchymal hemorrhages, and blood in multiple 
compartments (intraventricular, subarachnoid, subdural, and parenchymal). Patients 
with post-rtPA ICH also tended to suffer a catastrophic clinical course, with dying or 
ending up in a persistent vegetative state within hours of hemorrhage onset. Thus, in 
the case of acute ischemic stroke, there is a summary of absolute and relative contra-
indication to IV rtPA [6].

Absolute and relative contraindications to IV rt-PA for acute ischemic stroke.

Absolute contraindication

• Acute ICH including hemorrhagic infarction.

• History of ICH (microbleed is not contraindicated).

• BP>185mmHg, BPs>110mmHg.

• Serious head trauma or stroke < 3months.

• Thrombocytopenia (platelet <100,000/mm3) and coagulopathy (PT>15, 
INR>1.7).

• LMWH within 24 hr (38% risk of sICH, 29% risk of death, 33% favorable out-
comes, od 0.84 for sICH, od5.3 for death).

• DTIs (TT is sensitive to the presence of DITs).

• Factor Xa inhibitor.

• Severe hypoglycemia(<50mg/dl) and hyperglycemia(>400mg/dl) may be permit-
ted for IVT.

• Early radiographic ischemic changes (>1/3 MCA).

Relative contraindication

• Advanced age (>80yrs.)

• Mild or improving stroke (NIHSS<5)

• Severe stroke (IVT should be cautiously administered in NIHSS>25 at 3–4.5 hrs.)

• Major surgery within 2 weeks (some 3 months)

• Arterial puncture of noncompressible site

• Recent GI bleeding or GU bleeding

• Seizure at onset
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• Recent MI within 3 months

• Intracranial structure abnormality (axial tumor, AVM, aneurysm)

• Dementia

CT brain (Figures 20–22): Noncontrast CT brain is the investigation modality of 
choice for the patient who had a neurological disorder and was suspected of coagu-
lopathy related symptoms. The most common finding is intracerebral hematoma 
(ICH), followed by SDH. The CT pattern that raises suspicious of coagulopathy 
related intracranial hemorrhage is multicompartments hemorrhage such as bleed in 
the parenchymatous and also in subarachnoid space and in subdural space at the time 
of initial CT study, which leads to suspicion of hemorrhage related to coagulopathy. 
The density pattern of hemorrhage is varying case by case as homogenous hyperden-
sity either or heterogeneous hyperdensity, fluid-hemorrhage level. The density of the 
hyperdensity portion is 60–80 HU.

Figure 20. 
A,B,C Axial NCCT brain of patient with history of acute aortic dissection type A S/P modified Bentall operation 
with hemiarch replacement with right carotid artery bypass and resternotomy with clot removal and CABG, on 
heparin and develops alteration of consciousness. Spontaneous intracranial hemorrhage mainly in subarachnoid 
space (SAH) (black arrow) with small fluid –level ICH (white arrow) in right frontal lobe.

Figure 21. 
A,B,C Axial NCCT brain of a patient with congenital heart disease postsurgery (on warfarin), presented with 
alteration of consciousness. Spontaneous intracranial hemorrhage mainly in subarachnoid space (SAH) (black 
arrow) and ICH (white arrow) in left frontal lobe.
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3. Summary

Neuroimaging is a noninvasive investigation tool that is essential not only to con-
firm the diagnosis of emergency neurological diseases such as stroke but also to play 
a role in triage patients into receiving proper medical treatment, surgical treatment, 
or intervention treatment. Basic interpretation of CT brain and MRI brain in stroke, 
CVT, dissection, hemorrhage warrants the understanding of density (CT) or signal 
intensity (MRI) changes of affected brain tissue in stroke and intraluminal thrombus 
in each stage of the disease. Further using of advanced neuroimaging investigation 
such as CTA, multiphase CTA, CTV, and CTP aimed for more specific conditions of 
the artery disease such as arterial thrombosis, arterial dissection, venous disease such 
as venous sinus thrombosis, yet, also reduced the need for more invasive investigation 
such as digital subtraction angiography.

A B C

D E F

Figure 22. 
A-F A 53-year-old man, with history of DM and HT presented with right hemiparesis and right facial palsy. 
Acute ischemic stroke was diagnosed at outside hospital. Treatment was giving rTPA at 9.20 p.m. At referred 
hospital, Axial NCCT at 0.10 a.m. (A, B) reveals ill-defined hypodensity area in left lentiform nucleus, left 
insular cortex and left high cortical frontal lobe. AI ASPECT score=8 (neuroradiologist reading score=7) Further 
treatment with mechanical thrombectomy (Figure 20D,E) was performed with completely reopening of left 
MCA and no immediate complication. Axial NCCT brain (07.33 a.m. the day after thrombectomy) reveals ICH 
in left basal ganglia with IVH.
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Chapter 8

Sleep Patterns Changes Depending
on Headache Subtype and
Covariates of Primary Headache
Disorders
Füsun Mayda Domaç, Derya Uludüz and Aynur Özge

Abstract

Headache is one of the most common and bothersome problems in neurology
practice. The frequency of headache has been substantially increased over the last 30
years due to changes in lifestyle. Controlling the trigger factors and lifestyle changes
(e.g. regular sleep, meal time, exercise, etc.) are the first step management strategies
in headaches. Sleep and headache have bidirectional effects on each other. While
diminished and poor quality of sleep can be a trigger factor for headache (e.g. migraine
and tension-type headache (TTH)), some types of headache like hypnic headache and
cluster-type headache mainly occur during sleep. Patients with headache may have
poor sleep quality, reduced total sleep time, more awakenings, and alterations in
architecture of sleep recorded by polysomnography. Progression to chronic forms of
headache may also be associated with the duration and quality of sleep. Even though
pathophysiology of headache and sleep disorders shares the same brain structures and
pathways, sleep disturbances are commonly underestimated and underdiagnosed in
headache patients. Clinicians should consider and behold the treatment of accompa-
nying sleep complaints for an effective management of headache.

Keywords: primary headache, sleep, polysomnography

1. Introduction

Headache disordes lead to significant disability worldwide, impairing quality of
life, damaging productivity, and substantial burdens of financial cost on both the
individual and societies. For this reason, these disorders effectuate a major public
health problem in all countries and world regions. In Global Burden Disease (GBD)
study 2019, headache disorders have been estimated to account for 46.6 million years
lived with disability [YLDs] globally, which has been 5.4% of all YLDs, with 88.2% of
them attributed to migraine [1]. The frequency of headache has been substantially
increased over the last 30 years due to changes in lifestyle. Controlling the trigger
factors and lifestyle changes (e.g. regular sleep, meal time, exercise, etc.) are the first
step management strategies in headaches [2]
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Sleep disorders and headache have bidirectional effects on each other [3, 4]. The
nature of this relationship and whether sleep disturbance or headache has more
impact on one another is still poorly understood [5–7]. Headache may be intrinsically
related to sleep such as hypnic headache or cluster headache (CH) [8, 9]. Poor quality,
and excessive or diminished sleep can be a trigger factor for headache (e.g. migraine
and tension-type headache (TTH)), or contrary sleep may have a a relieving effect on
a migraine attack [10, 11].

Headache chronicity might be also associated with the duration and quality of sleep
[12]. The severity of a sleep disorder may be in an adverse correlation with the intension
of the pain [3]. Patients with headache may have poor sleep quality, reduced total
sleep time, more awakenings, and alterations in architecture of sleep recorded by
polysomnography (PSG) [13]. Prevalance of chronic headache was found to be higher in
patients who underwent polysomnographic investigation due to sleep problems [14].

In this section, we aim to discuss the effects and relation of sleep and primary
headaches on one another.

2. Common pathophysiology between headache and sleep disorders

Sleep is a recurrent, reversible, periodic, and cyclic active and physiological
process that is essential for life [15]. Sleep has essential roles for health such as
regulating immune system, releasing hormones (e.g. growth hormone),
neurodevelopment, mental health, memory, etc. [16]. Several factors effect the
total duration of sleep, time to fall asleep, time to wake-up, and total duration of
wakefullness. Sleep and wake cycle is regulated by circadian and homeostatic
rhythms. Light is a main factor for circadian rhythmicity, in addition to, time for
meals, work or school schedules, social activites, or internal biological clock
designate sleep and wake durations [17].

Sleep is composed of four to six recurrent sleep periods each lasting to 80–110
minutes [16]. These periods are constituted of two main sleep stages as rapid eye
movement (REM) and non-rapid eye movement (NonREM). NonREM sleep is
divided into three stages such as N1, N2, and N3 (slow-wave sleep) [18]. During the
early hours of night, NonREM stages dominate the sleep while REM stage dominates
the later part of the sleep [16].

Even though pathophysiology of headache and sleep disorders shares the same
brain structures and pathways, sleep disturbances are commonly underestimated and
underdiagnosed in headache patients [19].

Thalamus is one of the main centers for regulation of sleep and also pain by
receiving ascending nociceptive stimulus from trigeminocervical system.
Dysregulation in thalamocortical circuits may be predisposing to sleep and headache
disorders [20, 21]. Sleep deprivation may induce hyperexcitability and may alter
regulation of cortical circuits [22]. During the shift from wakefullnes to sleep, there is
an increment in response to tactile, auditory, and propriseptive stimulus. Disturbed
sleep seems to escalate pain by decreasing the activity of descending inhibitory pain
control system leading to diminish pain treshold [23, 24].

Hypothalamus, containing suprachiasmatic nuclei (SCN) being the main brain
structure to maintain sleep-wake cycle, seems to be responsible for the prodromal
symptoms of migraine like mood, appetite or sleep changes, fatigue, or yawning
[25, 26]. Accompanying autonomic symptoms like nausea, lacrimation, and rinorrhea
suspect the role of hypothalamus also during a migraine attack [27].
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A reduction in arousal index in REM sleep stage and a reduction in cyclic alternat-
ing pattern (CAP) in NonREM sleep stages of migraneous patients may show a
dysfunction in the connection of brainstem and hypothalamus both of which are
important in the pathophysiology of sleep disorders and migraine [28, 29].

In cluster headache [CH], hypothalamus has a crucial role both in autonomic
sypmtoms and periodicity of the headache. During attacks, ipsilateral to the auto-
nomic features hyperactivation in hypothalamus was shown by a positron emission
tomography (PET) study [30]. In another study, volume of anterior hypothalamus
was found to be increased suggesting a structured alteration in SCN [31].

Neuropeptides orexin A and B that are important for the maintenance of
wakefullness are synthesized mainly in lateral and posterior hypothalamus. Orexinergic
receptors are located in prefrontal cortex, thalamus, and subcortical areas and also take
role in pain modulation, thermoregulation, and autonomic functions except
maintaining wakefullness and wake-sleep rhytmicity [25]. Sarchielli et al have found
lower levels of orexin in patients with episodic migraine and higher levels in patients
with chronic migraine and medication overuse headache suggesting a dysfunction of
orexin and a response of hypothalamus to headache [32]. There is an orexin deficiency
in narcolepsy, and high prevalance of migraine in patients with narcolepsy may indicate
a dysfunction of orexin in migraine pathophysiology as well [33, 34].

Melatonin also called as sleep hormone is synthesized in epiphysis (pineal gland),
and the secretion is regulated by suprachiasmatic nuclei. Thus, having a role in circa-
dian rhythm, melatonin also has an analgesic effect via anti-inflammation, inhibition
of dopamine release, and GABAergic and antiglutamatergic effects [35]. Melatonin
therapy seemed to be affective in headache treatment even with or without an
accompanying sleep-wake disorder [36].

Locus cereleus (LC), periaquaductal gray matter (PAG), and dorsal raphe nucleus
(DPN) are important brain structures for both headache and pain [34]. Ventrolateral
part of PAG that is activated by lateral orexinergic neurons of hypothalamus is a section
of REM off area, and it is active during wakefullness while silent at REM sleep stage
[37]. LC takes role in stabilizing the switches from sleep to wake, and DPNmainly takes
role in switches from NonREM to REM sleep [38, 39]. The decrease in cyclic alternating
pattern in REM sleep of migraineous patients is suspected to be a dysfunction of
serotonergic system [40]. Dopaminergic dysfunction is associated with prodromal
symptoms of migraine, e.g. yawning and mood changes and also with enhanced risk of
restless legs syndrome (RLS). The prodromal symptoms being more in patients with
RLS may indicate the role of affected dopaminergic system in both of the diseases [41].

Another suspected mechanism is the role of glymphatic system which is a clearing
system of interstitial waste products from central nervous system [42]. In an experi-
mental model, it has been shown that glymphatic system was temporarily disturbed
during cortical spreading depression and improved 30 minutes later, indicating the
role of glymphatic system in migraine pathophysiology [43]. As during sleep
glymphatic system is active, the ameliorating effect of sleep on migraine attacks may
be explained by the glymphatic system [4].

3. Sleep disorders and headache

During the evaluation of sleep macrostructure by polysomnography, sleep latency,
REM sleep latency, percentages of every sleep stages, total sleep time, and sleep
efficiency are mainly analyzed. Polysomnography is a diagnostic test for the detection
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of both the existence and the type of the sleep disorder. Channels of electroencepha-
lography, electrooculography, and electromyography are used to evaluate all of the
sleep stages and wakefullnes. Thermistor, nasal canule, and sensors located on thorax
and abdomen belts are used to detect the existence and type of abnormal sleep-related
breathing disorders. At the same time, electromyographic channels are used to
observe sleep-related movement disorders [44].

The time that the first sleep stage epoch seen is called as sleep latency (minute),
and the time that first REM sleep stage seen is named as REM latency (minute) [45].
Sleep effciency (%) is the ratio of total sleep time (TST) to total recording time during
polysomnography all night [46]. Microstructure of sleep is evaluated by the detection
of arousals and the analysis of cyclic alternating pattern [CAP]. Either macrostructure
or microstructure of sleep can be effected by primary headaches, and changes can be
observed by polysomnography [47].

Sleep disorders are classified as sleep-related breathing disorders, insomnia,
hypersomnia, circadian sleep-wake disorders, parasomnia, sleep-related movement
disorders, and other sleep diseases [18]. Polysomnography (PSG), multiple sleep
latency test (MSLT), wakefullness maintenance test (WMT), and actigraphy are the
main diagnostic tests for sleep disorders. Sleep-related breathing disorders,
parasomnias, sleep-related movement disorders, and some types of insomnia can be
diagnosed by polysomnography. Actigraphy is a diagnostic test that detects limb
movements by using a device worn either on ankle or wrist or both. Whether the
patient is awake or asleep can be detected due to the limb movements, but neither
sleep stages nor breathing disorders can be evaluated [48]. Actigraphy helps the
detection of circadian sleep-wake disorders and insomnia, while MSLT and WMT are
used for the diagnosis of hypersomnias [49].

We will discuss the effects of sleep disorders on primary headaches separately as
follows:

3.1 Insomnia

Though the high incidence of comorbidity, insomnia is underestimated in patients
with headache [19]. Insomnia is identified as difficulty to fall asleep, maintain sleep,
or wake up earlier than planned, though all conditions, circumtances, and possibilities
are sufficient to sleep [18]. Insomnia may be in relation with several painful symp-
toms like headache, especially with chronic forms rather than episodic [50, 51]. In
patients with the diagnosis of fibromyalgia, insomnia related to pain was thought to be
a result of increases in amount of arousals during sleep [52]. During night sleep,
frequently seen awakenings may lead to a missing of pain inhibiton and patients may
have decreased pain tresholds [24].

Insomnia is the most frequent disorder associated with chronic headache [53].
Nearly 50% of migraneurs may have insomnia symptoms, and insomnia is 1.8 times
more in patients with tension-type headache (TTH) [54, 55]. Also, insomnia is a risk
factor for the high rate of attacks and chronification for both migraine and TTH [56, 57].

Cognitive behavioral therapy widely used in the treatment of insomnia also
decreases the frequency of accompanying headache [58].

3.2 Obstructive sleep apnea

Apnea-hypopnea index (AHI) is calculated by the detection of apneas (cessation of
sleep for at least 10 seconds) and hypopneas (shallowing of breath for at least 10
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seconds) by polysomnography. Obstructive sleep apnea syndrome (OSAS) is diag-
nosed when AHI is bigger than 5. AHI in the range of 5–15 is called mild, >15–30 as
moderate, and >30 as severe OSAS. Obstructive sleep apnea headache is a secondary
type of headache which is characterized by a headache attack that lasts upto 4 hours
after awakening [18]. Morning headache is related to nocturnal hypoxemia (oxygen
saturation ≤90 %) [59] and/or hypercapnia (PaCO2>45 mmHg) [60] due to recurrent
apneas and/or hypopneas [61]. It has a good response to treatment and decreases or
totally diminishes after an effective treatment of OSAS [5, 61, 62].

There may be a comorbidity with migraine, tension-type headache (TTH), cluster
and hypnic headache, and OSAS [4, 63, 64]. Snoring which may be a component of
sleep apnea is found to be more frequent in chronic types of headache than episodic
forms [65]. Treatment of OSAS has favorable effects on the accompanying primary
headache [66].

3.3 Parasomnia

Parasomnias are divided into two according to sleep stages as REM parasomnias
and NonREM parasomnias. Somnambulism (sleepwalking), sleep terror, sleep-related
eating disorders, and confusional arousal are NonREM parasomnias. Nightmare,
recurrent isolated sleep paralysis, and REM sleep behavior disorder (RBD) are among
REM parasomnias [18].

NonREM parasomnias are common in childhood and adolescent periods and
mainly disappear in adulthood. Migraine with aura is more common than migraine
without aura in sleepwalking patients [67]. The percentage of a history of
sleepwalking in parents of the children with migraine is higher than the other types of
headache [68]. As there is a circadian periodicity in NonREM parasomnias, seroto-
nergic and orexinergic systems that have roles in migraine attacks were suspected to
be responsible for the underlying comorbidity [69].

The frequency of nightmare, a REM parasomnia, is increased in migraneurs with
an increase in awakenings during REM sleep [4, 70]. REM sleep behavior disease was
also found to be in association with migraine headache and in relation with disability
due to headache [71].

3.4 Sleep-related movement disorders

Restless legs syndrome (RLS) is the most common disorder in this group. It is an
upleasant sensation that develops when patient lies to sleep or during inactivity or
even resting and makes patients to be in need of moving the legs. The symptoms are
mainly seen after evening, but in time they may also develop earlier in a day during
resting. Sleep-related periodic limb movements also accompany in a majority of these
patients [18]. Prevalance of migraine is high in RLS patients with a high frequency of
headache attacks and more disability [72, 73]. Migraine prevalance in RLS is more
than RLS in migraine [74].

Also there is an increased association with TTH and RLS [73, 75]. Dopaminergic
dysfunction and iron metabolism are claimed for the common pathophysiology of
migraine and RLS, while in TTH dopaminergic dysregulation is suspected to connect
depression with RLS [76, 77].

Bruxism can occur both in sleep and wakefullness. Sleep bruxism is characterized
by recurrent tightening or clenching of teeth with an increased jaw muscle activity
during night [78]. Headache comorbidity was found to be higher in adults than
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children [79]. Bruxism is found to be mainly associated with chronic migraine;
nevertheless, the combination of bruxism with temporomandibular dysfunction is
associated with both episodic and chronic migraine as well as TTH [53].

3.5 Hypersomnia

In this group, narcolepsy with cataplexia (type 1), narcolepsy without cataplexia
(type 2), idiopathic hypersomnia, and recurrent hypersomnia have the main com-
plaint of sleepiness during day [18]. As the disrupted orexinergic system is the main
pathology in narcolepsy, migraine is claimed to be in association [80], but the results
are conflicting. In a study, no association was found between narcolepsy and
migraine, while the others found an increase of migraine attacks in narcoleptic
patients and have suspected migraine as an independent risk factor [10, 33, 80].

4. Effects of headache on sleep

4.1 Migraine

Migraine is one of the most disabling primary headache with a pulsating quality
and moderate to severe intensity, mainly located unilaterally and lasting for 4 to 72
hours. It may be aggrevated with physical activity and nausea and/or phonophobia,
and photophobia may accompany [81]. Migraneurs have higher scores of Pittsburg
Sleep Quality Index (PSQI) showing a poor sleep quality [13]. Frequency of attacks
were found to be related with decrease in sleep quality, and prevalance of poor sleeper
is high in migraine [70]. Poor sleep quality may be in association with chronic
migraine, and patients with chronic migraine may have more sleep disorders compar-
ing episodic migraine [8, 54]. Bertisch et al have investigated sleep efficiency of
patients with episodic migraine with actigraphy. They have found a relation with poor
sleep efficiency characterized by fragmentations during sleep and a migraine attack
on the following day. No temporal association was found between poor sleep quality
and shorter duration of sleep. They have concluded that fregmantations rather than
duration of sleep have a role in inducing frequent attacks in episodic migraine [82].
On the other hand, some studies have not found an association between headache and
fregmantations in sleep during night [25, 83].

Obesity is a common risk for both migraine and OSAS, and migraineous patients
may be sensitive to hypoxemia which is also associated with OSAS headache [4].
Comorbidity of OSAS increases the frequency of migraine attacks, and chronicity of
migraine can be due to sleep apnea [65]. Morning headache attacks in migraineurs can
be associated with sleep apne or snoring [84].

The polysomnographic features of migraneurs may show alterations compared to
nonheadache population. Sleep latency is found to be normal or longer, and the
percentage of NonREM1 sleep is slightly higher, while NonREM3 sleep stage is
decreased interictally [40, 84]. The latency of rapid eye movement (REM) sleep may
be longer. The total amount of REM sleep may decrease, and sleep efficiency may also
be low [13, 84]. In the microstructure of sleep in migraneous patients, rate of CAP and
amount of CAP cycles and arousal index in REM and NonREM sleep stages may be
low [28, 40], or arousals may be frequent especially in patients with aura [38].
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Pediatric patients with chronic migraine or migraine attacks with severe intensity may
have short duration of sleep with an increased sleep latency as well as decreased
percentages of NonREM 3 and REM sleep stages [84].

Migraneous patients have more complaints of insomnia [85], and the rate increases
with the comorbidity of psychiatric diseases such as anxiey disorder and/or depression
[86]. Sleep may be fragmentated cause of headache. The patients may also complain
of symptoms of insomnia previous night before a morning headache attack with a
decrease in the amount of NonREM3 sleep stage [83].

Treatment of associated sleep disorder has beneficial effects on migraine therapy.
It has been shown that if the sleep disorder is treated, accompanying migraine may
turn from chronic form to episodic one (Case 1) [9, 13, 87].

4.2 Tension-type headache

Tension-type headache is the most common primary headache, mainly bilaterally
with a pressing or tightening quality and a mild to moderate intensity. The duration
may be 30 minutes to 7 days. Routine physical activity does not worsen the pain.

Thirty years old male patient was a shift-worker in a factory. He was admitted to the headache outpatient
clinic. Since childhood, he had a pulsatile and throbbing unilateral headache mainly on the right
orbitotemporal side. Localization might change at different attacks. Pain duration wass 8 to 10 hours, and pain
frequency has increased after he began to work as a shift-worker [>15 days/month]. Pain intensity was severe
(with a visual analog score of 10). Phonophobia, photofobia, and nausea and sometimes vomiting accompanied
the headache, and pain was elevating by climbing stairs or walking. There was no preceeding aura. Stress and
inadequate sleep triggered the pain, while pain alleviated if the patient could sleep during the attack. His
mother had a diagnosis of migraine without aura.

As he also complained of snoring without any witnessed apnea and paresthesia on his legs when he lied
down for sleep which alleviates as he got up and walked around, he underwent a polysomnographic
investigation at the sleep center of University of Health Sciences Erenkoy Mental Health and Neurological
Diseases Training and Research Hospital.

On his polysomnographic investigation, we have detected slightly reduced sleep efficiency. NonREM1
percentage was high, while NonREM3 and REM sleep percentages were found to be low during all night.
Arousal index in NonREM sleep stages and snoring index both in REM and nonREM sleep stages were
increased. Apne-hypopnea index was 2.1 (not pointing out an obstructive sleep apnea syndrome).

Hypnogram of the patient that has been recorded by polysomnography. Gray horizantal lines show
NonREM sleep stages ( N1, N2, and N3) and wakefullness [W], red lines show REM sleep stage [R], and green
vertical lines show arousals.

CASE 1.
Chronic migraine.
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Though photophobia or phonophobia may be present, nausea does not accompany
[81]. Several sleep disturbances like hypersomnia, insomnia, or circadian sleep-wake
disorders may accompany TTH [8, 88]. The decrease in sleep quantity is one of the
most important triggers, and many of the patients with TTH report unsatisfied
sleep [8].

Eppworth sleepiness scores and PSQ scores are higher in TTH patients indicating
poor sleep quality and daytime sleepiness [83]. Decreased sleep quality is in relation
with higher intension of headache attacks and can be a factor for the chronification
of TTH [57, 89]. Patients with sleep disorders tend to have lower threshold of
pain [83]. Accompanying depression may contribute to decrease the pain
treshold [90].

On polysomnographic investigation, NonREM 1 [N1] latency was found to be
decreased with an increase in NonREM 3 [N3] sleep, while the structure of REM (both
the latency and total amount) was not effected. Decrease in total sleep time and poor
sleep efficiency due to increased sleep fregmentation with arousals may also be
observed [83].

Sleep-related movements and restless legs syndrome can also accompany
TTH [8, 73]. Association with OSAS is not clear, but if OSAS is diagnosed, it must be
treated properly [7, 9]. In children, a relation between TTH and bruxism was also
found (Case 2) [84].

Twenty-three years old female student was admitted to the headache outpatient clinic with a bilateral
headache on frontal regions with a pressing quality since 3 years. Pain duration was 3 to 72 hours with a pain
frequency more than 15 days in a month. She had no phonophobia or photophobia. Nausea might be present.
Short duration of sleep and working with computer for long hours triggered the attacks. Pain intensity was
moderate (with a visual analogue score of 6). As she complained of difficulty in maintaining sleep more than 3
times a week and daily sleepiness and snoring, she underwent a polysomnographic investigation at the sleep
center of University of Health Sciences Erenkoy Mental Health and Neurological Diseases Training and
Research Hospital

On her polysomnographic test, we have found elongation of sleep latency with a reduced sleep efficiency.
NonREM1 and NonREM3 percentages are slightly increased. Frequent awakenings and short arousals are
observed in the microstructure. Abnormal sleep-related breathing events were not detected.

Hypnogram of the patient that has been recorded by polysomnography. Gray horizantal lines show
NonREM sleep stages (N1, N2, and N3) and wakefullness (W), red lines show REM sleep stage (R), and green
vertical lines show arousals.

CASE 2.
Chronic tension-type headache.
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4.3 Cluster headache

Cluster headache is one of the trigeminal autonomic cephalalgias. Pain is mainly
located at orbital/supraorbital/temporal regions unilaterally. The duration of severe
pain is 15 to 180 minutes with accompanying autonomic symptoms (ICD). The rela-
tion with sleep and cluster headache [CH] has been shown in previous studies. CH is
thought to be provoked during the switching of REM sleep to NonREM sleep. In
episodic CH, attacks are mainly related to REM sleep, though this relaton is not clear
in chronic form [8].

Sleep apnea either obstructive or central seem to be frequent in patients with CH.
Accompaying sleep apnea may induce CH by leading to nocturnal hypoxemia [91],
and effective treatment of sleep apnea either with CPAP or dental device can also be
effective to diminish the severity of clusters [9, 64, 92].

Poor sleep quality and short duration of sleep may be seen in both episodic and
chronic CH [93]. During the bouts of CH, patients may suffer from transient insomnia
which usually resolves after the end of the bout and may recur at the next cluster
period in episodic CH [91].

Among shift-workers, episodic cluster headache incidence was found to be higher.
This suggested that disturbed sleep due to the work schedule could trigger cluster
headache [93, 94]. As shift-working is suspected to induce the attacks, patients with
CH can be advised to have a steady daily working plan [93].

During a cluster period, elongated REM latency and diminished total percentage of
REM sleep can be detected by polysomnography. Sleep-wake cycle may also be dis-
turbed during this period (Case 3) [28, 95].

Fifty-two years old male patient was admitted to the headache outpatient clinic with a complaint of a
severe headache on right orbitofrontal region for 3 years. Attacks mainly began at autumn and lasted for 3 to 4
weeks. Each attack has begun early in the morning and awakened him with a duration of 45 to 60 minutes.
Pitosis, lacrimation, rinorrhea, and redness on the right eye convoyed the headache, which was very severe
(with a visual analog score of 10). Pain was resistant to analgesics, and resting did not alleviate the headache.
He did not have a history of any other diseases. Neurological examination and cranial magnetic resonance
imaging were normal. He also complained of snoring and witnessed apnea.

His polysomnographic investigation recorded at the sleep center of University of Health Sciences Erenkoy
Mental Health and Neurological Diseases Training and Research Hospital shows a slightly increased sleep
latency. Awakenings are seen during all night, and sleep efficiency is slightly reduced. He had an attack at
05:00 AM that awakened him from sleep (shown by an arrow). Apne-hypopnea index is 6.2 (mild obstructive
sleep apnea syndrome).
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4.4 Hypnic headache

Hypnic headache is a rare headache disorder that mainly occurs during night sleep
as well as at naps during the day [96]. Headache causes wakening and lasts for up to 4
hours without associating characteristic symptoms [81]. Attacks may occur in every
stages of sleep [97, 98]. Just before and during the headache attack, elevation in
arterial blood pressure has been detected in some patients. It has been hypothesized
that these alterations could typify an association with sleep apnea [63]. Sleep apnea
may be a trigger for the attack, and the treatment of OSAS also reduces the hypnic
headaches [9, 98]. Attacks arising either from REM sleep or NonREM sleep can be
documented using polysomnography (Case 4) [96].

Hypnogram of the patient that has been recorded by polysomnography. Gray horizantal lines show
NonREM sleep stages (N1, N2, and N3) and wakefullness (W), and red lines show REM sleep stage)

Abnormal sleep-related breathing events (obstructive apneas and hypopneas) are shown by green vertical
lines

CASE 3.
Cluster headache.

Fifty-eight years old female patient was admitted to the headache outpatient clinic. She had a pressing
headache on vertex which awakened her from sleep nearly every night. Attacks occured in the first half of the
night with a duration of 60–120 minutes. Neither phonophobia/photofobia nor nausea/vomiting were present.
Autonomic symptoms did not accompany. Pain intensity was mild (with a visual analog score of 6). She did not
have any other types of headache. She also complained of snoring, and there was witnessed apnea detected by
her husband. She had a history of hypertension which was under control with ramipril.

On her polysomnographic investigation recorded at the sleep center of University of Health Sciences
Erenkoy Mental Health and Neurological Diseases Training and Research Hospital, we have found an
elongated sleep latency and a reduced sleep efficiency. On the first half of sleep, she has awakened after
first REM sleep stage (shown by an arrow on hypnogram) with a headache attack. Apnea-hypopnea index was
8.7 (mild obstructive sleep apnea syndrome). Snoring index both in REM and NonREM sleep stages were
increased.
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As a conclusion, headache prevalence is high in sleep disorders, and sleep disor-
ders are highly seen in primary headaches. This comorbidity may induce the
chronification of both of the syndromes. A detailed history of both disturbances must
be taken, and clinicians should consider and behold the treatment of accompanying
sleep complaints for an effective management of headache and a better quality of life.

Hypnogram of the patient that has been recorded by polysomnography. Gray horizantal lines show
NonREM sleep stages (N1, N2, and N3) and wakefullness (W), and red lines show REM sleep stage)

Abnormal sleep-related breathing events (obstructive apneas and hypopneas) are shown by green vertical
lines.

CASE 4.
Hypnic headache.
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Abstract

In this chapter, we explore how cognitive reserve is implicated in coping with 
the negative consequences of brain pathology and age-related cognitive decline. 
Individual differences in cognitive performance are based on different brain mecha-
nisms (neural reserve and neural compensation), and reflect, among others, the 
effect of education, occupational attainment, leisure activities, and social involve-
ment. These cognitive reserve proxies have been extensively associated with efficient 
executive functioning. We discuss and focus particularly on the compensation 
mechanisms related to the frontal lobe and its protective role, in maintaining cogni-
tive performance in old age or even mitigating the clinical expression of dementia.

Keywords: cognitive reserve, executive functions, aging, cognitive decline, dementia

1. Introduction

The impact of brain aging on cognition is far from uniform, ranging from perfect 
fitness to cognitive impairment. The prevalence of dementia is estimated to increase 
from 57.4 million in 2019 to 152.8 million in 2050 [1], thus representing a major 
public health problem. Still, evidence shows that more than one-third of all cases of 
dementia could be prevented or modified by changes in lifestyle, correction of risk 
factors, and specific therapeutic interventions [2–5]. In fact, despite the absence of 
pharmacological treatment for degenerative diseases, such as Alzheimer’s disease 
(AD), it is known that vascular risk factors increase the likelihood of cognitive 
decline. Simple measures, the control of hypertension, for instance, may revert 
cognitive impairment and reduce conversion to dementia [6]. Likewise, healthy 
lifestyle patterns, physical exercise, and intellectual and social enrichment may 
improve performance and change the biomarker trajectories of individuals classified 
as cognitively impaired [7–9].
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Promoting the presence of protective factors throughout life may help to cope with 
the negative consequences of pathology through resilience or resistance mechanisms. 
The term “resistance” refers to the notion of avoiding pathology (i.e., being free from 
significant AD pathology) in the sense that it is inferred from an observed absence 
or lower level of dementia-associated brain injury, relative to an expected greater 
frequency or severity based on age, genetic factors, or other individual characteristics. 
On the other hand, “resilience” is mostly used in the sense of coping with pathology 
(i.e., remaining cognitively intact despite significant AD pathology) and is inferred 
from the observation of a higher than expected cognitive functioning related to the 
level of brain injury [10, 11]. While the first is linked to an absence or delay of brain 
changes (“brain maintenance”), the latter is closely associated with the concept of the 
reserve, which can be measured or inferred either as brain structural and/or physi-
ological premorbid capacity [11, 12].

The construct of reserve firstly emerged to describe patients with extensive 
destruction of nervous tissue following brain damage but not the expected level of 
functional changes [13]. It was then proposed that larger brains, with greater weight 
and a larger number of neurons, could have protective effects on the cognitive decline 
due to a higher “brain reserve” capacity [14]. Years later, Stern [15] defined the 
concept of Cognitive Reserve (CR) as the brain’s ability to optimize and maximize 
performance through the differential recruitment of brain networks or the use of 
alternative cognitive strategies to cope with brain dysfunction. Stern’s proposal claims 
that the mechanisms underlying CR are active processes by which the brain tries to 
compensate for the neural loss. These processes can be influenced by the interac-
tion between innate factors (e.g., in utero or genetically determined) and, mainly, 
lifelong experience (e.g., intelligence, education, occupation, physical exercise, 
leisure activities, or social involvement). In contrast, the passive models propose that 
response to neural damage is related to brain size or the number of synapses (brain 
reserve), which can affect the threshold for clinical expression [16]. Brain reserve and 
CR are not mutually exclusive in the sense that brain reserve does not protect against 
the accumulation of pathology, but it does protect against its negative effects [17]. 
Instead, they influence each other—life experiences and the involvement in stimulat-
ing cognitive activities can modify brain anatomy (i.e., neurogenesis, angiogenesis, 
and resistance to apoptosis) and positively regulate compounds that promote neural 
plasticity [18].

The concept of CR has progressively evolved in such a way that it is now central 
in the literature on normal and pathological aging, notwithstanding the theoretical 
pitfalls and methodological controversies generated by years of studies and reserve-
associated concepts. The most striking challenges are the absence of an operational 
definition of CR and the lack of clarification of its neural bases, the relationship 
between the brain and CR, and which factors affect brain reserve [19]. Making an 
effort to overcome these difficulties, a consensus report tried to clarify CR terminol-
ogy [17] by claiming “resilience” as an umbrella concept that describes the process 
of coping with age- and disease-related changes, which includes multiple reserve 
related-concepts, such as brain reserve, brain maintenance, and CR.

Normal aging is characterized by several brain changes at the morphometric and 
functional level, and associated neuropsychological changes, that are particularly 
relevant in the frontal lobes on which Executive Functions (EF) heavily depend upon 
[20]. Among other areas of cognition, EF play a critical role in everyday life, allowing 
individuals to plan ahead, focus attention, and switch between tasks, hence main-
taining effective levels of independent functioning. Variable EF trajectories include 
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development into early adulthood and decline into older age, associated with struc-
tural and functional changes in the prefrontal cortex [21]. Despite this age-related 
decline, EF also assumes an important role in maintaining global cognitive efficiency 
in the late period of life, thanks to a higher CR [22].

There is considerable interest in understanding the processes underlying cognitive 
decline (and whether they result from specific or general impairments that reflect 
different patterns and different pathological processes) but also in how the brain 
actively copes with these deleterious effects on EF so functional independence can 
be maintained. Next in this chapter, we will review evidence that focuses on certain 
socio-behavioral CR proxies (e.g., education, occupational complexity, leisure activi-
ties, and social involvement), how they may help to cope with age-related changes 
and brain pathology, and how they relate with EF. Further, differences between 
“active” versus “passive” models of reserve and the underlying CR mechanism 
(“neural reserve” vs. “neural compensation”) are described.

2.  Socio-behavioral proxies in the prevention of cognitive decline  
and dementia

One of the major limitations of the CR construct is that it can hardly be measured 
directly. Three methods are usually used to quantify and measure it—(a) socio-
behavioral indicators, (b) residual approach, and (c) functional neuroimaging studies 
[17]. Hence, studies should include not only measures of the status of the brain 
(reflecting brain alteration or pathology), but also clinical or cognitive performance 
(consequences of brain damage), and socio-behavioral indicators (e.g., an index of 
life-long experience/premorbid capacity) when assessing the role of CR. The goal is 
to be able to predict an individual’s cognitive performance through the interaction 
between the proposed CR factors and the state of the brain/pathology.

Several studies have shown that CR proxies may decrease the rate of conversion to 
dementia in subjects with identical degrees of the pathological burden of AD [23, 24], 
and even have a protective role against the cognitive impairment associated with brain 
white-matter changes (WMC) or higher ventricular volume [25, 26] delaying the 
onset of clinical deficits [27]. Understanding the role of these proxies on the predic-
tion of cognitive trajectories serves a two-fold objective, either it is disease prevention 
or disease diagnosis.

Different CR proxies have been identified [28], but recent systematic reviews indi-
cate that education, occupational attainment, leisure activities, and social involve-
ment are the most common indicators [29–31].

The number of years of formal education is the most consistently used across 
studies. A protective effect of education for age-associated cognitive decline appears 
to result in higher levels of CR [30, 32]. This is supported by strong positive associa-
tions between the number of years of formal education and crystallized measures 
(e.g., vocabulary) and EF, explaining, in the latter case, even more variance than 
age itself [33–35], compared with fluid abilities, such as processing speed, memory, 
or visuospatial abilities [34, 36, 37]. Robust scientific evidence also supports that 
lower-educated individuals are more likely to suffer from dementia in a wide range 
of settings [38]. For example, Contador et al. [39] found that living in a rural area 
(early and mid-life stages) increased the likelihood of dementia, with the risk being 
particularly high in people with low education. However, the effect of education on 
age-related cognitive changes remains controversial [40]. Kremen et al. [41] sought 
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to demonstrate that the impact of CR factors is primarily downstream of intellectual 
capacity. These researchers concluded that brain development is substantial during 
childhood and adolescence and that further education from the age of 20 years would 
contribute much less to brain development. Moreover, it should be considered that the 
quality of the educational experience is not the same for all individuals, which may 
influence its potential impact as a CR proxy.

The protective effect of education not only mediates the transition between 
normal and pathological aging but also between stages of cognitive impairment. 
Based on the hypothesis that less automatized cognitive domains (or those that 
did not achieve proper consolidation throughout life) may deteriorate sooner than 
more consolidated ones, a recent retrospective study aimed to investigate whether 
education modifies the profile of cognitive/executive performance (i.e., sustained 
and divided attention, inhibitory control, working memory, verbal, motor and 
graphomotor fluency, planning, abstract reasoning, and episodic memory) in Mild 
Cognitive Impairment (MCI). It was found that despite a similar pattern of cognitive 
decline in both higher and lower education groups, patients with higher education 
revealed a trend toward a higher proportion of abnormal performances (≤ −1.5 
standard deviation on age- and education-adjusted normative scores) and a steeper 
decline in measures of sustained attention and episodic memory [42]. These findings 
suggest that patients with higher levels of education have a higher CR because they 
show a more pronounced decline in executive control that does not reflect differences 
in clinical disease staging [35, 43, 44]. On the opposite extreme of educational level, 
elderly illiterate subjects may be more vulnerable to cognitive decline and dementia, 
due to the lack of the protective effect of education [45–49].

It is worth noting that, although education is usually measured by the number of 
years of formal education, there may be other indicators that better capture its true 
impact. In a recent prospective longitudinal cohort study on aging and cognition, which 
recruited and followed 275 healthy community subjects seen in primary care settings, 
with 50 years or older, over a 5-year period, investigators found that being male, older, 
and with a lower age- and education-adjusted z-scores on divided attention/mental 
flexibility measures were significant independent predictors of cognitive impairment 
5 years later. Moreover, vocabulary emerged as a stronger predictor of cognitive stability 
or decline than education, independently of their correlation [50]. This highlights the 
relevance of this measure by reflecting more accurately the degree of cognitive stimu-
lation and intellectual enrichment that may account for subtle differences between 
subjects at the same educational level, particularly relevant in overall low-literacy 
populations.

Occupational and leisure activities may also have markedly significant protec-
tive effects on cognitive decline and dementia, especially for individuals whose jobs 
involve social interaction [51]. In fact, it is known that engagement in mentally stimu-
lating activities throughout life may promote neural connectivity [52]. With respect 
to occupational activity, cognitively demanding work conditions are associated with 
a decreased risk of cognitive decline in older adults [53]. Middle-aged people at risk 
for AD (decreased hippocampal volume and increased brain atrophy) with greater 
occupational complexity (e.g., involving complex social interactions) maintained a 
similar level of cognitive performance as those with less pathology [51, 54]. However, 
since higher levels of education are usually associated with jobs that are more cogni-
tively demanding, whether or not the protective effect of education is independent of 
the levels of work complexity in middle age remains controversial [55, 56]. Moreover, 
a synergistic effect of low education and occupation on the risk of developing AD 
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was described by Stern et al. [57], particularly when it is combined with cognitively 
demanding work activity in adulthood [55, 57]. For instance, some studies indicate 
that level of literacy is a more accurate measure of CR than years of education [58], 
especially in those individuals from disadvantaged groups or with null/low educa-
tional attainment [39, 59]. Regarding involvement in leisure activities, it has also been 
associated with a reduced risk of AD [60, 61] and protective effects against cognitive 
decline [62, 63].

There seems to be evidence that lifestyle and the environment effectively 
regulate cognitive aging and that this regulation may be particularly relevant in the 
hippocampal-mediated memory functions in mammals. Although the causal nature 
of this relationship has not yet been established [64], studies in animal models 
seem to indicate that it may exist, but more clinical studies are needed to specifi-
cally understand how social involvement and integration can be used to prevent 
cognitive decline. Additionally, the mechanisms underlying this relationship seem 
to indicate a relevant role for growth factors, neuroinflammation, and neurogenesis 
processes. In this context, physical activity, for instance, has been identified as 
inducing neurogenesis due to its benefits on structural and functional plasticity in 
hippocampus-dependent learning and memory tasks. Accordingly, maintaining 
an active social life at older ages can improve CR and benefit cognitive function. 
This is especially relevant since some aspects, such as education or occupational 
complexity, developed at a young age and middle age cannot be modified. Social 
activity can contribute to an increased reserve even in a more advanced stage of 
life, with gains in cognitive performance. In fact, living alone was significantly 
associated with an increase in cognitive complaints and a significant predictor of 
future cognitive decline in specific linguistic/executive measures, such as verbal 
fluency over a 5-year follow-up [33, 65, 66]. Social interactions can be viewed as 
natural forms of cognitive stimulation and may play a relevant part in the stimula-
tion of language skills, whereas living alone would represent a relative cognitive 
deprivation situation, with reduced cognitive stimulation and lower CR [67, 68]. 
Interventions that reduce social isolation at a more advanced stage can benefit 
cognitive function both directly and indirectly by building reserve, especially in 
individuals with low CR in middle age. This aspect has important implications 
for interventions suggesting that combating social isolation can contribute to a 
healthier cognition [69].

3. Compensatory mechanisms of CR and EF

Traditionally, late-mature regions, such as the frontal lobes, are considered espe-
cially vulnerable to normal age changes, inspiring theories of cognitive aging, such 
as the “last in, first-out” or “retrogenesis” hypothesis. This hypothesis considers an 
anteroposterior gradient of age vulnerability, which explains the decline in EF often 
observed in healthy older adults [70].

Executive functions, such as processing speed, working memory, inhibitory con-
trol, top–down suppression, or shifting ability, are shaped by education and by other 
CR proxies. A decline in executive performance has been shown to be associated with 
low performance in activities of daily living and to predict conversion from MCI to 
dementia [71, 72]. Moreover, EF are known to be sensitive to damage in other parts of 
the brain, such as subcortical white matter changes [34], thalamic nuclei, the limbic 
system, and basal ganglia [73] apart from prefrontal lobe damage.
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The perspective that age-related cognitive decline emerges when a person is no 
longer able to compensate for the reduced functioning of the primary brain structures 
and circuits, is largely supported in the literature. Relevant conceptual models have 
emerged over the last 20 years, aiming to describe and understand brain reorga-
nization in response to age-related changes and brain injury. Older adults may use 
alternative networks to aim for the same level of functioning as younger individuals, 
which can represent a mechanism of neural compensation [74, 75]. The “Scaffolding 
Theory of Aging and Cognition” (STAC) model proposed by Park and Reuter-Lorenz 
[76] claims the recruitment of additional circuits as a way to strengthen the declining 
structures whose functioning has become inefficient. These strategies lose efficiency 
in the aged brain and are eventually no longer accessible when there is cerebral 
pathology, as in the case of AD. The “normalcy-pathology homology” phenomenon 
suggests that there are regions more vulnerable to age-related changes and that this 
age vulnerability renders them more susceptible to additional pathological AD-related 
changes. This is particularly clear in frontotemporal regions where the elderly, even 
with a low risk of AD, present prominent cortical reductions [70].

The Cognitive Reserve framework suggests that individual differences in cogni-
tive performance are based on more efficient recruitment of brain networks (neural 
reserve) or the enhanced ability to recruit alternate (compensation) brain networks 
[15, 77]. Regarding neural reserve, it is postulated that inter-individual variability 
related to the efficiency, capacity, or flexibility of the brain networks will influence 
how the healthy brain can deal with the demands imposed by the emergence of brain 
injuries or pathologies. The neural reserve allows healthy young individuals with 
greater CR to solve tasks more efficiently and more capably and, in turn, may better 
confront the disruptions imposed by brain pathology due to the increased flexibility of 
brain networks. Neural compensation concerns task-related activation, a mechanism 
that only appears when new resources are needed to maintain or improve performance 
due to changes in the brain structure. Hence, neural compensation is a mechanism 
usually referring to people who have brain pathology [15, 77]. The degree of com-
pensation can also vary in individuals in terms of expression and effectiveness. In 
fact, neural compensation refers to inter-individual variability to compensate for the 
disruption of standard processing networks. In this situation, brain structures or net-
works that are not normally used by individuals with intact brains become activated. 
Both neural reserve and neural compensation support CR, with compensation being 
the most common mechanism in more advanced stages of the aging spectrum [78].

As previously stated, individuals with higher CR can maintain a more efficient and 
capable network or compensate advantageously in the face of a comparable amount 
of brain pathology [79]. Accordingly, Scarmeas et al. [80], using a set of memory 
tasks, identified brain regions where systematic relationships between CR and brain 
activation differed as a function of aging. Thus, when facing certain tasks, young 
and older people activate similar brain regions but as the difficulty of the memory 
task increased the magnitude of activation was often higher in older individuals, 
suggesting more efforts to achieve a comparable level of performance, which can 
be related to network efficiency. In addition, the older adults recruited additional 
regions of the brain not used by young people while performing certain memory 
tasks, which can represent a form of active neural compensation [80]. A similar 
pattern of compensation was also found when comparing old adults schooled later 
in life with old adults schooled at the proper age, in a memory recognition task using 
Magnetoencephalography (MEG), and the first ones displayed additional activations 
to keep the level of performance [81].
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In the last few decades, scientific studies have tried to capture the “neural imple-
mentation” of CR through functional neuroimaging [78]. This approach seeks to 
identify resting state or task-related functional activation brain networks that may 
underlie CR. Potentially, the expression of these networks may be associated with 
the influence of CR proxies, moderating the effect of brain changes on cognition. If 
these networks were identified through functional neuroimaging research methods 
(not properly used in clinical practice), their degree of manifestation would be a 
more direct measure of CR than other types of proxies [17]. Tucker and Stern [37] 
suggested that there may be at least one “generic CR network” that can be activated 
during the performance of many tasks, explaining how CR protects against brain 
pathology, which seems to be a promising line of future investigation [17].

A recent systematic review indicates that a resting-state network, implicating 
medial temporal regions and cingulate cortex (anterior or posterior), is associated 
with neural reserve, whereas frontal regions and the dorsal attentional network 
(DAN), activated during the cognitive engagement, are related to neural compensa-
tion [78]. Task-related studies have found a positive correlation between CR proxies 
(mostly premorbid IQ and education) and higher frontal activity in healthy older 
adults compared to young adults [82–85]. Moreover, a positive association between 
CR (i.e., education-occupation attainment, premorbid IQ , and leisure activities) and 
frontal activity in MCI and AD patients compared to healthy older adults has been 
found [86, 87].

The mechanisms on which the function and resilience of large-scale brain net-
works are based are still poorly understood. Early lifespan environmental influences 
can contribute to understanding phenomena such as reserve, as, at least partially, to 
determine the variance of the underlying structural network. This may have implica-
tions for global and regional network controllability. A dynamic network theory can 
be crucial for advancing the understanding of the resilience of the human brain, 
reinforcing the need for a spatiotemporal analysis in complex systems [88]. In fact, 
the human capacity to perform a variety of tasks seems to be associated with cognitive 
control networks, specifically the frontoparietal control network (FPN) in the left 
posterior parietal cortex. The adaptability of this network, whose global connectivity 
pattern seems to change more than other networks, and the connectivity patterns that 
can be used to identify task performance, point to the importance of this network 
in cognitive control and task performance. It seems to be possible through “flexible 
hubs,” that is, regions that quickly update their connectivity pattern according to task 
demands [89].

This greater variability in FPN connectivity, both between networks and between 
tasks, supports the notion that this network implements core flexible hubs, allowing 
cognitive control across various and distinct tasks [89]. This is especially relevant for 
this chapter’s purpose as the existence of this control network appears to be crucial for 
reserve. Specifically, one of its hubs, the left frontal cortex (LFC, covering BA 6/44) 
[90, 91], is a likely candidate for the neural implementation of CR. The resting-state 
connectivity of that LFC hub region had previously been associated with protective 
factors such as high IQ and high cognitive performance. Concretely, it had already 
been demonstrated that the lateral prefrontal cortex (LPFC) is a hub region with an 
especially high global connectivity but, more than that, it has been shown that this 
global connectivity could predict the fluid intelligence of individuals, appearing to be 
a global hub connector [92]. This level of the organization thus appears to be espe-
cially relevant for understanding the brain and CR that involve distributed circuits 
and complex psychological constructs.
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Global connectivity of the LFC hub (close to the Broca area), in resting-state 
fMRI, is associated with more years of education (CR proxy) and with milder effects 
of FDG-PET hypometabolism on memory performance in prodromal AD [91]. This 
can be important for instance in the selection of participants for intervention trials 
since MCI patients with higher CR seem to have a higher likelihood to benefit from a 
cognitive intervention [93].

Increased frontoparietal activation may reflect a compensatory mechanism, help-
ing to protect memory task performance in early-stage AD. Additionally, increased 
global connectivity of LFC can support frontoparietal increased activation and that 
is associated with CR, moderating the association between AD neuropathology and 
cognitive decline, and helping to maintain better memory performance [90]. In a 
task-related fMRI study, the authors tried to understand if LFC hub connectivity 
during an episodic memory task was associated with a reserve in aging and MCI. 
More years of education were associated with increased LFC connectivity during 
memory processing, and increased LFC connectivity was associated with a higher 
reserve in the memory domain. This result pattern was found in controls and MCI 
groups, which was interpreted as suggestive that connectivity of a key hub of the 
frontoparietal control network contributes to reserve in both normal and pathological 
aging. This conclusion reinforces that LFC is a good candidate for the neural basis of 
reserve and that a higher LFC connectivity may be a long-lasting trait that is influ-
enced by environmental stimuli, namely education [91]. In fact, CR, being the result 
of multiple and distinct stimulations, involves connectivity between different tasks 
and domains. Consistently with this, the LFC (BA 6/44) ranks among the top 5% of 
brain regions in terms of number of connections in the brain, being high and glob-
ally connected to the rest of the brain and is a key connector hub between different 
functional networks [91]. Taken together the results seem to point out that the cogni-
tive control network, particularly LFC, works as a hub of the frontoparietal control 
network, which is associated with greater reserve. Later work showed that education 
is associated with better performance on memory tasks thanks to greater efficiency 
of functional networks, clearly demonstrating the effects of education on DMN/DAN 
small-worldness, mediated via LFC connectivity, and reinforcing its role as a neural 
basis of the reserve [94].

Moreover, evidence also shows that education facilitates the brain’s ability to 
form segregated functional groups of networks, with stronger signals in parietal 
and occipital regions [95]. This fact reinforces the perspective that more years of 
schooling trigger a more specialized use of neural processing. However, CR (residual 
variance in memory and general executive functioning) was also associated with 
higher global network efficiency (i.e., functional integration). In this sense, this study 
corroborates that CR is associated both with increased functional connectivity and 
better organization of the network topology.

The protective role of higher global functional connectivity in the FPN and higher 
local connectivity between the salience network (anterior cingulate cortex) and 
medial frontal cortex can significantly mitigate the impact of white matter lesions on 
EF [96], emphasizing the role of the cognitive control network as a neural substrate 
for CR. As pointed out by the authors, both the salience and the FPN are important 
cognitive control networks, that are crucial for appropriate brain functioning, with 
the FPN flexibly regulating the activity of other networks and the salience network 
integrating inputs from different sources. Their results reinforce the notion that cog-
nitive control networks may play a role in brain resilience mechanisms with increased 
connectivity being linked to better cognition.
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Overall, these findings suggest that greater activity of frontal regions, namely 
via LFC connectivity, is a potential component of functional networks underlying 
neural compensation. Conversely, MTL regions, which are known to be critical for the 
conversion from MCI to AD, may reflect the capacity of the neural reserve [97, 98].

4. Conclusions

The understanding of the mechanisms involved with successful aging is far from 
straightforward and the growing number of publications in this field shows the 
interest of the scientific community to understand the importance of complex related 
concepts in its promotion. In this chapter, we focused on several socio-behavioral CR 
proxies identified as protective factors against cognitive decline and dementia and 
how they impact EF by means of neural compensation mechanisms related to the 
increased functional activity of the frontal lobe.

The relationship between CR proxies and the maintenance of cognitive efficiency 
in the context of age-related changes/brain pathology is dynamic. Not only do the 
skills, social involvement, and occupational attainment developed throughout life 
have a mediating role in improving neural connections (i.e., in terms of activation, 
flexibility, and efficiency), but also this enhancement of brain connectivity patterns 
expresses itself in better cognitive performance. Despite its vulnerability to the effects 
of senescence, the frontal lobes play a key role in CR allowing for the preservation of 
the overall cognitive function by means of enrichment of EF (e.g., planning, sequenc-
ing, inhibitory control, abstract reasoning) via a higher CR. Indeed, people with high 
CR show an advantage in the use of these more developed EF, thus increasing frontal 
lobe activity. The use of alternative task-relevant circuits compensates for effective-
ness (e.g., MTL, especially relevant for memory and selectively affected in AD) thus 
mitigating the clinical expression of dementia. In this compensation mechanism, 
DAN and FPN networks are particularly relevant, with a sub-region in the LFC being 
identified as a potential candidate for a neural marker of CR.

Several caveats still, however, need to be fully addressed. First and foremost, it is 
unclear how CR proxies may specifically influence different aetiologies of dementia 
and modulate different cognitive trajectories. Second, EF cannot have a double role 
as an age−/pathology-dependent measure and as a factor that changes the relation-
ship. As a consequence, all EF may not be appropriate measures for CR, since it is 
not stable throughout life and is vulnerable to age-related changes. Thus, accord-
ing to the gain/loss hypothesis, one should carefully select aspects of EF that are 
robust and resistant to aging, in order to include them as components of CR. Stern 
et al. [99] considered that this approach should be better explored in the future, 
despite currently presenting some limitations that are difficult to overcome. From 
the outset, the fact that the brain measures used to predict cognition only partially 
capture brain pathology or physiology and different lifestyles cannot be explained 
by known brain predictors can lead to a high risk of including many aspects that are 
not reserved. Third, the differential impact of CR depending on the demographic 
characteristics of the population or discrepancies in measuring CR measures or 
outcomes (i.e., cognitive or functional) needs to be addressed as well. In fact, precise 
operational definitions of CR and other related theoretical constructs are needed. 
Advances in multimodal imaging, preferably longitudinal studies, will allow a better 
understanding of the neural mechanisms underlying CR. Future work should focus 
on the design of studies that will help to clarify the relationship between CR proxies 
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and brain reserve, as well as improve their measurement. These studies will make it 
possible to improve and integrate the existing conceptual models of the moderation 
of CR in cognitive performance. Further, it is expected that the contribution of these 
investigations could lead to objective guidelines and strategies for the development 
of differentiated, validated, and accessible intervention programs aimed to provide 
more functionality and better quality of life in older adults [17].

If the existence of a compensatory capacity in individuals with a high CR seems 
to be clear, it is consensual that it is still not entirely clear what reserve consists 
of in neural terms. Potential candidates have been proposed but the discovery of 
this neural basis is particularly relevant as, in addition to traditional cognitive and 
psychosocial stimulation techniques, it could also open doors to more direct brain 
stimulation allowing the use of a whole arsenal of new non-invasive brain stimulation 
technologies which is predicted to have increasing importance in intervention.
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Chapter 10

Understanding the 
Neuropathophysiology of 
Psychiatry Disorder Using 
Transcranial Magnetic Stimulation
Jitender Jakhar, Manish Sarkar and Nand Kumar

Abstract

Transcranial magnetic stimulation (TMS) is a safe and non-invasive tool that 
allows researchers to probe and modulate intracortical circuits. The most important 
aspect of TMS is its ability to directly stimulate the cortical neurons, generating 
action potentials, without much effect on intervening tissue. This property can be 
leveraged to provide insight into the pathophysiology of various neuropsychiatric 
disorders. Using multiple patterns of stimulations (single, paired, or repetitive), 
different neurophysiological parameters can be elicited. Various TMS protocol helps 
in understanding the neurobiological basis of disorder and specific behaviors by 
allowing direct probing of the cortical areas and their interconnected networks. 
While single-pulse TMS can provide insight into the excitability and integrity of 
the corticospinal tract, paired-pulse TMS (ppTMS) can provide further insight into 
cortico-cortical connections and repetitive TMS (rTMS) into cortical mapping and 
modulating plasticity.

Keywords: TMS, investigation, pathophysiology, psychiatry disorder, non-invasive

1. Introduction

Transcranial magnetic stimulation (TMS) is an experimental tool that allows 
researchers to noninvasively explore various neural processes and measure a variety 
of cortical phenomena and different timescales. The most important aspect of TMS 
is its ability to directly stimulate the cortical neurons, generating action potentials, 
without much effect on intervening tissue. This property can be leveraged to pro-
vide insight into the pathophysiology of various neuropsychiatric disorders. Using 
multiple patterns of stimulations (single, paired, or repetitive), different neurophysi-
ological parameters can be elicited. In this article, we review the role of TMS as a tool 
to study motor neurophysiology of major neuropsychiatric disorders. TMS-related 
parameters reflect underlying cortical excitability changes during any brain motor 
action. New findings of motor system abnormality through TMS parameters have 
provided new insight into the pathophysiology of neuropsychiatric disorder.
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2. Basic principle of TMS and cortical reactivity

Since its introduction by Barker in the 1980s [1], who first discovered the induc-
tion of finger and foot movements through the use of a magnetic coil placed on 
the motor cortex, TMS has greatly advanced our ability to explore and understand 
neural circuitry in neurology, psychiatry, and neuropsychological research.TMS uses 
principles of electromagnetic induction [2]. According to the principle whenever 
an electric current is passed through a coil, a transient magnetic field is generated, 
which induces a current in the corresponding neural tissue, consistent with Faraday’s 
law. When the induced current is sufficient (several mA/cm2), depolarization of 
neuronal membranes occurs, and hence generation of action potentials, which is 
recorded peripherally using electromyography (Figure 1). Based on which area 
of the cortex is stimulated, different functions can be assessed. In the case of the 
stimulation of the primary motor cortex, TMS is thought to predominantly activate 
the pyramidal cells transynaptically through excitatory intraneuronal elements. The 
corticospinal tract (CST) is the main descending motor pathway from the cerebral 
cortex to the spinal cord that can be activated by TMS. The CST originates from 
large pyramidal cells predominantly in the fifth layer of the cerebral cortex. The 
descending corticospinal tract is known to make monosynaptic connections with 
spinal motoneurons in humans. This organized electrical activity in the corticospinal 
tract is also regulated by the balance of GABAergic inhibitory postsynaptic firing and 
excitatory glutamate receptor activations. This contrasting cortical modulation by 
GABAergic vs. Glutamatergic fibers in neural tissue can be studied non-invasively 
in the human brain through TMS parameters. Cortical inhibition by GABAergic 
neurons mediates the balance between the excitatory and inhibitory systems of the 
nervous system. TMS has been used to study a variety of neuropsychiatric disorders 
including anxiety, obsessive–compulsive disorder, attention deficit hyperkinetic dis-
order, post-traumatic stress disorder, schizophrenia, and mood disorder by assessing 

Figure 1. 
TMS figure explaining the procedure from TMS machine to recording of motor evoked potential from hand; figure 
depicts TMS machine, figure of 8 coil(green), generation of the magnetic field through the coil, induced current in 
the cortex and finally TMS elicited motor potential recording of the event through hand muscle. Magnetic pulses 
activate cortical pyramidal neurons, leading to a corticospinal output that can be measured peripherally as a 
motor-evoked potential (MEP) using electromyography.
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these cortical reactivity parameters. Gamma-aminobutyric acid (GABA) is one of the 
most important inhibitory neurotransmitters in the brain, widely distributed, and 
plays an important role in the modulation of cortical reactivity and neuroplasticity. 
GABAergic neurons represent between 20–40% of all neurons present in the central 
nervous system [3, 4] and they are present throughout all levels of the neuraxis, and 
play an important role to balance and fine-tune excitatory neurotransmission of vari-
ous other neuronal systems including the cholinergic and monoaminergic projection 
to the area of the forebrain. Gamma-aminobutyric acid-ergic (GABAergic) deficit 
pathology is widely studied in various neuropsychiatric disorders [5, 6]. GABA 
shows its actions by interacting with two different subtypes of receptors a) GABAA 
receptors (GABAARs)-ionotropic b) GABAB receptor (GABABRs)-metabotropic. 
GABAARs are predominately responsible for anxiety and mood disorders, due to 
marked evidence suggesting altered GABAAR signaling in both disorders [7, 8]. 
Benzodiazepine act as an allosteric modulator of a major subset of GABAARs dem-
onstrating potent anxiolytic activity and playing key control elements of anxiety 
state [7, 9]. GABAB Rs, Coded by GABA 1 gene and GABA 2 gene are members of 
the G-protein coupled receptor family and their role in the causation of affective 
disorder have been recently implicated in mice who demonstrated alerted anxiety 
and depression-related behavior after subjecting to pharmacological and genetic 
manipulations of these receptors [10]. The results from this study reflect that future 
development of therapeutic anxiolytic can be based on modulating GABAB receptors 
in the experimental study. In 2010, one review suggested that there are compelling 
evidence of both GABAA and GABAB inhibitory deficit in the pathophysiology 
of depressive disorder [11]. Both GABA-A and GABA-B receptors are involved in 
cortical inhibition with GABA-A mediating short interval cortical inhibition (SICI) 
and GABA B mediating cortical silent period (CSP), long interval cortical inhibition 
(LICI), interhemispheric inhibition (IHI) [12].

3. TMS paradigm

Various TMS protocol helps in understanding the neurobiological basis of dis-
order and specific behaviors by allowing direct probing of the cortical areas and 
their interconnected networks. While single-pulse TMS can provide insight into the 
excitability and integrity of the corticospinal tract, paired-pulse TMS (ppTMS) can 
provide further insight into cortico-cortical connections and repetitive TMS (rTMS) 
into cortical mapping and modulating plasticity. Few paradigms used are mentioned 
in Table 1.

3.1 TMS as a tool to measure cortical excitability

TMS can be used in humans to measure parameters of cortical excitability in vivo. 
Excitation is mainly facilitated by the action of glutamate on N-methyl-d-aspartate 
(NMDA), and non-NMDA receptors. Single-pulse TMS had been initially employed 
to test the functional integrity of human corticospinal pathways. When a stimulus 
of sufficient intensity is applied to the motor cortex, it will produce a motor evoked 
potential (MEP) in the muscle supplied by the cortical area that can be measured with 
electromyographic equipment [13]. Cortical excitability can be assessed by either cal-
culation of resting motor threshold (RMT) or by calculation of MEP. RMT is defined 
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as the minimum TMS intensity (expressed as a percentage of maximum stimulator 
output) that elicits reproducible MEP responses of at least 50 μV in 50% of 5–10 
consecutive trials. The majority of application to date has involved the motor cortex 
but can be applied to another area of the cortex eg. stimulation in the visual cortex 
can produce flashes of light known as phosphenes, and stimulation of prefrontal areas 
can produce TMS-evoked EEG potentials.

Paired pulse stimulation (ppTMS) can also be used to assess cortical excitability 
and it has been accepted as a tool specifically for corticocortical circuit evalua-
tion, whether interhemispheric, interhemispheric, or interregional. Two reactivity 
parameters that are commonly assessed are inhibition and excitation [14]. In ppTMS, 
the baseline single pulse is referred to as the test stimulus (TS), while the priming 
additional pulse administered a few milliseconds prior to the TS is the conditioning 
stimulus (CS). Conditioning stimuli strength may vary from less than (subthreshold) 
to greater than (suprathreshold) the RMT. A high-intensity suprathreshold pulse acti-
vates cortical pyramidal neurons directly and indirectly, via excitatory interneurons, 
leading to a corticospinal output that can be measured peripherally as a MEP. The 
response to the paired stimuli predominately depends upon interstimulus interval 
and CS strength. The two most commonly pair pulse paradigms used for facilitatory 
circuits [15, 16] are Intracortical facilitation (ICF) and short-interval intracortical 
facilitation (SICF) (Table 2). These paradigms typically reflect glutamatergic neuro-
transmission in the brain.

Number Function assessed TMS paradigm used

1. Cortical excitability • Motor evoked potential

• Resting motor threshold

• Intracortical facilitation

2. Cortical inhibition • Cortical silent period

• Short interval intracortical inhibition

• Long interval intracortical inhibition

3. Cortical connectivity Interhemispheric

~Transcallosal inhibition

~Trans cerebellar inhibition

Intra-hemispheric

~Parietal-Motor networks

4. Cortical plasticity Long term potentiation-like:

~High-frequency rTMS

~Intermittent theta burst

~ Paired Associative 
Stimulation 25

Long term depression-like:

~Low-frequency rTMS

~Continuous theta burst

~ Paired Associative 
Stimulation 10

5. Putative mirror neuron 
system activity

Motor cortical facilitation during action observation relative to 
rest states

6. Cortical mapping Virtual lesion after-effects

7. Cortical connectivity with 
a higher temporal and 
spatial resolution

• TMS-EEG

• TMS-fMRI

Table 1. 
Different cortical function and paradigm assessed using TMS.
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3.2 TMS as a tool to measure cortical inhibition

The ability of TMS to measure cortical inhibition depends on the stimulation 
of interneurons in addition to corticospinal neurons. At low intensities, only 
intracortical inhibitory and excitatory neurons are stimulated without any effect 
on the excitability of corticospinal output and, therefore, do not result in an MEP. 
Thus, by combining a subthreshold pulse with a suprathreshold pulse, one can 
assess the inhibitory effects of interneurons on cortical output. The paradigms that 
demonstrate cortical inhibition include paired-pulse TMS (ppTMS), cortical silent 
period, and transcallosal inhibition (TCI). The cortical silent period is measured 
as isoelectric EMG (silent period) elicited by delivering a stimulus (110–160% of 
RMT) in the contralateral motor cortex, while the hand muscle is in a contraction 
phase. There is evidence that the early and late phase of the silent period may be 
mediated through different mechanisms with the late phase produced through 
G-protein coupled GABAB receptor and the early phase potentially complicated 
by spinal effects [17]. Next, when paired-pulse TMS is applied to the same cortical 
location, there are at least two inhibitory corticocortical circuits one can activate: 
short-interval intracortical inhibition (SICI) and long-interval intracortical 
inhibition (LICI) (Table 3). The cortical inhibition appears to be produced by the 
GABAergic receptor.

Various studies in the past have linked the role of GABA in the pathophysiology 
of different neuropsychiatric disorders, most important among them include major 
depressive disorder, schizophrenia, and obsessive–compulsive disorder (OCD) 
[18]. The deficit in GABAergic inhibition is noticed widely in psychiatric disorders, 
however, each illness may have a distinct profile and varied response to treatment. A 
meta-analysis in 2013 suggested that deficit in SICI– mediated by the GABA(A)ergic 
inhibition is a universal finding in severe psychiatric illnesses including Obsessive–
Compulsive disorder, Major depressive disorder, Schizophrenia but enhancement of 
intracortical facilitation was specific to OCD [19]. A recent review for understanding 
the neurobiological basis of psychiatric disorders using the TMS-based paradigms 
points to significant impairment in cortical inhibitory, excitatory, and oscillatory 
activity, especially in the frontal region [20].

3.3 TMS as a tool to measure connectivity

Measurement of corpus callosum connectivity in illnesses such as schizophrenia, 
in which the pathophysiology has been closely linked to dysfunctional cerebral con-
nectivity, is helpful. Additionally, while the application of the TS often remains fixed 
to a given motor cortical region, the CS location may be varied to interhemispheric 
or interregional location including the contralateral motor cortex, cerebellum, and 

1 Intracortical facilitation 
(ICF)

Subthreshold CS (80%RMT) given 6–25 ms before suprathreshold test 
stimulus (TS) lead to the facilitation of MEP

2 Short-Interval Intracortical 
Facilitation (SICF)

A suprathreshold stimulus is followed by a subthreshold stimulus when 
two stimuli near the motor threshold are given consecutively

Table 2. 
Cortical excitation parameters ICF and SICF.
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peripheral nerves. These circuits correspond to pathways of interhemispheric inhibi-
tion (IHI), cerebellar inhibition (CBI), and short- (SAI) or long-latency afferent 
inhibition (LAI), respectively.

3.3.1 Interhemispheric inhibition (IHI)-

The relationship between the two motor cortices can be studied by paired-pulse 
TMS at both motor cortices. In this stimulation paradigm, MEP in the distal hand 
muscles by test TMS was inhibited by prior CS on the opposite side at ISI between 
6 and 30 ms to investigate the transcallosal route and connectivity between brain 
regions. IHI requires an intact inhibitory system in the contralateral motor cortex 
as transcallosal fiber from the motor cortex synapse on GABAergic inhibitory 
interneuron [21]. A similar technique can be used to investigate connectivity 
between the motor cortex and the cerebellum. Inter-hemispheric inhibition is 
thought to be mediated through excitatory axons that cross the corpus callosum 
to act on local inhibitory (mainly GABAB-mediated) neurons in the contralateral 
motor cortex. Also, in short-latency afferent inhibition, afferent sensory input 
through stimulation of the median nerve at the wrist or cutaneous fibers at the 
index finger can modify the excitability of the motor cortex with a complex time 
course and thought to be regulated by muscarinic and cholinergic cerebral circuits.

3.3.2 Intrahemispheric inhibition

Functional and anatomical connections between motor and parietal areas have 
been studied before in Humans and studies have collectively proved distinctly 
defined connections from parietal (anterior and posterior part) to motor areas [22]. 
Anatomically, the anterior part of the inferior parietal lobule (IPL) is connected to 
the ventral premotor and prefrontal regions, whereas the posterior IPL is linked to 
caudal-lateral prefrontal regions. Hence, we have to use the twin coil TMS (Tc TMS) 
protocol for investigating these parietal-motor connections in humans. In tcTMS a 
conditioning stimulus (CS) is delivered to an area of interest and followed by a test 
stimulus (TS) to the primary motor cortex (M1). Koch and colleagues had shown that 
this protocol can be used to probe parietal-motor connections and since then widely 
used to investigate the time course and locality of parietal-motor interaction, both 
during the task and at rest in studies [23]. Studies have shown the facilitatory con-
nection between the posterior portion of IPL and M1 when a conditioning stimulus 
is given to the posterior IPL 2-8 ms prior to the test stimulus over M1and the EMG 
response triggered by M1 pulse is enhanced.

1. Short interval 
intracortical 
inhibition(SICI)

Subthreshold CS (80% RMT) given 1-6 ms before suprathreshold test 
stimulus (TS) leads to inhibition of TS evoked response in the contralateral 
muscle. This is mediated by the fast-acting, but weaker GABAA receptor 
neurotransmission.

2. Long-Interval 
Intracortical Inhibition 
(LICI)

Suprathreshold CS delivered 50–200 ms before suprathreshold TS, lead 
to inhibition of MEP. This is mediated by the slow-acting, but stronger 
GABAB receptor neurotransmission.

Table 3. 
Cortical inhibition parameters SICI and LICI.
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3.4 TMS as a tool to measure cortical plasticity

TMS can be used as a strategic tool to probe plastic changes in humans and this 
approach was used initially in neurorehabilitation to study cortical reorganization. 
First demonstrated by Classen to measure the effects of neuro-rehabilitative strate-
gies in stroke patients by applying TMS over an optimal position in the motor cortex. 
He relates that the size of topographic motor maps in the vicinity of a cortical lesion 
shrinks following inactivity but often expands after the physical activity of the limb 
affected by the lesion [24] and areas such as the premotor cortex overtakes the func-
tions typically executed by the primary motor cortex. MS cortical motor maps enlarge 
after intense motor training in stroke patients and such a plasticity effect can also be 
demonstrated after a yoga intervention. Similarly, another example of transmodal 
plasticity can also be elicited in patients who are blind from early life read Braille, 
where somatosensory information gets routed to the visual cortex and show activa-
tion sign in the visual cortex in functional neuroimaging studies [25]. But this did not 
prove that activity in the visual cortex was being used for actual analysis of the infor-
mation. Using rTMS during reading showed that this function was impaired when 
the visual cortex was disrupted. Of potential clinical importance, aberrant synaptic 
plasticity is a pathophysiological characteristic of schizophrenia. and using in-vivo 
perturbation protocols like TMS and tDCS, studies have demonstrated diminished 
LTP and LTD-like motor cortical plasticity [26]. The common paradigms in TMS for 
assessing cortical plasticity are:

3.4.1 Paired associative stimulation (PAS)-

PAS involves repetitive activation of sensory inputs (mostly median nerve) to the 
motor cortex using TMS and producing long-term changes in the excitability of the 
motor cortex that can last for several hours. The effect of PAS on MEP size was found 
to be dependent on the timing of the TMS pulse with respect to the afferent stimula-
tion. In short, during PAS with an ISI of −10 ms (PAS10), LTD-type effects were 
induced in the motor cortex as reflected in reduced MEPs. On the other hand, when 
an ISI of 25 ms (PAS 25) was used, long-term potentiation (LTP-type) effects were 
induced as evidenced by increases in MEP responses [27].

3.4.2 Repetitive TMS

This can be used to induce sustained changes in cortical reactivity that signifi-
cantly outlasts the stimulation period. Repetitive TMS can either activate or inhibit 
cortical activity, depending on stimulation frequency. Low-frequency stimulation 
results in depression of the target brain area, while high-frequency stimulation 
induces the facilitation of the region. Low frequency (1 Hz) stimulation for a period 
of approximately 15 minutes induces a transient inhibition of the cortex. The mecha-
nisms behind such inhibition are unclear, although there are similarities to long-term 
depression-like synaptic plasticity. In contrast, stimulation at frequencies of 10–20 Hz 
has been shown to increase cortical activation. Newer theta-burst stimulation tech-
nique is a high-frequency stimulation paradigm that can produce either inhibitory (if 
applied continuously) or facilitatory (if applied intermittently) effects. These effects 
are thought to be predominantly mediated by NMDA receptors as well as by modula-
tion of GABA receptor functions [28]. Repetitive TMS-induced changes in cortical 
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plasticity can potentially be studied as a marker of brain resilience to neuropathology 
[29]. It has been demonstrated that individuals with schizophrenia have diminished 
cortical plasticity as measured by these techniques [26].

3.5 TMS as a tool to measure mirror neuron system (MNS) activity

Among the various networks involved in the pathology of social cognition, the 
mirror neuron system is most extensively studied. Typically, there is a quantifi-
able motor cortical reactivity facilitation (increased motor evoked potentials or 
reduced intracortical inhibition) or motor resonance in the same muscle group that is 
observed to be in action. This index of motor resonance in the primary motor cortex 
is likely to be driven by premotor MNS-activity and is used as a putative or indirect 
marker of the premotor mirror neuron system activity. Studies using TMS have 
demonstrated diminished modulation of motor cortical reactivity during both neutral 
action observation [30] and context-based action in schizophrenia [31]. Also, reduced 
MNS activity is related to poorer social cognition performance. In contrast, patients 
with mania demonstrate an elevated MNS response, perhaps reflecting disinhibition 
of the regulatory prefrontal brain regions. Higher MNS activity in mania was associ-
ated with higher manic symptom severity [32].

3.6 TMS as a tool for cortical mapping

TMS methods allow for the identification of a direct association between the stud-
ied site and the behavioral outcome in a temporary and non-invasive fashion, allowing 
for mapping of areas of cortex less accessible by previous techniques, hence providing a 
powerful tool to identify the brain-behavior relationship. A single TMS pulse or a short 
sequence of pulses has the potential to transiently disrupt ongoing cortical activity in 
the region being stimulated. This phenomenon has been termed a virtual lesion. TMS 
is an important tool in cognitive neuroscience and has changed the way we understand 
cognitive function [33]. TMS can create virtual lesions, thereby allowing us to obtain 
information about the contribution of a given cortical region to a specific behavior. 
For example, subjects asked to memorize and repeat a list of words would likely show 
increased activity in the prefrontal cortex using fMRI. This increased activity would 
provide an indirect association between the prefrontal cortex and the task. However, 
if stimuli from TMS over the prefrontal cortex were found to obstruct the ability to 
learn and recall the list, then researchers would have more convincing evidence to 
support the involvement of the prefrontal cortex in short-term memory. Pascual-
Leone investigated the role of the dorsolateral prefrontal cortex (DLPFC) in implicit 
procedural learning. In this study, low-intensity rTMS was applied to the DLPFC, to 
the supplementary motor area, or directly to the ipsilateral hand used in testing. It was 
demonstrated that DLPFC stimulation markedly impaired implicit procedural learn-
ing, whereas stimulation of the other areas did not impair learning [34].

3.7 CombinatoryTMS approaches

TMS may also be paired with other investigative modalities to investigate connec-
tivity between brain regions and can be used as a brain-mapping tool to complement 
information gained from functional magnetic resonance imaging (fMRI) and electro-
encephalography (EEG), thus improving both spatial and temporal accuracy of the 
biological signals derived.
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3.7.1 TMS-EEG-

TMS-evoked surface potentials from any cortical region can be recorded with 
scalp EEG electrodes and used to estimate the regional excitability of the extra-motor 
cortex [23]. This increases spatial benefits and also the very high temporal resolution 
of EEG makes it possible to detect differential effects of brain disturbance on TMS-
induced responses. TMS-EEG recording is obtained using specialized amplifiers and 
electrode caps designed to minimize stimulus artifact. The high sampling frequency 
and other adjustments in the acquiring of signals permit recording cortical potentials 
induced with TMS and the spread of such oscillation to the different connected 
regions from the site of stimulation [35].

3.7.2 TMS- fMRI

Combining TMS and fMRI makes it possible to exploit both the good spatial reso-
lution (can identify changes that occur in both cortical and subcortical structures) 
and the good temporal resolution of TMS. Such data can provide information on con-
nectivity patterns. These patterns reflect the propagation of activity in the stimulated 
area to distal areas via a neural connection [36].

4. TMS safety

A general understanding of single-pulse stimulators is that they are safe. The high 
frequency of rTMS provides a much stronger effect on the brain and is unlikely, but 
can induce seizures. Other common side effects include nausea, arms jerking, tran-
sient headache, and facial pain caused by the activation of scalp and neck muscles. To 
help alleviate these problems, safe intensity limits using rTMS are suggested to help 
reduce the risk of discomfort. The general consensus of TMS is that it is safe; however, 
should remain mindful to minimize the risks.
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Abstract

Astrocytes are the most abundant cells of the central nervous system. These 
cells are of diverse types based on their function and structure. Astrocyte activa-
tion is linked mainly with microbial infections, but long-term activation can lead to 
neurological impairment. Astrocytes play a significant role in neuro-inflammation 
by activating pro-inflammatory pathways. Activation of interleukins and cytokines 
causes neuroinflammation resulting in many neurodegenerative disorders such as 
stroke, growth of tumours, and Alzheimer’s. Inflammation of the brain hinders 
neural circulation and compromises blood flow by affecting the blood–brain 
barrier. So the oxygen concentration is lowered, causing brain hypoxia. Hypoxia 
leads to the activation of nuclear factor kappa B (NFkB) and hypoxia-inducible 
factors (HIF), which aggravates the inflammatory state of the brain. Hypoxia 
evoked changes in the blood–brain barrier, further complicating astrocyte-induced 
pathogenesis.

Keywords: astrocyte, hypoxia, inflammation, neuroinflammation, brain

1. Introduction of astrocytes

In the nervous system, astrocytes are isotypes of neuroglia, also identified as 
astrocytic cells. They are Star-shaped; their countless progressions enclose synopses 
prepared by nerve cells. A particular astrocytic cell can simultaneously act together 
with the human being by two billion synapses. These specialized glial cells are more 
numerous than neurons by above fivefold. They closely tile the central nervous 
system (CNS) and apply for multiple important diverse roles in the energetic CNS. 
Astrocytes react to all methods of CNS offences through a procedure stated as reactive 
astrogliosis, which has developed a pathological mark of CNS fundamental abra-
sions. Two main subtypes of astrocytes are classified based on their structural and 
anatomical position. Those names are protoplasmic astrocytes and fibrous astrocytes. 
Protoplasmic astrocytes seem to spread equally in the interior of cortical grey matter, 
while the fibrous astrocytes are structured with white matter regions [1]. Astrocytes 
of the brain and spinal cord are very different in morphology and function. Brain cells 
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(astrocytes) are accountable for the homeostasis of ions and neurotransmitters in the 
synaptic cleft, native metabolic sustenance, and relief of sensitive oxygen species. 
Pathology of many nervous disorders containing neuropsychiatric and neurode-
generative syndromes is well-defined by loss of homeostatic role. Astrocytes play a 
significant role in the homeostasis of the central nervous system (CNS). Brain cells 
or astrocytes are extremely diverse cells that regulate the network, emergence and 
function, and homeostasis. Since it’s involved in protective astrogliosis, it’s become 
an essential component of neuropathology. Most neuropathology astroglial cells are 
impacted by degenerative alterations that inhibit their functional and neuroprotec-
tive capacities, allowing the pathology to proceed [2]. Astrocytes play an important 
role in data handling, and communicative mechanism proficiencies of brain circuits 
are unknown. Around all research studying the correlation among astrocyte cells’ 
structure and function concentrates on its influences on nervous system activity and 
flexibility under functional and syndrome conditions. At synapses, a collective sub-
ject important to these outcomes is that astrocytes analyse, respond to, and control 
glutamate release and post-synaptic activity.

Removal and postponement of PAPs in reaction to glutamate improve 
 post-synaptic responses, inhibit trans-synaptic activation, and prevent additional 
glutamate proclamation. Still, astrocyte operational flexibility exchange is not 
recognized upon declaration of other GABA, dopamine, somatostatin, serotonin, 
acetylcholine, etc. (neurotransmitters) [3]. The appearance of glial fibrillary 
acid protein (GFAP) has become a typical indicator for immunohistochemically 
 astrocytic cells [4]. Research on transgenic mice showed that the appearance of 
GFAP isn’t necessary for the usual form and role of the furthermost astrocytic cell 
in the energetic, nervous system of transgenic mice. Still, it’s essential to develop 
reactive astrogliosis and glial scar development. Over and above, concerning the 
procedure of GFAP as an astrocyte indication, it’s compulsory to pay attention 
that GFAP expression isn’t limited to protoplasmic and fibrous astrocytes. In the 
interior of the nervous system, GFAP is too expressed by numerous cells that can 
be reflected as part of prolonged astroglial cells. On the outer side of the nervous 
system, GFAP is articulated extensively in countless nerves via a range of cell forms 
Figures 1–4 [5].

2. Anatomical association

Astrocytes tile the whole CNS in a touching, non-covering, organized, and 
efficient way. Comparative individual astrocyte areas show up liable to exist in 
white matter. However, this has not yet been as broadly written about. Astrocytes 
are giant, intricate, and different from astrocytes in rodents. Astrocytes show 
controlled proliferation in intracellular calcium absorption [Ca++], which signifies 
a method of astrocyte excitability. An enormous suggestion is now obtainable that 
these delimited proliferations in astrocyte [Ca++] remain of purposeful importance 
in astrocyte and astrocyte-neuron intercellular communication. The advice is that 
calcium signalling permits astrocytes to show a direct role in synaptic transmission. 
It’s worth noting that astrocytes do communicate with one another via gap junctions 
generated by connexins. Gap junctional partnering of astrocytes into multicellular 
systems may contribute to normal function and CNS disorders. The suggestion 
is that calcium signalling permits astrocytes to show a natural interest in synaptic 
transmission.
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3. Astrocyte-induced pathogenesis

ASTROCYTIC cells are central homeostatic and protective cells of the nerves, and 
every kind of astrocyte plays an integral part in neuropathological changes. Hence, 
the decline in nerve cells or astrocytes causes a disease-permissive landscape and 

Figure 1. 
Astrogliosis and GFAP articulation in astrocytes.
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triggers nerve cell malfunction, nerve cell death, and nerve cell deficiency. Glia cells 
are essential for sustaining nerve function, and nerves survive bodily procedures and 
pathology [6]. Most essential findings concerning astrocyte’s functional significance 
depend on the dead animal model research. It’s given a durable but incomplete base 
for a complete astrocyte role in physiopathology [7]. They are categorized into three 
kinds that are reactive astrogliosis, Astro-degeneration with astroglial atrophy, and 
pathological remodelling and loss of function of astrocytes. Altogether these patho-
logical feedbacks proceed together. It’s categorized on the base of neuroanatomical 
and severity. According to neuroanatomical, astrocytes are further distributed into 
isomorphic and isomorphic astrogliosis [8]. The isomorphic astrogliosis conserves 
astroglial defensive areas that are changeable.

In contrast, anisomorphic astrogliosis continues through the destruction of the 
defensive regions, cell relocation and territorial overlap, development of astroglial 
palisades, and eventually scar formation. While in severity, astrogliosis is categorized 

Figure 2. 
Astroglial asthenia/atrophy and astrogliosis in neuropathology.

Figure 3. 
Hypoxia and HIF-1α stabilization in brain.
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into slight to adequate astrogliosis, severe diffuse astrogliosis and severe astrogliosis 
by dense scar development [9]. Astroglial atrophy is mainly noticeable in major 
psychiatric illnesses. For example, schizophrenia, a primary depressing condition, 
Wernicke–Korsakoff encephalopathy, and addictive disorders decrease the stor-
ing concentration of astrocytic cells. The conclusion is furthermost particularly 
accompanied by glutamate-glutamine shuttle and glutamate homeostasis; both are 
impaired in these conditions [10]. It promotes several leukodystrophies, especially 
Alexander disease, megalocephalic leukoencephalopathy with subcortical lumps or 
disappearing white matter disease, in which the astrocyte-pathy pledges destruc-
tion of the white matter [11]. It also describes mesial temporal lobe epilepsy, in 
which astrocytes obtain abnormal cell structure, decreases gap junction coupling, 
and decrease Kir4.1 channel expression; these alterations weaken K+ homeostasis, 
contributing to seizure start [12].

4. Pathology of astroglia in neurological diseases

Reactive astrogliosis and glial scar realization are noticeable structures of CNS 
trauma and are progressively involved by playing significant parts in the decisive 
prolonged medical result. Glial formation of scar and severe reactive astrogliosis at 
the location of the neurons trauma are glowing familiar to inhibit axonal regeneration 
and are extensively observed as harmful to medical results. Contagions of the CNS 

Figure 4. 
Role of hypoxia in activation of inflammatory pathway.
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triggered by microbes, parasites, fungi, and viruses are categorized into inflammation 
of meninges, active tissues of the brain, or (pus-filled pocket of infected material in 
your brain) cerebral abscess. Not all germs can attack the nervous system. Somewhat, 
merely confirmed neurotropic parasites, fungi, bacteria, and viruses can enter 
obsessed by the cerebral and vertebral column. Utmost of the microbe are efficiently 
stopped by the cerebral obstacles [13].

The SAE (Sepsis-associated encephalopathy) explicitly uses a scientific disorder 
linked through the common cerebral disorders that progresses in sepsis to the lack of 
core contagion of the neural tissue. In the cerebral parenchyma, sepsis is frequently 
linked with the production of inflammations and tiny inflammation directly related 
to the SAE. Particularly in the initial phases, the disease associated with structural 
infection remains frequently linked through ‘sickness behaviour’ [14].

Dense metals are a source of extreme cephalic disorder with intellectual deficien-
cies, mainly targeting neuroglia. Heavy metals that are manganese, lead, aluminium 
or mercury primarily gather into an astrocytic cell by diverse plasma lemma 
transporters. Overall, it’s also a down-regulating astroglial expression of glutamate 
transporters, reducing glutamate permission and activating excitotoxicity [15]. 
Aluminium toxic encephalopathy is demonstrated via mental losses, communica-
tion variations, seizures, and flapping wrist shake (asterixis) [16]. It disturbs the 
cerebrum due to liver encephalopathy, which is described by mental and develop-
mental damage signs including misperception, amnesia, bad temper, and alterations 
in perception, such as fatigue and sleepiness. Cerebral swelling, unconsciousness, 
and death also occur in the severity of Hyperammonemia. In stroke, a blood vessel 
ruptures that restricts blood supply to the brain or parts of the brain due to a sys-
temic decrease of vascular occlusion in blood supply, all-cause disruptions in blood 
flow. This is known as brain ischemia. As a result, cerebral ischemia could be either 
focal or global, the latter of which can lead to a stroke. In stroke, astrocytes serve 
as both neurotoxic and neuroprotective agents, complicating and diverse astrglio-
pathology [17]. In cases of Congenital Glutamine Deficiency with Glutamine, 
Synthetase Mutations newborns expire in a while after delivery. The prominent 
pathophysiological contrivance is related to the weakened capacity of astrocytes 
to yield glutamine, which disturbs excitatory and inhibitory conduction; further-
more, lacking glutamine synthetase cannot accurately decontaminate ammonium. 
Pyruvate carboxylase is principally articulated in neuroglia. Pyruvate carboxylase 
deficit is an autosomal recessive disease linked to a diminished metabolic rate. The 
warning sign comprises delay of cerebral growth, persistent seizures, and increased 
plasma acidity.

Aceruloplasminemia is a congenital condition of iron metabolism due to the defi-
ciency of ceruloplasmin action. Most important abrasions describe this disorder as 
neuroglia, which disturbs their structure and consequences in the presence of frothy 
spheroid forms at the vascular end feet. Aceruloplasminemia is also linked with brain 
demise and the exterior of iron deposition [18].

Alexander disease is an exceptional, long-lasting, and ordinarily neurodegenera-
tive severe condition. Its consequences on or after a dominant gain-of-function 
mutation of the gene encoding GFAP. It is sub-categorized into Type I and types II 
[19]. Autism Spectrum Disorders (ASD) are a few medically introverted conditions 
connected to cerebral inadequacies. Astrocytes are accountable for neuroprotec-
tion and detoxifying harmful bodies like receptive oxygen species. The principle 
procedure of ASDs is undoubtedly associated with brain network mutation and 
abnormal neurotransmission during the undeveloped turn of events [20]. In Down 
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syndrome, the thickness of astrocytes is fundamentally diminished in the cortex 
with diminished capacity to uphold synaptogenesis and neuronal development 
appropriately. Astroglial asthenia, loss of homeostatic capacities, atrophy, and 
perhaps pathogenic remodelling are all related to schizophrenia, although reactive 
alterations are not. Epilepsy, mood disorders, and addictive disorders are linked 
with astrogliopathology [12].

5. Astrocyte up-regulation

Astrocyte is the essential part of the blood–brain barrier (BBB) that can be 
damaged by traumatic brain injury (TRI) or ischemia. Astrocytes provide the mor-
phological and physiological link between neural networks and cerebral circulation. 
Astrocytes have the power to adjust blood flow to the brain to keep the brain paren-
chyma’s PCO2 and PO2 steady [21]. The formation of ATP in the brainstem through 
local astrocytes aids respiration and counters hypoxia-induced respiratory network 
depression. Hypoxia-induced alterations in brain inflammation, neuroprotection, 
and blood–brain barrier permeability against ischemic injury appear to be mediated 
by astrocytes. Astrocytes play a critical function in neuronal function in everyday 
situations and pathological conditions when the supply of oxygen to the brain is 
disrupted [22].

The telomerase reverse transcriptase (TERT) gene is linked to cell injury and 
stress resistance. After hypoxia-ischemia, protein and TERT mRNA were increased 
in neurons after a few days but moved to astrocytes [23]. TERT overexpression 
decreased astrocyte multiplication by upregulating the cell-cycle regulatory protein 
p15. While neurons were cultured with precondition medium from astrocytes with 
TERT inhibition contrasted to neurotrophin-3 expression, TERT overexpression in 
astrocytes decreased, resulting in higher death [24]. In TERT-overexpressing brains 
with hypoxia-ischemia, neuronal damage and Ki67-positive astrocytes were also 
suppressed [25].

Matrix metalloproteinase (MMP)-9 is an endo-peptidase that plays a crucial role 
in Blood–Brain Barrier proteolysis post-trauma and leads to cell death with persistent 
convulsions [26]. Activation of mitogen-activated protein kinases (MAPKs) in astro-
cytes can be caused by thrombin, oxidative stress, tissue plasminogen activator, or 
tumour necrosis factor- α and includes stimulation of MMP-9. In astrocytes, albumin 
causes a rise in MMP-9 synthesis, which requires ROS formation and motivation 
of the MAPK pathway [27]. These results add albumin to signalling molecules that 
activate MMP-9 in astrocytes alongside thrombin. These findings connect albumin to 
MMP-9-mediated cellular mechanisms such as intracerebral haemorrhage, neuronal 
damage, dendritic remodelling, and epileptogenesis [28].

Stroke and Traumatic Brain Injury (TBI) are frequently linked with hypoxia, 
which causes glial initiation. Glial cells, particularly astrocytes, play an essential 
part in stress prevention and the homeostasis of the CNS by offering structural and 
metabolic stability [29]. Hypoxia can cause astrocyte homeostasis to be disrupted, 
resulting in cell enlargement. Wnt pathway suppression was the most substantially 
disrupted signalling pathway in the mechanism of hypothermia-induced responses in 
human astrocytes after oxidative stress activation and hypoxia [30]. Global suppres-
sion of Wnt signalling can be troublesome because of its essential role in controlling 
critical mechanisms associated with the functional regulation of immune and stem 
cells and its effect on post-mitotic neuronal and glial cells [31].
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6. Brain hypoxia

Molecular oxygen (O2) is required for most organisms on the planet because it 
supports intracellular biogenesis and is utilized by several metabolic activities. As 
a result, low oxygen level (hypoxia) is a crucial stress factor that usually disrupts 
aerobic species’ lives and is a common feature of pathologic conditions such as 
cardiovascular abnormalities, inflammation, wounds, bacterial infection, and cancer 
[32]. Since it is required throughout breathing, oxygen is essential in life. In oxidative 
phosphorylation, O2 acts as the ultimate electron acceptor, raising the possibility of 
reactive oxygen species formation (ROS). ROS interact with biological macromol-
ecules, changing their metabolic or physical characteristics and causing cell death or 
malfunction [33].

To sustain a wide range of cellular functions to secure life, organism cells require 
sufficient oxygen. The oxygen concentration in the body and localized tissues fall 
(hypoxia) whenever the need for oxygen increases, resulting in a physiological 
crisis that compromises physiological processes and survivability. Organisms have 
formed an effective and quick oxygen sensing system called (hypoxia-inducible 
factors (HIFs) because of the importance of oxygen in metabolism, survival, and 
respiration [34].

Arterial and central chemoreceptors detect changes in the oxygen content in the 
external environment. The brainstem’s medulla, beneath the respiratory centres, con-
tains central chemoreceptors. The carotid and aortic bodies include arterial chemore-
ceptors [35]. The stimulation of arterial chemoreceptors promotes neurotransmission 
and alters the function of neprilysin (NEP), a neutral endopeptidase that changes the 
biological response to hypoxia by hydrolytic component P [36]. Neuroendocrine cells 
in neuroepithelial bodies also govern oxygen sensing by imposing chemosensitivity, 
critical for oxygen sensing in the early stages of life. These exciting chemorecep-
tors enhance sympathetic nervous activity (SNA) and the systemic and arterial 
pulmonary blood flow to receive enough oxygen. Therefore, in organism cells, the 
expression of many adapted genes is activated to improve the oxygen supply and 
enable anaerobic ATP production. Hypoxia-inducible factors regulate these hypoxic 
responses (HIFs) [37].

There is a difference between sustained and intermittent hypoxia. Mitochondrial 
respiration utilizes more than 90% oxygen in humans during every day physiological 
situations [38]. The remaining (10%) oxygen is used to degrade HIF-1. The mitochon-
dria use practically all oxygen or eliminate free cytosolic oxygen during the response 
to sustained hypoxia, enabling HIF-1 to stabilize quickly. HIF-1 activation causes 
enhanced transcription of several genes, including EPO, inducible nitric oxide syn-
thase (iNOS), and VEGF [39]. These variables contribute to the recovery after early 
hypoxic shocks by boosting oxygenation and tissue perfusion as part of the adapted 
strategy to hypoxia. A free oxygen deficit is not adequately generated in intermittent 
hypoxia to enable HIF-1 stabilization. Due to oxidative stress, intermittent hypoxia 
can cause a delayed elevation in HIF-1, leading to the stimulation of NFkB-driven 
inflammation [40].

7. Role of HIF 1a in causing hypoxia in the brain

A transcription factor that binds to specific nuclear cofactors and transactivates 
several genes, causing a range of adaptive responses in response to low oxygen levels 
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in the body, is called Hypoxia Inducible Factor HIF [41]. HIF-1 alpha and beta sub-
units form an active heterodimer under hypoxic settings, driving the transcription of 
approximately 60 genes involved in cell survival, adaptability, anaerobic metabolism, 
cytokine generation, vascularization, immunological response, and tissue homeosta-
sis [42]. The two isoforms of HIFα, HIF1α, regulate erythropoietin (EPO), whereas 
HIF2α regulates the heme-regulating gene (hemopoietin genes). Increased HIF 
signalling in the body can contribute to inflammation and tumour progression. HIF2α 
activation has been observed because it plays a fundamental role in inflammation. 
HIF-1α has neuroprotective properties, but it can potentially be neurotoxic. HIF-1 
is involved in forming the early brain and the proliferation of neural precursor cells. 
HIF-1 is recognized as critical in hypoxic–ischemic brain damage under pathologi-
cal conditions [43]. During hypoxia, HIF-1 participates in the apoptotic process to 
increase the stability of the tumour suppressor protein p53, which has neurotoxic 
consequences.

The brain is the most vulnerable organ to hypoxia, resulting in coma, convul-
sions, cognitive impairment, other neurological impairments, and brain death if 
left untreated [44]. Cardiac arrest, asphyxia, or systemic metabolic abnormali-
ties affecting the blood’s oxygen content, systemic hypoxia, severe anaemia, and 
systemic hypotension can lead to hypoxic brain damage [45]. Hypoxia-induced 
autophagy is linked to the HIF-1 signalling pathway. According to studies, hypoxic 
preconditioning protection is lost in HIF-1α knockout mice exposed to neonatal 
hypoxia/ischemia [46]. HIF1α hydroxylation is prevented by blockage of pro-
lyl- and asparaginyl-hydroxylases in hypoxic environments. Prolyl-hydroxylase 
inhibitors reduce HIF1α breakdown, resulting in fast HIF1α protein build-up [47]. 
Phosphorylation of the HIF1α protein causes it to dimerize with HIF1α. The 
HIF1α/HIF1β dimer interacts with p300/CBP, causing hypoxia response elements in 
HIF target genes to be activated [48].

PI3K (Phosphatidylinositol 3-kinase) and Akt (protein kinase B) signalling 
pathway is related to hypoxia-ischemia injury as it increases the phosphorylation 
of downstream molecules such as apoptosis-related family members, transcription 
factors, mammalian target of rapamycin (mTOR), and glycogen synthase kinase-3. 
Phosphatase and tensin homologue (PTEN) is a lipid phosphatase that inhibits 
the PI3K/Akt pathway by hydrolysing PIP-3 to PIP-2 and preventing downstream 
p-Akt. PI3K and its downstream effector. Akt is a member of a well-studied family 
of signal transduction enzymes that regulate cellular activation, inflammation, and 
apoptosis [49].

8.  Role of hypoxia in activating inflammatory pathways such as 
interleukins, cytokines, NFk-B1

Chemokines and cytokines are low-molecular-weight proteins produced mostly 
by lymphocytes and macrophages. As neurotransmitters and hormones, they mediate 
intracellular and extracellular interactions in an autocrine, endocrine, and paracrine 
manner. They regulate various biological activities, including local and systemic anti- 
and pro-inflammation, chemotaxis, metabolism, cellular proliferation, and tissue 
repair, by adhering to certain cell surface receptors [50].

HIF-1α attenuates periapical inflammation and tissue destruction, resulting in 
downregulation of nuclear factor-kappa B (NF-κB) and gene expressions. These 
two substances also prevented macrophages from activating NF-κB and producing 
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pro-inflammatory cytokines. Furthermore, stimulation of HIF-1 reduced lipopoly-
saccharide-stimulated macrophage differentiation into M1 cells, resulting in a higher 
ratio of M2 macrophages to M1 cells [51]. In another study, HIF-2a activation by 
pro-inflammatory cytokines increases iNOS expression and activity via the NF-κB 
pathway, resulting in nitric oxide (NO) production, which causes liver damage when 
generated in excess [52].

cAMP-mediated signalling pathways might be changed in the presence of HIF1A, 
causing inflammatory-like processes to worsen. Only in the presence of Ni-induced 
hypoxia-inducible factor 1 (HIF1α) does prostaglandin (PGE2) synergistically 
accelerate Ni-induced Interleukin (IL-8) production [53]. Elevated IL-13 expression 
can cause eosinophilia and pathologies such as excessive mucus production. IL-13 can 
activate genes in the hypoxia signalling pathway, producing CD73 (immunoinhibitory 
protein) on the cell surface [54].

9. Effect of hypoxia on astrocyte functioning

Astrocytes have a crucial role in maintaining the normal oxygen levels in the brain. 
If the PO2 goes less than 17MMHg, astrocytes robust the Calcium ions into the brain; 
they act as the source of ATP in the hypoxic state of the brain. Astrocytes also have the 
potential to sense an increase in PCO2 levels too [21]. This chemosensation helps the 
cells to provide the astroglial networks with ATPS that help spread Ca + 2 activation 
and excitation. It also increases breathing to maintain homeostasis. It suggests that 
ATP released helps to keep living in the face of the hypoxia-evoked depression of the 
respiratory network [55].

In the previous century, it has also become clear that astrocytes can protect neurons 
under hypoxia conditions. The potential process is similar to “hypoxic preconditioning,” 
in which a temporary interval of moderate hypoxia protects neurons from subsequent 
ischemia episodes that are generally fatal [56]. Mild hypoxia synthesizes several protec-
tive astrocytic factors that help neurons survive. Hypoxia increases the production 
of specific proteins, such as connexin 43, which may promote ATP/adenosine transit 
towards the interstitial space [57]. Astrocytes release erythropoietin in reaction to 
hypoxia, which has a significant neuroprotective impact. The erythropoietin expres-
sion in astrocytes is increased once hypoxia-inducible factors are activated. HIF-1α and 
HIF-2α are two transcription factors. [58]. In an adult brain, astrocytes can alter and 
monitor synaptic functionality. It was believed that synaptic plasticity is solely based on 
neurons, but in recent research, it has been found that the glial network and astrocytes 
alter synaptic transmissions [59]. The activation of metabotropic receptors modulates 
synaptic alterations by astrocytes. It helps release glutamate, gliotransmitter ATP, and 
D-serine, which act on neurons [60]. As per Astrocyte-induced pathogenesis, astrocytes 
can cause adenosine accumulation that affects glial cells and cause sleep deprivation and 
cognitive impairment [61]. Experimental investigations have found that the astrocytes 
sense synaptic activity with the help of astrocytic calcium. Astrocytes elevate their 
Ca + levels to sense neural activity with the help of the Gq-coupled protein pathway [62].

10. Conclusion

Astrocytes play a significant role in the homeostasis of the central nervous system. 
Astrocytic cells are central homeostatic and protective cells of the nerves. The decline 
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in nerve cells or astrocytes causes a disease-permissive landscape and triggers nerve 
cell malfunction, nerve cell death, and nerve cell deficiency. Astroglial atrophy is 
mainly noticeable in major psychiatric illnesses. Severe reactive astrogliosis and glial 
scar formation at the location of the neurons trauma are glowing familiar to inhibit 
axonal regeneration. More research into the processes of Astrocytes protection, 
particularly the substances they produce, will give crucial insights into how to protect 
the Blood–Brain Barrier throughout trauma and neurological condition.

Moreover, its expression timing in astrocytes is essential to determine the influ-
ence of hypoxia-induced signalling on stroke volume. Furthermore, in addition to the 
impacts of hypoxia-signalling in astrocytes on neuron viability, it seems necessary 
to consider how such alterations will affect astrocyte viability. We must fully com-
prehend how to lessen the harm caused by stroke if we can better define the various 
consequences of hypoxia signalling in astrocytes.
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Abstract

Astrocytes are glial cells in the central nervous system (CNS), which contribute 
to CNS health and disease by participating in homeostatic, structural, and metabolic 
processes that play an essential role in facilitating synaptic transmission between 
neurons. Schizophrenia (SCZ) is a neuropsychiatric disorder associated with various 
positive and negative behaviors and interruption of executive function and cognition 
thought to be due partly to aberrations in signaling within neural networks. Recent 
research has demonstrated that astrocytes play a role in SCZ through various effects, 
including influencing immune system function, altering white matter, and mediating 
changes in neurotransmitters. Astrocytes are also known to play a role in inducing 
SCZ-associated changes in neuroplasticity, which includes alterations in synaptic 
strength and neurogenesis. Also, astrocyte abnormalities are linked to neurobehav-
ioral impairments seen at the clinical level. The present chapter details general infor-
mation on SCZ. It highlights the role of astrocytes in SCZ at molecular and behavioral 
levels, including neural changes seen in the disease, and the therapeutic implications 
of targeting astrocytes in SCZ.

Keywords: astrocytes, neurobehavioral disorders, schizophrenia, neurosciences, 
neuroimmunology

1. Introduction

Schizophrenia (SCZ) is a severe mental illness with typical onset during early 
adulthood, which confers a lifetime disability. The main signs of the disease comprise 
positive symptoms, such as delusions and hallucinations; negative symptoms, such 
as blunted emotions, social withdrawal, and apathy; and executive and cognitive 
neurobehavior interruption. Additionally, SCZ is associated with a greater suicide 
possibility and a shorter lifetime. The illness puts a substantial socioeconomic burden 
on caregivers, families, patients, and society [1].

While the mechanisms underlying SCZ remain unknown, dysfunctions in 
synaptic signaling are implicated. A synapse relying on chemical transmission is 



Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior

244

comprised of a neural presynaptic and neural postsynaptic component. However, an 
astrocyte is a vital member of the synapse leading to the term “tripartite synapse” and 
among other functions, plays a role in synaptic plasticity [2, 3]. Astrocytic processes 
are considered crucial members of the tripartite synapse because they enclose the 
pre- and postsynaptic components and are close to the synaptic cleft [4]. They can 
quickly reuptake excess glutamate produced by the presynaptic terminals because of 
their great expression of the high-affinity glutamate transporters EAAT1 and EAAT2, 
which limits excitatory transmission [5]. In turn, astrocytes provide a significant 
contribution to synaptic plasticity and transmission. Even though they are electrically 
inactive, they react to presynaptic activation by sending G-protein-mediated Ca2+ sig-
nals, which cause the release of “gliotransmitters” such as glutamate, ATP, and GABA, 
which influence local synaptic transmission [6–8]. The likelihood of inducing LTP is 
increased by astrocyte-derived glutamate-mediated of NMDA receptor activation on 
the postsynaptic sites [9]. Furthermore, astrocytic processes surrounding synapses 
undergo fast structural remodeling due to stimuli that cause synaptic long-term 
potentiation (LTP), altering their capacity to control synaptic transmission. When 
taken as a whole, the anatomical and functional data strongly suggest that astrocytes 
are essential active mediators of synaptic plasticity [10]. Recently, a fourth player 
at the synapse has been recognized as the important role of the extracellular matrix 
(ECM), especially in synaptic plasticity has emerged. Accordingly, synapses consist of 
four pre- and postsynaptic elements, glial processes, and an ECM [11, 12]. In SCZ, it 
has been shown that interactions between all synapse elements disrupt synaptic func-
tions and alter plasticity [13], and a breakdown in communication between synaptic 
components and changes in synaptic plasticity is believed to cause SCZ. Given the 
clinical, genetic, and pathological diversity of SCZ, synaptic dysfunction in specific 
brain areas may represent a point of convergence, perhaps resulting from various 
unique molecular processes in different people [13].

The evidence supporting a role of astrocytes in altered synaptic signaling in SCZ 
is diverse and often includes changes seen in glutamate transmission. Transplanted 
Human Induced Pluripotent Stem Cell (hiPSC)-astrocyte progenitors from SCZ 
patients transformed into mature astrocytes in a mouse created behavioral alterations 
consistent with cognitive and olfactory changes seen in SCZ patients. Healthy neurons 
co-cultured with astrocytes from SCZ patients of both males and females showed a 
drastically heightened reaction to glutamate, suggesting modifications in gliotrans-
mitter liberation and/or inadequate turnover of neurotransmitters [14]. Additionally, 
synaptic dysfunction, demyelination, and alterations in inflammation pathways were 
noted [14]. Dysregulated glia functions have been associated with endothelial cell 
stimulation and increased systemic inflammatory markers in brain pathology [15, 16].

Further evidence for a role of altered glutamate signaling in astrocytes playing a 
role in SCZ are findings that the astrocyte-derived N-methyl-D-aspartate (NMDA) 
receptor antagonist kynurenic acid (KYNA) is higher in SCZ patients [17, 18]. In 
addition, KYNA is not only produced in astrocytes but also in a diversity of cell 
types through activation of the kynurenine pathway (KP) resulting in tryptophan 
metabolism. As high concentrations of KYNA are associated with the pathophysiol-
ogy of SCZ, enhanced knowledge of mechanisms leading to high KYNA production 
in patients with SCZ could aid in the design of novel diagnostics and therapeutics, 
which could focus on targeting astrocytes [19].

Astrocytes synthesize and release D-serine, which is a co-agonist of the NMDAR 
where it modulates synaptic activity. Reductions in D-serine release by astrocytes 
could play a role in SCZ by leading to inhibition of synaptic transmission and synaptic 
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plasticity mediated by NMDA receptors. Hypofunctionality of NMDA receptors 
has been shown to be associated with behaviors reminiscent of SCZ, and further, a 
risk factor for SCZ is reduced functioning of NMDAR in cortical pyramidal neurons 
and interneurons. While astrocytes are not the sole source of D-serine, they do 
con¬tribute to the available pool, and their contribution can be local and region-
specific. Accordingly, targeting astrocytic D-serine synthesis in SCZ represents a 
potential clinical strategy in order to reverse cortical hypofunctionality.

Neuroinflammation has been implicated in a role in SCZ, and astrocytes could 
play a role in this process [20, 21]. These comprise reduced astrocyte cellular char-
acteristics and gene expression in chronic stress, anxiety, depression, and enhanced 
inflammation in SCZ [22]. Targeting changes in inflammatory markers in astrocytes 
might also represent a therapeutic strategy for SCZ patients.

In the present chapter, we review molecular aspects of astrocyte abnormality in 
SCZ, focusing on neuroplasticity in line with clinical features. We also summarize 
animal studies of the behavioral aspects of this topic. Finally, we propose therapeutic 
and diagnostic strategies focused on targeting astrocytes.

2. Overview of SCZ

2.1 Clinical presentation

The word SCZ originated by Eugen Bleuler in 1908, is derived from the Greek 
words ‘schizo’ (splitting) and ‘phren’ (mind) and defines a functional psychotic illness 
typified by the occurrence of hallucinations, delusional opinions, and disruptions of 
perception, thought, and behavior. Conventionally, symptoms have been separated 
into two major classifications: positive symptoms that comprise delusions, halluci-
nations, and formal thought disorders, and negative symptoms such as poverty of 
speech, anhedonia, and lack of motivation. SCZ diagnosis is clinical, solely done after 
acquiring a detailed psychiatric record and excluding further reasons for psychosis. 
Risk factors comprise the season of birth, severe maternal malnutrition, maternal 
influenza in pregnancy, family history, childhood trauma, social isolation, cannabis 
use, minority ethnicity, complications of giving birth, and urbanization [23–25].

SCZ is a developmental disorder and it is now widely accepted that astrocytes 
play an important role during both pre and postnatal development and continue their 
important role in development into adulthood by regulating establishment of neuronal 
circuits [26] and by regulating multiple homeostatic functions, such as buffering 
extracellular potassium or modulation of synaptic activity [27] and functional hyper-
emia [28], respectively. They offer metabolic support for synaptic activity and are also 
required for creating and maintaining synapses [29]. Changes in astrocytic numbers 
have been demonstrated to cause cognitive impairment, which is consistent with the 
essential roles of astrocytes in neural circuit functioning. In the astrocyte-specific 
toxin L-aminoadipate (L-AA) model [30] or in a transgenic mouse line with inducible 
and selective tetanus neurotoxin (TeNT) expression in astrocytes [31], mice exhibited 
deficits in set-shifting attention, working memory, reversal learning [30], recognition 
memory, and abnormal cortical gamma oscillations [31]. Similarly, decreased expres-
sion of the astrocytic glutamate transporter GLT-1 lowered prepulse suppression of the 
acoustic startle response [32], which is a well-established characteristic of SCZ. Changes 
in astrocytic cell density and morphology in the mouse prefrontal cortex (PFC) cause 
cognitive dysfunctions associated with the subcortical zone (SCZ) [30, 31].
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2.2 Epidemiology

The prevalence of SCZ is around 0.6% and 1.9% in the U.S. population [33]. Based 
on insurance claims for the management of SCZ, the yearly prevalence in the U.S. is 
5.1 per 1000 lives [34]. The illness prevalence appears identical in men and women, 
although the onset of symptoms occurs younger in men than in women [35]. Men 
tend to encounter their initial episode of SCZ in their early 20s, while women com-
monly encounter their initial episode in their late 20s or early 30s [36].

Study regarding a potential connection between geographical birthplace and the 
origination of SCZ has given inconsistent outcomes. A cooperative survey by the 
World Health Organization in 10 countries discovered that SCZ occurred with similar 
rates throughout the diverse geographically-stratified populations [37].

3. Molecular mechanisms

3.1 Neuroplasticity mechanisms

3.1.1 Synaptic plasticity and neurotransmitter alterations

3.1.1.1 Astrocyte function in synaptic plasticity and SCZ

Patients with SCZ exhibit profound cognitive impairment and negative symptoms 
resistant to current medication. Evidence supports the theory that these deficiencies 
are caused, at least in part, by changes in cortical synaptic plasticity, which is the 
ability of synapses to strengthen or weaken their activity. Targeting synaptic plastic-
ity is a promising therapeutic approach to managing SCZ as synaptic transmission is 
a well-understood process, and the biochemical mechanisms behind short-term and 
long-term changes in synaptic strength are becoming even more evident as players at 
the molecular level are identified [38].

Long-term depression (LTD) and potentiation (LTP) of synaptic transmission are 
essential processes by which the brain changes the strength of synapses [39]. Many 
forms of synaptic plasticity depend on alterations in AMPA and NMDA receptors 
within the membrane, as these excitatory glutamate receptors are essential for synaptic 
transmission [38]. SCZ brains show reductions in synaptic functioning due to the loss 
of AMPA and NMDA receptors and loss of dendritic spines and synaptic markers. 
Loss of synapses and markers is consistent with microscopic analysis in patients show-
ing reductions in brain volume, notably in the hippocampus, prefrontal and superior 
temporal cortices, and frontolimbic circuitry, which is accompanied with an increase in 
ventricular size [38].

3.1.1.2 Neurotransmitter hypotheses of SCZ

The role of dysfunctions in neurotransmitters, many of which are gliotransmit-
ters, has been explored in SCZ and as many of these transmitters are gliotransmitters, 
alterations in astrocytic functioning have been suggested.

3.1.1.2.1 Glutamate

Glutamate is the principal excitatory neurotransmitter in the central nervous 
system (CNS) that initiates fast signal transmission. Its activity is critically 
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involved in routine behaviors, including learning and memory, which mecha-
nistically processes relying on synaptic plasticity. Dysfunctions in glutamate 
transmission are seen in SCZ [40]. Given the significance of astrocytes in altering 
glutamatergic transmission, it is probable that they are involved in the glutamate 
dysfunction seen in SCZ.

Activity of astrocytes regulates extracellular glutamate levels [41]. As high glu-
tamate levels can be toxic, following impulse transmission, EAATs, immediately 
terminate glutamate transmission by removing glutamate from the tripartite synapse 
(Figure 1). In astrocytes, EAAT1 and EAAT2 are the most prominent EAATs [42]. 
Once transported into astrocytes by EAATs, glutamate is converted to glutamine-by-
glutamine synthase. This newly created glutamine can then be transported back to 

Figure 1. 
A general depiction of the position of the astrocyte in the tripartite synapse and BBB. A) Astrocytes protect the 
brain from blood borne toxins and microbes by close opposition of their end feet on blood vasculature. B) Gap 
junctions play a crucial role in cellular communications between astrocytes. C) Astrocytes play a vital role in 
neuronal communication via participation in the tripartite synapse which is shown with important glial and 
neuronal intracellular and extracellular pathways. Created with BioRender.com. Abbreviations: BBB: Blood 
brain barrier, D: Dextro, DAO: D-amino acid oxidase, GS: Glutamine synthetase, L: Levo, NMDAR: N-methyl 
D-aspartate receptor, PHGDH: 3-phosphoglycerate dehydrogenase, and SR: Serine racemase.
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presynaptic neurons in a process known as glutamate-glutamine cycling, where it is 
converted into glutamate [43].

The glutamate theory of SCZ is based in part on findings that NMDA antagonists 
like ketamine and phencyclidine induce an SCZ-like psychosis exhibiting positive 
symptoms [40]. Further evidence of a role played by the NMDA receptor in SCZ is that 
disruptions in NMDA receptors in interneurons result in the lack of inhibitory signals 
to glutamate neurons, mainly in the prefrontal cortex, which may be associated with 
negative symptoms of SCZ [40]. The endogenous NMDAR antagonist KYNA can mimic 
SCZ-like symptoms similar to other exogenous NMDAR antagonists such as phency-
clidine and ketamine. Studies of the role it could play in SCZ have been conducted [19, 
44]. At low concentrations, KYNA acts as an antagonist at the strychnine-insensitive 
glycine-binding site of NMDARs. However, higher concentrations also block the 
glutamate-binding site of NMDARs [19]. Furthermore, KYNA has modest antago-
nistic effects on kainate and amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 
(AMPA)-sensitive glutamate receptors, with concentration-dependent effects on AMPA 
receptor-mediated actions [19, 44]. In addition, KYNA is an endogenous antagonist of 
α7 nicotinic acetylcholine receptors, which would also be expected to reduce synaptic 
excitability. Increased KYNA levels have been noted in the CSF and cortical brain areas 
in SCZ patients due to alterations in enzyme activity/expression in the kynurenine path-
way (KP), which transfers tryptophan metabolism to KYNA synthesis [19, 44].

3.1.1.2.2 Glycine

Glycine, a nonessential amino acid that plays a critical role in inhibitory and 
excitatory neurotransmission is upregulated in SCZ. SCZ patients have higher glycine 
levels, particularly in the parietal and occipital cortex [45]. Astrocytes are a major 
source of glycine. While thought of as a classic inhibitory amino acid as it interacts 
with the inhibitory canonical strychnine glycine receptor (GlyR), which is a chloride 
channel [46], glycine also functions as a potentiator of excitatory transmission by 
acting as a co-agonist of NMDAR. Interestingly, it is glycine’s actions at the NMDAR 
which appear to play a crucial role in the neurodevelopmental phases of SCZ patho-
genesis [47]. D-serine is an endogenous ligand at the NMDAR glycine B-site [48] and 
has been proposed to activate NMDARs in the amygdala, however, upon high afferent 
activity glycine released from astrocytes enhanced NMDAR activity, which affected 
induction of LTP [49].

Glycine concentration in the synaptic cleft is carefully controlled by glycine 
transporters, particularly GlyT1 and GlyT2, located in astrocytes, which regulate 
neurotransmitter reuptake. Accordingly, targeting the astrocytic glycine transporters 
represents a potential treatment for SCZ [50].

3.1.1.2.3 Dopamine and adenosine systems

Alteration of striatal D2 dopamine receptors leads to positive symptoms, whereas 
the alteration of the prefrontal cortex D1 dopamine receptor leads to negative and 
cognitive symptoms. Dopamine transmission within the striatum is also impaired 
[51]. The number of synapses in the lateral part of the ventral tegmental area and 
the substantia nigra is reduced in SCZ. Among other effects, loss of synapses would 
lead to loss of NMDA receptors, which would result in reductions of activity of these 
striatal dopamine-containing cells, resulting in alterations in dopamine release at 
terminals. This is supported by findings that there is a deficiency of dopaminergic 
activation in the prefrontal cortex in SCZ. This could also result from decreased com-
munication between the striatum and the prefrontal cortex, due in part to NMDAR 
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dysfunction that has been shown in both prefrontal cortex and the striatum in 
postmortem SCZ brain [52].

Adenosine has two known types of receptors: A1 and A2. A1 receptors block the 
release of neurotransmitters including glutamate. Activating A2A-receptors causes 
glutamate release, which activates NMDA receptors and inhibits A1-receptors [53]. 
A2A receptors are found in dopamine-rich locations, such as the prefrontal cortex 
and the striatum, and their activation causes reduced dopaminergic innervation 
[53]. Hypofunction of A2A receptors in the striatum leads to hyperfunction of D2 
receptors, which are implicated in disorders linked to neuroinflammatory processes, 
as well as to triggering immunological responses and heightening dopaminergic 
neurons’ vulnerability to neurotoxic injury. Striatal astrocytes express A2A-D2 
receptor heterodimers. While D2 receptor activation decreases presynaptic glutamate 
release, stimulation of A2A receptor reverses this action [53]. Dysfunction of the 
striatal astrocytic A2A receptor, which causes damage to the D2 receptor and disrupts 
glutamate homeostasis, is believed to be linked to SCZ [53, 54].

3.1.1.2.4 GABA

Postmortem investigations have extensively identified changes in various GABA-
related markers in SCZ patients. Some studies show the reduction of inhibitory 
GABAergic neurotransmission across several brain regions affected by SCZ. These 
anomalies may cause difficulties in emotional functioning and cognitive control. 
Furthermore, one clinical investigation found reduced GABA concentrations in CSF 
samples from patients with first-episode psychosis compared to healthy volunteers, 
which were linked to total and general positive and negative syndrome scale ratings, 
disease severity, and poor performance on attention testing [55].

Astrocytes react to GABA through various pathways, including GABA receptors 
and transporters. GABA-activated astrocytes may then influence local neuronal activ-
ity by releasing gliotransmitters such as glutamate and ATP. Furthermore, astrocyte 
activation through various inputs can influence GABAergic neurotransmission. The 
complexity of communication within the brain is enhanced by reciprocal signaling 
between GABAergic neurons and astrocytes, and our improved understanding of this 
complexity could lead to new treatments for brain disorders [55].

3.1.1.2.5 Endocannabinoid systems

The endocannabinoid system (ECS), which consists of two well-characterized 
receptors and enzymes responsible for their production and degradation, is engaged 
in various physiological and pathological processes of the CNS [19].

There are two types of cannabinoid receptors (CBRs), cannabinoid receptor 
type 1 (CB1R) and cannabinoid receptor type 2 (CB2R), belonging to the family of 
Gi/o protein-coupled receptors (GPCRs). Therefore, activating them inhibits cAMP 
production, activates mitogen-activated protein kinases, and presynaptically inhibits 
several neurotransmitters involved in SCZ through presynaptic mechanisms [56, 57].

CB1Rs are involved in regulation of mood or emotion, antinociception, energy 
balance, immunological function, and endocrine activities [58]. CB2Rs, on the other 
hand, are expressed mainly in immunological and hematopoietic cells. CB2Rs have a 
protective function by reducing inflammation-induced pain via cytokine modulation 
and immune cell migration [58, 59].

Several alterations in the ECS have been reported in SCZ patients, including 
changes in CB1R availability, density, and/or mRNA expression, differences in 
levels of endocannabinoid in specific brain regions and CSF have been noted in SCZ 
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patients. Endogenous CBR ligands are lipid-derived hydrophobic molecules, the best 
researched of which are N-arachidonoylethanolamine (AEA) and 2-arachidonoyl 
glycerol (2-AG). The fatty acid amide hydrolase (FAAH) enzyme quickly metabo-
lizes AEA, whereas the monoacylglycerol lipase (MAGL) enzyme hydrolyzes 2-AG. 
Blocking the FAAH enzyme in order to heighten effects of AEA has been proposed 
as a potential therapy for SCZ. Furthermore, phytocannabinoids produced from 
plants, such as 9-tetrahydrocannabinol (9THC), the main psychoactive component 
of cannabis, and non-psychoactive cannabidiol (CBD) have intriguingly been sug-
gested as potential treatments for SCZ due to actions involving glutamate release from 
astrocytes [60, 61]. This is supported by findings that CB1R is located on internal PFC 
astrocytes and reduces the negative symptoms of SCZ by reducing glutamate release 
[62]. On the other hand, exogenously applied cannabinoids can induce SCZ-like 
symptoms in adolescents if exposure is frequent and early in life [62].

3.1.2 Myelination and white matter

Astrocytes play a significant role in the repair and recovery of neurons, which 
includes a role in the repair of damage to white matter through their regulation 
of oligodendrocytes. White matter damage has been linked to developing various 
demyelinating conditions, including SCZ.

White matter astrocytes differ from those in gray matter in terms of development, 
morphology, residence, protein synthesis, and the role they play in supporting neigh-
boring cells. During demyelination and remyelination, the functions of astrocytes are 
dynamic and are modified in response to specific stimuli or reactive processes, leading 
to vastly different biological outcomes. The effect of astrocytes on oligodendrocytes 
and various cellular subtypes in the oligodendrocyte lineage includes serving as an 
energy supply, a modulator of immune system function, a mediator of inflammation 
processes, a resource for trophic factors, and a regulator of iron. Features of astro-
cytes that lead to their neuroprotective properties include anti-oxidative properties, 
stabilization of glutamate homeostasis, and production of growth factors.

Ultrastructural evaluations showed induced microglia near dystrophic and apop-
totic oligodendroglia, demyelinating and demyelinating axons, and swollen and vacu-
olated astroglia in cases with SCZ, in contrast to healthy subjects [15]. Theoretically, 
targeting astrocyte function represents a rational approach to repair injured myelin 
white matter-associated diseases such as SCZ [63] and cell therapy using stem cells or 
progenitor cell-derived astroglia has been recommended for patients with neuropsy-
chiatric disorders associated with white matter degeneration or synaptic loss, [64]. 
Unfortunately, re-myelinating strategies have to date proved inadequate, which could 
stem from an unsuitable microenvironment. When taken together, although white 
matter alterations are implicated in SCZ, the astrocyte-specific alterations in this 
disease need to be explored further and those alterations need to take into account the 
vast array of cell types that astrocytes interact with before we can use astrocytic cell 
therapy for management of SCZ.

3.1.3 Adult neurogenesis

Adult neurogenesis could play a role in the pathological mechanisms of SCZ, but 
also could perhaps be exploited therapeutically. In the process of adult hippocampal 
neurogenesis, neural stem cells (NSCs) in the dentate gyrus (DG) transform into neu-
rons, which is a process that continues throughout life [65]. Natural proliferation and 
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maturation of NSCs in DG contribute to emotional behaviors and cognitive function, 
and disturbances to this process can cause neuropsychiatric disorders such as anxi-
ety, mood disorders, and memory and learning disorders [66–70]. Transformation 
of NSCs into neurons is regulated by adult astrocytes in the hippocampus [71]. 
Following transformation, astrocytes contribute to the maturation and integration 
of neurons in the hippocampal circuit. Inhibiting the exocytosis of astrocytes leads 
to a decrease in dendritic spine count and dendritic branching, as well as disrupted 
dendrite survival and maturation of the new neurons [72]. Astrocytes control neuro-
genesis by releasing a variety of factors. D-Serine, BDNF, fibroblast growth factor 2 
(FGF-2), glial cell line-derived neurotrophic factor (GDNF), and VEGF are examples 
of astrocyte-derived factors that may promote neurogenesis [73].

3.1.3.1 D-serine

Astrocytic D-serine is believed to play a role in neurogenesis. Obstruction of 
vesicle proliferation in astrocytes led to a decrease in dendritic formation in adult-
born granule cells (abGCs) associated with a reduction in extracellular D-serine 
[72]. Further, mutations leading to decreases in D-serine result in changes remi-
niscent of SCZ. The DISC1 (disrupted-In-SCZ 1) gene is located on chromosome 
1q42 and the product binds to and stabilizes serine racemase (SR), resulting in an 
increase in the conversion of L-Serine to D-Serine in astrocytes. A mutation in the 
DISC1 gene was first detected and linked to SCZ in a Scottish family with several 
major mental disorders, and now this gene mutation is recognized as a major risk 
factor for disorders involving abnormalities of neural development [74]. As a 
dominant-negative molecular tool, DISC1 mutants truncated at the C end of the 
full-length protein are used to elucidate the role of DISC1 in astrocytes [75]. In the 
mouse, dominant-negative C-terminus-truncated human DISC1 resulted in den-
dritic dysplasia and reduced neurogenesis [65]. Further, dominant-negative effects 
resulted in SR degradation, decreases in NMDA neurotransmission, and reductions 
in neurogenesis [65]. Further, this mutation appears to affect the neurogenesis of 
DG neurons more than other brain regions, such as the subventricular zone [76]. 
Therefore, it is tempting to speculate that D-serine depletion plays a role in SCZ.

3.1.3.2 BDNF and FGF2

Another astrocyte secretory factor that is involved in adult neurogenesis is BDNF. 
Astrocytes regulate the removal and recycling of pro-BDNF [77]. Pro-BDNF neuro-
nal precursors are taken up by astrocytes through endocytosis and then converted to 
adult BDNF. Overexpression of BDNF-containing hippocampal astrocytes promotes 
the survival and maturation of abGCs and was associated with an anxiolytic/anti-
depressant-like effect in mice [78]. The process of neurogenesis is also supported by 
FGF-2, which is mainly produced by astrocytes. In addition, astrocyte-derived FGF-2 
facilitates abGC differentiation and function [73].

3.1.3.3 Lactate and VEGF

Astrocytes store large amounts of glycogen as a source of energy for cells [79]. 
Astrocytes break down glycogen into lactate that is released from cells by a monocarbox-
ylate transporter 4 (MCT4). The neurotransmitter MCT2 takes lactate up as an energy 
source for neurons. This pathway is called the astrocyte-neuron lactate shuttle [80, 81].
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Increasing lactate concentrations in the blood can raise brain VEGF levels by bind-
ing to the hydroxycarboxylic acid 1 receptor, which presents on vascular endothelial 
cells [82]. Then the VEGF stimulates angiogenesis and neurogenesis. Intraperitoneal 
administration of lactate to mice increases abGC viability via MCT2 [83], however, 
further research is needed to understand how increased lactate mediates this action 
on neurogenesis.

3.2 Immune mechanisms

3.2.1 Innate immunity

Individuals affected by neuropsychiatric conditions usually present with 
hyperinflammation-associated dysfunctions in the peripheral blood, such as raised 
concentrations of inflammatory cytokines or chemokines, augmented quantities of 
circulating monocytes and neutrophils, along with a higher reactivity of astrocytes, 
microglia, as well as brain endothelial cells to different proinflammatory signals [84].

Due to the prominent role of inflammation in neuropsychiatric conditions, it is 
important to understand the role of inflammasomes. These essential multimeric com-
plexes regulate inflammation by mediating the secretion of cytokines. Specifically, 
inflammasome pathways can be categorized into canonical and noncanonical signal-
ing, which depend on caspase-1 and caspase-4/5 activation in humans, respectively 
[85]. Caspase-1 activation helps the maturation of IL-1β and IL-18, two vital inflam-
matory cytokines. Two neuroimaging studies also showed a link between carrier 
status for a functional single nucleotide polymorphism (SNP) in the IL-1β gene and 
aberrant white and gray matter proportions in SCZ patients, unlike healthy patients 
individuals [15]. Researchers also found that orbitofrontal white matter neuronal 
compactness was enhanced in SCZ cases with high transcription concentrations 
of proinflammatory cytokines compared to those with low concentrations [15]. In 
another study, the animals presented SCZ-like neurobehavior at 45 postnatal days 
linked with the increase of NLRP3 inflammasome expression and IL-1β levels on 7, 14, 
and 45 postnatal days [86]. This study shows maternal immune activation (MIA) may 
be associated with an SCZ-like neurobehavior. This neurobehavior can be induced to a 
neuroinflammatory profile in the brain. This evidence may base future studies on the 
relationship between neuroinflammation and psychiatric disorders [87].

Extracellular adenosine triphosphate (ATP) and the metabolite adenosine are 
key mediators of the immune response. Excess shedding of ATP into the intercel-
lular area from induced/injured nerve cells or abnormal purinergic signaling induces 
the nod-like receptor proteins (NLRPs) of inflammasomes in astrocytes/microglia 
[84]. A new review article details the involvement of aberrant purinergic signaling 
in the pathogenesis of SCZ, in addition to other neuropsychiatric disorders such as 
major depressive disorder, bipolar disorder, autism, anxiety, and attention-deficit/
hyperactivity disorders (ADHDs) [88]. Each of these conditions could be attributed 
to abnormalities in signaling from P1 and P2 receptors along with enzymes processing 
the metabolism of purinergic mediators.

In addition, SCZ patients are often treated with antipsychotic medications that 
cause brain volume reduction and astrocyte expiry in a process called pyroptosis 
or proinflammatory cellular expiry [89]. This process involves the formation of 
inflammatory bodies and enhanced production of complexes such as NLRP3, parallel 
with the induction of caspases and gasdermin D (GSDMD). These components are 
strongly linked to innate immunity, hyperinflammation, and cell damage/expiry. 
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The same study found the main effect of antipsychotic treatments on astrocyte 
pyroptotic pathways and the molecular processes that could be exerted through 
inflammasome pathways [89]. In this experiment, 72-h therapy with olanzapine, 
quetiapine, risperidone, or haloperidol strongly attenuated the astrocytes’ viability. 
24-h therapy by olanzapine, quetiapine, risperidone, or haloperidol dose depend-
ently augmented the protein synthesis of astrocytic NLRP3, NLRP6, caspase-1, 
caspase-4, and GSDMD. Co-administration with a histamine H1 receptor agonist, 
2-(3-trifluoromethylphenyl) histamine (FMPH), attenuated the raised synthesis of 
NLRP3, caspase-1, and GSDMD activated via olanzapine, quetiapine, risperidone, 
or haloperidol [89]. Moreover, olanzapine, quetiapine, risperidone, or haloperidol 
treatment-induced pore formation in the astrocyte membranes was suppressed via 
FMPH co-treatment [89].

When taken together, astrocytic inflammasomes and hyperinflammation are 
implicated in SCZ, and activation of astrocyte pyroptotic pathways could be due to 
antipsychotic-activated astrocyte expiry. Further, H1 receptor activation could be a 
robust therapeutic approach to inhibit antipsychotic-activated astrocyte pyroptosis 
and hyperinflammation [90]. However, more studies should assess astrocyte-specific 
(or other CNS cell-specific) inflammasomes and consider the noncanonical pathways 
to understand more fully how these innate complexes contribute to hyperinflamma-
tory cytokine secretion and neuronal/glial damage. Also, various toll-like receptors 
(TLKs) are involved in SCZ. These receptors are essential as they bridge innate and 
adaptive immunity and interact with inflammasomes. More studies are needed to 
decipher the role of astrocyte-specific TLRs in SCZ patients.

3.2.2 Adaptive immunity

Adaptive immunity, which arises following activity of the innate immune 
system, occupies a pivotal function in neurodevelopment [91]. A key component 
of the adaptive immune response is specialized immune cells known as T lympho-
cytes (T cells). The ability of T cells to penetrate the brain, stimulate microglia, 
and cause neuroinflammation is widely established, and these activities have been 
shown to disrupt several brain functions and cause progressive neuro alterations 
[92, 93]. While a role of inflammatory states has been noted in SCZ [94, 95], the 
impact of the adaptive immune system, particularly T lymphocyte cells, on the 
essential characteristics and severity of SCZ is unknown; however, epidemiological, 
immunological, and gene expression research do suggest a degree of dysfunction of 
T cells-related processes in SCZ [95–98]. Higher concentrations of T cells in the hip-
pocampus and an elevated number of activated lymphocytes in the CSF have been 
noted in SCZ patients suggesting blood-brain barrier disruption and T-cell infiltra-
tion [99]. Multiple genome-wide association studies (GWAS) have noted genetic 
variations in SCZ patients of CD28 and CTLA-4 genes, which code for regulatory 
molecules of the adaptive immune system suggesting that these proteins modulate 
T-cell activity and are associated with T-cell functions, including antigen processing 
and cell adhesion, this provides further evidence that the adaptive immune system 
plays a role in SCZ [100, 101].

SCZ is linked to modestly elevated blood cytokines, which are thought to be the 
result/stimulus for the activation of microglia [102]. Overlap between activated 
microglia, proinflammatory cytokines, and translocator protein (TSPO) leads to the 
basis of using TSPO-PET imaging to monitor neurodegeneration. In SCZ patients, 
findings of lower levels of TSPO in frontal and subcortical regions, including caudate, 
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putamen, and thalamus, lead to the speculation that suppression of microglial inflam-
mation results in reduced TSPO binding [103]. However, discrepancies that exist in 
this literature and utility of this technique in SCZ have been debated given differences 
in degeneration seen in SCZ when compared to other neurodegenerative diseases 
[104, 105]. The discrepancy between experiments that show an increase, decrease, or 
no change in TSPO in the subcortical regions of schizophrenic patients has prompted 
several follow-up investigations employing first and second-generation tracers with 
mixed results [106, 107].

Postmortem immunohistochemistry analysis, genetic association studies, and 
transcriptome investigations indicate increased astrocyte activity in SCZ [29].

The expression of marker gene profiles of various cortical cell types was inves-
tigated in a prior study, which gave compelling evidence of an increase in astroglial 
gene expression in SCZ [108].

Further studies strengthened these results and suggested that increased astroglial 
gene expression followed by a decrease in microglial gene expression is a primary 
cause of disease rather than a side effect [109, 110].

Astrocytes play a significant role in microglial excitation and function via TGF-β. 
TGF-β regulates microglial previous studies discovered that TGF-β regulates microg-
lial activation and activity, and astrocytes are crucial actors in this process [111–113]; 
A critical process that actively suppresses the inflammatory TSPO-expressing pheno-
type of microglia via elimination of the TGF-β receptor type 2 from adult microglia 
could be pertinent to the SCZ patient debate [111].

3.3 Other mechanisms

3.3.1 Gap junction

Connexins make gap junction channels that facilitate the transmission of 
 intercellular calcium currents. Most brain gap junctions are situated among glial cells 
and gap junctions between astrocytes and astrocytic processes are known as reflexive 
gap junctions and together an astroglial system is created [114]. Gap junctions allow 
two-sided interchange of molecules, ions, nutrients, etc. The gating of brain gap 
junction channels is modulated dynamically by alterations in the number of cell con-
nections, conductance properties, and subunit configurations. Astrocyte signaling 
happens primarily via intercellular calcium currents in response to neuronal activity 
and/or through flux in the endoplasmic reticulum.

Gap junctions comprise hemichannels (connexons) that attach through their 
extracytoplasmic processes. Each hemichannel is an oligomer of six connexin proteins 
(Cx). An astrocytic syncytium gap junction is comprised of four connexins, Cx32, 
Cx26, Cx43, and Cx45, which can create homotypic (i.e., gap junction channels 
created by hemichannels of the identical type) or heterotypic gap junction channels 
(i.e., created by hemichannels of various types) [115].

Loss of gap junction function in astrocytes has been hypothesized to play a role 
in SCZ [116]. Use of computational modeling of astrocyte gap junction activity 
also supported the conclusion that a loss of astrocytic gap junctions would alter 
activity in the neural network which could play a role in neuronal-glial changes 
seen in SCZ [117]. Finally, reduced gap junctions between astrocytes were found 
to concentrate signaling among the most connected astrocytes, which would be 
expected to impact communication at the tripartite synapse [118] that could lead 
to cognitive deficits.
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3.3.2 Extracellular matrix system (ECM)

Neurons and glial synthesize the ECM, which impacts the maturing and 
 maintenance of synapses. Moreover, at the hyaluronan level, the ECM divides the 
exterior of neurons, restricting the exterior movement of integrated membrane pro-
teins. In the pathogenesis of SCZ, failures in ECM development have been suggested. 
The ECM is comprised in part of chondroitin sulfates. Patients diagnosed with SCZ 
demonstrated a massive rise in chondroitin sulfate proteoglycan (CSPG) - positive 
glia in the entorhinal cortex and deep amygdala, whereas the density of GFAP − posi-
tive cells was not altered. As CSPGs mediate adult synaptic plasticity, higher levels in 
SCZ could play a role in alterations in this process. Further, modification of the ECM 
could result in differences in distribution of receptors and transmitters. For example, 
decreased expression of Reelin, a component of the ECM primarily expressed in adult 
GABA neurons, was observed in patients with SCZ in caudate nucleus, cerebellum, 
hippocampus, and prefrontal and temporal cortices. A decrease in Reelin is typically 
associated with a reduction in glutamic acid decarboxylase expression, suggesting a 
robust functional correlation between Reelin expression and GABAergic neurotrans-
mission. Consequently, the variations in ECM could be expected to have an impact on 
release of inhibitory neurotransmitter [119].

3.3.3 Epigenetics

A connection between SCZ risk and epigenetic pathways has been suggested 
based on association studies. In a study of the promotor hypermethylation status of 
the glutathione S-transferase TI (GSTT1) and glutathione S-transferase P1 (GSTP1) 
genes in a Tunisian SCZ population, a significant relationship between SCZ and the 
GSTT1 and GSTP1 active genotype was noted [120]. A similar relationship was noted 
in another study [121].

The single nucleotide polymorphisms rs1043618 and rs2075799 in HSPA1A 
(heat shock protein family A “HSP70” member 1A) have been linked to SCZ [122, 123], 
which is interesting as HSP70 facilitates astrocytic neuroinflammation [124]. No epigen-
etic processes have been defined that might modulate the expression of HSP70 in SCZ.

Valproic acid (VPA) and other HDAC inhibitors are molecules that facilitate 
chromatin remodeling to modify gene transcription selectively, such as MS-275, 
trichostatin A, sodium butyrate, and apicidin appear to enhance H3K4Me3 and 
H3K4Me2 levels at the HSP70 astrocytic promoter. H3K4me3 and H3K4me2 are related 
to transcriptionally active chromatin areas. Curiously, VPA provoked stimulation of 
the astrocytic HSP70 promoter through employing histone acetyltransferase p300 in 
astrocytes of the rat cortex [125].

Moreover, there are data for enhanced HSPA1A expression and additional genes 
associated with immune function, such as the proinflammatory mediators IFITM2, 
IFITM1, and IFITM3 in postmortem dorsolateral prefrontal cortex (dlPFC) sections 
from SCZ [120]. A considerable link was noted between first-episode psychosis in 
Greek schizophrenic patients and the HSPA8 variant (rs1136141) [126].

Regulator of G-protein–signaling 4 (RGS4) is a GTPase-triggering protein that 
regulates G-protein-coupled receptor signaling, regulating receptor-facilitated syn-
aptic neural signaling [127]. A variant of the RGS4 polymorphism (rs951436) leads to 
declines in the structural volume of the white matter [128]. Downregulation of RGS4 
transcripts in the dlPFC of SCZ patients has been reported that suggest that this gene 
could be a candidate gene for SCZ [129].



Neurophysiology - Networks, Plasticity, Pathophysiology and Behavior

256

A different study demonstrated that RSG4 expression of the lengthiest variant, 
RGS4-1, was reduced in schizophrenic patients’ dlPFC [130]. The methylation of 
RGS4 regulatory region CpG islands in the postmortem dlPFC sections was evaluated 
in SCZ and results showed that the reduced RGS4-1 mRNA expression levels were 
not related to hypermethylation of the 5′ region CpG islands. Moreover, the more 
deficient RGS4-1 expression was associated with the 5′ regulatory regions SNPs 
rs2661347, rs951436, rs10917670, and rs2661319 [131].

Research by Vrajová et al. assessed the potential epigenetic process of RGS4 
expression via silenced RGS4 gene utilizing siRNA targeted toward human RGS4 and 
analyzed the impact of neuroblastoma cell lines differential expression. They noted 
that downregulated RGS4 mRNA alters the expression of 67 genes comprising crucial 
transcription factors, such as brain-derived neurotrophic factor (BDNF) and DISC1, 
related to the pathology of SCZ [132]. Additionally, several OMICS approaches have 
evaluated the interaction among astrocytes and SCZ (Table 1).

4. Behavioral outcomes

Development of preclinical models of astrocyte dysfunction in SCZ is quickly 
expanding. We will summarize the existing animal models, which have relied on 

Type of OMICS Findings Reference

Genomics Quantitative-PCR determination of Human Induced Pluripotent Stem 
Cells (hiPSC)-obtained Neural progenitor cells (NPCs), neurons, NGN2 
neurons, and astrocytes revealed a baseline expression of all five SCZ risk 
genes, TOAK2, NRXN1, SNAP91, KCTD13, and CLCN3.

[133]

Proteomics In comparison with the controls, astrocytes acutely treated with 20 μM 
MK-801 demonstrated 11 differentially expressed proteins and those 
acutely treated with 50 μM demonstrated 30. The expressed proteins 
most often regulate cell development and/or protection (28%) or energy 
pathways (24%). Additionally, 10 of these proteins (33.3%) were also 
observed differentially expressed in specific areas of SCZ human brain 
samples.

[134]

Proteomics A whole of 124 PFC proteins were observed to be substantially 
differentially expressed among the isolated-rearing (IR) group and the 
social-rearing (SR) group, the most notable of them were Annexin A2 
(ANXA2), glial fibrillary acidic protein (GFAP), and vimentin (VIM), 
three astrocyte biomarkers. Additional Western blot tests proved that the 
GFAP, ANXA2 and VIM levels were improved considerably in IR rats. 
Adolescent social isolation promoted SCZ-like behaviors and considerably 
different expression of 124 PFC proteins in mature rats, particularly 
ANXA2, GFAP, and VIM, that proposes that astrocyte development could 
be implicated in the neuronal process of SCZ.

[135]

Transcriptomics Four differentially expressed miRNAs (miR-206, miR-127-5p, miR-
337-3p, miR-1185-1-3p) were found in SCZ astrocytes that demonstrated 
significantly lesser basic expression relative to controls.

[136]

Transcriptomics There was seen an ongoing detection of an enhancement in the expression 
of cortical astrocytes. No alterations in astrocyte expression were detected 
in subcortical areas.

[108]

Table 1. 
An overview of studies evaluating OMICS approaches for astrocytic abnormalities in SCZ.
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altering key functions of astrocytes that have been discovered to be aberrant in 
SCZ. We will focus on genetic models. However, nongenetic preparations will be 
discussed in the case of modifying the astrocytes to trigger SCZ-like behavioral 
phenotypes. For further details, the readers are referred to the comprehensive review 
paper by Xia et al. [137].

4.1 Models with structural change

To reduce glia in cortical areas in order to model changes seen in SCZ patients, an 
astrocyte-exclusive toxin, L-alpha-aminoadipic acid (L-AAA), was administered in 
the prefrontal cortex (PFC) of adult rats. L-AAA triggered anhedonia in sucrose pref-
erence evaluation, anxiety, and helplessness in forced swim test (FST). Of note, these 
effects were not seen following ibotenate-triggered neurotoxic lesion of the PFC, 
highlighting the specificity of astrocyte deterioration in inducing the affective neu-
robehaviors. The toxin also influenced attentional set-shifting, working memory, and 
reversal learning. The influences of L-AAA seem to support the role of astrocytes in 
behavioral disorders due to dysfunction of the medial PFC. The limitation of utilizing 
this toxin for neurobehavioral exploration is progressive neuronal death and dendritic 
degeneration in the surviving nerve cells in L-AAA-treated animals [138, 139].

4.2 Models related to glutamate signaling

Glutamate uptake is one of the major functions of astrocytes [140]. GLT-1 actions 
are heightened in the PFC of SCZ [141]. To model this scenario, the antibiotic ceftri-
axone that specifically augments GLT-1 production and activity was administered to 
rodents. In this model, evaluation of the inhibition of prepulse inhibition (PPI) of 
the acoustic startle reflex, which is a biomarker of SCZ was conducted. Ceftriaxone-
triggered GLT-1 up-regulation was linked to attenuated PPI that was reversed via 
dihydrokainate (DHK), a GLT-1 blocker [142]. Intriguingly, ceftriaxone’s PPI suppres-
sive influences were further augmented by administering only one dosage of phency-
clidine (PCP) [143]. However, the NMDAR antagonist, MK-801, exhibited conflicting 
results regarding ameliorating sensorimotor, cognitive, and memory performance in 
environmental enrichment (EE) models [144–146].

Other models relate to D-serine, purine, trophic factors, and extracellular matrix 
proteins [137].

4.3 Models with hyperinflammation

Intraperitoneal injection in rodents of kynurenine (100 mg/kg) resulting in a 
37-fold CNS enhancement likely leading to immune system activation was associated 
with a higher rate of error in the radial arm maze, although no alteration was found 
in locomotor function or the latency to obtain food reward [147]. When kynurenine 
was applied on postnatal days 7−10 and rats were evaluated as adults’ social neurobe-
havior and locomotor activity was attenuated; however, no effects on attention or fear 
conditioning were detected [148].

While the dosages of kynurenine utilized in these studies were high, the outcomes 
suggest that neuroinflammation can affect cognitive function, which could involve 
astrocytes [137], and that early life activation of the processes of neuroinflamma-
tion can have long-lived consequences. Further evidence of this is provided by data 
showing that infection by Toxoplasma gondii (T. gondii) is a predisposing factor for 
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SCZ [149]. T. gondii induces the synthesis of KYNA, potentially in astrocytes [150]. 
T. gondii involvement may play a role in the disease by enhancing KYNA synthesis 
within astrocytes. While T. gondii-infected animals have exhibited SCZ-like neurobe-
haviors in multiple studies, the contribution of KYNA or other astrocyte-related ele-
ments needs further study because the parasite exerts a plethora of direct and indirect 
influences on the brain [151].

Short-term one-week exposure of mice to cuprizone resulted in flawed working 
memory and augmented responses to methamphetamine and phencyclidine. These 
cognitive behaviors were associated with perturbation of astrocytes/microglia and 
enhancement of IL-6 in GFAP+ cells as well as an increase in other proinflammatory 
biomarkers, which have been observed in SCZ [152].

The production of many proinflammatory elements is mediated through the tran-
scription of nuclear factor-kappa B (NF-κB) [153]. Several genetic, biomarker, and 
postmortem data indicate the role of NF-κB in SCZ. In transgenic rodents in which 
NF-κB function was specifically blocked in astrocytes while there were no differences 
in overall health outcomes, locomotor function, sensorimotor actions, or anxiety, 
female GFAP-IκBα-dn rodents exhibited mild deficiencies in the terminal stage of the 
non-cued type of the Barnes maze, as corroborated via the increased latency to the 
first correct nose poke and reduced time length in the portion of the maze already 
enclosing the goal box [154].

5. Therapeutic and diagnostic approaches for SCZ: Focus on astrocytes

5.1 Therapeutic targets for SCZ

Astrocytes are involved in numerous critical physiological processes in the brain, 
which directly or indirectly contribute to the pathogenesis of SCZ, including receptor 
trafficking, development and maturation of synapses, synaptic glutamate metabo-
lism, regulation of CNS homeostasis, maintenance of integrity of the blood-brain 
barrier (BBB), nutrient provision to neural tissues, and regulation of neurogenesis. 
Based on data showing astrocyte involvement in the pathology of SCZ, astrocytes 
should be considered as therapeutic targets for treating this disease. In SCZ, abnor-
malities in neurons and neurotransmitters mainly result from the malfunction of 
astrocytes. Hence, correct functioning of astrocytes is required for the processes of 
synaptic activity and synaptic plasticity within neural networks, which is activity 
necessary for normal cognitive functions [155]. Therefore, targeting pathways associ-
ated with astrocytes’ abnormal function may help ameliorate SCZ complications.

As hypofunctionality of NMDA receptors is believed to be one of the leading 
causes of SCZ, modifying NMDA receptors’ function can be considered a therapeutic 
strategy for SCZ treatment. Targeting astrocytic glutamate reuptake presents a viable 
strategy for increasing glutamate sufficient to restore NMDA functionality [156]. 
Clozapine decreases glutamate reuptake through downregulation of glutamate trans-
porter (GLT1) in astrocytes resulting in ameliorating hypofunctionality of NMDA 
receptors [157].

In addition to glutamate, several small molecules that can affect NMDA receptor 
functioning are linked to astrocyte activity. In preliminary trials, the NMDA receptor 
co-agonists glycine and D-serine have been applied as well as D-cycloserine [158]. An 
encouraging effect of high-dose D-serine administration was seen in SCZ patients 
[159]. Unfortunately, while small studies showed promising results, more extensive 
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trials indicated no significant difference between intervention and placebo groups 
when D-serine was exogenously applied [160].

An alternative approach to enhance D-serine levels in the synaptic space is to 
inhibit its metabolism in astrocytes. D-serine is metabolized by D-amino acid oxi-
dase (DAAO) in astrocytes; thus, DAAO inhibitors may enhance NMDA activity by 
increasing endogenous D-serine concentrations. However, none of the identified 
human DAAO inhibitors have been approved for use in SCZ patients. Low bioavail-
ability, high clearance rate, and inability to cross the BBB are considered the primary 
restrictions of these inhibitors [161].

Strategies focused on suppressing glycine reuptake in order to increase glycine’s 
extracellular concentration in the synaptic space where it might be able to enhance 
NMDA functionality have been implemented, and inhibiting glycine transporter 1 
(GlyT1) in astrocytes has been one approach considered for management of some 
SCZ symptoms. Among various GlyT1 inhibitors that have been trialed, only bitop-
ertin has reached phase III clinical trials [155]. However, lack of efficacy has led to the 
discontinuation of its development as an antipsychotic [162].

In addition to glycine and D-serine, Kynurenic acid (KYNA), a metabolite of 
tryptophan degradation in astrocytes, can influence the function of NMDA receptors. 
KYNA has a preferential affinity for the NMDA receptor and can inhibit NMDA activity. 
According to the direct relationship between KYNA concentration and cognitive impair-
ments in SCZ, interventions that lower brain KYNA levels may be clinically beneficial. 
Regrettably, at the current time, it is not feasible to target degradative enzymes or 
reuptake sites to enhance the removal of excess KYNA from its effector site in the brain. 
Moreover, exploiting the ability of depolarization events or cellular energy scarcity to 
reduce cerebral KYNA production is not possible. Pharmacological kynurenine amino-
transferase (KAT) inhibitors are the most effective strategy to reduce KYNA production 
in the brain. The practicality of this approach is supported by findings that the nonspe-
cific aminotransferase inhibitor aminooxyacetic acid readily prevents cerebral KYNA 
neosynthesis in vivo. In this regard, KAT II is the preferential target to suppress KYNA 
synthesis in the brain due to its high specificity toward kynurenine [158]. According 
to previous preclinical studies, the administration of selective KAT II inhibitors could 
successfully reduce extracellular KYNA levels in various rat brain regions. When 
taken together, considering KYNA’s inhibitory effects on several neurotransmitters 
with a critical role in cognitive processes, any therapeutic agent or intervention that 
decreases KYNA levels or otherwise hinders KYNA function in the brain may lead to 
cognitive enhancement in SCZ or other psychiatric disorders, and the data suggest that 
KAT II inhibitors or pharmacological agents that weaken the function of KYNA at its 
receptor(s) have a high potential to be used for cognitive deficits in SCZ [158].

Astrocytes can also be a target to repair synaptic functions by moderating their 
effects on glycogen/lactate metabolism, as glucose uptake into astrocytes is reduced 
in SCZ due to a decrease in glycolysis and decreased lactate production. The decrease 
in lactate could have a profound effect on reductions in neurogenesis. Therefore, 
modifying glycogen/lactate metabolism sufficient to compensate for reduction of 
lactate could facilitate lactate-mediated neurogenesis, and lead to improvement of 
behavioral deficits in SCZ patients [163].

Reducing inflammation resulting from astrocytes can also be considered a 
therapeutic approach for SCZ and this approach has been shown to improve SCZ 
symptoms. For instance, minocycline, an antibiotic with anti-inflammatory effects, 
induced improvements in some SCZ patients. COX2 inhibitors, which are non-steroid 
anti-inflammatory drugs, have been shown to improve SCZ symptoms.
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Lending support to the effectiveness of this strategy, many antipsychotic drugs 
exhibit anti-inflammatory effects, which could be important in their therapeutic 
efficacy. Given the link between inflammation and SCZ, a clear understanding of the 
cytokines involved in SCZ and the role played by astrocytes in linking inflammation 
and SCZ could lead to therapeutic strategies [156].

5.2 Diagnostic approach for SCZ

Postmortem studies identified significant changes in astrocyte density and 
morphology, as well as deregulated expression of several common astrocyte markers, 
including glial fibrillary acidic proteins (GFAP), aquaporin 4 (AQ-4), S100, gluta-
minase, thrombospondin (TSB-1), and excitatory amino acid transporter 2 (EAAT2) 
[22, 164–166]. When taken together, while data are suggestive of a role of altered 
astrocytic function in SCZ, the findings do differ, with some studies indicating a drop 
in marker levels and the number of astroglial cells compared to controls and others a 
rise. Although dysregulation in developing astroglial cells may have profound effects 
on the formation and maturation of neuronal networks, few studies have examined 
the status of astroglial cells during postnatal brain development, instead focusing on 
the postmortem examination of adult brain tissues [36]. Due to confounding fac-
tors associated with the use of postmortem tissues, differences in the brain regions 
evaluated, variety in the severity of the disease, and disparities in pharmacological 
treatments, it remains to be determined what the contribution of these markers to 
the disease is and if they play a role, at which developmental stage their role is most 
important. In light of the profound changes in astrocytic morphology and function, 
monitoring of alterations in astrocytes has been considered a diagnostic approach in 
SCZ. However, it is difficult to know what can easily be monitored from tissue non-
invasively extracted in patients, which reflects astrocytic status. At the present time, 
identification of peripheral biomarkers that reflect neuropathological changes in SCZ 
has received a great deal of interest and in this arena, exosomes have been a focus of 
study as they are relatively easy to detect and have been proposed to be involved in 
psychiatric disorders [167]. Intriguingly, it is possible to identify the parent cell from 
which exosomes source.

Exosomes are nano-sized extracellular vesicles containing nucleic acids, proteins, 
lipids, and other bioactive substances secreted by cells into the surrounding body 
fluids, which regulate cellular communications in addition to neuroplasticity [168], 
trafficking of microRNA (miRNA) [169], and neuroinflammation [170, 171]. They 
can cross the BBB and be assayed peripherally, Exosomes derived from astrocytes 
would be expected to exhibit changes across the progression of SCZ. As proof of 
concept that exosomes can be detected and traced back to their parent cell, a high 
concentration of exosomal GFAP, resulting from astrogliosis was detected in plasma 
obtained from SCZ patients [172]. Thus, astrocytes-derived exosomes have the poten-
tial to be used for SCZ diagnosis and assessment of disease progression. However, 
further studies are needed to clarify to what extent circulating exosomes can serve as 
novel peripheral biomarkers of SCZ.

6. Conclusions

Astrocytic changes have been linked to SCZ at the neurobehavioral, structural, 
functional, and molecular levels. ECM, gap junctions, and epigenetics are also 
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implicated in the astrocytic abnormalities associated with SCZ. Various neurotrans-
mitter systems that are regulated by astrocytes including GABA, glutamate, and 
adenosine are involved in SCZ. Also, different types of neuroplasticity governed by 
astrocytes are altered in SCZ. Moreover, hyperinflammation that is in part regulated 
by astrocytic inflammasomes (e.g., NLRPs) is present in SCZ patients and is affected 
by pharmacotherapy with antipsychotics. Clinical behavioral deficits in animal 
models are also related to aberrancies in astrocytes. When taken together, the plethora 
of studies that indicate a link between astrocytic dysfunction and SCZ should war-
rant future research to explore the role played by astroglial cells in SCZ to bridge the 
clinical and molecular findings and pave the path for developing future therapeutics 
that correct, or exploit, astrocyte functions in SCZ (Table 2).
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Highlights

1. SCZ is a debilitating disorder with an estimated prevalence of 0.6% to 1.9% in the US population.

2. Astrocytic abnormalities end in cognitive disturbances such as memory, learning, and attention, and also 
abnormal cortical gamma oscillations in SCZ.

3. Various neurotransmitters such as glutamate, glycine, dopamine, adenosine, GABA, and the endocannabinoid 
system are implicated in astrocytic abnormalities in SCZ

4. Astrocyte-meditated remyelination is impaired in SCZ.

5. Neurogenesis-regulating molecules including D-serine, BDNF, FGF2, Lactate, and VEGF apparently fail in 
modulating neurogenesis via astrocytes in SCZ.

6. Innate (TLRs and Inflammasomes) and adaptive (T lymphocytes) immune responses exacerbate astroglial 
mediated abnormalities in SCZ.

7. The synaptic microenvironment (ECM, and Gap junctions) is highly altered in astrocyte-neuron 
communications in SCZ.

8. Epigenetic studies highlight a derailed cascade of regulatory molecular pathways.

9. Animal models of SCZ also demonstrate astrocytic abnormalities.

10. Astrocytes show promise as therapeutic and diagnostic targets in SCZ.

Table 2. 
A summary of important points from this chapter.
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