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Preface

Econometric analysis forms the basis of empirical economic research. Our education
taught us that econometrics is more than compiling data and running an ordinary
least squares (OLS) regression to answer a research question(s). Specifically, econo-
metrics helps us identify good ideas from bad ones and assesses research questions.
Econometrics is applied economics that enables us to see the complicated world and
assess the relationships in which policymakers and analysts could prescribe policy.
Econometrics — Recent Advances and Applications uses applied econometric methods
to answer interesting research questions. It includes six chapters written by experts
in economics and finance. The book addresses the application of econometric meth-
ods to various fields in economics. As such, it is a useful resource for academicians,
researchers, and practitioners in economics and finance.

The chapters in this book provide a theoretical framework for applying econometrics
to a particular problem. In empirical research, the acquisition of the appropriate data
is paramount. The chapters not only present applications of econometric methods but
also provide unique datasets that can be used in empirical research.

Chapter 1, “Evaluating DSGE Models: From Calibration to Cointegration” by Bjgrnar
Karlsen Kivedal, examines the historical development of estimating new Keynesian
dynamic stochastic equilibrium (DSGE) models. The author focuses on how cointe-
gration can be used to test and estimate the relationships in these models. An empirical
assessment of a model is crucial to validate the theory, and this should be an important
step when analyzing DSGE models. The author illustrates different techniques for
estimating DSGE models and compares these methods to using cointegration when
estimating and evaluating DSGE models.

Chapter 2, “A Primer on Machine Learning Methods for Credit Rating Modeling”

by Yixiao Jiang, studies the important features of predicting corporate bond rat-

ings. There is a growing literature on predicting credit ratings via machine learning
methods. However, there have been fewer empirical studies using ensemble methods,
which refer to the technique of combining the prediction of multiple classifiers. This
chapter compares six machine learning models: ordered logit model (OL), neural net-
work (NN), support vector machine (SVM), bagged decision trees (BDTs), random
forest (RF), and gradient-boosted machines (GBMs). This chapter may also serve as
a primer for empirical researchers who want to learn machine learning methods by
providing an intuitive description of each employed method. The author employed
Moody’s ratings using data collected from 2001 to 2017. Three broad categories of
features, including financial ratios, equity risk, and bond issuer’ cross-ownership
relation with the credit rating agencies, were explored in the modeling phase, using
the data before 2016. These models were tested in an evaluation phase, using the
most recent data after 2016.



In Chapter 3, “Forecasting Weekly Shipments of Hass Avocados from Mexico to the
United States Using Econometric and Vector Autoregression Models”, Oral Capps dis-
cusses how domestic production cannot meet the US demand for avocados, satisfying
only 10% of the national demand. Due to year-round production and longer shelf
life, the Hass variety of avocados account for about 85% of avocados consumed in

the United States and roughly 95% of total avocado imports, primarily from Mexico.
Using weekly data from July 3, 2011, to October 24, 2021, the author estimated econo-
metric and vector autoregression models regarding the seven main shipment sizes of
Hass avocados from Mexico to the United States. Both models discern the impacts of
inflation-adjusted and exchange-rate-adjusted prices per box, US disposable income,
holidays, and events, and seasonality on the level of Hass avocado shipments by size.
These impacts are generally robust across the respective models by shipment size.
These models also mimic the variability in the level of shipments by size quite well
based on goodness-of-fit metrics. Based on absolute percent error, these models
provide reasonably accurate forecasts of Hass avocado shipments from Mexico by size
associated with a time horizon of 13 weeks. However, neither type of model provides
a better forecast performance universally across all avocado shipment sizes.

Chapter 4, “Spatiotemporal Difference-in-Differences: A Dynamic Mechanism

of Socio-Economic Evaluation” by Lijia Mo delves into spatial econometrics, an
expanding area in econometrics. Advances in econometric modeling and analysis of
spatial cross-sectional and spatial panel data assist in revealing the spatiotemporal
characteristics behind socioeconomic phenomena and improving prediction accu-
racy. Difference-in-differences (DID) is frequently used in causality inference and
estimation of the treatment effect of the policy intervention in different time and
space dimensions. Relying on flexible distributional hypotheses of treatment versus
experiment groups on spillover, spatiotemporal DID provides space for innovation
and alternatives, taking spatial heterogeneity, dependence, and proximity into
consideration. This chapter gives a practical econometric evaluation of the dynamic
mechanism in this spatiotemporal context and a toolkit for this fulfillment.

Chapter 5, “The Impact of Inflation Expectations and Public Debt on Taxation in
South Africa” by Thobeka Ncanywa and Noko Setati, investigates the impact of
inflation expectations and public debt on taxation in South Africa, employing the
autoregressive distributive lag model and Granger Causality techniques. The results
indicate a long-term positive relationship between inflation expectations and taxa-
tion and a significant negative relationship between public debt and taxation. The
empirical results reveal that taxable income will also increase when consumers and
businesses expect the inflation rate to rise. The public debt-taxation nexus can imply
that the South African government finances its debts through borrowing rather than
through taxation. Therefore, economic participants must have full knowledge of
what can influence taxation.

Finally, Chapter 6, “Incorporating Model Uncertainty in Market Response Models
with Multiple Endogenous Variables by Bayesian Model Averaging” by Jonathan Lee
and Alex Lenkoski, develops a method to incorporate model uncertainty by model
averaging in generalized linear models subject to multiple endogeneity and instru-
mentation. Their approach builds on a Gibbs sampler for the instrumental variable
framework that incorporates model uncertainty in both outcome and instrumentation
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stages. Direct evaluation of model probabilities is intractable in this setting. However,
the authors show that by nesting model moves inside the Gibbs sampler, a model
comparison can be performed via conditional Bayes factors, leading to straightfor-
ward calculations. This new Gibbs sampler is slightly more involved than the original
algorithm and exhibits no evidence of mixing difficulties. They further show how the
same principle may be employed to evaluate the validity of instrumentation choices.
The authors conclude with an empirical marketing study of estimating opening box
office by three endogenous regressors (prerelease advertising, opening screens, and
production budget).

While Econometrics — Recent Advances and Applications covers many econometric
methods, it is not an exhaustive presentation. Specifically, each of the chapters clearly
outlines the research development starting with its research question(s), providing
specific data sources that can be used, and outlining the econometric method used.
The authors ably explain their empirical results and their meaning, which can be used
in policy-making and other decisional cases. More importantly, carefully explaining
the empirical results is an important craft and will be a good education for all read-
ers, whether they are junior investigators or more advanced researchers refreshing
their knowledge of methods and research. However, readers of Econometrics — Recent
Advances and Applications should be familiar with research design as well as econo-
metric methods (e.g., Stock and Watson (2019) and Wooldridge (2019)) to apply
these methods appropriately.

Brian W. Sloboda
University of Maryland, Global Campus,
Aldelphi, Maryland, USA
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Chapter 1

Evaluating DSGE Models: From
Calibration to Cointegration

Bjornar Karlsen Kivedal

Abstract

This chapter examines the historical development of estimating new Keynesian
dynamic stochastic equilibrium (DSGE) models. I focus, in particular, on how
cointegration can be used in order to test and estimate the relationships in these
models using a simple RBC model as an example. Empirical evaluation of a model is
critical to validate the theory, and this should be an essential step when analyzing
DSGE models. The chapter illustrates the use of various estimation techniques when
estimating DSGE models and compares these methods to using cointegration when
estimating and evaluating DSGE models.

Keywords: DSGE models, calibration, estimation, cointegration, RBC model

1. Introduction

Some of the first aggregate macroeconometric models describing national business
cycles were developed by Jan Tinbergen in the 1930s. A model for the US was
published in 1939 [1], estimated recursively by the ordinary least squares method,
based on theoretical dynamic business cycle models such as the one developed by [2].
Tinbergen’s work was further developed by [3], who discussed testing economic
theory by statistical inference using empirical observations. Furthermore, [4] empha-
sized using a system of simultaneous equations in order to model the economy and
suggested using other estimation methods than ordinary least squares on each equa-
tion. Several macroeconometric models were constructed for the US following this,
most notably from the work by the Cowles Commission for Research in Economics
such as the models by [5, 6]. These were followed by a number of other models of the
same type. See, for example, [7] for an historical overview of macroeconometric
models.

Macroeconometric models such as these were constructed based on historical data,
which was used both for estimating the parameters and for the model structure. A
structural change in the economy could, therefore, lead to the econometric model not
being relevant any more. If these models were not invariant to such changes, they
would not be usable for policy analysis, as pointed out by [8]. This became known as
“the Lucas critique,” suggesting that the behavior of the agents in the economy
needed to be explained by a structural model instead of aggregate historical relation-
ships. This was needed in order to have a model invariant to policy changes.
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Particularly, the parameters of the model, which determines tastes and preferences
should be invariant to policy changes, while the remaining parts of the model should
be regarded as stochastic.

In response to the Lucas critique, real business cycle (RBC) models, as introduced
by [9], used microeconomic foundations, where consumers and firms optimized their
intertemporal utility or profits using rational expectations. Extensions of the model
with various rigidities, monopolistic competition, and short-run non-neutrality of
monetary policy led to new Keynesian models," which later has become the standard
both for forecasting and policy evaluation (See e.g. [10]). These models are examples
of dynamic stochastic general equilibrium (DSGE) models, and they are typically
solved by finding the first-order conditions for the optimization problems of the
representative agents of the model. The first-order conditions are then expressed in
log deviation from the steady state of the model such that a (log) linear model is
obtained. This yields a model where the variables are expressed as log deviations from
their representative steady-state values, that is. approximating percentage deviation
from steady state. Furthermore, the part of the model based on preferences should be
invariant to policy changes since policy changes should be modeled as stochastic.
Hence, the structural DSGE model may be tested by imposing the hypotheses from
the model as restrictions on a statistical model. This amounts to testing the Lucas
critique since the structural part of the model is tested. If it is not rejected, the model
may be useful for policy analysis. DSGE models are often used for analyzing monetary
policy. Among the most popular models used are the medium scale models in [11, 12],
focusing on the US and the Euro area, respectively.

The RBC model of [9] can be considered a cornerstone of DSGE models, and DSGE
models are typically extended versions of RBC models. RBC models include optimiz-
ing agents with rational expectations, and only one shock is sufficient to generate
business cycles. This shock is usually a shock to technology or productivity and
modeled as an exogenous variable that enters the production function. In addition to
this, DSGE models also include frictions, which take a lot of observed dynamics into
account. Most importantly are price stickiness, usually modeled as Calvo pricing [13].
Other frictions, such as wage rigidities (see [14, 15]), are also often found in DSGE
models. Other shocks and rigidities are also often included in models in order to allow
for more detailed dynamics. However, many of these frictions can be found relatively
unimportant empirically, see [11], and thus not necessary to explain the dynamics
found in the data.

In general, a nonlinear DSGE model can be formulated as

Ef[f(ywvyp)’t,puz)] =0 (1)
and has a rational expectations solution
Ve :g(ytfl’ut)- )

A linear approximation of such as model is usually used. This is given as

Jr = T(O0), 4 +R(O)u, ®3)

! Although they were developed simultaneously as RBC models.
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where T and R are time-invariant (which means that they depend on the structural
parameters of the model) and u; ~ N(0,Q)j, = log(y,/7). This is then solved for the
representative agent with full information about the model and the structural shocks.
For more details, see, for example [16], which a lot of the presentation in this chapter
is inspired by. Other useful sources for more information are [17-19].

The next section presents a simple RBC model, which is a special case of a DSGE
model. The following sections use this model as an example in order to illustrate
calibration, generalized method of moments, full information maximum likelihood, and
Bayesian methods. Section 7 presents the cointegrated vector autoregressive model and
how to test implications of a DSGE model, while the final section concludes. There is
also some code relevant for investigating the model shown in Appendix A.

2. A simple RBC model

If we consider the simple RBC model in [20], we have households that maximize

oo

E; Z Alnc, +y(1—mny)) (4)

=0
subject to the budget constraint

X + ¢ = wny + 1ok (5)
and

ki1 = (1—8)k: +x;. (6)

Here, c; is consumption and #; labor (hours worked) in time ¢. y is the utility
weight, x, investment, w, real wage, 7; rental rate of capital, k; capital stock, and & the
depreciation rate.

This yields the first-order conditions

1/c; = PE((1/cr11) (1 + 7041 — 5)) @
Y€t = Wy, (8)

which provides the optimal choice of ¢;, #; and k.y1. Eq. (7) is an Euler equation,
while eq. (8) is the marginal rate of substitution.

A single good is produced by perfectly competitive firms (who maximize their
profits each period)

Ve = Zt(kt)a("t)lia’ 9

where 0 <a <1,y, is output and z; is the technology shock. The technology shock
follows an exogenous stochastic process

Inz;1 = plnz, + &1, (10)

where ¢, is independently, identically, and normally distributed with zero mean

and variance o2.
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The firm chooses the input levels (capital and labor) to maximize profits, and the
marginal product of labor (capital) equals the marginal product of the real wage
(rental rate).

Hence, the competitive equilibrium is the sequence of prices {w;,7;},- , and allo-
cations {ct, Mgy Xps Ry i1, yt}:io such that firms maximize profits, agents maximize util-
ity, and all markets clear. The structural parameters of the model are, thus, 4,7, 6, a
and p. These parameters describe behavior, and we are, therefore, interested in
assessing the value of these parameters.

Some steady-state relationships of the model are

t (- av

c_l_a(ﬂ+5—1).

5 5 (12)
Hence, the long-run relationship between capital and hours worked, k/z, and
the long-run relationship between consumption and output, ¢/y, may be
described by a combination of structural parameters and should, thus, be constant in
the long run.
Such a model is often log-linearized (i.e. written in terms of log deviation from the
theoretical steady state; X; = logx; — logx) in order to have a stationary representa-

tion. This yields,

Eir1 = & +aple/n)™! [(a —1)Eky i1+ (1— a)Egty1 + Et§t+1:|
e = —(1/a)e + ke + (1))
§, = ak+(1-a)i+3 -
3, = (1-06)(k/n)"%+ (1 —(1- 5)(k/n)1_“>5¢t
kin = (1= 8)k + 6%
Z1 = PRt

where the log deviations can be interpreted as percentage deviations from the

steady state.
The log-linearized model has the solution

=
St & (14)
& =D&y +vs
or
_th ¢yk ¢yz i ]%
n | = Dk Pz l At]
Z
L Ef ¢ck ¢L‘Z i ' (15)
-]%t‘| . [dll dlZ] -]%tfj_ i 81:
| 2 dn dn| |24 £
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The eigenvalues and eigenvectors of the matrix in the system with expectational
terms are used in order to calculate the ® matrix.

There are different ways of obtaining values for the parameters {f,7,4,a,p}
in the model. Using calibration, we choose the values subjectively or objectively
in order to use the model for simulation, while we may estimate the value of the

parameters based on observed economic data {c;, 7, yt}tT:O by using statistical
methods. In the next sections, we will compare calibration and estimation using
generalized method of moments (GMM), full information maximum likelihood
(FIML), Bayesian methods, and the cointegrated vector autoregressive (CVAR)
model.

3. Calibration

At first, these models were mainly calibrated and simulated, as proposed by [9].
This was done by fixing the values of structural parameters according to empirical
studies in microeconomics or moments of the data such as long-run “great ratios”
representing historical relationships between the variables.

We can calibrate the RBC model in [20], by setting the parameter values of the
model, that is. assigning values to {f,7, 6, a, p}. This was popular before one was
technically able to estimate large models and used in order to undertake computa-
tional experiments with the model. Hence, it is not possible to estimate parameters
and test hypotheses regarding these when using calibration.

Calibration is, often, used in order to back out shocks (shock decomposition) and
compares correlations between simulated variables and the data. Outcomes of the
calibrated model may then be compared to descriptive statistics (e.g. the moments) of
the data, and the model may be used in order to forecast or conduct policy analysis.
The in-sample forecast performance may be assessed using measures such as root
mean squared errors.

Hence, it is possible to do judgments of how the model fits the empirical reality
even if we do not estimate the model. Calibration may also be useful as a first
impression of the model before it is completely developed and estimated. However,
we are not able to say anything about uncertainty. It may also be a useful approach
when data are not available or only small samples can be obtained, which can be
relevant for some regions and countries.

4. Generalized method of moments

Later, estimation using generalized method of moments (GMM) for single equa-
tions was conducted in order to estimate some of the parameters in the model. See, for
example, [21] or [22] for estimation of the new Keynesian Phillips curve. GMM was
introduced by [23] and first applied to DSGE models by [24, 25].

The method consists of minimizing the distance between some functions of the
data and the model. Estimation can, therefore, be conducted using the (nonlinear)
first-order conditions such that it is not required that we solve the model before
estimating the parameters. However, we need a set of moment conditions in order to
perform GMM, and it is a type of limited information estimation since we only utilize
part of the theoretical model and not necessarily observations for all of the variables in

5



Econometrics — Recent Advances and Applications

the model. In particular, we have no likelihood function but only specific moments of
interest that are adjusted to the data (called matching moments or orthogonality
conditions).

Hence, we aim to minimize the distance between the observed moments from the
sample and the population moments as implied by the model. In general, we have that
the estimate of a parameter 6 (is)

Or = arg min Q1(0) (16)
)

where

T T
Qr =73 f 00 0) Wr > £(,,0). a7
t—1 t—1

Here, W is the weighting matrix, which is used if there are more moment condi-
tions than parameters. We, thus, seek to minimize Q, which is the square product of
the sample moment, by the value of §. The GMM estimator of @ is, thus, the value of 6
that minimizes Q.

We may consider the Euler equation in the RBC model in [20], which was

1/Ct = ﬂEt((l/Ct+1)(1 + 7041 — ). (18)

In order to estimate the parameters {f, 6}, we have two conditions since there are
two parameters in one condition (equation). The first moment condition can be the
Euler equation

E, [ﬂ“@ia i — 6)] —0, (19)

or more correctly that E; [ﬂc’c—j 14741 — 5)} -1 = 0. The second may be

E; {ﬁcz_ﬂ (1 + 741 — 5)} L =0, (20)

t Cr—1

since any zero factors multiplied by a factor of some observation will be zero.

Hence, the data are {C;—? , Vt+1}, and the instruments {1, Cf—jl}.rt could also have

been used as an instrument. This implies that the average (first moments) of the data
series is used in order to estimate parameter values.

When using GMM, the choice of instrument may impact the estimation. We
may also have issues with unobserved variables. If analytical moment
conditions are impossible or hard to obtain, they can be computed numerically by
simulation (often called simulated GMM). This is particularly useful if there are
unobservable variables in Euler equations such as the one above or there are
nonlinear function of steady-state parameters. Further, a large sample is needed in
order for asymptotic theory to apply, and Monte Carlo studies have not been favorable
to GMM [26].
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5. Full information maximum likelihood

In order to identify the structural parameters of the system (i.e. the complete
theoretical model), the full system should be estimated. Full information maximum
likelihood (FIML) estimation, such as, for example, in [26], can be used in order to
estimate the parameters of new Keynesian models. Hence, this uses full information
from the model rather than the limited information approach used in GMM, where we
looked at some moment conditions. When using maximum likelihood, the estimated
parameters will be the ones that provide the maximum of the likelihood function or
the log of the likelihood function.

In general, the data (y) depend on the unknown parameters 6 through a probabil-
ity density function

y~f(y;6). (21)

The estimator is then 8, and it is a function of the data

0=g(y). (22)

Given the observed y,,, the estimator is then obtained by the likelihood function
0 = arg max {fre:0)} (23)
0

or the log of this function. We then get the value of 6 that provides the maximum
of f (yo; 0). That is, the parametes that yield the maximum probability of observing y,,.

Since the equations in DSGE models typically are nonlinear, we need to solve the
model first and obtain a linear representation of the model. This provides a system
where all the endogenous variables are expressed as a function of the exogenous vari-
ables and parameters of the model. However, a linear approximation of the model is
often solved instead. The variables are then represented as deviation from the theoret-
ical steady state (see Section 2). The structural parameters are estimated, and the
model is assumed to be the true data generating process, see, for example, [26] or [27].

Almost all log-linearized DSGE models have a state-space representation

Xy = Axt,1 + BSt (24)
y, = Cx; + Dn,,

where x; is a vector containing the endogenous and exogenous state variables, and
y, is a vector containing the observed variables. Hence, y, = --- is measurement equa-
tion, linking data to model. The objective is to estimate the parameter given the
observed y,. The error term 7, ~ N(0, R) is independent of x;, and & ~ N(0, Q) is
independent of x¢, X1, ...,X; and y,, ...,y,. Further, the matrices A, B, C, and D contain
nonlinear functions of the structural parameters.

If both x; and y, contain observables, the state-space representation is a restricted
VAR(1). If not, we may use a Kalman filter [28] in order to obtain the expected value
of the unobservable variables and the likelihood function. This provides one-step-
ahead forecast errors (in-sample) and the recursive variance of forecast errors. Hence,
the Kalman filter gives the expected value of all of the potentially unobserved
variables given the history of the unobserved variables.

7
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FIML also has some limitations, depending on what the DSGE model looks like.
Firstly, we need as many shocks as observable variables in order to perform the
estimation. This is known as stochastic singularity, and we, thus, often need to add
shocks or errors to the model in order to utilize the full potential of a data set with a lot
of variables. The model in [20] has only one shock &, but three observables {yt, Cts nt}.
We can, thus, add structural shocks or measurement errors to the model if we want to
utilize data on all observables.

When using FIML, we assume that the model is the correct representation of the
data generating process (DGP). Hence, FIML is sensitive to misspecification since we
estimate the model under this assumption. We often also have partial or weak identi-
fication of parameters when using FIML, see, for example, [29]. Both of these issues
may give an issue with “the dilemma of absurd parameter estimates” [30], which
implies that FIML estimates of structural parameters can often be at odds with addi-
tional information economists may have.

6. Bayesian methods

Since DSGE models contain a lot of parameters and often use a relatively small
sample of quarterly data, the likelihood function typically contains a lot of local
maxima and minima and nearly flat surfaces [19], making identification hard. In order
to circumvent this issue, DSGE models are often estimated using Bayesian estimation.
This combines a prior distribution with a likelihood-based estimation such as FIML
presented in the previous section. This, thus, takes some of the problems with maxi-
mum likelihood estimation into account. However, the estimated parameters using
Bayesian methods do not necessarily reflect all of the information in the data since
prior distributions will influence the estimates to some extent. Using priors may also
hide identification problems, which is an issue often neglected when estimating DSGE
models [29].

The main difference between FIML and Bayesian methods is the way data are
treated or interpreted. In frequentist methods such as FIML, the parameters are fixed
and the data are random. This allows us to estimate the variance of the estimator and
their confidence intervals, that is. the interval that @ lies in 1 — a percent of the time.
Bayesian inference assumes that data are fixed and that the parameters are unknown.
We may, therefore, focus on the variance of the parameter (rather than the variance
of the estimator). Confidence intervals in Bayesian estimation will show the interval
that has the highest probability of including @ conditional on the observed data, a prior
distribution on 0, and a functional form (the DSGE model in our case).

If we have the model f(x|0) and the prior f(0), we want to find the posterior
probability density function f(6|x). Using Bayes’ rule, we have

_fulo)(©)

fOly)ef (y[0)f (6). (26)

Hence, the posterior kernel equals the model multiplied by the prior. We can, thus,
find the distribution for the unknown parameter 6. Additionally, a point estimate of
the posterior can be found, typically as the mean, median, or mode of the posterior

distribution or by a loss function § = arg min ,E{# (6 — 6) }. The mean squared error,
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the absolute error, and the max aposteriori will, respectively, yield the mean, median,
and maximum of the posterior distribution. Bayesian estimation is, thus, a combina-
tion of maximum likelihood estimation and a prior distribution. It is also important to
remember that the data are fixed when using Bayesian estimation. We do, therefore,
not necessarily seek to use the results for generalizing purposes, while we try to find
the parameter(s) that gives the highest probability of observing the data at hand when
using maximum likelihood.

In Bayesian estimation, the aim is to find the posterior density functionf (ly,).
This shows how the parameters 6 depend on the data y. 0 is assumed random, while it
was assumed deterministic in the case of maximum likelihood estimation. A prior
distribution function f(0), thus, needs to be specified before estimation as this is
combined with a likelihood estimation as in FIML. Prior distributions may be subjec-
tive or objective. Subjective priors are a result of subjective opinions, while objective
priors can be priors found by microeconomic empirical studies [31]. The weight we
put on the prior distribution relative to the likelihood function also needs to be chosen
a priori. We, thus, have two extreme cases of Bayesian estimation: 1) No weight on the
prior (e.g. flat priors), which will be similar to FIML, and 2) Full weight on the prior
and none on the likelihood, consistent with calibration. Hence, Bayesian estimation
can be considered a combination of calibration and FIML.

The posterior is simulated by an algorithm such as a Monte Carlo method, and the
accepted parameter values will form a histogram, which can be smoothed to provide
the posterior distribution function.

An advantage of Bayesian estimation is that we may avoid identification issues that
often are a problem when using FIML. However, we are also prone to hide these
issues, which may be a problem. As argued in [32], Bayesian estimates should be
compared to FIML estimates in order to see what role the priors have. Another
advantage of Bayesian estimation is that we do not need to assume that the model is
the correct DGP as for FIML and GMM.

Using prior information may also be an advantage since this is available informa-
tion that then is taken into account in the estimation process even if it is not part of the
model or the data set used in the estimation. However, if the same data are used for
prior information as for the Bayesian estimation, for example,. great ratios, the priors
do not add any information. It is also possible to compare different models via poste-
rior odds ratios, see [33].

However, it may be difficult to replicate results from Bayesian estimation due to
computationally intensive simulation methods (Metropolis-Hastings algorithm) [18].
For an overview of recent developments in Bayesian methods, see [34].

7. The cointegrated VAR model

DSGE models often contain variables that are nonstationary such as prices, wages,
GDP, and productivity, and we use a log-linearized model with stationary variables in
order to estimate the model with FIML or Bayesian methods. The data are then usually
filtered by, for example, . the Hodrick-Prescott or the band pass filter in order to
separate the trend and the cyclical component of the nonstationary data series, see, for
example, [17]. Hence, the cyclical component of a variable in the data should corre-
spond to the deviation from steady state for a variable in the theoretical model and is
then used in order to estimate the (log-linearized) DSGE model. While the filtered

9
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cycle measures deviations from an estimated trend, the log deviation in the theoretical
model measures deviation from the theoretical steady state. Hence, there may be a
mismatch between the trend component of the data and the theoretical trending
relationships in the model, expressed by the steady-state relationships of the model.
This should be taken into account when estimating DSGE models since the steady-
state relationships are expected to correspond to the long-run relations of the
observed variables.

We saw that the log-linear system may be solved to yield a purely backward-
looking solution such that it is represented by a vector autoregressive (VAR) model
containing cross-equations restrictions from the DSGE model if all of the variables are
observables.? An estimated VAR model should, therefore, be similar to the solution of
a new Keynesian model if the model is the true data generating process.

Since the solution of the DSGE model takes the form of a restricted VAR model,
another approach for estimating such a model is to first estimate an unrestricted VAR
model and then impose various restrictions on it from the theoretical DSGE model.
This implies going from a general to a specific model, and it allows testing the
restrictions as they are imposed on the unrestricted model. If the restrictions are
rejected, the theoretical model can be modified such that it is more in line with the
empirical observations.

A VAR model with k lags may be written as

Zy =Zi 1 + 12y + &, (27)

where Z, is a vector of observed variables. A DSGE model has this representation
(typically with k = 1 lag) if all of its variables are observable as shown in (24). The
VAR may be reformulated to a vector error correction model (VECM) such as

y~
AZ, =T1AZy 4+ o+ 1 1AZy 1 +aff 21 + Yo T 71t + &, (28)

where § = [8, B0, Pi)s Zo-1 = [Ze-1, 1, ], & ~ IN(0,Q) fort =1, ..., T and Z_1, Z
is given. y, is a constant. If there are one or more linear combinations of nonstationary
(integrated of order one, I(1)) variables that are stationary (integrated of order zero, I
(0)), they can be considered cointegration relationships. These are found by imposing
reduced rank on the estimated VAR and will yield the cointegrated vector
autoregressive (CVAR) model [36]. The cointegration rank is found through statistical
tests and should match what is implied by theory (e.g. the number of steady-state
relationships in the DSGE model). Common stochastic trends should cancel through
steady-state relationships if they are driven by unit roots.

Additionally, the data do not need to be pre-filtered when using this approach
since assumptions from the theoretical model on the stochastic trends may be tested
and imposed. First, we find the number of cointegrating vectors in the data. These
represent the long-run properties of the data and should correspond to the steady state
of the theoretical model. The long-run properties of the model are then imposed as
restrictions on the  vectors in the VECM eq. (28). There should, for example,. be a
constant relationship between capital £ and hours worked # and between consump-
tion ¢ and output y in the model in [20], as shown in eq. (11) and eq. (12).

2 If only some variables are observed, it has a state space representation in form of a vector autoregressive
regressive moving average (VARMA) model, see, for example, [35]).
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For an example of this, see [37], which tests several restrictions from the theoret-
ical DSGE model in [27] using the CVAR framework. Similar testing of the long-run
properties of DSGE models can be found in [38, 39]. This is in line with using the VAR
model as a statistical model and test theory through the probabilistic approach as
suggested by [3], see, for example, [40].

Short-run restrictions may also be imposed and tested through cross-equation
restrictions on the VAR representation of the data such as imposing the restrictions
suggested by the parameters in (15). See [41] for an example of this. Using the CVAR
model thereby allows using frequentist methods while dealing with potential
misspecification. Hence, we do not need to use Bayesian methods if we would like to
relax the assumption that the model is the true DGP as in GMM and FIML, but we can
test it in the CVAR framework. If the restrictions from the DSGE model are rejected
when tested in the CVAR model, this may suggest misspecification. The theoretical
model can then be modified to be more in line with what we find empirically.

8. Conclusion

As shown in the chapter, calibration may be useful for assessing the relevance of a
theoretical model by, for example, . simulations. This is often necessary if data are not
available for many of the variables in the model. Calibration may also be used as a
preliminary step in modeling and evaluation.

Generalized methods of moments do not require that we need to solve the model
before estimation, and we do not need observations on all of the variables in the
model. This avoids the problem of stochastic singularity, which is an issue when we
use full information estimation methods. However, this also implies that we usually
only focus on a subset of the model and relevant variables.

Full information maximum likelihood and Bayesian estimation both involve using
the complete model (usually in a log-linearized form) and take full advantage of the
data. While maximum likelihood may have identification issues for the structural
parameters of the model, Bayesian methods can address this by using prior distribu-
tions for parameters. However, the choice of priors and the chosen prior weight may
impact the estimates, and thus affect the estimates such that the data set at hand is not
allowed to speak freely.

By using the cointegrated vector autoregressive model, we are able to test the
theoretical implications of the model, in particular the long-run implications of a
model, rather than assuming that the model is the true data generating process as with
full information maximum likelihood or generalized method of moments. We also do
not need to filter the data before estimating the model, removing the problem of a
potential mismatch between the theoretical steady state and the long-run relationships
in the data. Hence, if we would like to take full advantage of the data while also testing
the implications from the model, the cointegrated vector autoregressive model is a
relevant tool. We may use it as a preliminary step to assess the empirical relevance of a
theoretical model or use it as a fully specified macroeconometric model.

Notes

This chapter has been written on the background of the trial lecture titled
“Describe and compare different methods for analyzing DSGE models: Calibration,
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GMM, FIML, Bayesian methods, and CVAR” for defending my Ph.D. in Economics at
the Norwegian University of Science and Technology, as well as the introductory
chapter from the thesis “Testing economic theory using the cointegrated vector
autoregressive model: New Keynesian models and house prices”, see [42].

Appendix

The methods illustrated in this chapter to evaluate and estimate Hansen’s RBC
model [20] is possible to carry out and investigate using available code.

For calibration of the model and estimation using full information maximum
likelihood and Bayesian methods, the most convenient approach is perhaps to use
Dynare code, available at Johannes Pfeifer’s home page on Github: https://github.com/
johannespfeifer/dsge_mod [43] For more information about Dynare, which is a pro-
gram that you can run using Matlab or Octave, see www.dynare.org. For GMM
estimation of Hansen’s RBC model, see [44].

In order to test the long-run implications of a DSGE model, I have
estimated a cointegrated VAR with quarterly data on output, consumption,
hours worked, and capital from 1960 to 2002 using R. The code is shown below.
The data set is available at [45] and was used in order to test the implications of the
model in [27] by [37]. In the code below, there is a test of one of the long-run
restrictions of Hansen’s model found in the steady states for the output-to-
consumption ratio using commands in the urca package [46] in R. I also include the
dummy variables accounting for extraordinary institutional events used in [37] to
specify the model.

alldata <— read.table(file = “irelanddata.csv”,

sep = “;”, header=TRUE).

logdata <— subset(alldata, select=c(qtr.Ly,Lc,Lh,LCapP)).

colnames(logdata)[colnames(ldata) == “LCapP”] =“Lk”.

dummyvar <— read.table(file = “dummies.csv”,

sep = “;”, header=TRUE).

total <— merge(logdata,dummyvar,by=“qtr”).

attach(total).

data <— cbind(Ly,Lc,Lh,Lk).

dum < — cbind(Ds7801,Dp7003,Dp7403,Dp7404,Dp7801,Dtr8001).

cointd <— ca.jo(total, type=‘trace’, K=2,

season=4, dumvar=dum).

summary(cointd).

H <- matrix(byrow=TRUE,

c(1.0.0,

-1,0,0,

0.1.0,

0.0,1), c(4.3)).

betarestrictions <— blrtest(z=cointd, H=H, r=1).

summary(betarestrictions).

First, the data are loaded into the object alldata. I then take the natural logarithm
of the variables that are used and place them in logdata. The variable for capital is
then renamed in order to match the theoretical model, which uses the letter k for
capital. The dummy variables from a separate dummies.csv file matching the dummy
variables from [37] are loaded into dummyvar, and the data are combined into the data
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Figure 1.

Difference between log of income and log of consumption.

frame total and attached. The data are then separated into the endogenous variables
in data and the exogenous dummy variables in dum.

By using the command ca.jo, I estimate the VAR model and test for the number of
reduced rank. This is then set to » = 2 as in [37], and the restriction of a constant long-
run relationship between Ly and Lc is imposed on the beta matrix.

The restriction of a stationary long-run relationship between consumption and
income (Ly — Lc¢ ~ I(0)) yields a p-value of 0, indicating that we reject it. This is
perhaps not surprising, given the plot of the difference between log of income and log
of consumption as shown in Figure 1, where we observe an upward trend and not
stationarity.
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Chapter 2

A Primer on Machine Learning
Methods for Credit Rating
Modeling

Yixiao Jiang

Abstract

Using machine learning methods, this chapter studies features that are important
to predict corporate bond ratings. There is a growing literature of predicting credit
ratings via machine learning methods. However, there have been less empirical stud-
ies using ensemble methods, which refer to the technique of combining the prediction
of multiple classifiers. This chapter compares six machine learning models: ordered
logit model (OL), neural network (NN), support vector machine (SVM), bagged
decision trees (BDT), random forest (RF), and gradient boosted machines (GBMs).
By providing an intuitive description for each employed method, this chapter may
also serve as a primer for empirical researchers who want to learn machine learning
methods. Moody’s ratings were employed, with data collected from 2001 to 2017.
Three broad categories of features, including financial ratios, equity risk, and bond
issuer’s cross-ownership relation with the credit rating agencies, were explored in the
modeling phase, performed with the data prior to 2016. These models were tested on
an evaluation phase, using the most recent data after 2016.

Keywords: machine learning, credit ratings, forecasting, random forest, gradient
boosted machine

1. Introduction

An issue of continuing interest to many financial market participants (portfolio
risk managers, for example) is to predict corporate bond ratings for unrated issuers.
Issuers themselves may seek a preliminary estimate of what their rating might be to
decide the ratio of debt and equity financing. Starting with the seminal works of [1, 2],
pioneering studies in the finance literature use accounting ratios and other publicly
available information in reduced-form models to predict credit ratings. A variety of
statistical techniques (OLS, discriminant analysis, and ordered logit/probit models)
were employed to identify the most important characteristics for predicting ratings.
See, [3-5].

Bond rating is, in a way, a classification problem. There is also a growing literature
of predicting credit ratings via machine learning (ML) methods [6-11]. As can be seen
from Table 1, neural network (NN) and support vector machine (SVM) have been
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Study Rating  Methods Data Accuracy  Predictors Sample  Benchmark
Categories size Models
[7] 5 SVM, Bank Ratings ~ ~80% 21 Financial 265 (US) LR:~ 75%
NN Ratios +74
(Taiwan)
[8] 6 NN Moody’s long 79% 25 financial 129 LDA: 33%
term ratings ratios

on US firms

[9] 5 SVM Ratings on 67.2% 297 financial 3017 NN: 59.9%,
commercial ratios MDA: 58.8%,
papers in CBR: 63.4%
Korea
[6] 9 SVM International ~ 62.4% 7 financial Ordered
bank ratings ratios, time and Logit: 51.5%,
county Ordered
dummies Probit: 50.8%
[11] 3 RF + RST  enterprise 93.4% 21 financial 2470 RST: 90.3%,
credit ratings variable + RF + DT:
in Taiwan distance to 84%, DT:
default 83.5%
RF + SVM:
77.8%, SVM:
74.4%
[10] 7 LASSO CDS-based  84% and 268 financial 1298 + 1540 Ordered
and equity- 91% factors, market- Probit:
based ratings driven 22% + 49%
indicators, and
macroeconomic
predictors

Note: SVM = Support Vector Machine. NN = Neural Network. MDA = Multivariate Discriminant Analysis.
RF = Random Forest. RST = Rough Set Theory.

Table 1.
Summary of credit rating predictive studies using machine learning.

widely employed by prior studies. However, there have been less empirical studies
using ensemble methods, which refer to the technique of combining the prediction of
multiple classifiers. This study attempts to fill the void by employing three ensemble
methods to predict credit ratings and contrasting their performance with popular
single-classifier ML methods.

The two popular methods for creating accurate ensembles are bootstrap aggregat-
ing, or bagging, and boosting. Previous works in the statistics and computer science
literature have shown that these methods are very effective for decision trees (DT)?,
so this chapter considers DT as the basic classification method. [11] employs the
random forest (RF) to predict enterprise ratings in Taiwan. To date, no comparative
study has been carried out for the United States with any ensemble methods to our
knowledge. Other than RF, this study also employs two additional ensemble methods:
bagged decision trees (BDT) and gradient boosted machine (GBM).

This study is also the first to explore the predictive power of conflicts of interest in
forecasting bond ratings. After the collapse of highly rated securities during the 07-09

1 See, for example, [12-14].
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financial crisis, the role of credit rating agencies (CRAs) as gatekeepers to financial
markets has been scrutinized by academia and regulators at an unprecedented level. A
number of conflicts of interest, including the issuer-pays business model, cross-
ownership [15, 16], non-rating business relationship [17], transitioning analysts [18],
have been identified in the literature as contributing factors to the rating inflation.

The type of conflict of interest under study arises from cross-ownership, meaning
that the bond issuers and the CRA are controlled by common shareholders. Conflicts
of interest between shareholders and managers, at a general level, have a variety of
negative impact on the company [19]. In the context of the rating industry, as noted
by [16], companies invested by Moody’s two large shareholders, Berkshire Hathaway
and Davis Selected Advisors, tend to receive more favorable ratings compared with
others. Based on institutional ownership data, [15] constructed an index to capture
bond issuers’ cross-ownership with Moody’s via all common shareholders and finds
such biases to be more universal.

Motivated by the aforementioned studies, this chapter incorporates several con-
flicts of interest measure from the cross-ownership channel to predict Moody’s ratings
from 2001 to 2017. Since the predictive performance of ML methods is usually
context-dependent, we compare the aforementioned tree-based ensemble methods
(RF, BDT, and GBM) with three other ML models: ordered logit model (OL), neural
network (NN), and support vector machine (SVM). RF presents the best results,
correctly predicting 73.2% ratings out of sample. To improve the interpretability of
“black box” ML models, we use sensitivity analysis to measure the importance and
effect of particular input features in the model output response.

The rest of the chapter is organized as follow. Section 2 describes the empirical
rating data and the features (attributes) under study. Section 3 discusses the three
ensemble ML methods in the context of predicting credit ratings. Section 4 contains
the predictive results and sensitivity analyses, and Section 5 concludes.

2. Data and features

The objective of this chapter is to predict corporate bond ratings assigned by
Moody’s, the leading credit rating agency (CRA) in the United States. The empirical
sample consists of publicly listed companies covered in either Center for Research in
Security Prices (CRSP) or Compustat. Moody’s ratings on bonds issued by these
companies are obtained from Mergent’s Fixed Income Securities Database (FISD).
Since the analysis involves Moody’s shareholders, the sampling period starts from
January 2001, when Moody’s went to public, to December 2017.

2.1 Credit rating outcome

Under Moody’s rating scale, the rating outcome falls into seven ordered categories
with descending credit quality: Aaa,Aa,A,Baa,Ba,B, and C. The first four categories,
from Aaa to Baa, are termed “investment-grade,” whereas the remaining three are
termed “high yield.” The distribution of ratings over time is reported in Table 2. In
2004, about 50% of bonds in the data received investment grade ratings. The propor-
tion of investment grade bonds has been trending up prior to the 07-09 financial
crisis. The fact that nearly 90% of bonds received investment grade rating in 2008
suggests an obvious inflation of ratings. For the purpose of predicting credit ratings, it
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Year Aaa Aa A Baa Ba B C Total # of Ratings
2001 6 17 62 125 59 44 2 315
2002 1 8 57 93 52 39 2 252
2003 8 47 67 117 54 98 12 403
2004 3 1 44 94 53 73 8 286
2005 1 21 39 93 51 49 9 263
2006 3 19 69 106 41 41 20 299
2007 6 24 103 95 41 45 4 318
2008 2 29 76 96 21 5 1 230
2009 3 15 97 164 57 73 7 416
2010 7 24 71 134 59 82 20 397
2011 10 17 117 163 33 69 12 421
2012 3 24 134 189 69 89 14 522
2013 12 29 150 218 76 76 15 576
2014 8 20 127 231 59 65 10 520
2015 20 22 178 274 53 46 3 596
2016 26 31 160 278 62 57 1 615
2017 1 31 98 166 41 36 2 385
Total 130 389 1649 2636 881 987 142 6814
Table 2.

Distribution of ratings.

is therefore important to include conflicts of interest measures, which account for this
trend.

A second observation from Table 2 is that the rating outcome is highly skewed
toward the middle. The majority of bonds are rated in A and Baa, and only 2% of
bonds received Aaa or C ratings. This is yet another reason to consider ensemble
methods, which are known to be superior than other ML methods with single
classifiers when applying to highly imbalanced data [20, 21].

2.2 Attributes under study

For each quarter from 2001Q1 to 2017Q4, a total of 20 features/attributes are
obtained from a variety of sources to predict ratings. These features can be broadly
categorized into three groups: (1) financial ratios, (2) equity risk measures, and (3)
the bond issuer’s “connectedness” with Moody’s shareholders.

2.2.1 Financial ratios

We follow [22] and employ the following financial ratios in the analysis: (X1) the
value of the firm’s total assets (log(asset)), (X2) long- and short-term debt divided by
total asset (Book_lev). (X3) Convertible debt divided by total assets (ConvDe_assets),
(X4) rental payments divided by total assets (Rent_Assets), (X5) cash and marketable
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securities divided by total assets (Cash_assets), (X6) long- and short-term debt divided
by EBITDA (Debt_EBITDA), (X7) EBITDA to interest payments (EBITA_int), (X8)
profitability, measured as EBITDA divided by sales (Profit), (X9) tangibility, mea-
sured as net property, plant, and equipment divided by total assets (PPE_assets),
(X10) capital expenditures divided by total assets (CAPX_assets), (X11) the volatility
of profitability (Vol_profit), defined as the standard deviation of profitability in the
last 5 years divided by the mean in absolute values. The data on the aforementioned
firm-level financial ratios are obtained from the CRSP-Compustat merged database in
Wharton Research and Data Services (WRDS).

There is a distinction between the issuer rating and issue rating for corporate
bonds. The former addresses the issuer’s overall credit creditworthiness, whereas the
latter refers to specific debt obligations and considers the ranking in the capital
structure such as secured or subordinated.” Since this chapter predicts rating at the
bond level, three bond characteristics are also included: (X12) the log of the issuing
amount (Amt), (X13) a dummy variable indicating whether the bond is senior
(Seniority), and (X14) a dummy variable indicating whether the bond is secured
(Security). The issuing amount affects the maximum financial loss on the investment,
whereas the seniority and security status affect the priority of repayment should a
default occur. Data on these bond characteristics are obtained from FSID along with
the credit ratings.

2.2.2 Equity risk

As noted by [23], equity risk has been accounting for a greater proportion of
variations in credit rating outcomes among the three leading CRAs in the United
States. To obtain measures for a company’s equity risk, we estimate a Fama-French
three-factor model for each issuer in the sample.” The following measures are then
obtained: (X15) the firm’s beta (Beta), which is the stock’s market beta computed
estimated annually using the CRSP value-weighted index, and (X16) the firm’s idio-
syncratic risk (Idiosyncratic risk), computed annually as the root mean squared error
from the three-factor model.

2.2.3 Cross-ownership with Moody’s

As noted above, conflicts of interest are measured by the “connectedness” (cross-
ownership) between Moody’s and a bond issuer. To characterize the degree of cross-
ownership, I first obtain the list of Moody’s shareholders from Thomson Reuters (13F)
and calculate their ownership stake in Moody’s (the percentage of Moody’s stock that
they hold) for each quarter in the sampling period. Next, I access each shareholder’s
investment portfolio to find out which bond issuers have the same shareholders as
investors. The shareholder’s manager type code (MGRNO) and the firm’s Committee
on Uniform Securities Identification Procedures (CUSIP) number are used to match
the shareholding data with bond issuers.

To summarily characterize the shared-ownership relation between bond issuers
and Moody’s, I employ the following measure, termed Moody-Firm-Ownership-Index

% The issuer rating usually applies to senior unsecured debt
* The normal estimation window is set to be 252 days prior to the rating assignment date. For companies
with sparse stock price data, we require at least 126 days.
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(MFOI), proposed by [15]. Suppose Moody’s hasj = 1,2,---,M shareholders in a given
quarter®, and any subset of those shareholders can invest in an issuing firm. Define

M
(X17):  MFOL = bys; (1)
=1

where 5; denotes shareholder j°s ownership take in Moody’, and b;; denotes bond
issuer i‘s weight in shareholder j‘s investment portfolio. Note that b;; = 0 means
shareholder j does not invest in bond issuer i.

In addition to MFOI, three other measures are included as predictors. The first is
the number of common shareholders, defined as

=

(X18):  Num_SH; = » 1{b;>0} )
j=1

The second is the number of large common shareholders (which owns at least 5%
of Moody’s stock), defined as

M
(X19):  Num_large SH; = » 1{b;>0} x 1{5;>0.05} 3
=1
The last is a dummy variable capturing if the bond issuer is invested by Berkshire
Hathaway, Moody’s leading shareholder for our sampling period.

(X20):  BRK; =1{by >0}, k = Berkshire Hathaway (4)

Berkshire Hathaway is singled out here because it owns significantly more shares
of Moody’s compared with any other large shareholders.

2.3 Descriptive statistics

After combining data from multiple sources, the final dataset consists of 6817
bonds issued by 895 firms. The descriptive statistics for the 20 features/attributes are
reported in Table 3. For asset (X7), EBITDA to interest (X7), profitability (Xs),
issuing amount (X1,), and seniority (X33), there is a clear positive correlation between
rating categories and the level of these attributes. For others like the Book-leverage
ratio (X3), Debt-to-EBITDA ratio (X¢), tangibility-to-asset ratio (X19), volatility of
profit (X11), and idiosyncratic risk (Xi6), the correlation is negative. For the four
conflicts of interest measures (X17 - X50), they all decrease as the rating drops.

3. Methods

The dataset is split into two subsets based on the timing of the rating: a training set,
which consists of 5814 (85.3% of the total) ratings before 2016, and a holdout set,
which consists of 1000 (14.7%) ratings in 2016-2017. In this section, we discuss the

* Since all of the variable are time-specific, I drop the time t subscript for notational simplicity
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Aaa Aa A Baa Ba B Cc
Financial Ratio
Asset(X;) 11.91 12.13 10.69 9.85 8.68 7.99 7.75
Book_lev (X3) 0.18 0.33 0.29 0.32 0.36 0.46 0.59
ConvDe_asset (X3) 0.00 0.00 0.00 0.01 0.02 0.02 0.04
Rent_asset(X4) 0.01 0.01 0.01 0.01 0.01 0.02 0.02
Cash_asset(X5s) 0.28 0.12 0.13 0.08 0.09 0.09 0.09
Debt_ebitda(Xs) 1.42 5.45 3.14 3.03 2.90 3.85 6.66
Ebitda_int (X7) 48.64 27.62 20.26 10.82 6.79 4.21 2.50
Profit(Xs) 0.31 0.31 0.27 0.23 0.19 0.19 0.24
PPE_asset(Xo) 0.22 0.21 0.25 0.32 0.31 0.36 0.46
CAPEX _asset (X19) 0.04 0.04 0.04 0.05 0.05 0.06 0.08
Profit_vol (X11) 0.06 0.06 0.11 0.13 0.19 0.18 0.01
Amt(X1,) 13.92 13.11 13.27 13.12 12.84 12.68 12.37
Seniority (X13) 0.99 0.99 0.99 0.98 0.88 0.81 0.82
Secure(X14) 0.01 0.00 0.00 0.01 0.05 0.10 0.06
Equity Risk
Beta(Xis) 0.82 1.10 1.00 0.87 111 133 1.54
Idiosyncratic risk(X16) 0.06 0.07 0.08 0.08 0.12 0.14 0.17
Conflicts of Interest
MFOI x 10,000 (X17) 87.48 59.30 24.32 8.54 2.31 111 0.74
Num_SH(X1g) 335.41 281.01 269.72 217.16 144.40 101.76 94.87
Num_large_SH(X19) 1.59 1.40 1.18 0.95 0.80 0.74 0.76
BRK(X50) 0.32 0.30 0.06 0.03 0.02 0.01 0.01
Table 3.

Descriptive statistics by rating categories.

methodological aspect of three resemble methods—Random Forest (RF), Bagging,
and Gradient Boosted Modeling (GBM)—and how they are implemented. The per-
formances of these methods are compared with three other ML models: Ordered Logit
Regression (OLR), Support Vector Machine (SVM), and Neural Network (NN), based
on the predictive accuracy in the holdout set.

3.1 Decision trees

To understand the resemble method, we must first understand decision trees, the
basic classification procedure upon which the ensemble (or resulting classification) is
based”. For illustrative purpose, consider a sample decision tree that includes categor-
ical outcome Y (credit rating) and three predictor variables: firm asset, leverage, and

5 In this study, we restrict our attention to tree-based resemble methods because decision trees are
extremely fast to train.
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Firm Asset < 13.5

Figure 1.
Sample decision tree.

seniority (binary). As displayed in Figure 1, the main components of a decision tree
model are nodes and branches, while the complexity of the decision tree is governed
by splitting, stopping, and pruning.

Nodes There are three types of nodes. (a) A root node, also called a decision node,
represents the most important feature (in this case, the level of log (firm asset)) that
will lead all subdivisions. (b) Leaf nodes, also called end nodes, represent the final
predicted rating outcome based on the sequence of divisions. (c) Internal nodes, also
called chance nodes, represent the intermediate sequence of features that guide the
classification.

Branches A decision tree model is formed using a hierarchy of branches, with the
more important features displayed closer to the root node. Each path from the root
node through internal nodes to a leaf node represents a classification decision
sequence. These decision tree pathways can also be represented as “if-then” rules,
with the left branch denoting the binary condition is met. For example, “if the natural
log of firm asset is less than 13.5 and the leverage ratio is less than 15%, then the bond
is rated as Baa.”

Splitting Measures that are related to the degree of “purity” of the subsequent
nodes (i.e., the proportion with the target condition) are used to choose between
different potential input variables; these measures include entropy, Gini index, clas-
sification error, information gain, and gain ratio. Normally not all potential input
variables will be used to build the decision tree model and in some cases a specific
input variable may be used multiple times at different levels of the decision tree.

Stopping and Prunning An overly complex tree can result in each leaf node 100%
pure (i.e., all bonds have the same rating), but is likely to suffer from the problem of
overfitting. To prevent this from happening, one may grow a large tree first and then
prune it to optimal size by removing nodes that provide less additional information.
One parameter that controls the complexity is the number of leaf nodes.

3.2 Bagging

The decision trees discussed above suffer from high variance, meaning if the
training data are split into multiple parts at random with the same decision tree
applied to each, the predictive results can be quite different. Bootstrap aggregation, or
bagging, is a technique used to reduce the variance of predictions by combining the
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result of multiple classifiers modeled on different subsamples of the same dataset.
When applying bagging to decision trees, usually the trees are grown deep and are not
pruned. Hence, each individual tree has high variance, but low bias. Averaging hun-
dreds or even thousands of trees can reduce the variance and improve the predictive
performance.

In practice, different subsamples are drawn from the training set with replacement
(See, [24] for a detailed discussion of the bagging sampling approach). Each subsam-
ple has the same size with the training set, but only contains 2/3 of the data of the
original data on average. The number of bootstrapped sample is therefore a
hyperparameter to be tuned. For each bootstrapped sample, we fit a “bushy” deep
decision tree with all 20 features considered at each splitting. Each tree acts as a base
classifier to determine the rating of a bond. The final prediction is done via “majority
voting” where each classifier casts one vote for its predicted rating, then the category
with the most votes is used to classify the credit rating.

3.3 Random forest

Random forest is another ensemble classification method developed by [25]. One
advantage of random forest (RF) over bagging is that it reduces the correlation among
trees by randomizing the number of features. RF combines the bagging sampling
approach of [24] and the random selection of features, introduced independently by
[26, 27], to construct a collection of decision trees with controlled variation. Specifi-
cally, [25] recommends to randomly select m = log ,(p + 1) features at any given
splitting, with p being the total number of features, to grow each individual tree.
Moreover, each tree is constructed using a subsample of the training set with
replacement.

For the purpose of illustration, in Figure 2, we consider an RF populated by three
trees that are similar to the one described in Figure 1. Note that the total number of
features is 3. In this case, m = log ,(4) = 2, so each tree is generated using two fea-
tures. For a bond with firm asset = 12, seniority = yes, and leverage = 12%, the majority
rule returns a predicted rating of Ba category. In practice, the complexity of the
random forest is governed by several hyperparameters, such as the number of trees
and the maximum features at each splitting.

For a bond with Firm Asset = 12, Seniority = Yes, and Leverage = 12%,

Tree #1 Tree #2 Tree #3

Firm Asset < 13.5 Firm Asset < 13.5

Prediction #1: Ba Prediction #2: Baa Prediction #3: Ba

|
RF Prediction: mode (B, Baa, Ba) =Ba

Figure 2.
Sample random forest.
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3.4 Gradient boosting machines

Gradient Boosting Machines (GBMs) are a ensemble method, which recognizes the
weak learners and attempts to strengthen those learners in a recursive manner to
improve prediction. The key difference between GBM and Bagging is that the training
stage is parallel for Bagging (i.e., each tree is built independently), whereas GBM
builds the new tree in a sequential way. Specifically, when the first tree is generated,
the residual errors are calculated and used in the next tree as the target variable. The
predictions made by this last last tree are combined with the previous model’s pre-
dictions. New residuals are calculated using the predicted value and the actual value.
This process is repeated until the errors no longer decreased significantly.

During the prediction stage, bagging and RF simply average the individual pre-
dictions (the “majority rule”). In contrast, a new set of weights will be assigned to
each tree in GBM. The final predicted rating is an weighted average of individual
predictions. A tree with a good classification result on the training data will be
assigned a higher weight than a poor one. There is no consensus regarding to which
method is better than the other; the answer very much depends on the data and the
researcher’s objective. Some scholars have argued that gradient boosted trees can
outperform random forest [28, 29]. Others believe boosting tends to aggregate
the overfitting problem because repeatedly fitting the residuals can capture noisy
information.

4, Results

In this section, we begin by comparing the three aforementioned ensemble
methods (BDT, RF, and GBM) in terms of the out-of-sample predictive accuracy.
Three non-ensemble ML methods, the ordered-logit model, support vector machine,
and neural network, are also evaluated with the same dataset. For each employed
method, we discuss the relevant hyperparameters and how they are tuned empirically.

All ML methods were implemented using the software R. To be specific, BDT and
RF were implemented using the randomForest package. The number of features is
fixed at all 20 for BDT. For RF, each tree randomly selects m = log,(20 +1) =5
features. GBM is implemented using the package ghm package. For the three non-
ensemble ML methods, ordered-logit model is implemented using the polr function
from the MASS package. Support Vector Machine is implemented via the sum function
from the €1071 package. The neural network is implemented using the neuralnet
package.

4.1 Predictive results

Bagged Decision Tree (BDT) To evaluate the predictive results, we report the
classification matrix in the holdout sample for each employed method. In the case of
BDT, the main hyperparameter needs to be tuned is the number of trees. We run three
BDTs, setting the number of trees to be 200, 500, and 800. It is found the model with
500 trees has the highest predictive accuracy (=69.1%). The full classification matrix
is reported in Table 4. The horizontal dimension represents the true rating received in
the holdout sample, whereas the vertical dimension represents the predicted rating
category. Therefore, the entries on the diagonal line capture the number of ratings
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Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 19 0 0 0 0 0 0
Aa 0 28 8 0 0 0 0
A 4 3 148 15 2 1 0
Baa 14 31 95 390 39 9 0
Ba 0 0 7 22 35 13 0
B 0 0 0 17 27 70 2
C 0 0 0 0 0 0 1
Total 37 62 258 444 103 93 3
Accuracy 69.1%
Table 4.

The classification confusion matrix of BDT with 500 trees in holdout sample.

correctly predicted for a particular category. For example, the numbers in the first
column shall be interpreted as 19 Aaa bonds are correctly classified as Aaa, whereas
four (14) are misclassified into A (Baa).

Random Forest (RF) The next predictive model under evaluation is the Random
Forest. In addition to the bagging technique, RF also randomizes the features set to
further decrease the correlation among the decision trees. As noted above, RF has five
hyperparameters that govern the complexity of the model. To decide these
hyperparameter values, we implement a five-dimensional grid search where every
combination of hyperparameters of interest is assessed. The hyperparameter grid is
generated by

G={mxNxnxpxr}, where (5)

* m € (3,4,5,6,7,8) is the number of features to consider at any given split.

* N €(1,2,3) is the minimum number of Nodes in each tree

* n€(200,500,800) is the number of trees in the forest.

* p€(0.6,0.8,1)x (size of the training set) amount of data to generate each tree.
* » =1/0 (with or without replacement in the sampling).

Consequently, a total of 216 (= 6 x 2 x 3 x 2 x 3) specifications of RF are com-
pared in terms of the predictive accuracy in the holdout set. As shown in Table 5, the
best predictive model consists of 500 trees, with each tree generated from the entire
training set (p = 1) with replacement. In each splitting, m = 4 features are randomly
selected. The overall classification accuracy of the holdout data turned out to be 73.2%.
From the classification confusion matrix in Table 6, RF has a reliable predictive
performance in almost all rating categories.

To develop some sense of how RF make prediction, Figure 3 plots one decision tree
from the RF model. There are a total of six attributes used in this particular tree. MFOI
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Hyperparameters Evaluation
Model ID m N n r P RMSE % of correct prediction
158 4 1 500 TRUE 1 0.259 0.732
5 7 1 200 TRUE 0.6 0.283 0.729
80 4 3 200 TRUE 0.8 0.277 0.728
152 4 3 200 TRUE 1 0.271 0.728
146 4 1 200 TRUE 1 0.262 0.723
176 4 3 800 TRUE 1 0.266 0.723
3 5 1 200 TRUE 0.6 0.285 0.722
170 4 1 800 TRUE 1 0.261 0.722
112 6 1 200 FALSE 0.8 0.263 0.720
86 4 1 500 TRUE 0.8 0.270 0.719
Table 5.

The 10 best RF models from hyperparameters tunning.

Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 19 1 0 0 0 0 0
Aa 0 38 9 0 0 0 0
A 18 23 171 15 2 0 0
Baa 0 0 78 413 49 16 0
Ba 0 0 0 7 33 20 0
B 0 0 0 9 19 57 2
C 0 0 0 0 0 0 1
Total 37 62 258 444 103 93 3
Accuracy 73.2%
Table 6.

The classification confusion matrix of the best RF in holdout sample.

and idiosyncratic risk appear to be the two most important attributes. From the
rightmost terminal node, it is almost certain that bonds with MFOI < 1.7 and idiosyn-
cratic risk > 0.1 can only receive high-yield ratings (25% Ba +57% B + 10% C = 91% of
high yield), irrespective of other features. This provides a remarkably parsimonious
yet robust decision rule to decide whether a bond is investment grade or not.

Gradient Boosting Machine (GBM) The classification confusion matrix of GBM is
reported in Table 7. The overall predictive accuracy is 64.4%, which is 5 percentage
point lower than BDT and nearly 10 percentage point lower than RF. As noted by
[30], predictive results from Boosting methods are usually more volatile. [14] also
made a conjecture that Boosting’s sensitivity to noise may be partially responsible for
its occasional increase in errors. As such, we recommend to always use RF or BDT for
predicting credit ratings.
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Figure 3.
Decision tree extracted from the RF model.

Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 0 0 0 0 0 0 0
Aa 0 7 5 0 0 0 0
A 35 28 174 33 6 0 0
Baa 2 27 74 370 40 10 0
Ba 0 0 1 23 32 19 0
B 0 0 4 18 25 61 3
C 0 0 0 0 0 3 0
Total 37 62 258 444 103 93 3
Accuracy 64.4%
Table 7.

The classification confusion matrix of GBM in holdout sample.

Ordered Logistic Regression (OLR) The OLR is a regression model where different
features affect the rating outcome through the logistic transformation. Let Z; = 8, +

iji)lx,]ﬂ] be a linear index summarizing the information of the 20 considered features
where the f coefficients are to be estimated from the data. The predicted probability
in OLR for each rating category, k = 1,---,7, can be described as Pr(Yy = 1|x;) =

1 _ 1
1+exp (Zi—Ky) 1+exp (Zi—Kp—1

ent ratings with kg = —oo and k7 = oo. While the model is easier to interpret, it is quite
rigid and cannot accomodate complex nonlinear relationships.

; where &, is a series of threshold point separating the differ-
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The classification matrix of OLR is reported in Table 8. The overall classification
accuracy is 53.9% for the holdout sample, which is much worse than RF. The model
also fails to correctly predict all 37 Aaa bonds. This is unsurprising: when fitting a
linear trend in the data (OLR belongs to the family of generalized linear model
because the logistic transformation is applied on a linear score function of features),
the fitness is usually worse in the tails of the distribution (Table 9).

Support Vector Machine (SVM) developed by [31] seeks to find the optimal sepa-
rating hyperplane between binary classes by following the maximized margin crite-
rion. When it comes to multiclass prediction where the outcome variables take k
distinct categories, one may induce @ individual binary classifiers and then use the
majority rule to determine the final predicted outcome. In order to find the separating
hyperplane, SVM uses a kernel function to enlarge the feature space using basis

Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 0 3 0 0 0 0 0
Aa 23 21 3 0 0 0 0
A 14 18 140 110 2 0 0
Baa 0 20 115 322 69 27 0
Ba 0 0 0 7 17 25 0
B 0 0 0 5 15 38 2
C 0 0 0 0 0 3 1
Total 37 62 258 444 103 93 3
Accuracy 53.9%

Table 8.

The classification confusion matrix of OLR in holdout sample.

Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 26 1 0 0 0 0 0
Aa 0 8 8 3 0 0 0
A 11 34 189 58 11 0 0
Baa 0 7 59 348 39 7 0
Ba 0 0 0 6 31 12 0
B 0 12 2 29 22 70 3
C 0 0 0 0 0 4 0
Total 37 62 258 444 103 93 3
Accuracy 67.2%

Table 9.

The classification confusion matrix of SVM in holdout sample.
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functions. Mathematically, SVM can be viewed as the following constrained maximi-
zation problem,

1
Min o i(xTQa —ela (6)
s.t 0<a<Ce, yTa =0 @

where e is the vector of all ones, Q is a N x N semi-positive definite matrix, Q,-j =
yl.y].K (xi, xj) with K being the kernel function.
This chapter follows [9] and employs the radial basis function (RBF):

k(xi, x;) = exp {—y|xi — Xj |2}, where y and C are hyperparameters to be selected. A

series of SVMs with C = 2° and y = 2 are implemented. Based on a 10-fold cross-
validation, the best parameters are C = 32 and y = 0.25. The overall classification
accuracy turns out to be 67.2% for SVM, which lies between ORL and RF.

Neural Network (NN) The artificial neural network (NN) models are proposed by
cognitive scientists to mimic the way that brain processes information. As noted by
[32], NN can be viewed as a nonlinear regression model in the following form,

q
fle, 0) =%'a+ Y GEr,)B, (8)

where X = (1, x')’, q is a integer representing the number of hidden neurons, and
G(+) is a given nonlinear activation function. NN processes information in a hierar-
chical manner: the signals from an input node x; (i = 1,---,20) are first amplified or
attenuated by y;, and arrive at g hidden (intermediate) nodes. The aggregated signals,

in the form of tildex'y,, are then passed to the seven output nodes (e.g., the potential
rating outcome) by the operation of the activation function G(x'y;). As in the previous
step, information at the hidden node s is amplified or attenuated by f;. Other than
through hidden nodes, signals are also allowed to affect the rating outcome directly
through weights a.

For simplicity, this study focuses on a three-layer NN and varies the number of
nodes in the hidden layer for training. In particular, 5, 10, 15, 20 hidden nodes are
used. For each case, we run the same model with 50 replications to tease out the
impact of bad starting values. In terms of the predictive accuracy, we find that the
model with five hidden nodes slightly outperforms the rest (57.3, 56.4, 56.3, and
55.4%). In Table 10, we report the classification matrix for one of the NN models,
with the network structure presented in Figure 4.

4.2 Sensitivity analysis

To explore which features are more important than others in predicting ratings, we
performed two sensitivity analyses. While the analyses can be applied to any afore-
mentioned ML methods, we decide to focus on RF due to its superior predictive
performance.

The first analysis is the variable importance plots (VIP). Loosely speaking, variable
importance is the increase in model error when the feature’s information is
“destroyed.” On the left panel of Figure 5, we show the impurity-based measure
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Actual Ratings

Predicted Aaa Aa A Baa Ba B C
Aaa 11 3 3 0 0 0 0
Aa 0 7 5 0 0 0 0
A 26 51 171 73 2 0 0
Baa 0 1 79 319 47 9 0
Ba 0 0 0 19 21 12 0
B 0 0 0 33 33 71 2
C 0 0 0 0 0 0 1
Total 37 62 258 444 103 93 3
Accuracy 60.1%
Table 10.

The classification confusion matrix of NN in holdout sample.
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Figure 4.

NN with five hidden nodes (A darker line means a stronger signal).

where we base feature importance on the average total reduction of the loss function
for a given feature across all trees. On the right panel, we show the permutation-based
importance measure®. A feature is “important” if shuffling its values increases the
model error, because in this case the model relied on the feature for the prediction.

© In the permutation-based approach, the values for each variable are randomly permuted, one at a time,
and the accuracy is again computed. The decrease in accuracy as a result of this randomly shuffling of
feature values is averaged over all the trees for each predictor [33].
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Figure 5.
Variable importance plot of each attribute for the RF model. Note: the figure on the left (right) ranks importance
based on the Gini-impurity (permutation,).

Both measures consistently identify the two most important attributes to be MFOI and
the idiosyncratic risk of the bond issuer’s stock. Eliminating the information contained
in MFOI, from the permutation-based metric, decreases the predictive accuracy by
about 20%.

The second sensitivity analysis is to compute the Partial Dependence (PD) for
important attributes. To describe the notion of partial dependence, let X =
{x1, %2, -+, %20} represent the set of the predictor variables in the RF model where the

prediction function is denoted by f (X). The “partial dependence” of x1, for example, is
defined as

~

PD(x;) = %Exl [f(xl, xc)] = %J (%1, x6)p, (o6 )l 9)

where X. = {x2, x3, -, X20} denote the other predictors and p,(x.) is the marginal
probability density of x. : p,(x.) = [ p(X)dx,. This quantity, which resembles a mar-
ginal effect, can be estimated from a set of training data by

PD(x1) = %Z% o1, %) (10)

where x,; are the values of x, that occur in the training sample; that is, we average
out the effects of all the other predictors in the model. In Figure 6, we report the PDs
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Partial dependence plot for MFOI and idiosyncratic risk from the RF model. Note: The black line depicts the PD at
specific values of MFOl/idiosyncratic risk. The blue line is the fitted value.
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Figure 7.
Joint partial dependence plot for MFOI and idiosyncratic risk.

for MFOI and idiosyncratic risk separately. From the left panel, a lower value of MFOI
has a negative impact on the rating outcome. As MFOI goes above 50, it starts to affect
the rating in a positive way (a higher degree of connectedness between Moody and the
issuer firm, as measured by MFOI, translates to a higher predicted rating). The
positive impact of MFOI increases with the level of MFOI and plateaues as MFOI goes
above 150, which is about the 99 percentile of its distribution. Conversely, we see that
a larger idiosyncratic risk has a more deteriorating impact on ratings. Both patterns
are economically sounding. Figure 7 represents the joint PD for MFOI and
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idiosyncratic risk. The negative impact of idiosyncratic risk is only pronounced when
MFOI is low.

4.3 Discussion

The main message emerged from our empirical exercise is that conflicts of interest,
as measured by bond issuer’s connection with Moody’s shareholders, have a strong
predictive power in the credit rating outcome. This observation is consistent with
several previous studies. [16] found that Moody’s has been assigning more favorable
ratings (relative to that of S&P’s) to issuers related to its two largest shareholders—
Berkshire Hathaway and Davis Selected Advisors. [23, 34] showed that such bias is
more universal and apply to issuers associated with any large shareholders of Moody’s.

Although cross-ownership has been recognized in the literature as a important
driver of credit ratings, it has not been explicitly considered as a predictor variable in
any prior studies that focus on prediction. This study complements the above by
confirming that cross-ownership can be utilized to increase the predictability of credit
ratings.

5. Conclusions

In this chapter, we employ six machine learning methods to predict bond ratings
from a sample of US public firms. Other than the financial ratios employed by previ-
ous studies, this chapter expands the feature sets to include equity risk measures and
the bond issuer’s cross-ownership relation with the rating agency. Inclusion of the
latter source of information is unprecedented.

Several observations/conclusions emerge from the analysis. (1) Ensemble
methods, including the Random Forest, Bagged Decision Trees, and Gradient
Boosting Machines, generally outperform the ML methods with a single classifier. (2)
Among the three ensemble methods, random forest shows a significantly better per-
formance than the other (correctly predicting 5% more bonds than bagging and 10%
more bonds than boosting). (3) Sensitivity analyses reveals the firm’s idiosyncratic
risk and cross-ownership relation with the rating agency as the two most important
attributes in predicting ratings.
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Chapter 3

Forecasting Weekly Shipments of
Hass Avocados from Mexico to the
United States Using Econometric
and Vector Autoregression Models

Oral Capps

Abstract

Domestic production cannot meet the U.S. demand for avocados, satisfying only
10% of the national demand. Due to year-round production and longer shelf-life, the
Hass variety of avocados accounts for about 85% of avocados consumed in the United
States and roughly 95% of total avocado imports, primarily from Mexico. Using weekly
data over the period July 3, 2011, to October 24, 2021, econometric and vector
autoregression models are estimated regarding the seven main shipment sizes of Hass
avocados from Mexico to the United States. Both types of models discern the impacts of
inflation-adjusted and exchange-rate adjusted prices per box as well as U.S. disposable
income, holidays and events, and seasonality on the level of Hass avocado shipments by
size. In general, these impacts are robust across the respective models by shipment size.
These types of models also mimic the variability in the level of shipments by size quite
well based on goodness-of-fit metrics. Based on absolute percent error, these models
provide reasonably accurate forecasts of the level of Hass avocado shipments from
Mexico by size associated with a time horizon of 13 weeks. But neither type of models
provides better forecast performance universally across all avocado shipment sizes.

Keywords: Hass avocado shipments from Mexico, econometric models, vector
autoregression (VAR) models, forecasts, and forecast accuracy

1. Introduction

“Self-styled “prophets” who mislead us should be reminded that among the ancient
Scythians, when prophets predicted things that failed to come true, they were laid,
shackled hand and foot, on a little cart filled with heather and drawn by oxen, on
which they were burned to death”-Unknown. “In science and in real economic life, it is
terribly important not to be wrong much” [1].

Avocado is the fruit of the avocado tree, scientifically known as Persea Americana.
This fruit is sought after because of its high nutrient value and often is added to
various dishes due to its appealing flavor and rich texture. Avocado is the main
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ingredient in guacamole. The avocado has become an incredibly popular food among
health-conscious individuals, often referred to as a superfood [2]. Per capita con-
sumption of fresh avocados has increased markedly from 2.21 pounds in 2000 to 9.05
pounds in 2020 [3]. This surge in per capita consumption in roughly 20 years is
slightly more than 300%.

In the United States, three commercial avocado regions are evident: Southern
California, Florida, and Hawaii. Among these three areas, California produces the
majority of the avocados followed by Florida and Hawaii. However, domestic pro-
duction cannot meet the U.S. demand for avocados, satisfying only 10% of the
national demand for avocados [4]. Due to year-round production and longer shelf-
life, the Hass variety of avocados is the dominant and the most popular commercial
type. Hass avocados account for about 85% of avocados consumed in the United States
and roughly 95% of total avocado imports, primarily from Mexico, the major producer
of avocados in the world [5, 6]. As such, we concentrate solely on the demand for Hass
avocados.

2. Objectives

The objectives of this investigation are twofold: (1) to develop econometric and
vector autoregression (VAR) models associated with the seven main shipment sizes of
Hass avocados from Mexico to the United States; and (2) to provide ex-post forecasts
over a period of 13 weeks out-of-sample. The main purpose of this investigation is to
determine which class of models yields the better forecasts of weekly shipments. This
analysis is of utmost importance to the Mexican Hass Avocado Importer Association
(MHAIA) as well as stakeholders in the avocado industry in general.

The historical data used to estimate the respective models span the period with the
week ending July 3, 2011, to the week ending October 24, 2021, a total of 539 obser-
vations. Based on these model specifications, we derive ex-post weekly forecasts over
the week ending October 31, 2021, to the week ending January 23, 2022. Because the
forecasts were generated over a period for which we have actual historical data, we are
in position to determine their accuracy. Metrics used to determine forecast accuracy
typically include root mean squared error (RMSE), mean absolute error (MAE), and
mean absolute percent error (MAPE) [1, 7-9]. Because the levels of avocado ship-
ments are not the same across the respective sizes, in this analysis, attention is cen-
tered exclusively on MAPE. With MAPE, forecast accuracy is devoid of units of
measurement.

3. Methodology

The econometric models consider the direct effects of specific market variables on
weekly shipment levels of Hass avocados to the United States by size. Seven sizes (32,
36, 40, 48, 60, 70, and 84) of Hass avocados historically have accounted for close to
99% of all shipments since July 2011. The respective sizes refer to the number of
avocados per box. The seven econometric models are single-equation relationships
which account for seasonality, changes in real U.S. disposable personal income,
changes in the Mexican peso to U.S. dollar exchange rate, changes in the real price per
box of avocados shipped, inertia of shipments (a one-period lag of shipments), and
qualitative events such as Cinco de Mayo, the Super Bowl, holidays (July 4/
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Independence Day, Thanksgiving, and Christmas), beginning of the month, end of
the month, end of the year, the pandemic, and work stoppages.
Mathematically, the econometric model specification for this analysis is as follows:

ln Yit = ﬁ, In Xit + a,Zit + 8it>i == 1,2, eee ,N,t == 1,2, ees ,T (1)

where InYj, is the logarithmic transformation of shipments of Hass avocados from
Mexico to the United States by size i at time t, InX, is a column vector of logarithmic
transformations of the continuous explanatory variables for size i in time t. Z;, corre-
sponds to additional explanatory variables, namely indicator variables which corre-
spond to the previously mentioned qualitative events. o’ and f’ are the conformable
vectors of parameters to be estimated, and &, is a column vector of error terms. As a
result of the use of logarithmic transformations, § also represents the elasticities
associated with the continuous explanatory variables.

According to Sims [10], one may consider equation (1) as multiple economic time
series where lags (to be determined from the data and a priori knowledge) of each
variable are allowed to affect the current position of each series. The general statement
of the vector autoregressive model (VAR) is given as:

K

Xy = Z a(k)x_i + e, (2)

k=1

where a(k) is an autoregressive matrix of dimension (nxn) at lag k which connects
x. and X, i, the vector of endogenous variables and lagged endogenous variables, n
represents the number of endogenous variables included in the model, and e; is a
vector residual term of dimension (#x1). Most of the autoregressive parameters o (k)
are equal to zero and K is the maximum lag based on model selection criteria such as
the Akaike, Schwarz, and Hannan-Quinn information criteria (AIC, SIC, and HQC).
In this analysis, the endogenous variables included in the VAR are the logarithmic
transformation of shipments of Hass avocados from Mexico to the United States by
size at time t. Hence, like the econometric models, the VAR consists of seven equa-
tions. In the VAR, we also include as exogenous variables real U.S. disposable personal
income, the Mexican peso to U.S. dollar exchange rate, and the real price per box of
avocados shipped as well as the qualitative variables previously described. Hence this
specification technically is a structural vector autoregression model (SVAR).

Unit root tests, based on the use of Augmented Dickey-Fuller (ADF) tests, were
conducted prior to the estimation of the VAR. In all cases, the respective endogenous
variables are stationary or I(0). Thus, the appropriate model is a VAR in levels
specification. Because the respective endogenous variables are stationary in levels, the
examination of co-integration is superfluous.

To determine whether estimated coefficients are significantly different from zero,
we adopt a level of significance of 0.10 for the econometric models and for the VAR
model. This choice of the level of significance is conservative in terms of determining
the key factors associated with shipments of Hass avocados from Mexico, especially
given the number of weekly observations in this analysis.

3.1 Historical Avocado Shipments by Size

Historical weekly avocado shipments, the dependent variables in this investiga-
tion, in metric tons by size over the period July 3, 2011, to October 24, 2021, are shown
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Figure 1.
Weekly Shipments of Hass Avocados from Mexico to the United States by Size, July 3, 2011, to October 24, 2021.
Source: Mexican Hass Importer Association [11] and the Hass Avocado Board [12].

in Figure 1. Shipments have increased over this period in all size classes, although they
fluctuate noticeably from week to week. As well, the weekly deviations can be quite
severe. Additionally, the avocado shipments of each size show definite seasonal pat-
terns. In general, shipments for most sizes are seasonally lowest in July when the
Normal and Marzefia harvests wind down and when the Loca and Aventajada harvests
begin. Shipments tend to hit a peak each year in January in preparation for the Super
Bowl, historically the largest avocado consuming season in the United States.

The descriptive statistics associated the dependent variables associated with the
respective class of models is exhibited in Table 1. The label Q_SIZE_ refers to the
shipment size measured in metric tons. On average, the weekly shipments vary from
515.53 metric tons (size 32) to 5,631.28 metric tons (size 48). The average share sizes
of the respective weekly shipments over the 539 weekly periods are 3.46 percent for
size 32; 5.79 percent for size 36; 9.99 percent for size 40; 39.61 percent for size 48;
22.83 percent for size 60; 12.19 percent for size 70; and 6.12 percent for size 84.
Consequently, the two main sizes of weekly Hass avocado shipments are 48 and 60,
combining for slightly more than 60 percent of total avocado shipments from Mexico
to the United States.

4. Empirical results

Due to space limitations, the estimated parameters, standard errors, and p-values
of the econometric models and the vector autoregression model are not reported. This
information however is available from the author upon request.
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Each of the respective econometric models is estimated by ordinary least squares
(OLS) using the software packages EVIEWS 11.0." The VAR model is estimated by
seemingly unrelated regression (SUR) using the software package EVIEWS 11.0.
Based on model selection criteria, the optimal lag length chosen in the VAR model is 1.

Both classes of models fit the historical weekly shipments well based on their
goodness-of-fit (R* and adjusted R?) statistics. The respective econometric models
explain between 85% and 93% of the weekly variability of avocado shipments, while
the respective VAR model explains between 86% and 94% of the weekly variability of
avocado shipments. Given the variability inherent in weekly shipments, simply put,
the econometric models and the VAR model replicate the behavior of historical ship-
ments quite well.

The continuous explanatory variables include lags of the logarithmic transforma-
tions of the avocado shipments. The econometric models include only the lag of the
dependent variable in a particular equation, but the VAR model includes lags of all
dependent variables in all equations. Both sets of models include the logarithmic
transformation of real (inflation-adjusted) disposable income in the United States
multiplied by the Mexico peso to U.S. dollar exchange rate and the logarithmic trans-
formation of inflation-adjusted prices per box (in U.S. dollars) multiplied by the
Mexican peso to U.S. dollar exchange rate. Consequently, the coefficients associated
with inflation- and exchange-rate-adjusted disposable personal income and prices per
box are elasticities.

Indicator variables associated with each calendar month are included to account
for seasonality. The base or reference category is the month of July. As well, indicator
variables are included to account for holidays, work stoppages, the beginning and
ending of each month, the end of the calendar year, and the pandemic. The qualitative
variable associated with the pandemic is equal to 1 beginning March 8, 2020, through
October 24, 2021, and 0 otherwise. Finally, influential data points (outliers and lever-
age points) based on R-student statistics and hat diagonal elements also are accounted
for with the use of indicator variables [14].

Impulse responses provide the impact of a one-time change in the “impulse variable”
on the “response” variable over the course of several periods. In this analysis, the
impulse variable is a particular endogenous variable in the system that pertains to the
magnitude of Hass avocado shipments from Mexico of a certain size; the response
variable refers to the magnitudes of any of the other remaining Hass avocado shipments
from Mexico of other sizes. The number of periods to consider for the impulse-response
functions is arbitrary. In this analysis, 13 weeks (one quarter) are considered. The
impulse response functions associated with the VAR analysis are exhibited in Figure 2.

The variance decomposition of a particular endogenous variable indicates the
percentage of its forecast error variance explained by shocks attributed to other
endogenous variables in the system. Again, the number of periods to consider is
arbitrary. Like the situation for the impulse response functions, 13 weeks (one quar-
ter) are considered. For any period, the percentages associated with the respective
endogenous variables must sum to 1. The variance decompositions associated with the
VAR analysis are exhibited in Figure 3.

Most of the forecast error variance (between 81 and 99 percent) associated with
Hass avocados of size 32 is explained by itself. The forecast error variance associated

! The models also were estimated using seemingly unrelated regression [13]. But the statistical gains in
efficiency were negligible. Consequently, only the OLS results are discussed.
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with Hass avocados of size 36 is explained by the volume of Hass avocados of size 32
(between 67 and 73 percent) and size 36 (between 19 and 28 percent). The forecast
error variance associated with Hass avocados of size 40 is attributed to the volume of
Hass avocados of size 32 (between 60 and 69 percent), size 36 (between 13 and 15
percent), and size 40 (between 17 and 21 percent). The forecast error variance asso-
ciated with Hass avocados of size 48 is explained by the volume of Hass avocados of
size 32 (between 52 and 56 percent), size 36 (between 13 and 16 percent), and size 48
(between 20 and 22 percent). The forecast error variance associated with Hass
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Impulse Response Functions Associated with the VAR Analysis.
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Figure 3.
Variance Decompositions Associated with the VAR analysis.

avocados of size 60 is attributed to the volume of Hass avocados of size 32 (between 32
and 40 percent), size 48 (between 28 and 33 percent), and size 60 (between 14 and 18
percent). The forecast error variance associated with Hass avocados of size 70 is
explained by the volume of Hass avocados of size 32 (between 22 and 32 percent), size
48 (between 20 and 24 percent), size 60 (between 12 and 26 percent), and size 70
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(roughly 17 percent). Finally, the forecast error variance associated with Hass avoca-
dos of size 84 is attributed to the volume of Hass avocados of size 32 (between 15 and
23 percent), size 48 (between 14 and 21 percent), size 60 (between 13 and 27 percent),
size 70 (between 9 and 17 percent), and size 84 (between 22 and 27 percent).

Seasonal troughs are evident in July for all sizes in both the econometric models and
the VAR model0. Additionally, avocado shipments from Mexico are higher in January,
March, April, September, October, November, and December relative to July for all sizes.

The effects of exchange rate and inflation are embedded in the U.S. dollar per box
price. For the econometric models, the own-price elasticity (responsiveness) of the
respective sizes are as follows: size 32, -0.2081; size 36, -0.1864; size 40, -0.1490; and
size 48, -0.1156. The own-price elasticities monotonically decrease in size (in absolute
value) with increases in box size. No price responsiveness is evident for shipments of
sizes 60, 70 and 84. Consequently, the prices per box associated with these shipment
sizes were dropped from those econometric models. The VAR model, unlike the
econometric models, includes prices per box for all sizes of avocado shipments. But
not all coefficients associated with the respective prices are significantly different
from zero. Non-significant coefficients regarding prices per box were dropped in the
VAR model. Only 13 of the 49 coefficients associated with prices are significantly
different from zero in the VAR model. The prices of sizes 40, 48, 60, and 70 impact
avocado shipments of size 32. The prices of sizes 40 and 48 affect avocado shipments
of size 36. The price of size 32 impacts avocado shipments of size 40, while the prices
of sizes 40 and 84 impact avocado shipments of size 48. Prices of the respective box
sizes do not affect avocado shipments of size 60. The prices of sizes 60 and 70 impact
avocado shipments of size 70, and the prices of sizes 60 and 84 impact avocado
shipments of size 84. The statistically significant price elasticities in the VAR model
range from -0.4169 to -0.4985. Bottom line, for both the econometric and VAR
models, Hass avocado shipments from Mexico to the United States are not sensitive to
inflation-adjusted and exchange-rate adjusted prices per box.

On the other hand, avocado shipments are responsive to changes in U.S disposable
personal income, adjusted for inflation and exchange rates. The income elasticity of
the respective sizes from the econometric models are as follows: size, 32 0.4162; size
36, 0.3489; size 40, 0.3000; size 48, 0.4172; size 60, 0.3736; size 70, 0.3772; and size
84, 0.2613. The income elasticities of the respective sizes from the VAR model are as
follows: size, 32 0.3995; size 36, 0.3639; size 40, 0.3475; size 48, 0.4001; size 60,
0.3649; size 70, 04142; and size 84, 0.2733. Consequently, the estimates of the
respective income elasticities are robust across the econometric and VAR models.

Further, in the econometric models, all estimated coefficients associated with the
lagged dependent variables are not only positive but also between 0 and 1. This
finding also is evident in the VAR model concerning the lag of the dependent variable
in question. Hence, this result confirms inertia or persistence in weekly shipments by
size of Hass avocados from Mexico to the United States across the econometric and
VAR models.

That said, the VAR model, unlike the econometric models, includes one-period
lags for all sizes of avocado shipments. But like the situation for prices per box, not all
coefficients associated with the respective lags are significantly different from zero.
Non-significant coefficients regarding lags of the dependent variables were dropped
in the VAR model. Only 29 of the 49 coefficients associated with lags are significantly
different from zero in the VAR model.

We consider holiday/calendar events associated with The Super Bowl, Cinco de
Mayo, July 4 (Independence Day), Thanksgiving, and Christmas as potential
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determinants of avocado shipments from Mexico. Importantly, we recognize that lags
occur with respect to these holiday/calendar events. As such, we do not consider
contemporaneous impacts of the respective holiday/calendar events, but we allow the
lags associated with these events to vary from one to four weeks. Subsequently, we
choose the optimal lag based on the model selection criteria once again. For The Super
Bowl, the optimal lag length is three weeks across all shipment sizes; for Cinco de
Mayo, Thanksgiving, and Christmas, the optimal lag length is two weeks across all
shipment sizes. The lag length for Independence Day varies from one to four weeks
depending on the shipment size in the econometric models. Based on model selection
criteria, the lag length for Independence Day is the same (two weeks) across all
shipment sizes in the VAR model.

The Super Bowl and the Christmas holiday season have substantial impacts on
avocado shipments of all sizes over the historical period of analysis. For the econo-
metric models, the Super Bowl boosts avocado shipments during the three weeks
leading up to that event by 26.70 percent (size 70) to 42.61 percent (size 32). For the
VAR model, the Super Bowl boosts avocado shipments during the three weeks leading
up to that event by 25.90 percent (size 70) to 40.92 percent (size 32). For the two
weeks leading up to Christmas, avocado shipments increase from 32.49 percent (size
84) to 53.29 percent (size 36) based on the econometric models. For the two weeks
leading up to Christmas, avocado shipments increase from 24.88 percent (size 84) to
48.96 percent (size 36) based on the VAR model.

The Cinco de Mayo, Thanksgiving, and Independence Day holidays deliver much
smaller lifts to weekly avocado shipments. For the two weeks leading up to Cinco de
Mayo, this lift varies from 6.55 percent (size 40) to 12.92 percent (size 32) in the
econometric models and from 6.72 percent to 13.47 percent (size 32) in the VAR
model; for the two weeks leading up to Thanksgiving, this lift ranges from 4.23
percent (size 32) to 8.99 percent (size 70) in the econometric models and from 1.90
percent (size 32) to 9.08 percent (size 70) in the VAR model; and for the weeks
leading up to Independence Day, this lift varies from 2.71 percent (size 48) to 17.08
percent (size 84) in the econometric models and from 2.63 percent (size 48) to 13.84
percent (size 84) in the VAR model.

Based on the econometric models, work stoppages diminish avocado shipments
from 20.95 percent (size 70) to 37.19 percent (size 32); based on the VAR model, work
stoppages diminish avocado shipments from 23.24 percent (size 70) to 32.25 percent
(size 32). Based on the econometric models, avocado shipments at the end of each
calendar year are lower from 19.82 percent (size 32) to 23.73 percent (size 48) on
average. Based on the VAR model, avocado shipments at the end of each calendar year
are lower from 18.49 percent (size 32) to 24.20 percent (size 60) on average. At the
beginning of each month avocado shipments are lower by 3.79 percent (size 84) to
8.94 percent (size 60) on average based on the econometric models. At the beginning
of each month avocado shipments are lower by 4.98 percent (size 84) to 8.38 percent
(size 60) on average based on the VAR model. At the end of each month avocado
shipments are lower by 4.82 percent (size 84) to 8.33 percent (size 40) on average in
the econometric models. At the end of each month avocado shipments are lower by
4.84 percent (size 84) to 8.60 percent (size 40) on average in the VAR model.

Finally, the pandemic affects only avocado shipments of sizes 32, 36, 40, and 48
based on the econometric models. For these respective sizes, avocado shipments are
lower by 5.19 percent (size 48) to 8.36 percent (size 36). No statistically significant
impacts are evident for avocado shipments of sizes 60, 70, and 84 concerning the
pandemic based on the econometric models. The pandemic affects only avocado
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shipments of sizes 36, 40, 48, and 70 based on the VAR model. For these respective
sizes, avocado shipments are lower by 3.68 percent (size 70) to 7.38 percent (size 36).
No statistically significant impacts are evident for avocado shipments of sizes 32, 60,
and 84 concerning the pandemic based on the VAR model. Thus, the set of models
provides different impacts of the pandemic on weekly Hass avocado shipments.

4.1 Weekly Ex-Post Forecasts of Avocado Shipments

We derive ex-post forecasts of weekly avocado shipments by size using the esti-
mated econometric models and the VAR model. That is, the weekly observations from
July 3, 2011, to October 24, 2021, serve as the training sample. The weekly observa-
tions from October 31, 2021, to January 23, 2022, constitute the out-of-sample period
during which all endogenous and predetermined variables are known. This 13-week
period then serves as the ex-post forecast time horizon. By comparing the ex-post
forecasts with the actual values of avocado shipments by size for this 13-week period,
we are in position to measure forecast accuracy/performance based on absolute per-
cent error.

4.1.1 Ex-Post Weekly Forecasts of the Econometric Models: October 31, 2021, to January 23,
2022

The weekly ex-post forecasts of avocado shipments by size for the econometric
models in this analysis are exhibited in Table 2. The out-of-sample mean absolute
percent error (MAPE) by size of avocado shipments over the 13-week period is as
follows: (1) 14.16 percent for size 32; (2) 13.09 percent for size 36; (3) 8.65 percent for
size 40; (4) 7.63 percent for size 48; (5) 9.09 percent for size 60; (6) 8.47 percent for
size 70; and (7) 12.73 percent for size 84. If we sum the avocado shipments by size
over the 13-week period, the absolute percent error (APE) is noticeably reduced to:
(1) 2.18 percent for size 32; (2) 4.31 percent for size 36; (3) 2.09 percent for size 40;
(4) 0.44 percent for size 48; (5) 2.23 percent for size 60; (6) 5.48 percent for size 70;
and (7) 10.89 percent for size 84. In addition, we find that the econometric models
over forecast shipment sizes of 32, 60, 70, and 84, and under forecast shipment sizes
of 36, 40, and 48.

4.1.2 Ex-Post Weekly Forecasts of the VAR Model: October 31, 2021, to January 23, 2022

The weekly ex-post forecasts of avocado shipments by size for the VAR model in
this analysis are exhibited in Table 3. The out-of-sample mean absolute percent error
(MAPE) by size of avocado shipments over the 13-week period is as follows: (1) 17.06
percent for size 32; (2) 11.09 percent for size 36; (3) 10.13 percent for size 40; (4) 6.99
percent for size 48; (5) 8.36 percent for size 60; (6) 13.07 percent for size 70; and (7)
22.27 percent for size 84. If we sum the avocado shipments by size over the 13-week
period, we find that the VAR model over forecasts avocado shipments of sizes 32, 60,
70, and 84, and under forecast avocado shipments of sizes 36, 40, and 48. The
absolute percent error (APE) associated with the sum of the avocado shipments by
size is as follows: (1) 11.80 percent for size 32; (2) 2.67 percent for size 36; (3) 9.70
percent for size 40; (4) 3.05 percent for size 48; (5) 0.99 percent for size 60; (6) 12.09
percent for size 70; and (7) 22.21 percent for size 84.

Based on MAPE, the econometric models provide better out-of-sample forecasting
accuracy of avocado shipment sizes of 32, 40, 70, 84. But the VAR model provides
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Week Ending Size 32 Size 32 Size Size 36 Size 36 Size
Econometric Econometric 32 Econometric Econometric 36
Model Model Actual APE Model Forecasts Model APE
Forecasts Values % Actual Values %

10/31/2021 381.60 336.35 13.45 635.60 565.23 12.45
11/07/2021 336.49 382.97 12.14 565.03 761.05 25.76
11/14/2021 334.83 519.00 35.49 558.43 895.00 37.61
11/21/2021 336.49 368.29 8.63 557.15 677.06 17.71
11/28/2021 318.00 367.31 13.42 517.33 545.13 5.10
12/05/2021 329.31 350.39 6.02 550.34 690.14 20.26
12/12/2021 374.24 379.44 137 629.69 580.51 8.47
12/19/2021 402.75 349.18 15.34 657.73 632.71 3.95
12/26/2021 345.88 335.48 3.10 547.81 554.58 1.22
01/02/2022 422.79 363.72 16.24 669.44 636.30 521
01/09/2022 585.68 480.00 22.02 950.59 805.00 18.09
01/16/2022 574.66 491.75 16.86 902.52 796.81 13.27
01/23/2022 567.92 473.26 20.00 867.31 857.61 1.13
MAPE 14.16 13.09
Total Shipments 5,310.64 5,197.14 2.18 8,608.97 8,997.13 431
Over the 13-Week
Period
Share 1.83 1.83 2.97 3.17

Size 40 Size 40 Size Size 48 Size 48 Size

Econometric Econometric 40 Econometric Econometric 48
Model Model Actual APE Model Forecasts Model Actual APE
Forecasts Values % Values %

10/31/2021 1,450.10 1,318.65 9.97 8,768.08 7,201.39 21.76
11/07/2021 1,333.00 1,534.83 13.15 7,602.40 8,325.94 8.69
11/14/2021 1,351.25 1,983.00 31.86 7,546.83 10,059.00 24.97
11/21/2021 1,373.03 1,469.48 6.56 7,538.97 7,488.08 0.68
11/28/2021 1,281.08 1,350.85 5.16 6,976.40 6,844.98 1.92
12/05/2021 1,315.29 1,318.78 0.26 7,193.09 7,423.32 3.10
12/12/2021 1,460.27 1,501.56 2.75 8,066.19 7,541.12 6.96
12/19/2021 1,528.73 1,530.78 0.13 8,283.57 8,035.67 3.08
12/26/2021 1,239.62 1,353.04 8.38 6,463.23 6,749.94 4.25
01/02/2022 1,444.44 1,412.01 2.30 7,139.76 7,341.54 2.75
01/09/2022 2,057.41 1,789.00 15.00 9,962.37 8,936.00 11.49
01/16/2022 1,987.84 1,834.51 8.36 9,736.56 9,005.40 8.12
01/23/2022 1,937.06 1,784.96 8.52 9,601.86 9,471.32 1.38
MAPE 8.65 7.63
Total Shipments 19,759.12 20,181.45 2.09 104,879.31 104,423.70 0.44
Over the 13-Week
Period
Share 6.81 7.11 36.13 36.78
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Week Ending Size 60 Size 60 APE Size 70 Size 70 Size
Econometric Econometric % Econometric Econometric 70
Model Model Model Model APE
Forecasts Actual Values Forecasts Actual Values %
10/31/2021 7,026.11 5,304.07 32.47 4,201.42 3,259.63 28.89
11/07/2021 6,025.71 6,226.88 3.23 3,602.64 3,311.36 8.80
11/14/2021 5,953.48 6,954.00 14.39 3,478.10 3,599.00 3.36
11/21/2021 5,917.22 5,264.35 12.40 3,395.57 2,951.70 15.04
11/28/2021 5,484.31 5,028.20 9.07 3,114.68 2,709.93 14.94
12/05/2021 5,635.94 5,304.49 6.25 3,228.04 3,008.71 729
12/12/2021 6,306.59 5,748.60 9.71 3,583.05 3,343.45 7.17
12/19/2021 6,389.35 6,620.06 3.49 3,558.31 3,465.78 2.67
12/26/2021 4,928.56 5,683.14 13.28 2,770.05 3,105.52 10.80
01/02/2022 5,198.11 5,528.54 5.98 2,841.29 2,942.64 3.44
01/09/2022 7,097.62 6,818.00 4.10 3,846.23 3,710.00 3.67
01/16/2022 7,137.48 6,886.07 3.65 3,939.41 3,918.44 0.54
01/23/2022 7,172.62 7,159.17 0.19 4,014.78 3,879.23 3.49
MAPE 9.09 8.47
Total Shipments 80,273.10 78,525.57 2.23 45,573.57 43,205.39 5.48
Over the 13-Week
Period
Share 27.65 27.66 15.70 15.22
Size 84 Size 84 Size 84

Econometric Model Forecasts = Econometric Model = APE %
Actual Values

10/31/2021 2,291.82 1,793.39 27.79
11/07/2021 2,057.29 1,672.39 23.01
11/14/2021 2,020.47 1,899.00 6.40
11/21/2021 1,997.70 1,587.21 25.86
11/28/2021 1,858.10 1,537.38 20.86
12/05/2021 1,889.44 1,509.03 2521
12/12/2021 2,036.63 1,939.23 5.02
12/19/2021 2,039.79 1,852.42 10.11
12/26/2021 1,581.65 1,667.00 512

01/02/2022 1,580.41 1,511.98 4.53

01/09/2022 2,120.85 1,962.00 8.10

01/16/2022 2,186.93 2,147.58 1.83

01/23/2022 2,241.58 2,279.70 1.67

MAPE 12.73
Total Shipments Over the 13-Week Period 25,902.66 23,358.31 10.89
Share 8.92 8.23

Table 2.

Summary of Ex-Post Forecasts from the Econometric Models of Weekly Shipments by Size, October 31, 2021, to
January 23, 2022.

53



Econometrics — Recent Advances and Applications

Week Ending Size 32 Size 32 Size 32 Size 36 Size 36 Size
VAR Model VAR APE VAR Model VAR 36
Forecasts Model % Forecasts Model APE
Actual Actual %
Values Values
10/31/2021 376.22 336.35 11.85 606.61 565.23 7.32
11/07/2021 363.6 382.97 5.06 575.93 761.05 24.32
11/14/2021 384.92 519.00 25.83 593.17 895.00 33.72
11/21/2021 401.82 368.29 9.10 614.48 677.06 9.24
11/28/2021 384.97 367.31 4.81 577.44 545.13 5.93
12/05/2021 394.46 350.39 12.58 599.61 690.14 13.12
12/12/2021 434.22 379.44 14.44 661.05 580.51 13.87
12/19/2021 453.36 349.18 29.84 678.43 632.71 7.23
12/26/2021 384.5 335.48 14.61 558.19 554.58 0.65
01/02/2022 448.5 363.72 23.31 654.62 636.30 2.88
01/09/2022 612.35 480.00 27.57 930.26 805.00 15.56
01/16/2022 589.94 491.75 19.97 864.9 796.81 8.55
01/23/2022 581.37 473.26 22.84 8422 857.61 1.80
MAPE 17.06 11.09
Total Shipments Over 5,810.23 5,197.14 11.80 8,756.89 8,997.13 2.67
the 13-Week Period
Share 2.00 1.83 3.02 3.17
Size 40 Size 40 Size 40 Size 48 Size 48 Size
VAR Model VAR APE VAR Model VAR 48
Forecasts Model % Forecasts Model APE
Actual Actual %
Values Values
10/31/2021 1,351.96 1,318.65 2.53 8,412.14 7,201.39 16.81
11/07/2021 1,279.05 1,534.83 16.67 7,412.38 8,325.94  10.97
11/14/2021 1,300.26 1,983.00 34.43 7,387.08 10,059.00  26.56
11/21/2021 1,324.29 1,469.48 9.88 7,415.18 7,488.08 0.97
11/28/2021 1,233.30 1,350.85 8.70 6,849.73 6,844.98 0.07
12/05/2021 1,244.27 1,318.78 5.65 7,067.63 7,423.32 4.79
12/12/2021 1,362.11 1,501.56 9.29 7,901.41 7,541.12 4.78
12/19/2021 1,418.74 1,530.78 7.32 8,108.15 8,035.67 0.90
12/26/2021 1,133.86 1,353.04 16.20 6,286.76 6,749.94 6.86
01/02/2022 1,298.45 1,412.01 8.04 6,915.74 7,341.54 5.80
01/09/2022 1,841.03 1,789.00 291 9,538.17 8,936.00 6.74
01/16/2022 1,741.06 1,834.51 5.09 8,986.52 9,005.40 0.21
01/23/2022 1,696.26 1,784.96 4.97 8,958.66 9,471.32 5.41
MAPE 10.13 6.99
Total Shipments Over 18,224.64 20,181.45 9.70 101,239.55 104,423.70  3.05
the 13-Week Period
Share 6.28 711 34.87 36.78
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Size 60 Size 60 Size 60 Size 70 Size 70 Size 70
VAR Model VAR Model APE VAR Model VAR Model APE
Forecasts Actual Values % Forecasts Actual Values %
10/31/2021 6,640.06 5,304.07 25.19 3,859.67 3,259.63 18.41
11/07/2021 5,804.66 6,226.88 6.78 3,374.57 3,311.36 191
11/14/2021 5,804.97 6,954.00 16.52 3,406.20 3,599.00 5.36
11/21/2021 5,795.43 5,264.35 10.09 3,446.34 2,951.70 16.76
11/28/2021 5,431.96 5,028.20 8.03 3,274.24 2,709.93 20.82
12/05/2021 5,648.83 5,304.49 6.49 3,531.62 3,008.71 17.38
12/12/2021 6,343.34 5,748.60 10.35 4,008.05 3,343.45 19.88
12/19/2021 6,478.06 6,620.06 2.14 4,027.62 3,465.78 16.21
12/26/2021 4,967.52 5,683.14 12.59 3,138.62 3,105.52 1.07
01/02/2022 5,238.02 5,528.54 5.25 3,210.35 2,942.64 9.10
01/09/2022 7,084.24 6,818.00 3.90 4,298.21 3,710.00 15.85
01/16/2022 6,942.89 6,886.07 0.83 4,311.87 3,918.44 10.04
01/23/2022 7,120.34 7,159.17 0.54 4,542.62 3,879.23 17.10
MAPE 8.36 13.07
Total Shipments Over the 79,300.32 78,525.57 0.99 48,429.98 43,205.39 12.09
13-Week Period
Share 27.32 27.66 16.68 15.22
Week Ending Size 84 Size 84 Size 84
VAR Model Forecasts VAR Model APE
Actual Values %
Size 84 Size 84 Size 84
10/31/2021 2,085.34 1,793.39 16.28
11/07/2021 1,923.59 1,672.39 15.02
11/14/2021 1,936.66 1,899.00 1.98
11/21/2021 1,946.07 1,587.21 22.61
11/28/2021 1,885.98 1,537.38 22.67
12/05/2021 2,074.63 1,509.03 37.48
12/12/2021 2,330.93 1,939.23 20.20
12/19/2021 2,403.42 1,852.42 29.74
12/26/2021 1,895.91 1,667.00 13.73
01/02/2022 1,910.83 1,511.98 26.38
01/09/2022 2,622.32 1,962.00 33.66
01/16/2022 2,680.18 2,147.58 24.80
01/23/2022 2,850.00 2,279.70 25.02
MAPE 22.27
Total Shipments Over the 13-Week Period 28,545.86 23,358.31 221
Share 9.83 8.23

Table 3.
Summary of Ex-Post Forecasts from the Vector Autoregression Models of Weekly Shipments by Size, October 31,
2021, to January 23, 2022.
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better out-of-sample forecast accuracy of avocado shipments of sizes 36, 48, and 60. If
we sum avocado shipments by size over the 13-week ex-post period, based on APE,
the econometric models provide better out-of-sample forecasting accuracy for sizes
32, 40, 48, 70 and 84. The VAR model yields better out-of-sample forecast perfor-
mance for sizes 36 and 60 if we sum avocado shipments by size over the 13-week
ex-post period. Hence, neither the econometric models nor the VAR model provides
better forecast accuracy universally across all avocado shipment sizes. As well, as
exhibited in Tables 2 and 3, the forecasted and actual shares of the respective ship-
ment sizes align very well across the board over the 13-week period from October 31,
2021, to January 23, 2022.

5. Concluding remarks

Both the econometric models and the VAR model allow us to discern the impacts
of inflation-adjusted and exchange-rate adjusted prices per box as well as inflation-
adjusted and exchange-rate adjusted U.S. disposable income, holidays and events, and
seasonality on the level of Hass avocado shipments by size. In general, these impacts
are robust across the class of models by shipment size. As well, the respective class of
models mimic the variability in the level of shipments by size quite well based on
goodness-of-fit metrics. Moreover, based on absolute percent error, the respective
class of models provide reasonably accurate forecasts of the level of Hass avocado
shipments by size. Going forward, we recommend generating weekly ex-ante forecasts
on a continual basis based on the econometric models and the VAR model. These
respective forecasts would provide lower and upper bounds of the level of Hass
avocado shipments from Mexico to the United States by size to stakeholders in the
industry.
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Chapter 4

Spatiotemporal
Ditference-in-Differences:
A Dynamic Mechanism of
Socio-Economic Evaluation

Lijia Mo

Abstract

Advances in econometric modeling and analysis of spatial cross-sectional and
spatial panel data assist in revealing the spatiotemporal characteristics behind socio-
economic phenomena and improving prediction accuracy. Difference-in-differences
(DID) is frequently used in causality inference and estimation of the treatment
effect of the policy intervention in different time and space dimensions. Relying on
flexible distributional hypotheses of treatment versus experiment groups on spillover,
spatiotemporal DID provides space for innovation and alternatives, given the spatial
heterogeneity, dependence, and proximity into consideration. This chapter gives a
practical econometric evaluation of the dynamic mechanism in this spatiotemporal
context as well as a toolkit for this fulfillment.

Keywords: spatial difference-in-differences (SDID), causality inference, spillover,
random effects, fixed effects, direct effects

1. Introduction

Spatial panel data are used to investigate the spatial reliance in different regions, and
some of the spillover effects are between regions, and ordinary least squares cannot reveal.

Spatial difference-in-differences (SDID) is used to investigate policy effect on the
socio-economic variable, given the temporal-lagged variable into consideration. Usually,
OLS fails to estimate the model with unbiased that Moran’s I reveals. The function of
segregation of direct, indirect, and total effects in terms of the specification of the fixed
and random effect model makes the SDID’s advantage over the traditional DID model.

2. Assumptions of SDID

2.1 DID model assumptions

To study the fixed effect of individual and time respectively, difference-in-differ-
ences (DID) specify the time and location designs in an experiment setting by an
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estimator of the fixed effect of panel data in average treatment effect on the treated
[1, 2]. However, the spatial spillover effect complicates the estimation process. In the
experiment group and treatment group, the impact of the treatment is measured
before and after the treatment is applied.

Spatial Policy Effect:

Yii=p +C;i+1Dy+ e (1)

Individual fixed effect C; captures the difference between the treatment and con-
trol groups on the time-invariant characteristic. y,, the temporal fixed effect of time-
variant characteristics between control and treatment groups, is assumed to be of the
same variance between the control and treatment groups on time-variant characteris-
tics with respect to a specific time.

Time-variant control D;; satisfies conditional independence assumption (CIA) to
work as a core in the causality inference, while assuming time is exogenous,
that is, E|e;|treatment, time] = 0.

The ordinary least square (OLS) is a consistent estimator for the effect of the
causality inference.

r = E[Yu(1) — Yu(0)|D; = 1] @)

After the bias is removed, E[7] = 7 + Treatment group Spillover +
Control group Spillover + Spillover between different group type
So far, only the spillover between treatment and control groups is not treated.

Dy = (Dl(}) _ 5(”) x (Df? - E<2)) 3)
D;, is DID, the interaction term of temporal and spatial difference; that is, BDID in

Figure 1, the observable time-dependent variable as control. Dl(t1 Visa dummy variable
to denote the group being treated, valued at 1; or group not being treated, values at O.

Dl(t2 Jisa dummy variable indicating a local policy or temporal element, values at 1 in

Y
=1 Yn'r.z
-
Boip
Yerta ~
e Yeontrot,2
Ycontrol.l
t
1 2

Figure 1.
DID estimation illustration.
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the year of policy implementation and thereafter, or 0 for the years before. p"p"?

are the means of two dummy variables.

The strict set of assumptions of the DID is there is no spillover in treatment,
control, or between treatment and control groups. When an assumption of same
spillover effect within the control and treatment groups is added to the strict set, the
assumption becomes relaxed restriction set 1. When there is no spillover between
treatment and control groups, the assumption of relaxed restriction set 1 is changed to
the spillover effect on control and treatment groups are same and the assumption
becomes relaxed restriction set 2.

t = E[Yi — Yio|D; = 1] — E[Ys — Yio|D; = 0] 4)

E [Yi1 — Yio|D; = 1]: Counterfactual trend + 7 +treatment group spatial spillover

E [Yi1 — Yio|D; = 0]: Counterfactual trend + control group spatial spillover
The traditional DID

v =E[Yi(1) - Yi(0)|D; = 1] )
2.2 Spatial model assumptions

The spatial spillover has the properties of spatial heterogeneity, spatial dependence
(the butterfly effect and spatial association), and spatial proximity. Spatial heteroge-
neity denotes the different structures of spatial units in different locations [3-5].
Without the assumption on spatial homogeneity parameters, it is hard to estimate the
model with the increase of observations. In the spatial model, most of the estimation
assumes locations are regional homogeneous. The definition of spatial heterogeneity is
the non-smoothness of a spatial random process, which comprises change of function
form or parameters and heteroscedasticity of two categories.

Spatial dependence means the adjacent spatial locations have the propensity to be
associated with each other and work in coordination synchronously.

Spatial proximity denotes that in spatial areas everything is related to everything
else, but near things are more related than distant things (Waldo Tobler).

3. Model specifications-generalized spatial model

The panel data regression is a linear regression with the combination of three types
of spatially lagged variables across time, which traces the same observation unit over
different times. The observation unit’s characteristic over time and spatial location are
the research interest. The classical panel data regression takes the following form
based on Arbia [6], Cerulli [2], LeSage and Pace [3], and Wooldridge [5]:

Vi = Xief + ¢i + Vit (6)

i =1,2,...N index corresponding to i different observation units in the
cross-sectional data.

t = 1,2,... T denotes time. ¢; is fixed effect w.r.t. observation unit, or spatial specific
effect invariant to time. Alternatively, or simultaneously, ¢; a time-specific fixed effect
w.r.t. different time, and invariant to observation unit can be embedded to the model.
vi; is an independent identical distributed error term, iid. (0, 6?).
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The generalized spatial model includes the following variations.
Spatial Autoregression Model (SAR-SDID)

N
i =P Y 0y, + X +7D() + ci + i 7)
=1

Before the spatial regression, Moran’s I test is used to measure and test spatial
autoregression in general. It is also called a global spatial autoregression test; that is, it
measures the degree of similarity to each other between the spatial observations in the
sample.

_on et —X)(y —X)
2id i > — x)?

I (8)

where n is the number of observations, and wj; is the element in i'™ row and j™*
column from the spatial weight matrix W. x;, x; are i™ and j™ observation in the
spatial unit, and X is the average of the observations.

The positive Moran’s I denotes a positive correlation, while a negative value means
a negative correlation. The standardization of the spatial weight matrix simplifies the
notation as follows.

!

=X (9)
XX

It is obvious that Moran’s I is the Pearson correlation coefficient between X and
WX. It follows an asymptotic distribution, which simplifies the process of using
Moran’s I to test spatial autocorrelation in the residual of the test. It is a statistical
inference through the z-test.

A partial Moran’s test is

nlxi = %) 340 (% — %)

>l — %)

Partial Moran’s test I; averages over i is the overall Moran’s I. Partial Moran’s test I;
is often used. Overall Moran’s I is the slope of the scatter plot as in Figure 2, where the
X-axis denotes X and Y-axis denotes lagged variable WX of X. The slope of the line
reflects the relation between the observed variable and the spatial lagged observed
variable. The line across the 1st and 3rd coordinates denotes a positive spatial
correlation.

‘Columbus’ data are generated by geographical information systems (GIS) [7]
based on US census data' on Columbus boundary systems, with the data type “.shp.
The file stores feature geometry such as coordinates of polygon centroids and their
boundary. The W matrix is derived from the contiguity-based neighbors’ list [6].

The summary statistics of the “crime” variable in the “Columbus” data, totally 49
observations, are as follows (Table 1):

I; = (10)

»

! http://www.census.gov/geo/maps-data/data/tiger-line.html
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spatially lagged columbus$CRIME

columbus$CRIME

Figure 2.
Moran’s I scatter plot of Columbus crime data.

Minimum 1st quantile Median Mean 3rd quantile Maximum
0.1783 20.0485 34.0008 35.1288 48.5855 68.8920
Table 1.

Summary statistics of crime variable.

The test of Moran’s I depends on the distribution of its input variable and is done
via Monte Carlo simulation. Through the random multiple interchanging location of

the spatial units, the model recalculates the weight matrix W and Moran’s I statistic to

obtain Moran’s I after multiple replacements. In a frequency rectangle picture,
Moran’s I empirical distribution is developed and compared with the statistic from the

direct calculation.

The assumption of the method is when the spatial units are randomly distributed,

the variable is not autocorrelated, and Moran’s I is close to 0. When Moran’s I is with a

low probability of occurrence, the null hypothesis of no autocorrelation is rejected.
When the input variable is the residual of classical linear regression, assumed to follow

a normal distribution, Moran’s I follows a normal distribution as well, where the z-test
is applicable to avoid the heavy calculation of Monte Carlo simulation.

3.1 Spatial error model (SEM-SDID)

Ve = Xuf +D() 4 ¢; + uis
N

Uit = p E Miljs + Vit
j=1
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3.2 Spatial Durbin model (SDM-SDID)

Za)yyﬂ—&-Xﬁ[i—i—Za}U 160 + 7D() —l—Za),] )+ 7m+ci+u (13)

3.3 Spatial lag of X model (SXL-SDID)

1tﬁ+zwlj ]t6+TD( +Cz+zwz] u]t+vzt (14)
j=1 j=1

The spatial weight matrix w;; and m;; are invariant to time changes. Spatial and
temporal-specific effects can be treated as fixed or random effects. If treated as a fixed
effect, the specific effect is taken as a parameter to estimate. Whereas a random
effect, it is treated as a random variable following iid. (0, 6?). The deterministic factor
is to tell whether ¢; is correlated with X;;. The fixed effect is used to treat the correla-
tion, while the random effect is for the uncorrelation. The random effect has the
advantage of improving effectiveness with the observation number and distinguishes
the factor invariant to time. Because ¢; is invariant to time, it is hard to separate
observed information from individual effect. p the spatial lag term is used to test the
spatial spillover effects between neighboring regions [3]. The positively significant
coefficient of p indicates a positive spatial spillover effect.

To account for the direct impact and indirect impact, the transformation of Eq. 13
is taken as follows.

In matrix format, let the constant vector 1, and relevant parameters a to be
embedded in Eq. 13.

y =, — pW) pa + (I, — pW) 'XB + (I, — pW) e (15)
k

Y= S(W)X, + (I, — pW) Lya+ (I, — pW) e (16)
r=1

The sum of the rows of S,(W) denotes the total impact of a region to an observa-
tion (ATITO); the sum of columns of S,(W) is the total impact of a region from an
observation (ATIFO). The average of the sum of rows or columns is the average total
impact (ATI). The average of elements on the main diagonal is the average direct
impact (ADI), and average indirect impact (AII) is defined as the difference between
average total impact (ATI) and average direct impact (ADI).

@) 0EQ)

S,(W) = (I, — pW) 8, = as}gy) = .. 029;;) aZDZ;V) (17)
ax1: — ax,:

where ADI denotes the average impact of change of local explanatory variable x,
on the specific local dependent variable y.

ADI = —12 ax = n"ltr[S,(W)] (18)
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ATITO is the average impact on the specific local dependent variable y from the
change in the explanatory variable x, of all regions.

ATITO =n"" Z Zn:sy(W)ij =n" Z Z% (19)

i=1 j=1 i=1 j=1

ATIFO is the average impact on all regional dependent variable y from the change
in the explanatory variable x, of a specific region.

SRR SR 30 o S <

j=1 i=1 j=1 i=1
ATITO and ATIFO are equal values and are called by a joint name ATI.
AIl = ATI — ADI (21)

4. Tests on model assumptions

A robust test is performed to study whether the estimation is sensitive to the
change in the width of the event window. Wald test follows an asymptotic chi-
squared distribution with N degree of freedom.

The test on correlation coefficient p is positive significance.

The estimation is done with spatial inverse-distance contiguity weight matrix.

A parallel test is used to test that the change of temporally dependent variable as
control will or will not impact the direction of policy influence. A good control ensures
the conditional independent assumption (CIA) holds. The different outcomes between
the treatment group subject to intervention and the control group in the absence of
intervention produce reliable results if both groups are similar in their characteristics and
have parallel trends before the intervention, that is, the parallel trends assumption. If the
assumption holds, the different outcomes between groups attributed to the intervention
([1, 8-11]). It differs from the Granger test in that a parallel test is performed in the
periods before policy intervention to reveal the significant parameters HO : 79 = 7_1 =

.. = 7_ = 0 that spans over more than two time periods, while the Granger test
requires only a minimum of two periods and is much simpler [12]. If the assumption y, of
the same fixed time effect of both groups is the same holds, incorporating new control
variable Xj; will not change the estimation of parameters except their variance.

Yi=u+C;i+1Dis + & (22)
m q
Yii =y, +C;i +1Di + Z T—sz',t—k + Z T+sz',t+k + X + €ir (23)
k=0 k=1

Granger test is focused on the after-event periods, to investigate whether the
parameters of DID after the policy intervention, 71 ... 73, are significant. Using lags and
leads provides a test to determine whether past treatments affect the current outcome
or for the presence of anticipatory effects, that is, to estimate 7_;, and 7, thus challeng-
ing the conventional idea that causality works only “from the past to the present” [13].

To be specific, Buerger et al. [12] use Granger equations to test the parallel trends
assumption, the most important DID framework assumption to improve evidence on
causal claims.
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When relaxing the parallel assumption, the placebo test answers the question that
does the policy matter if one period before or behind implementation? It is tested on
the significance of 71,7_;. As a “fake” treatment effect in the pre-period, which is
another way to observe parallel trends [14] while requiring three or more time periods
prior to the treatment implementation [15].

Hausman test is the test on the choice of fixed effect model or random effect model.

If Corr(c;, Xi) = 0, parameters of FE or RE models are consistent estimators.
Although the estimators are almost the same, the RE model estimation is more
effective.

If Corr(c;, X;r)# 0, the estimators follow different asymptotic distributions, and
the estimators are significantly different. Only the FE estimator is consistent.

Under the normality assumption, the maximum-likelihood estimator 6, of the
random effect, model is consistent and asymptotic effective, while 9} is consistent and
asymptotic effective only in the existence of a correlation between individual effect
and exogenous variable.

Hausman test compares the difference of two estimators to infer the existence of
correlation via the statistic:

n (0, — 6)'2; (6, — 6) (24)

Q,. is the covariance matrix of /#(6, — 6;) under the null hypothesis. Q; isa
generalized inverse matrix of Q,. This statistic follows a y?(rank(<,))

The Lagrangian multiplier is used to test the possible spatial autocorrelation in the
residual of the model, which is like Moran’s I test on the potentially existing spatial
autocorrelation. The difference lies in the individual effect as the spillover effect in the
dependent variable lagged spatial model.

Under the setting of the individual and temporal dual fixed effect model in Eq.13,
the two restrictive constraint tests on the coefficients are as follows.

H3:0=0
HY:0+pp=0

If HY holds, Eq. 13 becomes Eq. 7. Under H, it becomes Eq. 11.

If both hypotheses are rejected, Eq. 13 is selected.

If HY is accepted robustly and the RLM test indicates a spatial autoregression
model, Eq. 7 is selected.

If HY is accepted robustly and the RLM test indicates a spatial error model, Eqgs. 11
and 12 are selected.

If the two restrictive constraint tests yield a different result from that of RLM,
Eq. 13 is selected.

5. Application: an example
In Gu [16] policy evaluation research, DID estimator is renewed as development in

academic patent activities following a spatial autoregressive process with respect to
the dependent variable. The DID is proposed as a spatial DID estimator to account for
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spatial spillover effects. The empirical analysis of 31 Chinese provinces indicates that
an incentive patent policy plays a positive role in the output and commercialization of
academic patents during the period from 2010 to 2019. Incentive patent policies are
found to play as a placebo in academic patent activities.

The traditional DID method ignores the geographical proximity and spatial spill-
over effects of academic patent activities. Gu [16] shows the spatial DID model is used
to find out three treatment effects, that is, treatment effects based on patent incentive
policies and spillover effects within the treatment and control groups. Spatial DID
models, including the spatial dependence between adjacent provinces, effectively
investigate the spatial spillover effects of policies.

The number of academic patents granted (NGP) in each province is a common
indicator of the output of academic patents, and the commercialization rate of aca-
demic patents (CAP) and the number of academic patents sold divided by the number
of patents granted to the university are used as two explanatory variables in the
research.

GDP per capita (PGDP), the number of universities (NCU) in a province, the
teacher-to-student ratio (TSR), and the number of enterprises above the designated
size (NIE) as indicators of the scale of large industrial enterprises in a region are four
explanatory variables in the model.

NGP; = C + pWNGP;; + p,PGDP;, + f,NCU;, + f3TSR; + B4NIE;, + BsDID;; + &
(25)
CAP;, = C + pWCAP;, + p;PGDP;; + p,NCU;; + B3TSR;; + B4NIE;, + psDID;, + i
(26)

eir ~ N(0, 6°I,,),i = 1,..31

Except for the policy variable DID;;, pWNGP;;, and pW CAP;, the rest variables are
controls. If the second right-hand side variables in Egs. 25 and 26, pWNGP;, and
pWCAP;;, are omitted, two equations are the traditional DID. DID;; is the multiplica-
tion of two dummy variables, denoting whether and when the policy is implemented.

The data obtained from the China Statistical Yearbook span from 2011 to 2020,

10 years in 31 provinces, which makes 310 observations in total. The data on the
commercialization of academic patents are obtained from the Compilation of Science
and Technology Statistics in Universities, compiled by the Science and Technology
Department of the Ministry of Education of China.

The population is divided into an experimental group comprised of 17 provinces,
and a control group including 14 provinces. Two sets of models are consisted of fixed
effect or random effect factorization and applied to Egs. 25 and 26, totally four models
(Table 2).

Positively significant p and Wald test of spatial terms indicate the spatial spillover
effects are not ignorable. Significant coefficients of DID indicate the incentive patent
policy promotes the output and commercialization of patents. Hausman test is ignored
due to the insignificant difference between FE and RE models. The SDID is applicable
(Tables 2 and 4).

SDID spillover effect develops indirect effects in adjacent areas, outperforming the
DID model; that is, the indirect effect in models 3 and 4 of dependent variable CAP
are insignificant. In this way, the policy effect in the neighborhood provinces is
further segregated (Table 3).
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NGP CAP
Model 1 Model 2 Model 3 Model 4
Fixed effects Random effects Fixed effects Random effects
PGDP 82.174*** 77.775%* 0.048* 0.049**
(5.91) (5.93) (1.65) (2.31)
NCU 200.218*** 82.571*** 0.195*** 0.018
(8.46) (5.16) (3.92) (1.17)
TSR 109274.4*** 72722.79** 230.979*** 18.035
(3.53) (2.55) (3.61) (0.38)
NIE —79.33*** —52.884* —0.135** —0.091**
(=2.74) (—1.83) (—=2.24) (-22)
DID 1592.831** 1788.006™* 4.394*** 3.251**
(2.28) (2.48) (3.02) (2.24)
Year —961.286*** —621.956* —2.409*** 0.692
2011 (~2.85) (~1.75) (~3.19) (0.88)
..... Table Omitted intentionally
P 0.652*** 0.616™** 0.419** 1.864*
(7.89) (-7.2) (2.58) (1.77)
..... Table Omitted intentionally
Wald test of spatial terms 62.25"** 52.83*** 6.66™* 100.93*
*is significant at 0.1.*"is significant at 0.05.**"is significant at 0.001.
Table 2.
Results of estimation [16].
NGP CAP
Model 1 Model 2 Model 3 Model 4
Fixed effects Random effects Fixed effects Random effects
Direct effect 1662.371** 1851.767** 4.444*** 3.392**
(2.28) (2.48) (3.02) (2.36)
Indirect effect 2719.377* 2617.57* 2.914 1.305
(1.78) (1.88) (1.38) (1.13)
Total effect 4381.748™* 4469.337** 7.358** 4.697**
(2.04) (2.21) (2.4) (2.11)

*is significant at 0.1.”%is significant at 0.05.™*"is significant at 0.001.

Table 3.
Results of policy effect tests [16].

The placebo tests in Table 4 show that there is no change of significance in the
DID if the policy is implemented in the year before or after the actual year of imple-
mentation. The result is problematic to convince that the incentive patent policy
promotes the outcome or commercialization of a patent. The DID is rather a placebo
without an effect on the patent on its own, whereas a proxy of province systemic

difference makes the diversity.
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NGP CAP
Model 5 Model 6 Model 7 Model 8
1 year earlier 1 year later 1 year earlier 1 year later

PGDP 82.595*** 82.703*** 0.049* 0.049*

(5.92) (5.96) (1.68) 17)
NCU 201.749*** 199.52*** 0.199*** 0.195***

(8.5) (8.44) (3.98) (3.91)
TSR 106525.2*** 109694.8*** 223.24*** 230.945***

(3.43) (3.55) (3.48) (3.6)
NIE —81.847*** —76.23*** —0.141** —0.131*

(-2.82) (—2.63) (—2.33) (—2.15)

DID 1480.638* 1624.062** 4.687"** 3.724***

(1.82) (2.5) .77) (2.74)
Year —1040.216*** —926.287"** —2.669"** —2.31"*
2011 (—3.06) (=2.75) (—3.49) (—3.06)
Table Omitted intentionally
P 0.654*** 0.65"** 0.41** 0.432***

(7.91) (—7.86) (2.5) (2.71)
Table Omitted intentionally
Wald test of spatial terms 62.63"** 61.76™** 6.23** 7.33

*is significant at 0.1.*"is significant at 0.05.**"is significant at 0.001.

Table 4.
Results of placebo tests [16].

6. Conclusion

This chapter outlines the methodology and application of DID in spatial analysis.
The impact of incentive policy on economic activities is controversial. The empirical
evidence results from a correlation test rather than causality analysis. SDID as a tool to
segregate the direct effect, indirect effect, and total effect in the fixed-effect and
random-effect models finds a causal relationship between the policy and relevant
economic activities under the influence while dealing with the spillover effects in
quasi-natural experiments. The placebo effect of policy can expand the horizon of
policy evaluation, which helps consolidate the scientific foundation of policy evalua-
tion. Regional policies are proxies for other variables that characterize the systemic
differences in policies between regions.

In the policy evaluation, the SDID reveals the spatial spillover effect on the
neighborhood regions, causing them to imitate the policies and promote economic
activities. It is not appropriate to study the policy effect independently, but a
comprehensive evaluation from a local perspective is preferred.
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A. Appendix

Stata Code

/*Create time fixed effect and individual fixed effects.*/

sort time id

by time: gen ind = _n

sort id time

byid:gen T = _n

/*Generate treat and post two dummy variables, with 2010 set as time spot of

policy intervention and observations from 17 to 31 are treatment group, and rest is
control group.*/

gen treat = 0
replace treat = 1if id >17
gen after = 0

replace after = 1if time > = 2010

/* Create Weight matrix:*/

spmatrix create idistance M /*spatial inversed distance matrix*/
spmatrix dir

spmatrix create contiguity W/*spatial distance matrix*/
spmatrix dir

estat moran, errorlag (W)
estat moran, errorlag (M)

gen treatafter = treat*after
spmatrix create contiguity W if year == 2010
spxtregress NGP treatafter PGDP NCU TSR NIE i.time,re dvarlag (W)

gen treatafter = treat*after

spmatrix create contiguity W if year == 2010

spxtregress CAP treatafter PGDP NCU TSR NIE i.time,re dvarlag (W)
/*General application*/

1)SAR-SDID

> spmatrix create contiguity W if year == 2010

>spxtregress NGP treatafter PGDP NCU TSR NIE i.time, re dvarlag (W)

2)SEM-SDID
> spmatrix create contiguity W if year == 2010
>spxtregress NGP treatafter PGDP NCU TSR NIE i.time,re errorlag (W)

3)SDM-SDID
> spmatrix create contiguity W if year == 2010
>spxtregress NGP treatafter PGDP NCU TSR NIE i.time, re dvarlag (W) ivarlag

(W: X)
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4)SXL-SDID

> spmatrix create contiguity W if year == 2010
>spxtregress NGP treatafter PGDP NCU TSR NIE i.time,re ivarlag (W: DX)
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Chapter 5

The Impact of Inflation
Expectations and Public Debt
on Taxation in South Africa

Thobeka Ncanywa and Noko Setati

Abstract

The study investigates the impact of inflation expectations and public debt on
taxation in South Africa, employing the autoregressive distributive lag model and
Granger Causality techniques. The results indicate a long-run positive significant
relationship between inflation expectations and taxation and a negative significant
relationship between public debt and taxation. This reveals that when consumers and
businesses expect the inflation rate to rise, taxable income will also increase. The
public debt-taxation nexus can imply that the South African government finances its
debts through borrowing than through taxation. Therefore, economic participants
must have full knowledge of what can influence taxation.

Keywords: taxation, inflation expectations, public debt, ARDL approach, granger
causality

1. Introduction

In South African economic history, the maintenance of price stability and debt
stability has always been the major macroeconomic objective that South African
policymakers must strive to achieve. In the world of globalization, the cross-border
transmission of inflationary forces is undeniable and one of the dynamic macroeco-
nomic issues confronting most economies around the world [1]. Therefore, the risks
of inflation must be managed prudently and with caution. South Africa’s public debt
has always remained a challenge for policymakers. For example, [2] states that
policymakers still do not grasp what drives inflation expectations almost 10 years after
the Great Recession of 2008-2009. In February 2000, the South African Reserve Bank
(SARB) adopted the inflation target as a guideline, which describes an acceptable
inflation rate in South Africa. However, inflation risks should be quantified into
inflation expectations, and policymakers must consider them. Tax authorities when
formulating tax systems, because if tax rates are not adjusted for inflation, this may
lead to distortions in the economy [3]. Therefore, the primary aim of this research
study is to give attention to how public debt and inflation expectations influence
taxation.
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Economic participants such as investors, financial analysts, workers, trade
unions, and businesses all have opinions on the future rate of inflation, which are
referred to as inflation expectations or expected inflation. As a result, people eval-
uate this rate when making judgments about various economic activities that they
want to engage in shortly. In the world of central banking, inflation expectations
serve at least two purposes. They provide a summary of statistics where inflation is
expected to be because they are essential inputs into the price level. Secondly, they
can be used to judge the central bank’s inflation target’s legitimacy. According to
[4], the expected inflation for 2021 was estimated to be 4.6% in 2020 and 5.1% in
2021. Inflation expectations reversed course in the second quarter of the 2021-2022
financial year after declining by 0.3 percentage points relative to the fourth quarter
in the previous survey, and on average inflation is expected to edge up from 4.2%
in 2021 to 4.4% in 2022 and 4.5% in 2023 [5]. The trend analysis for the two
conductors of the inflation expectations surveys depicts a stable price level in South
Africa. Hence, on average inflation is expected to be within the official inflation
target (3-6%). The rate of inflation expectation affects the behavior of various
economic participants on how they should spend and invest, thus affecting taxable
income [6].

The study on the effect of inflation expectations and public debt on taxation is
important in South Africa. Researchers in South Africa have attempted to establish the
link between public debt and taxation. For example, a study by [7] attempted to study
the relationship between public debt, economic growth, and inflation based on data
among BRICS countries. Based on the literature reviewed in this study, most studies
around the world only focused on the relationship between inflation and public debt,
which are the explanatory variables in this study [8-10]. From the literature review, it
appears that there is a lack of studies about the effects of inflation expectations and
public debt on taxation in South Africa. The studies reviewed do not link inflation
expectation to public debt and taxation. Therefore, this study will make a significant
contribution to the existing body of knowledge in South Africa, because of the unique
selection of variables in the specified model. The study adopts the Autoregressive
Distributive Lag (ARDL) estimation method for empirical analysis covering the
period from 2000 to 2020, which includes the global financial crisis and two health
crises.

As alluded to above, non-inflation-adjusted tax rates create distortions in the
economy. However, taxation is also a distortion because there is no economic activity
involved. Such small negligence in policy decision-making can be problematic, for
example, by overestimating or underestimating the true value of the economic activ-
ity. Tax thresholds often do not increase in line with inflation [11]. If employees gain a
salary increase to match inflation, then they are not better off in real terms. In
addition, with a nominal salary increase, individuals may enter a higher tax bracket
and therefore be worse off. This phenomenon is called bracket creep. In South Africa,
a progressive personal income tax system is used to reduce inequality [12].

2. Literature review

This section is divided into two subsections, which are theoretical literature and
empirical literature. The first subsection outlines theories associated with economic
time series variables understudy. The second subsection presents empirical evidence
related to the topic under review.

74



The Impact of Inflation Expectations and Public Debt on Taxation in South Africa
DOI: http://dx.doi.org/10.5772 /intechopen.107389

2.1 Theoretical literature

The study investigates the influence of inflation expectations and public debt on
taxation, which may create distortions in the economy. The fiscal theory of the price
level is proposed as a suitable theory that attempts to form and explain the nature of
the relationship between inflation expectations and taxation in this study. This theory
originates from the work of Woodford in 1994 [13]. This theory emphasizes the role of
fiscal policy, including taxes (present and future taxes) and the debt level in deter-
mining inflation [14]. Traditionally, this role is tasked to the monetary policy as
advocated in the Quantity Theory of money by Friedman in 1980. This theory opposes
the monetarist view that states that the money supply is the primary determinant of
the price level and inflation [13]. However, both theories share a common view on
how an increase in government spending (through public debt) represents an injec-
tion in the economy and this increases the flow of money In the end, price levels are
expected to increase because of the notion that too much money ceases few goods
(ceteris paribus).

The fiscal theory of the price level suggests that in real terms, the government can
inflate its debt away [14]. This means that high inflationary pressures caused by the
fiscal policy will devalue government debt and the amount that must be repaid will be
smaller in real terms. In terms of this theory, high price levels do not warrant the need
for present and future tax increases. However, understanding that tax cuts and
increases in government spending do not necessarily have to be paid by higher taxes
later, may create room for too much government and unstable government debt. This
theory will be tested against the Ricardian equivalence hypothesis, which will be
reviewed in this subsection.

Ricardian equivalence hypothesis is proposed in this study, because of how it
differs from the fiscal theory of the price level on taxation perspective when govern-
ment increases spending. Ricardo in 1951 developed this theory, which was later
elaborated upon by Barro in 1979 [15]. This theory assumes that economic participants
are rational, and this allows them to anticipate an increase in taxes when government
increases spending. According to this theory, all government purchases must be paid
by taxes. Unlike the fiscal theory of the price level, this theory does not consider
inflation expectations caused by an increase in government spending through bor-
rowing [16]. Government debt must be repaid by increasing taxes. This theory for the
interest of this study anticipates an increase in taxes when public debt increases. This
theory suggests that a tax cut today is balanced by tax increases in the future.

This economic theory suggests that when a government tries to stimulate growth
in the economy by increasing debt-financed government spending will lead to a tax
increase in the future [14]. Therefore, an increase in debt-financed government
spending has a positive relationship in the long run. Public debt and taxation are
important instruments of fiscal policy [16]. This theory demonstrates the relationship
between the two instruments in the economy. In addition, this theory advocates that
those taxpayers should anticipate that they will have to pay higher taxes later.

2.2 Empirical literature

Some views in the literature indicate the effects of public debt on expected infla-
tion. For instance, there is a study that investigated fiscal policy and expected inflation
in households in the United States [17]. The study used a large-scale survey of US
households to assess whether expected inflation reacts to the information provided.

75



Econometrics — Recent Advances and Applications

The study employed a Nielsen home scan panel, which included approximately
80,000 households to run the results. The findings revealed that most households do
not perceive current high deficits or current debts as inflationary or as the indicator of
significant changes in the fiscal outlook [17].

Although a considerable amount of research has been conducted on the issues of
public debt and expected inflation, there is a research gap on the impact of inflation
expectations and public debt on taxation especially in South Africa [17-19]. For
instance, there is a South African study that employed the Autoregressive Distributive
Lag (ARDL) to evaluate the nexus between inflation expectations and aggregated
demand using secondary time series data [18]. The study revealed that when
employing the Error Correction Model (ECM), a 1% increase in inflation expectations
would lead to a 0.4% decrease in the level of gross domestic product, ceteris paribus.
Since a shadow economy cannot be taxed, it destroys the tax base and reduces the tax
revenues, forcing governments to resort to other ways to finance their expenditure
[18]. In supporting this statement, another study measured the impact of the shadow
economy on inflation and taxation using panel data of 162 countries from 1999 to 2007
[19]. The study observed that there is a positive relationship between the size of the
shadow economy and inflation and that the size of the shadow economy and the tax
burden are negatively related. From both relations, there have been causal effects
running from the shadow economy and tax burden. The relationships are robust in
controlling the debt ratio, estimating the two relations as a system, and using alterna-
tive estimates of the shadow economy [19].

Some researchers found contradictions in the relationship between taxation, public
debt, and the inflation rate using different methodologies. For example, one researcher
used an ordinary least square (OLS) methodology to find the negative effects of taxa-
tion on macroeconomic aggregates, including inflation in Nigeria [20]. Others used
autoregressive distributed lag (ARDL) and discovered that the impact of public debt on
inflation is positive but statistically insignificant [9, 21, 22]. The positive association is in
line with the study that investigated public debt and inflation nexus using a panel of 52
African countries [7]. Contrary to the findings, it was discovered that a negative rela-
tionship exists between the inflation rate and public debt [23].

There was an examination of public debt, budget deficit, and tax policy reforms for
fiscal consolidation in Sri Lanka that employed the Vector Error Correction model
(VECM) [10]. It was revealed that direct government tax revenue, indirect tax reve-
nue, and consumer price index are negatively correlated with government debt to
GDP ratio in the long run. In the short run, only direct tax revenue affects it signifi-
cantly [10]. In addition, there was an examination of the effects of tax policy on
inflation in Nigeria, employing Johansen cointegration test technique [24]. The results
of the estimates revealed that the personal income tax rate harms inflation in the long
run, while the company income tax rate has a significant positive relationship with
inflation in the long run. However, some researchers found conflicting results that
personal income tax and company income tax have no significant relationship with
GDP [25].

Many scholars utilized Granger Causality tests to reveal the direction of causality
in the relations between taxation, public debt, and expected inflation [10, 26-30]. It
was revealed that a unidirectional causality relationship exists between tax revenue
and public debt [10, 26]. However, few studies revealed that there is a unidirectional
causality running from inflation to taxation [27, 28]. Others established a unidirec-
tional relationship between inflation to domestic debt and external debt in Malaysia
[29]. In Bangladesh, the results of a study indicated the presence of unidirectional
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causality running from budget deficit to inflation [30]. This budget deficit is a repre-
sentation of public borrowing requirements.

In South Africa, a study investigated the relationship between oil prices, exchange
rates, and inflation expectations in South Africa [31]. The study employed monthly time
series data from July 2002 to March 2013, and the data were obtained from the South
African Reserve Bank. The study employed a Vector Autoregression (VAR) model to run
the results. The authors found out that oil prices and exchange rates have a positive
relationship with inflation expectations in the long run. The food variable is inversely
related to inflation expectations [31]. The study further indicated that oil, exchange rates,
interest rates, and food costs are Granger causes of inflation expectations, both in the
short run and long run. The study concluded that stable and low inflation together with
well-anchored inflation expectations is important to monetary authorities as they help in
achieving monetary policy objectives such as economic growth and financial stability.

This section laid down both the theoretical and empirical framework of the study.
The first theory is the fiscal theory of the price level, which suggests that there is a need
to understand that tax cuts and a rise in government spending do not necessarily have to
be paid by higher taxes, and this may create too much unstable public debt [14].
Contrary to the first theory, the second theory is the Ricardian equivalence hypothesis,
which does not consider the inflation expectations resulting from an increase in public
debt [16]. The theory is based on the notion that a tax cut today is balanced by a rise in
future taxes. In examining the empirical literature, more attention was given to taxation
and inflation in most countries than the relationship between inflation expectations and
taxation. Most studies reveal that there is a negative insignificant relationship between
taxation and inflation. A relationship between public debt and taxation was found to be
negative and that a stable relationship exists between public debt and inflation. Hence,
this study will contribute by documenting new knowledge to the literature in addressing
the impact of inflation expectations and public debt on taxation in South Africa.

3. Research methodology
3.1 The estimated model

The model used in this study is an econometric model, which runs multiple
regression analyses between taxation as a dependent variable and the independent
variables that affect taxation such as inflation expectations and public debt. Inflation
(CPI) is a control variable in the model. The general model is specified as follows:

TAX = f(INFE, PD, CPI) 1)

Eq. (1) describes the relationship between the dependent variable (taxation) and
the independent variables (inflation expectations, public debt, and inflation rate).
Where TAX is Taxation, INFE is Inflation expectations, PD is public debt, and CPI is
Inflation.

3.2 Data

The study used quarterly secondary time series data obtained from the South
African Reserve Bank. Due to the availability of data, especially for inflation expecta-
tions, the study covered the period from 2000 to 2020.
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3.3 Estimation techniques

An ARDL-based ECM is employed in this study to analyze the short-run effects of
inflation expectations and public debt on taxation. After testing for stationarity, if
variables portray different orders of integration like at first level [I (0)] or at first
differencing [I (1)], the ARDL can be employed [18, 32, 33]. The ARDL approach
simultaneously captures the cointegration between a set of variables, the long-run and
short-run estimates including the speed of adjustment. The ARDL cointegration test is
also called the bounds test [33] and indicates if the long-run relationship exists in the
series. It is advantageous due to its ability to incorporate small sample size data and
yet generate valid results [32]. The ARDL bounds test gives the lower bound critical
value and the upper bound critical value. If the computed F-statistics lie above the
upper critical bounds test, we reject the null hypothesis of no cointegration, indicating
that cointegration exists. In the case where the computed F-statistic lies in between
the two bounds test, the cointegration becomes inconclusive [33]. When the
F-statistics is below the lower bound, then there is no cointegration.

To determine the long-run estimates, the short-run dynamics, and ECM, Eq. (1)
can be transformed into Eq. (2):

k k k
ATAX, = a+ Y PATAX, 1+ > BAINFE, 1+ B3APD, 4 )
i=1 i=1 i=1
k
+ N " BLALCPI,_1 + ;TAX,_1 + 8,INFE,_1 + 85PD,_1 + 84CPI,_4

i=1

+ (/)ECMt_l + Er

Where A denotes the first difference operator in the model, o represents the
constant, and € represents the error term also known as the white noise disturbance.
The long-run relationship in the model is represented by 6; — 8, coefficients. The
short-run relationship in the model is represented by f; — g, coefficients, phi denotes
the speed of adjustments, and ECM denotes the residual obtained from estimated
cointegration in the equation. As Engle and Granger in 1987 put it, error-correcting or
simply ECM allows long-run components of variables to obey equilibrium constraints
while short-run components have a flexible dynamic specification [9, 18, 21]. After
confirming the long-run equilibrium among the variables with the bounds test, the
short-run, long-run and ECM coefficients (a, ps, 8, ¢) are estimated using ARDL [21].

The study employs the Granger causality test to determine the nature of the
relationship among the variables in the study. This study requires an assessment of
whether these variables Granger cause each other and the nature of Granger causality
if it is bidirectional (that is, the variables have an impact on each other) or unidirec-
tional (only one variable has an impact on the other) or independent (they have no
impact on each other) (Gujarati and Porter, 2003). The first variable is said to Granger
cause the second if the forecast of the second variable improves when lagged values of
the first variable are considered [28, 30].

3.4 Diagnostic and stability tests

The study conducted diagnostic tests for heteroskedasticity, serial correlation, and
normality [7]. For heteroskedasticity, the study employed the Breusch-Pagan Godfrey

78



The Impact of Inflation Expectations and Public Debt on Taxation in South Africa
DOI: http://dx.doi.org/10.5772 /intechopen.107389

test, for serial correlation the Breusch-Godfrey LM test, and Kurtosis for normality.
The study utilized the cumulative sum of recursive residuals (CUSUM) and CUSUM-
square to check the stability of the model [11].

4. Findings and discussions

The unit-roots results indicated that the variables are integrated at different
orders, which are I (0) and I (1), hence the study is employing the ARDL bounds test.
Table 1 presents the results of the ARDL bounds test approach. The estimates were
found using E-views 12, which automatically chose the optimal lag length for the
model.

Table 1 shows significant levels for the lower bound and upper bound at 1%, 5%,
and 10%. The number of independent variables understudy is 3, hence k = 3. The
results show an F-statistic value of 8.51, which is greater than the lower bound I (0)
and upper bound at all levels of significance (1%, 5%, 10%) respectively. The lower
bound and the upper bound critical values are obtained from [33]. The information
about F-statistics means that there is cointegration. The existence of cointegration in
the model provides evidence of a long-run relationship between all the independent
variables on taxation through the ARDL bounds test approach.

The cointegration results are consistent with prior expectations and other studies’
findings that examined public debt, budget deficit, and tax policy reforms for fiscal
consolidation in Sri Lanka [10]. In their study [10], they found a positive and statisti-
cally significant relationship between public debt and taxation. Additionally, other
studies analyzed the relationship between taxation and inflation in Nigeria [9]. The
study revealed that cointegration exists between the variables. It is therefore necessary
to estimate the long-run and short-run coefficients and speed of adjustment, and
Table 2 indicates the results of ARDL estimates.

The results in Table 2 show that there is a significant positive relationship between
inflation expectations and taxation in South Africa. A unit change in inflation expec-
tations will result in a 0.84 unit change in taxation (ceteris paribus) in the South
African context. This relationship is statistically significant at a 1% level of signifi-
cance. This is in line with economic theory, and the fiscal theory of price level because
when consumers, as well as businesses, expect the inflation rate to rise in the future,
this will increase their income tax, capital gains tax, and profits [14]. However, these
findings differ from some studies that found a negative relationship though that study
was between inflation expectation and aggregate demand [18].

The results further indicate that there is a negative significant relationship between
public debt and taxation in South Africa as indicated in Table 2. The results show that
when public debt increases by 1 unit, taxation will decline by 7.86 units (ceteris

Test statistics Value Significance Lower bound Upper bound
F-statistics 8.51
10% 22 3.09
5% 2.65 3.49
1% 3.29 4.37
Table 1.

ARDL bounds test computed from E-views 12.
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Variable Coefficients Probability

Dependent Variable: Taxation

Long-run results

Inflation expectations 0.8386 0.0007
Public debt —7.8686 0.0039
Inflation 0.0832 0.5076

Short-run results

Speed of adjustment —0.8267 0.0000

D (Inflation expectations) 0.0618 0.8943

D (Public debt) 1.5133 0.8272

D (Inflation) —0.1796 0.0250

Constant 90.3247 0.0000
Table 2.

ARDL vesults computed from E-views 12.

paribus). Therefore, there is an inverse relationship between public debt and taxation.
This relationship is statistically significant at a 1% level of significance. This inverse
relationship can mean that when public debt increases, the government does not
immediately finance its debt through taxation. They might borrow money from
banking institutions or International Monetary Fund (IMF). The Ricardian equiva-
lence theory confirms that when public debt increases, we should estimate that taxa-
tion will increase, but this does not occur immediately when public debt rises [15, 16].
Hence, in South Africa, the government does not finance its debt through taxation
immediately when there is an increment in public debt. The results are in line with
studies that found a negative significant relationship between public debt and taxation
in the long run [10, 24]. Inflation as one of the control variables indicates a positive
insignificant relationship between taxation.

In the short run, inflation is the only significant variable at 5% (see Table 2). The
coefficient of the speed of adjustment is —0.83 implying that deviation from long-run
inflation expectations and public debt in taxation is corrected by 83% of the following
period. This means the system can adjust by fluctuating, and this fluctuation will
decrease in each period and return to equilibrium. The speed of adjustment confirms
the existence of a stable long-run relationship [23, 24]. Table 3 displays the results of
Granger causality to determine the direction the relationship that the series takes.

In Table 3, there is unidirectional causality between inflation expectations and
taxation. Inflation expectations have a positive impact on taxation at a 1% level of
significance. This leads to the rejection of the null hypothesis since a unidirectional
relationship exists between inflation expectations and taxation. The results are like
findings in the study by [27]. There is also a unidirectional relationship between
taxation and public debt. Taxation Granger causes public debt at a 1% level of signif-
icance. This concedes with the findings of [28], who revealed that a unidirectional
relationship exists between taxation and public debt in South Africa. The results
further indicate that inflation Granger causes taxation; hence, there is a unidirectional
relationship between inflation and taxation in South Africa. This coincides with the
findings by [28].
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Null hypothesis Probability
Inflation expectation does not Granger cause taxation 0.0048
Taxation does not Granger cause inflation expectation 0.7055
Public debt does not Granger cause taxation 0.2698
Taxation does not Granger cause public debt 0.0011
Inflation does not Granger cause taxation 0.0016
Taxation does not Granger cause inflation 0.7524
Public debt does not Granger cause inflation expectation 0.2656
Inflation expectation does not Granger cause public debt 0.0236
Inflation does not Granger cause inflation expectation 6.E-06
Inflation expectation does not Granger cause inflation 0.3986
Inflation does not Granger cause public debt 0.0125
Public debt does not Granger cause inflation 0.1001
Table 3.

Granger causality computed from E-views 12.
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Figure 1.
CUSUM computed from E-views 12.
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Figure 2.

CUSUM of squares computed from E-views 12.
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The series was subjected to diagnostic and stability tests. All variables were free of
heteroskedasticity and correlation as the probability of the variables was insignificant.
The Kurtosis of 3.5 indicates that the series follows a normal distribution [18]. In
addition, the CUSUM, as well as the CUSUM of squares, shows that the model is stable
as illustrated in Figures 1 and 2 by the blue line inside the red lines.

5. Conclusion and recommendations

The study investigated the relationship between inflation expectations and public
debt on taxation, a proxy of personal income tax, capital gains tax, and profits in
South Africa from 2000 quarter 3 to 2020 quarter 4. To achieve the objectives that are
stated in Section 1, the study used secondary time series data gathered from the South
African Reserve Bank. The ARDL and Granger causality methods have been employed
in the analysis. To scrutinize the order of integration among the variables, the study
used the Augmented Dickey-Fuller (ADF) test and Phillips Perron (PP).

The results revealed that there are different orders of integration since taxation,
inflation expectations, and public debt are integrated at I (1) for both methods while
inflation is integrated at I (0). Hence, the study adopted the ARDL techniques. The
study found out that inflation expectations and public debts are the two main macro-
economic variables that have an impact on taxation in South Africa, in the long run.
The results revealed that there is a positive significant relationship between inflation
expectations and taxation in the long run. However, the study found a negative
correlation between public debt and taxation in the long run, but positively related in
the short run. The pairwise Granger causality tests found that inflation expectations
Granger cause taxation. There is a unidirectional relationship between inflation
expectations and taxation. A causal relationship also existed from taxation to
public debt.

Policymakers have long understood the importance of communication strategies
and the importance of managing economic expectations; therefore, they must always
communicate or inform economic participants (households and firms) about the
changes in inflation expectations that might occur in the future. Using monetary
policy tools can help policymakers to strive to anchor inflation expectations at roughly
3-6%, which is the inflation target rate in South Africa. This is to help inflation
expectations to remain stable. There must be a balance between financing public debt
through borrowing and taxation. An increase in taxation may place slow pressure on
inflation, which will, in turn, enable the Reserve Bank to keep up with high-interest
rates. Hence, there is a need for coordination between fiscal and monetary policies to
achieve stability in the economy.
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Chapter 6

Incorporating Model Uncertainty in
Market Response Models with
Multiple Endogenous Variables by
Bayesian Model Averaging

Jonathan Lee and Alex Lenkoski

Abstract

We develop a method to incorporate model uncertainty by model averaging in
generalized linear models subject to multiple endogeneity and instrumentation. Our
approach builds on a Gibbs sampler for the instrumental variable framework that
incorporates model uncertainty in both outcome and instrumentation stages. Direct
evaluation of model probabilities is intractable in this setting. However, we show that
by nesting model moves inside the Gibbs sampler, a model comparison can be
performed via conditional Bayes factors, leading to straightforward calculations. This
new Gibbs sampler is slightly more involved than the original algorithm and exhibits
no evidence of mixing difficulties. We further show how the same principle may be
employed to evaluate the validity of instrumentation choices. We conclude with an
empirical marketing study: estimating opening box office by three endogenous
regressors (prerelease advertising, opening screens, and production budget).

Keywords: multiple endogeneity, instrumental variables, Bayesian model averaging,
conditional Bayes factors, box office forecasting

1. Introduction

Market response modeling focuses on estimating the effects of marketing activities
on performance. However, marketing managers are often strategic in their use of
marketing activities and adapt them in response to factors unobserved by the
researcher [1-3]. Endogeneity arises, for example, when a firm’s marketing strategies
such as advertising spending, channel selection, and pricing are nonrandom and
influenced by the firm- and industry-level factors [4-6]. Strategic management deci-
sions are endogenous to their expected effects on market performance. Therefore,
empirical market response models that seek to estimate the causal effect of multiple
marketing instruments need to account for such strategic planning of marketing
activities, or otherwise may suffer from an endogeneity problem, leading to biased
estimates of the effects of the marketing activities on performance [1, 3, 4, 7]. Dealing
with endogeneity has been extensively discussed in the marketing literature,
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especially concerning different forms of regression and panel models [1, 5, 8-10],
choice models [11, 12], endogeneity correction based on a control function approach
[13, 14], as well as structural equations models [4]. However, little research addresses
incorporating model uncertainty related to endogeneity in generalized linear models.

We consider the problem of incorporating instruments and covariate uncertainty
into the Bayesian estimation of an instrumental variable (IV) regression system. The
concepts of model uncertainty and model averaging have received widespread atten-
tion in the economics literature for the standard linear regression framework [15-18]
and in generalized linear models [19-22]. For a good introduction to Bayesian model
averaging (BMA), see [23]. Primarily, these frameworks do not directly address the
case of multiple endogenous variables, and only recently has attention been paid to
model uncertainty involving multiple endogenous variables. Unfortunately, the
nested nature of IV estimation renders direct model comparison difficult. In the
economics literature, this has led to several different approaches [24, 25]. Durlauf
et al. [25] consider approximations of marginal likelihoods in a framework similar to
two-stage least squares. Lenkoski et al. [16] continue this development with the two-
stage Bayesian model averaging (2SBMA) methodology, which uses a framework
developed by Kleibergen and Zivot [26] to propose a two-stage extension of the unit
information prior [27]. Similar approaches in closely related models have been devel-
oped by [15, 28].

Koop et al. [29] developed a fully Bayesian methodology that does not utilize
approximations to integrated likelihoods. They present a reversible jump Markov
chain Monte Carlo (RJIMCMC) algorithm [30], which extends the methodology of
Holmes et al. [31]. The authors then show that the method can handle a variety of
priors, including those of [32, 33], and [34]. However, the authors note that the direct
application of RIMCMC leads to significant mixing difficulties and relies on a compli-
cated model move procedure similar to simulated tempering to escape local model
modes. There is a more straightforward and relatively general model search proce-
dure. Madigan and York [35] proposed the Markov Chain Monte Carlo Model Com-
position (MC3) in which one applies the same idea of a Metropolis-Hastings step for
model jumps from RJMCMC but in a simplified fashion.

We propose an alternative solution to this problem: Instrumental Variable Bayes-
ian Model Averaging (IVBMA). Our method builds on a Gibbs sampler for the IV
framework, extended from that discussed in Rossi et al. [36]. While direct model
comparisons are intractable, we introduce the notion of a conditional Bayes factor
(CBF), first discussed by Dickey and Gunel [37] and employed in a seemingly
unrelated regression context by [31]. The CBF compares two models in a nested
hierarchical system, conditional on parameters not influenced by the models under
consideration. We show that the CBF for both outcome and instrumental equations is
exceedingly straightforward to calculate and essentially reduces to the normalizing
constants of a multivariate normal distribution.

Further, we note that our method can handle generalized linear mixed models with
multiple endogenous variables in a straightforward fashion. This leads to a procedure
in which model moves are embedded in a Gibbs sampler, which we term MC3-within-
Gibbs. Based on this order of operations, IVBMA is only trivially more complicated
than a Gibbs sampler that does not incorporate model uncertainty and thus appears to
have limited issues regarding mixing. This feature is essential as it shows more com-
plicated scenarios involving endogeneity, instrumentation, and model uncertainty can
be handled within this framework, an important feature when constructing more
involved Bayesian hierarchical models.
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When working with a large system of equations subject to endogeneity and
instrumentation, there is a natural concern that the instrument assumptions may not
hold. A host of frequentist-type hypotheses has been proposed to examine the instru-
ment conditions; the most familiar to applied researchers is the test of Sargan [38].
There have been, to our knowledge, no similar checks of instrument validity proposed
in the Bayesian IV literature outside of the approximate method advocated in [16]. We
offer a new verification of instrument validity, also based on CBFs, which appears to
be the Bayesian analog of the Sargan test. This method can integrate seamlessly with
the IVBMA framework and offers a check of instrument validity.

The article proceeds as follows. The basic framework we consider and the Gibbs
sampler ignoring model uncertainty is discussed in Section 2. Section 3 reviews the
concept of model uncertainty, introduces the notion of CBFs, and derives the condi-
tional model probabilities used by IVBMA. In Section 4, we propose our method of
assessing instrument validity. Section 5 presents empirical illustrations of the pro-
posed model for predicting box office revenues. Lastly, we summarize and conclude
with potential applications of the IVBMA approach.

2. The instrumental variable model with multiple endogenous variables

We consider the following classic linear system model with multiple endogenous
variables:

Yy = U B, + e, (1)

where 7€ {1, ..., R} denotes the R equations in the system andi€ {1, ..., n} a set
of iid observations. Throughout, we assume that Y;; represents the dependent out-
come of interest and (Y}, ... ,Y;r) represent endogenously determining variables for

observation i. Thus, each covariate vector Ul@ has length p, and is formed such that

UY = (Y .. YigWa .. W),
while

U(V) — (Zil ---Ziswﬂ Wi )/)

1

for » > 1. Letting & = (&1, ..., eir)’, we assume
g~ Nr(0,K™1). ()

When K3, # 0 for a given > 1, this implies a lack of conditional independence
between the residuals for the response and the associated endogenous variable. This
contaminates inference if unaccounted for, necessitating the existence of instruments

Z; that do not appear in U 51) and joint estimation of the parameters in Eq. (1) and
Eq. (2).

Generalized linear mixed models provide a unified approach that directly
acknowledges multiple levels of dependency and model different data types [39-42].
Extensions to generalized linear models implicitly assume a continuous response with
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Gaussian errors. Extending these developments to alternative sampling models is
straightforward in the context of a random-effects framework. Let g a link function
such that for the response Y,

ElYa) =g (U8 +en), 3)

while the remaining Y have forms given by Eq. (1), and the residual vector
remains distributed according to a A" (0, K') distribution. Below we first develop the
normal IVBMA with an identity link.

We proceed by discussing the Bayesian estimation of these parameters under
standard conjugate priors, following the developments of [36]. Accordingly, with each
parameter vector, we assume

B, ~N(0,1,),
and
K ~W(3, Ig)

where K ~ W(§, D) represents a Wishart distribution with density
a2 1
pr(K|6, D) x |K|Z exp | — EW(KD) Ik epp,

where Py is the cone of symmetric positive definite matrices.

Let @ = {f;, ..., Pr, K} represent the collection of parameters to be estimated.
Denote the data D = {Y, vy, .., U(R>}, where Y is the # x R matrix of responses
and endogenous variables, and each U" is an x p, matrix. Then, our goal is to
determine the posterior distribution pr(0|D). Rossi et al. [36] discuss the estimation of
this model for the case when R = 2 and note that it is not possible to evaluate this
posterior directly. However, an approximate inference may be performed via Gibbs
sampling.

Fix » and suppose that K and all §, for ¢ # r are given. Note, by properties of
standard normal variates that

enlK,{B Y ~ N (i K1),

where

Bir == % (Yit - U,@ﬂt)-
T

SetY;, =Y, — u;, and thus note that
Vi ~ N (U8, K.

The act of conditioning, therefore, turns the original system into a simple linear
regression problem, and via standard results, we have that

BIKABYesy ~ N (B 27) (4)
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where
Q, =K, U"U" +1,,
B, =K, 'U"Y,.
Finally, suppose that all g, are given, then
K ~W(6+n, E + 1), (5)

where

n
E = E . Ei€i's

with each €; computed relative to the current state of f;, ... ,fz.

Eq. (4) and Eq. (5) thereby give the full conditionals necessary for the Gibbs
sampler. For a basic introduction to MCMC sampling with illustration, see [43]. Our
approach differs slightly from that of Rossi et al. [36], in that their Gibbs sampler
features a more involved manner of updating the instrumental covariates §,. Though
the two approaches evaluate the same posterior distribution, the application of [36]
when R >3 is not straightforward, and it only applies to a linear regression model.
Therefore, we find that the above approach leads to more coherent implementation
and description, and therefore prefer it to that of [36] for the generalized linear
models with multiple endogenous variables.

For a Poisson regression using a log link in Eq. (3), the term ¢;; is no longer
observable and is often referred to as a Poisson random effect model [41, 44, 45].
However, in a Gibbs sampling framework, these factors may be incorporated into
additional parameters to be determined in the posterior. Appendix 2 shows how
MCMC methods can be implemented when Y;; in (3) has a Poisson likelihood.

3. Incorporating model uncertainty

We outline our method for incorporating model uncertainty into the framework in
Eq. (1) and Eq. (2). To explain the motivation behind our CBF approach, we first
review a classic Bayesian model selection method. We then show how the concept of
Bayes Factors can be usefully embedded in a Gibbs sampler yielding CBFs. These
CBFs are then shown to yield straightforward calculations.

3.1 Model selection and Bayes factors

In a general framework, incorporating model uncertainty involves considering a
collection of candidate models Z, using the data D. Each model I consists of a collec-
tion of probability distributions for the data D, {pr(D|y), v € ¥;} where ¥; denotes
the parameter space for the parameters of model I and is a subset of the full parameter
space V.

By letting the model become an additional parameter to be assessed in the
posterior, we aim to calculate the posterior model probabilities given the data D. By
Bayes’ rule
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prDIprD
PP =5 s D) ©

where pr(I), denotes the prior probability for model I €Z.
The integrated likelihood pr(D|I), is defined by

W@W=LW@MWMMW @)

where pr(w|I) is the prior for y under model I, which by definition has all its mass
on V¥;.

One possibility for pairwise comparison of models is offered by the Bayes factor
(BF), which is in most cases defined together with the posterior odds [22, 46]. The
posterior odds of model I versus model I’ are given by

pr|D) _ pr(DII) pr(I)
pr(I'D)  pr(D|I') pr(I')’

where

(O pr(0)
pr(@Il) " pr(l)

denote the Bayes factor and the prior odds of I versus I’, respectively.

When the integrated likelihood in Eq. (7) and thus the BF can be computed
directly, a straightforward method for exploring the model space, Markov Chain
Monte Carlo Model Composition (MC3), was developed by Madigan and York [35].
MC3 determines posterior model probabilities by generating a stochastic process that
moves through the model space 7 and has equilibrium distribution pr(I|D). Given the

current state I*), MC3 (a) proposes a new model I according to a proposal distribution

q(:]), (b) calculates

pr(D\pr(Ig (1911
pr(DIV)pr(I)g (1Y)’

and (c) sets I*V) = I' with probability min {a, 1}, otherwise setting I**V) = ), It
is important to note that moving between models via the MC3 approach constitutes a
valid MCMC transition. This feature is critical in the development below, in that MC3
moves may be nested inside larger structures in a manner similar to Gibbs updates.

3.2 Model determination

Incorporating model uncertainty into the system Eq. (1) involves considering a
separate model space M, for each equation in the system. A given model M, € M,
thus restricts certain elements of f, to zero, and we write 8, to indicate the non-zero
elements according to M,. We further let Ay, be the subspace of R spanned by g, .
Ideally, we would be able to incorporate model uncertainty into this system in a
manner analogous to that described above. Unfortunately, the following cannot be
directly calculated in any discernible way.
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pr(D|My, ...Mg) = [

JPr

L [A 27 (DB, by K)pr BT o (B, ) Ao, B, AK

Therefore, an implementation of MC3 in the product space of M; X --- x My is
infeasible. What we show below, however, is that embedding MC3 within the Gibbs
sampler, and therefore calculation using CBFs to move between models offers an
extremely efficient solution. CBFs were initially discussed in Dickey and Gunel [37] in
a different context.

Given the system Eq. (1), fix 7 and suppose that §_, = {K » {8}, #} is given. Now
consider comparing two models M,,L, € M,. Finally, suppose that the prior over
models M, is set independent of 8_,. We then have

prMID,0.) _pr(DIM,,0.,) pr(M) ©
pr(Ly|D,0_,) pr(D|L,,0_,) pr(L,)

Thus, the conditional posterior odds depend on calculating a Bayes factor
conditional on the current state of 6_,.

Calculating the relevant terms in Eq. (6) is straightforward. In particular, we note
that

pr(D|M,, 0_,) = L P”(DWM,; O—V)pV(ﬂMT |Mr)dﬂM,,

which is, in essence, an integrated likelihood for model M, conditional on fixed
values of 6_,. In Appendix 1, we show that

_ 1. A
J pr(DlBu,> 0-)dBpy |2, V2 exp (EﬂMr/QMyﬂMr> 9)
Am,

where ﬁMy and £y, relative to the subspace Apy,.
The power of this result is that the model M, and the associated parameter ff; may
then be updated in a block. In particular, we note that

pr(B,, M,|0_,, D) = pr(B,|M,, 0_,, D) x pr(M,|0_,, D).

Since MC3 constitutes a valid MCMC transition in the model space M,, we may
first attempt to update M, via Eq. (8) and then subsequently resample ), via Eq. (4).
By cycling through all R equations in Eq. (1) in this manner, and then subsequently
updating K, we have proposed a computationally efficient estimation strategy for
incorporating model uncertainty in IV frameworks.

4. Assessing instrument validity

For the estimates f; to have appropriate inferential properties, it is critical that the
instrumental variables Z be valid. In other words, E[Z; e |ein, ..., €ir] = 0. Many tools
exist for evaluating the validity of this assumption in frequentist settings, and the
most popular method is the test of Sargan [38]. To our knowledge, consideration of
similar assessments in a Bayesian framework has not been explored beyond the
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approximate analysis proposed in [16]. We offer a Bayesian evaluation of instrument
validity, borrowing many of the ideas above and merging them with the idea of the
Sargan test.

Suppose that all residuals were known. Let ¢ be such that

The essential notion of the Sargan test is to consider the model,
¢ =ZE+nm~N(0,7")

and test whether € # 0. The mechanics of the Sargan test ultimately rely on
asymptotic theory, and Lenkoski et al. [16] discuss its poor performance in low sample
size environments.

Our approach is to model this in a Bayesian context. In particular, we consider two
models: J, which states that € = 0 and J; which puts € € R1. We then aim to determine
whether pr(J,|D) is large, indicating instrument validity. Note that this can be
represented as the following marginalization

prljalD) = [ pr0ols. DiprislDds (10)

Let {0(1), s 0(5)} be an MCMC sample of pr(0|D) and {cV, ..., ¢} be the

associated realization from each MCMC draw. This draw then enables us to approxi-
mate (10) with

S

1
[rtcle. DipriciDIde = §3 " pr(10ls?, D).
s=1
Note that
1
pr{jek.?) = e
prJols®), D)

and therefore, we have reduced the problem of assessing p»(Jy|D) to evaluating
several CBFs. At this juncture, note that

pr(10ls, ) xpr (59U, D) prija) = | pr(<91e D)prteidspr(),

while

pr(1l<®. D) spr(&, D) eprtf) = | | pr(<91 & D)pree, idtdeepr().

Evaluation of these integrals thus requires the specification of priors pr(r) under J
and pr(€, 7) under J; . Under the model J,, we propose the standard prior

r~1(1/2,1/2)
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which yields

1 9w\ R
e E) T e

For J;, we use the prior

t~1(1/2,1/2)
Elr ~ N (0,77',)

which yields

a1
pr(nls®, D) iz | S+

where
£ = T(Z/Z+ ]Iq),
E=1512ZcY).

This approach offers similar performance to the Sargan test, which has the desir-
able feature that it is a fully Bayesian approach, as opposed to the approximate test of
[16], and it can be directly embedded in the Gibbs sampling procedures outlined
above. We emphasize in the discussion section that further work can be done on this
diagnostic.

5. Empirical study: determinants of opening box office

In this section, we consider a generalized linear model with an identity link in the
presence of multiple endogenous variables and covariates based on the IVBMA
framework incorporating model uncertainty. Based on previous studies of box office
revenues, we estimate the effects of three endogenous predictors, prelaunch advertis-
ing spending, the number of screens, and production budget with other covariates on
opening box office.

Several studies have established a significant link between advertising expendi-
tures and box-office grosses [47-50]. Almost 90% of a movie’s advertising budget is
allocated in the weeks leading up to the theatrical launch [49] shows the importance
of prerelease advertising. The number of screens on which a movie is released has
been recognized as one of the most significant factors related to the box office [51-53].
Prerelease advertising spending and the number of opening screens need to be con-
sidered endogenous because it is plausible for movies that are expected to generate
high box office gross to receive more advertising and distribution. That is, advertising
spending and distribution are more likely to be determined by expected box office
revenues.

Major studios dominate the movie marketplace regarding film production and
distribution. The production budget is an essential predictor because big budgets
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translate into the casting of top actors and directors, lavish sets and costumes, special
effects, and expensive digital manipulations, leading to heightened audience attrac-
tiveness [54, 55]. Previous studies [55-57] used production budget as a direct
influencer or moderating variable, but it is also the studio’s strategic decision using
knowledge about viewers and competitors’ actions, that is, the data reflect firm’s
strategic behavior [58]. While researchers examined endogeneity in advertising
responsiveness using a control function approach [14] or price endogeneity using
Gaussian copula [9], they did not simultaneously control for multiple endogenous
variables or incorporate model uncertainty. The proposed approach can test the
effects of three endogenous variables in a generalized framework.

5.1 Description of the data

Starting from all movies released by major studios from 2006 to 2007, we analyzed
130 movies, including 16 animation and 50 R-rated movies, based on the IMDb
database. We have excluded films without the complete prerelease advertising infor-
mation from TNS Media Intelligence. Advertising data include the total dollar value of
prerelease media expenditure across 17 different media. The number of opening
screens, production budget, and opening box office gross are obtained from IMDb.c
om and BoxOfficeMojo.com. Table 1 shows the summary statistics of the dependent
variable and three endogenous variables. Opening box office gross varies from less
than a million to over 100 million dollars. The production budget represents the most
significant expense for movie studios [49]. For movies in our sample, they are about
$52 million on average and vary from $4 million to $210 million. It becomes crucial for
films with high production costs to succeed at the box office to recover their costs,
resulting in higher advertising spending and showing at more theaters.

The three endogenous predictors were regressed on eleven potential instruments
and thirteen additional covariates, summarized in Table 2. Covariates such as genre,
MPAA rating, animation, sequels, and release date are publicly available on IMDb and
The Numbers. The genre is classified into seven categories (action, comedy, drama,
horror, Sci-Fi, mystery/suspense, and romance), and the MPAA rating into two
dummy variables (R, PG-13, and others).

The MPAA rating is related to the potential size of viewers. Not R-rated movies are
open to more moviegoers from the outset, making it necessary to have wider releases
and intensive advertising. Critics’ ratings are obtained from the Rotten Tomatoes
website, which gives a composite score of 1-100 based on evaluations from movie
critics. A monthly seasonality index was obtained by estimating a decomposition
model using a time series of monthly box office gross. The seasonal parameter was
optimized at 0.56 with the mean absolute percentage error of 10.5%.

Mean Median SD Range
Opening box office 20.48 14.32 17.90 (0.72,102.75)
Prerelease advertising 4.39 4.16 217 (0.69, 10.79)
Number of opening screens 2729 2692 707 (825, 4054)
Production budget 52.15 35.0 44.21 (4, 210)

Table 1.
Summary statistics.
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Instrumental Release Period indicator based on 10-year box office gross
variables (Z) time

(1 = May, June, July, December/0 = other months)

Expert Marketability ratings of industry experts

Direct Production and distribution by the same company

Distributor Production studio dummy variables (SD1-SD6)

(1 = FOX, 2 = COLUMBIA, 3 = WARNER BROTHERS, 4 = UNIVERSAL,
5 = PARAMOUNT, 6 = DREAMWORKS, 7 = Others)

Covariates (W)  Seasonality Seasonal index by decomposition model

Sequels Dummy variable

Animation Animation movies

Critics Movie ratings from Rotten Tomatoes (0-100 points)
review

GD1-GD7  Genre dummy variables

(1 = action/adventure, 2 = comedy, 3 = drama, 4 = horror, 5 = Sci-Fi,
6 = mystery/suspense, 7 = romance, 8 = others)

RD1-RD2  MPAA rating dummy variables

(1=R,2=PG13, 3 = Others)

Table 2.
Description of the instruments (Z) and covariates (W).

For the two endogenous variables, prerelease advertising and opening number of
screens, we have used four common instruments of the 11 variables: (a) movie
distributors, (b) release time, (c) average marketability ratings by three industry
experts in one of the major studios, and (d) whether the same studio did production
and distribution. Studios have considerable discretion over the amount and schedule
of prelaunch advertising they allocate to each movie [51]. Because advertising
elasticities for motion pictures are significantly higher compared to other industries
[52], studios’ decisions on prerelease advertising spending and opening screens
would have a significant impact on the success at the box office. We have included
eight major studios to examine any studio-specific effects on advertising and
distribution. Release time is another critical characteristic since movie advertising is
seasonal, as heavily supported movies are usually released in peak seasons [51].
Based on the monthly box office gross from 2001 to 2010, we have found a substan-
tial increase in box office gross in May-July and December. A dummy variable is
used to indicate those months. For the third endogenous variable, production
budget, we exclude release time and expert ratings since they are unavailable at the
time of budget decision. Similarly, the seasonal index and critics review were also
excluded from the regression of the production budget. Some major studios like
20th Century Fox and Paramount are vertically integrated, having their
distribution division. A dummy variable Direct indicates whether both production
and distribution divisions finance a movie. For the common instruments on each
endogenous regressor, the proposed IVBMA approach has a built-in capability of
variable selection using the posterior inclusion probability.
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5.2 Results

Table 3 shows the IVBMA posterior estimates of the first stage. The sum of the
models’ posterior probabilities containing the variable is called the inclusion proba-
bility [16, 23]. In Table 3, column IncProb shows posterior inclusion probabilities in
the first stage, which provide a direct interpretation of the efficacy of an instrumen-
tation strategy. Related to prerelease advertising spending, we find a robust movie-
type effect for animation, sequels, and PG-13. Animated family films have performed
consistently well at the box office, and Pixar and DreamWorks Animation are the
most represented studios. Movie sequels build on the original movies’ commercial
success and can be considered a brand extension of the experiential product [59].
Given the original movie’s brand power, a sequel usually achieves box office success
[60]. The negative coefficient of Sequels results from relatively low advertising costs,
which is one of the benefits of brand extensions [61]. The posterior inclusion proba-
bilities of Animation and Sequels are 0.9, which shows generous production budgets
for those movies. The marketability ratings by industry experts are significant pre-
dictors for prerelease advertising and opening screens. Considering that the ratings
are based on the feedback from advance movie screenings, they are reliable indicators
of box office performance accompanied by heavy advertising and broader release.

As expected, a seasonal index shows a high inclusion probability for both endoge-
nous variables, which aligns with the common belief that movies with high expected
gross are carefully scheduled to be released in peak seasons. Release time, however,
shows no impact, and the result is mainly due to the sample characteristic that more
than 65% of the movies in the sample were released in historically no peak months.
Note that a seasonal index is calculated for the duration under investigation (2006-
2007) while Release time is based on a 10-year window. Therefore, a seasonal index
captures short-term fluctuations more accurately.

For prerelease advertising, the PG-13 rating is included with probability one. It
concerns the size of potential viewers since non-R ratings imply greater reach among
moviegoers, which may result in a higher level of advertising. There is empirical
evidence from more than one systematic investigation to show that R-rated movies
generate smaller revenues than those with less restrictive ratings [47, 62]. We also
find that a dummy variable GD5 for Horror films is a significant predictor of
prerelease advertising. This result may reflect the popular trend at that time. There are
15 horror movies in the sample including I am Legend, Silent Hills, and Saw III, which
have been very successful at the box office. Consistent with previous literature on
critics’ reviews [49, 63], we find a significant impact of reviews on movie advertising.
The industry practice of using critics’ quotations in film advertisements supports the
continuing authority of film critics. The use of critics’ reviews in movie advertise-
ments indicates distributors’ beliefs and the significance of critics as a cultural inter-
mediary for audiences [64].

In contrast, critical reviews were not included in explaining opening screens. It is
consistent with the findings that the relationship between reviews and distributor’s
decision is spurious [65], and there is only a positivity bias of exhibitors such that an
excellent review allows a movie to stay longer on-screen while negative reviews do not
shorten a film’s run [66]. That is, critical reviews do not influence an exhibitor’s
decision to keep or withdraw a movie from a theater.

As shown in Table 3, regarding production budget, distributor effects are evident
from the high inclusion probabilities of the studios besides movie characteristics such
as Sequels and Animation. Though 21st Century Fox and Columbia have released more

98



*(a8p3s 1sa1f) synsas YINGAT

//dx.doi.org/10.5772/intechopen.108927

http

€ 9Iqe],
(¥50°0 “0) 2000 8900 (0‘0) 0 920°0 swiL], 9sedy
(L6 ‘6€T'T) 9651 1 (6¥+°C 988°T) PEL'T 1 yradxy
(8¥€°0 ‘79T°0-) 8000 800 (£80°0 “150°0—) 0 760°0 (0°0) 0 0+0°0 EISTA BUSNY
(0 “T9TT-) 9/9°0— 860 (0 “v1€°0-) €£0°0— y0¥°0 (Ev€°0— ‘86¥°0—) Ty 0— 1 a1eD suor]
(#05°0 ‘880°0—) €50°0 6¥T0 (811°0 “0) S00°0 680°0 (0°0) 100°0 8€0°0 INOIN
(P¥T°T “€5C°0) Lo £86°0 (020°0 “T%0°0—) 100°0— 1£0°0 (9€0°0 ‘0) 2000 €500 SI9Y01g 1PUIRA
(€670 “0) 88%°0 $88°0 (L2070 ‘0) €000 o0 (0°0) 0 ¥€0°0 [es12ATU)
($T1'T “TI€°0) S0 ¥66°0 (¥€1°0 ‘0) 6000 $I1°0 (0°0) 0 0€0°0 junowrereq
(8€8°0 ‘0) 1€€°0 240 (€00°0 £50°0—) 2000~ ¥£0°0 (0°0) 0 820°0 erqunjo)
(€8€°0 961°0—) 120°0 6170 (ST0°0 ‘520°0—) 0 $90°0 (060°0— ‘€0T°0—) PO~ 6660 X0
(€450 0) weo ¥2L0 (£80°0 “0) S00°0 £60°0 (0 ‘0) 0 820°0 a1
(9%0°0 “009°0—) S80°0— 91€°0 (0 ‘0ST°0-) 1100~ STro (0 “890°0-) S00°0— $60°0 aoueWOy
(85€°0 ¥00°0—) 9€0°0 44 (0°0) 0 9%0°0 (5€0°0 “0) 2000 £50°0 asuadsns/A11sAN
(TEE"0 “8£1°0-) £10°0 2070 (0 ‘ztro-) 900°0— 010 (150°0 ‘0) €00°0 790°0 14-1§
(0 ‘65°0—) 6€T°0— 90 (0 ¥80°0—) #00°0— 180°0 (691°0— ‘68°0—) 6700~ 1 10110
(¥21°0 ‘STT0-) 600°0— 891°0 (0 ‘652°0-) 6¥1°0— £06°0 (0€0°0 “0) 100°0 870°0 ewrel(
(1€9°0 ‘0) 181°0 650 (8£0°0 ‘0) 2000 7900 (0 ‘€€0°0-) 20070~ 870°0 Apaurop
(1220 “€81°0) ¥6+°0 1860 (620°0 “0) 10070 S50°0 (0°0) 0 920°0 2IMUSAPE/UONOY
(16£°0 “0) 9E4°0 +96°0 (0 ‘vL10-) £10°0— 681°0 (#95°0 £9t°0) IS0 1 €1-Dd
(Sv¥°0 ‘€C1'0-) 1¥0°0 wTo (0 ‘887°0—) 6510~ £58°0 (890°0 “0) ¥00°0 680°0 k|
(2€0°0 ‘520°0—) 0 0£0°0 (P8T'T “LE0°T) T 1 MIIADI SOIILID
(LeL10) SvL0 L18°0 (9€8°T ‘¥00°T) 8TH'T 1 X9pul [EUOSEaS
(€80°T 0) 7950 106°0 (967°0 ‘0) 190°0 S9€°0 (99T°0 “€€1°0) £61°0 1 uoyewruy
(¥16°0 “0) 16+°0 6060 (112°0 “0) §20°0 1020 (87€°0— ‘08¥°0—) SI¥'0— 1 senbag
(606'9T “££0°9T) 96+°91 1 (681 ‘806°0—) 95€°0 wso (¢80 “LEVT-) 0ET'0— 9e¥°0 1daaxayug

Incorporating Model Uncertainty in Market Response Models with Multiple Endogenous...

DOI

amueny) ued [ qoagoujy amueny ued [ qoagoug amuen) ued qoagoujg

128pnq uononpoig suda1os Suruad Sursnuaape aseaparairg

99



Econometrics — Recent Advances and Applications

movies than other studios (37 in the sample), Paramount, Universal, and Warner
Brothers had a higher average production budget per movie among major studios, and
Lions Gate was the leading independent producer/distributor from 2006 to 2007. PG-
13 rating, combined with the Action/Adventure genre consistently performs better
than others at the box office by broadening its audience appeal [47]. Interestingly, the
instrument, Direct, has a high inclusion probability only for the production budget. It
is the case that the deals struck between distributors and exhibitors when they are
separately owned are different as vertically integrated studios that are keen to get
more movies through their theaters at all times because this maximizes returns from
ticket sales and ancillary items such as food and drink. When the audiences start to
fall, an exhibitor will prefer to end its run and show another new movie that will boost
attendance figures again. Exhibitors favor signing short-run contracts for movies, but
signing can be avoided if the same studio controls production, distribution, and
exhibitions [67].

Table 4 shows the IVBMA posterior estimates of the second-stage regression. As
discussed in section 4, we have tested instrumental validity based on a Bayesian
approach. As mentioned in Section 4, the validity score represents the probability
that the instrument condition is not satisfied. All instruments used in the study are
essentially zero, which strongly supports the validity of the instrumentation choices.
In the second stage, several variables are essential predictors of opening box office
revenues. As expected, the number of opening screens and prerelease advertising are

IncProb Mean SD Quantile Conditional
Mean SD
Constant 0.529 —0.284 0.725 (—2.078, 0.989) —0.525 0.926
Sequels 0.963 0.564 0.203 (0, 0.915) 0.585 0.174
Animation 0.147 —0.001 0.065 (—0.166, 0.163) —0.001 0.170
R 0.103 0.002 0.041 (—0.071, 0.096) 0.016 0.126
PG-13 0.201 0.034 0.096 (—0.001, 0.345) 0.172 0.149
Action/adventure 0.098 0.002 0.034 (—0.041, 0.097) 0.031 0.104
Comedy 0.142 —0.015 0.056 (—0.205, 0.004) —0.102 0.116
Drama 0.797 —0.238 0.157 (—0.509, 0) —0.298 0.113
Horror 0.264 0.051 0.113 (0, 0.383) 0.193 0.143
Sci-Fi 0.150 0.007 0.070 (—0.117, 0.215) 0.054 0.173
Mystery/suspense 0.136 —0.012 0.050 (—0.183, 0.007) —0.089 0.108
Romance 0.129 0.003 0.052 (—0.104, 0.138) 0.019 0.143
Seasonal index 0.569 —0.446 0.668 (—2.013, 0.445) —0.781 0.723
Critics review 0.291 0.038 0.216 (—0.371, 0.670) 0.130 0.384
Prerelease advertising 0.918 0.452 0.200 (0, 0.758) 0.492 0.153
Opening screens 1 1.287 0.306 (0.756, 1.963) 1.285 0.306
Production budget 0.120 0.008 0.046 (—0.019, 0.164) 0.071 0.115

Table 4.
IVBMA results (second stage).
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significant determinants of opening box office gross with high inclusion probabili-
ties. Though it is difficult to disentangle the causal effect of advertising on sales
using data on actual box office receipts, it is consistent with previous findings that
prerelease advertising has a positive and statistically significant impact on public
awareness of a movie and its box office performance [47, 49, 50, 68]. While Elberse
and Eliashberg [52] argue that movie attributes and advertising expenditures mostly
influence revenues indirectly through their impact on exhibitors’screen allocations,
this result supports a significant direct effect of advertising. The number of opening
screens is the most important predictor, with an inclusion probability of one, which
is also consistent with previous findings [53, 69, 70]. It seems to be the case that the
more screens on which new movies were released, the bigger their initial audiences.
The higher the audience for a movie in the opening weekend, the higher would be its
audience the following week. While audiences inevitably drop off over time, a
movie’s cinema run would be longer if it got off to a good start. Considering a
typically high correlation between opening screens and prerelease advertising, stu-
dios’ advertising and distribution approaches may be very similar. Other than these
two factors, Sequels and Drama show high inclusion probabilities, which may only
reflect the characteristics of successful movies in the sample. Though we initially
expected a significant effect of seasonality, it turns out to have a weak influence,
though it remains relevant. Production budget has low inclusion probability, and it
suggests that a movie’s production cost is an indicator of the creative talent involved
or the extent to which the movie incorporates expensive special effects or uses
elaborate set designs [49], but not a good indicator of success. For about 90 films
released in the United States from 2008 to 2012 with budgets of more than $100
million, most of them failed to generate enough revenues at the box office to cover
their costs [71]. After all, big budgets do not guarantee success, and the only way to
know how audiences react to a movie is to wait until it has been released and
moviegoers have had the opportunity to see it.

6. Conclusion

Market response models often use endogenous regressors since marketing activi-
ties are nonrandom and reflect the firm’s strategic behavior. Thus, ignoring the
endogeneity of marketing actions will lead to incorrect estimates of response param-
eters and, consequently, to biased inferences [4, 58]. While researchers have devel-
oped various approaches to dealing with endogeneity, including the control function
approach, Gaussian copula, or instrument-free approaches, the IV approach remains
the technique of choice when dealing with endogeneity in econometrics and other
areas of applied research. Almost invariably, empirical work in economics and mar-
keting will be subject to much uncertainty about model specifications. This may be the
consequence of the existence of different theories or different ways in which theories
can be implemented in empirical models or other aspects such as assumptions about
heterogeneity or independence of the observables [72]. It is important to realize that
this uncertainty is an inherent part of the marketing response modeling.

We have proposed a computationally efficient solution to the problem of incorpo-
rating model uncertainty into IV estimation. The IVBMA method leverages an existing
Gibbs sampler and shows that by nesting model moves inside this framework, model
averaging can be performed with minimal additional effort. In contrast to the
approximate solution proposed by [16], our method yields a theoretically justified,
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fully Bayesian procedure. The applied examples show this method’s benefit, by
enabling additional factors to be entertained by the researcher, which are either
incorporated where appropriate or promptly dropped.

The CBF approach is only one manner of incorporating model uncertainty in the
framework considered. Two other options would be reversible jump schemes [29, 30]
or specify a spike and slab prior [73]. We have chosen our approach because it fits nicely
into the Gibbs sampling framework, unlike the reversible jump procedure of Koop et al.
[29], and still explicitly incorporates uncertainty at the model level, unlike spike and
slab type priors at the variable level. However, additional research is needed to explore
the tradeoffs between these alternative methods of incorporating model uncertainty.

One assumption crucial to the Gibbs sampler’s functioning is the multivariate
normality of the residuals in Eq. (2). Conley et al. [74] discuss a Bayesian approach
that allows nonparametric estimation of the distribution of error terms in a set of
simultaneous equations using a Dirichlet process mixture (DPM). We note that the
IVBMA methodology can readily incorporate the DPM framework by simply
replacing the IV kernel distributions of [36] with IVBMA kernel distributions. A
nonparametric IVBMA approach based on non-normal errors will be one of the model
extensions in the future. Another critical issue is assessing instruments’ validity in
implementing IV methods. The Bayesian version of the Sargan test that we have
proposed serves as a natural starting point for more involved methodologies, includ-
ing latent factors though many features still need to be investigated on this front
compared to other strategies.

IVBMA has the potential to be extended to more complicated likelihood frame-
works. The proposed model can be extended to latent constructs in the context of
structural equations modeling with latent Gaussian factors and, at the same time,
selecting the suitable path model [75]. Survival analysis is another area that can
benefit from the IVBMA approach in dealing with multiple endogenous regressors
and implementing more flexible hazard specifications beyond the proportional haz-
ard model [76]. Since the entire method uses a Gibbs framework, it can be incorpo-
rated in any setting where endogeneity, model uncertainty, and latent normality are
present. In particular, the linear specification can be relaxed using semiparametric
methods such as splines or more flexible approaches involving Gaussian processes.
While the algorithms involved would understandably become more complex, the
central concept involving using CBFs to assess model uncertainty would remain
pertinent.

Appendix A: determining the CBF calculations

Here we outline the calculation of pr(D|M,, p_,, K) . Note that

pr(DIM,, ., K) = j pr(DIB,. B, K)pr(B,1M,)dp,.

My

Let U;&} be the submatrix of U associated with the variables in M, and set Y, as
above. Then

| prop Koprig it o | n)E enp (=5[22, 4 B2 ] b

My
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where

Qu, = K, UG UY) + T,

!~

By, = KnS2,i UL Y,

We can now see that the term in the integral is the canonical form of a Gaussian
distribution. Appropriate completion therefore yields

_ 1. N
PO B oK)l exp (= S @,

Appendix B: Posterior determination in the Poisson Case
Let
Yi~ P(U,Wﬂi + 61‘1) ,
and forr>1,
v, = U, + e,
where
& ~N(0,K™).

The MCMC for this model roughly follows the algorithm mentioned above, but
with the additional handling of the random effect ¢;; and the subsequent updating of
p,. Note that

pr(eal) OC}’JV(Yi|U§1); b1 €i1)P”(€i1|gi\€i1’ K)
where
pr(eale\en, K) = N (n;, ;1)

with

Further, denote y; = Ul(l)/ﬂl. Then
1 2
prenl) o exp (—exp (u; + €n) + (u; + €1n)Yin) exp (— 5 kil — ;) > :
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Writing

1
flen) = —exp (u; + €1) + (u; + €)Y — iKi(Eil - ’71‘)2

we have
f/(eil) =—exp (u;+en)+ Y —xi(en —n;)
f(en) = —exp (u; + €a) — x;
Hence, by setting
b(en) =f"(en) —f" (en)en
0(61‘1) = _f”(eil)

we may sample &' ~ N (b(ei1)/c(ei1), 1/c(e1)) and accept this update with proba-
bility min {a, 1} where

_ pr(Yalu, en)pr(ean, k)pr(ealb(e4), ¢(e,))
a= . .
PV(Yn |ﬂz', gil)PV(€i1|77i, Ki)PV(€i1|b(€z‘1), C(«‘?n))

Once all ¢;; are updated, other updates mostly follow the steps above.
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