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Preface

We are pleased to present this jointly edited book combining our respective 
expertise in academics and industry. Meeting the continuously evolving challenges 
in industrial process control requires efficient control strategies that can yield 
improved performance. Hence, this book covers a range of topics within the realm 
of proportional-integral-derivative (PID) controller design for various industrial 
processes.

Many researchers have reported performance improvement in PID-based industrial 
process control through the use of complex control strategies that require a large 
number of controllers and filter parameters. However, as simple and effective PID 
control schemes are more feasible in practice, such design approaches (for unstable 
processes, nonlinear systems and multi-input multi-output systems) are very much 
emphasized in Chapters 1-4 and 6 of this book. 

An effective modelling technique is the basis of any model-based controller design 
approach, and in Chapter 2, a relay feedback-based modelling of a tank system is 
discussed.

Some PID controller designs based on linearized plant models have their own 
limitations when employed to control nonlinear systems in practical scenarios. 
Therefore, a PID controller design method for nonlinear processes is presented in 
Chapter 5.  Advanced disturbance rejection control strategies are vital these days 
and are much more important than servo tracking in practice. Hence, Chapter 7 is 
dedicated to a linear quadratic regulator problem with emphasis on a ball and beam 
system. 

We believe that the contents of this book will help engineers and researchers 
working in the domain of PID controller design for various applications. We thank 
all the authors of individual chapters for their contributions, and Sara Debeuc 
(Author Service Manager, IntechOpen), who was constantly in touch with us to 
ensure the smooth progress of the chapter review and the editing process. We 
also acknowledge our respective organizations (Billington Process Technology 
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Chapter 1

Introductory Chapter: PID-Based
Industrial Process Control
Mohammad Shamsuzzoha and G. Lloyds Raja

1. Introduction

A PID controller is an instrument used in industrial control applications at the
regulatory level to regulate process variables e.g., temperature, pressure, flow, etc. To
meet the continuously evolving challenges in industrial process control, it is essential
to formulate control strategies which can yield improved performance. Proportional-
integral-derivative (PID) controllers are still very much preferred in industries due to
their simplicity and ability to yield reasonable closed-loop performance. A recent
study has concluded that the preference for the PID, advanced and model predictive
control in industries fall in the ratio 100:10:1 [1]. Another study states that about 90%
industrial controllers are of PID type [2] to meet the requirement.

1.1 Literature review of PID control strategies

Majority of the control schemes use PID controllers in a unity feedback
configuration [3]. However, unity feedback schemes are not suitable for plants
having large time delays (LTD) and disturbances [4]. Hence, attempts have been
made to design double-degree-of-freedom (DDOF) control schemes by adding
additional controllers [4–12].

If an intermediate process output is available, cascaded control (CC) is more
capable of giving better closed-loop performance compared to the DDOF control
structures mentioned above. Based on the mode of operation, there are two varieties
of CC strategies: serial and parallel [13, 14]. In practice, time delays occur in
transport and composition examination loops [4]. The control schemes reported in
[15–17] fails to provide good servo response for processes with LTD. To compensate
LTD, Smith predictor (SP) based schemes are reported in the literature [6]. How-
ever, SP based control strategies fails to yield satisfactory regulatory performance
for processes having LTD in the presence of disturbances [18]. Hence, SP can be
combined with cascade control to achieve both satisfactory servo and regulatory
performance [18–20].

Plant like boilers and reactors are often modeled as unstable processes having time
delay [4]. In contrast, paper drum drier cans and boiler steam drums are of integrating
type [4]. Having poles in the right half of the s-plane and origin makes unstable and
integrating (UI) plants difficult to control. To control UI processes, modifications are
required in single-loop, DDOF, CC and SP bases strategies [8, 13]. Hence, a lot of
research is still being carried out in the aforementioned domains.

1XIV
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1.2 Requirements for industrial process control

It is essential that a control strategy must be capable of eliminating the load
disturbances and tracking the reference input. Moreover, it must be robust towards
uncertainties in process dynamics and noise that enters the system. Response of a
control system to setpoint changes and disturbances are termed servo and regulatory
responses, respectively. In process industries, changes in setpoint happen only when
the production rate is altered. Mostly the production rate remains unaltered for years
together. On the other hand, closed-loop performance is more frequently hindered by
disturbances entering the system. Therefore, disturbance elimination is comparatively
more vital than reference following [21]. The essential requirements for a PID control
strategy are discussed below.

1.2.1 Disturbance rejection

The system output deviates from the desired value due to load disturbances
which are of low frequency. Hence, rejecting such load disturbances is a primary
task of a properly designed controlled system. The instantaneous error e tð Þ is the
deviation of setpoint (r1) from controlled output (y1) at time ‘t’. Using e tð Þ, the
performance of a closed-loop control system can be characterized by computing the
following measures:

Integrated absolute error (IAE)

IAE ¼
ð∞
0
je tð Þjdt (1)

Integrated squared error (ISE)

ISE ¼
ð∞
0
e tð Þ2dt (2)

and Integrated time-weighted absolute error (ITAE)

ITAE ¼
ð∞
0
tje tð Þjdt (3)

Small values of (1) to (3) indicates better control performance.

1.2.2 Setpoint tracking

Whenever there is a change in the setpoint (reference input), it is expected that
the system output should immediately follow the new reference value. The reference-
tracking capability of a closed-loop system is characterized by its rise-time (tr) and
settling-time (ts). tr is the time consumed in system output raising from 10% to 90%
of the expected value. Moreover, ts is the time consumed in system output to reach up
to (and stay within) �2% or �5% of the final value. The system output is expected to
have less overshoot, tr, ts and steady state error (error ‘e’ after reaching steady state)
during a change in setpoint. In addition to the above, performance measures like IAE,
ISE and ITAE are also used to characterize the servo performance.
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1.2.3 System robustness

The plant model (Gom) used to design controllers is an approximate version of the
actual plant dynamics (Go). Therefore, it is important to ensure that the controller
designed using Gom to be robust enough to control Go. As per [22], the rule to achieve
closed-loop robust stability is

lm sð ÞTd sð Þk k< 1∀ω∈ �∞, ∞ð Þ (4)

Here, Td s ¼ jωð Þ denotes complementary sensitivity function. lm s ¼ jωð Þ is the
multiplicative uncertainty as given below:

lm sð Þ ¼ jGo sð Þ � Gom sð Þ
Gom sð Þ j (5)

From the magnitude plots of Td and lm, the robust stability of a system is analyzed
graphically. Furthermore, system robustness can be measured with maximum sensi-
tivity (Ms).Ms is defined as the inverse of the shortest distance from the Nyquist curve
of the loop transfer function to the critical point ‘�1’. For an unity feedback system
having a controller Gc and process model Gp, Ms is obtained as follows:

Ms ¼ max ωj 1
1þGc jωð ÞGp jωð Þj (6)

It is expected for Ms to remain within 1.2 and 2 to ensure a good tradeoff between
performance and robustness for stable plants with time delay [4].

1.2.4 Control signal

Softness of the control action u2 tð Þ is computed by its total variation (TV).
Mathematically, TV is given as

TV ¼
X∞
i¼1

ju2 iþ 1ð Þ � u2 ið Þj (7)

Moreover, the maximum magnitude of the control signal is given by
u2max ¼max{u2 tð Þ∨}. TV and u2maxmust remain as small as possible in practice.

1.3 Motivation for this book

The following observations are made from the contemporary works pertaining to
PID-based industrial process control:

i. While many authors report performance improvement by using complex
control strategies that require large number of controller and filter parameters
[23], simple and effective PID control schemes are more feasible in practical
scenarios [13].

ii. The studies discussed in [3–23] use linearized plant models which have its
own limitations when employed for controlling nonlinear systems that occur

3

Introductory Chapter: PID-Based Industrial Process Control
DOI: http://dx.doi.org/10.5772/intechopen.109036



in practice. Hence, PID controller design for nonlinear processes have
attracted good research attention in recent times [24].

iii. Many of the control strategies discussed in this chapter are limited to single-
input single-output systems. Therefore, they require careful re-designing to
be extended for multi-input-multi-output systems (MIMO) [25].

iv. Advanced control strategies like active disturbance rejection control (ADRC)
[26] is widely preferred these days to achieve improved disturbance rejection
which is vital in process industries.

v. Recently, auto-tuning strategies using relay feedback mechanism has also
received much attention [27].

Motivated by the above, the subsequent chapters of this book are presented to
introduce the readers to some simple PID controller design strategies for unstable
processes, nonlinear systems and MIMO systems. Also, considerable attention has
been given to familiarize the reader with the concept of ADRC and relay-based auto
tuning strategies.
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Chapter 2

Perspective Chapter: Modeling and
Identification of Two Tank System
Using Relay Feedback – An
Experimental Approach
Devarapalli Kishore and Vaska Lokesh

Abstract

An experimental approach for modeling and identification of two tank system was
considered. For the system that we considered modeling has been carried out with
theoretical values. The practically obtained values from series of experiments the used
to correlate the simulated values, the process we have considered is the MIMO process
which is difficult being the interaction exists, the interactions can be eliminated for
better control action using the existing the methods. Simulations with MATLAB has
been carried out and the simulated results are used in the real time experimental set
using LAB VIEW. There is great degree of the Accuracy between the estimated values
and simulated which can be practically demonstrated with the experimental setup. In
this relay feedback approach is being considered for conducting the autocuing test to
estimate the parameters.

Keywords: relay feedback, auto tuning, modeling, identification, MIMO

1. Introduction

Multivariable process systems are either time-lag dominated or dead-time dominated
systems and can be modeled as First Order Plus Dead time (FOPDT) structures. The
sequential identification and modified Ziegler-Nichols controller design method form
the basic structure for the multivariable auto tuner. These methods consider desired
response (output: for example, y1 in case of 2x2 system) and input (u1) for system
identification and analysis. Also, they do not discuss about methods to reduce interac-
tions nor do they give any exact analytical expressions for the relay responses that may
help in analyzing the interaction behavior between input/output and may provide
information regarding closed-loop parameters (PID using model based tuning rules) of
the MIMO (Multi input and Multi output) system. Moreover, it is felt that exact model
parameters and information on interactions can be better obtained/calculated from
mathematical model of undesired relay responses for MIMO systems. As the off-
diagonal closed loop transfer functions contain information on interactions, it is better
to analyze the control system based on their time domain characteristics.
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1.1 Motivation

Most of the chemical process are multivariable in nature.i.e. more than one input
such as distillation column which are used for separation of the chemical components
in the Industries. Identification and control of the process plays a crucial role in the
Process industries to maintain the certain variable at set point. There are well defined
Control strategies are there for identification and control of SISO [2014] (single input
and single output process).

The control of MIMO (Multi Input and Multi out) is challenging due to presence of
interaction exists among the manipulate variable and control variable. There are lot
of methods available for identification and control of the process by reducing the
interaction analysis.

Åström and Hägglund [1] were pioneered in the introducing the concept of auto-
tuning to generate the sustained oscillations. Yu [2] has explored the relay feedback to
investigate the shapes of various higher order systems. Tau and Liu [3] has presented
the research gaps and further explored the further possible investigations. Shankar
Prasad and Yaddanapudi Jaya [4] have proposed the new identifications for stable
Process. Sujatha and Panda [5] has introduced the concept of estimating the parame-
ters of MIMO systems. Ramesh and Panda [6] has explored the relay feedback and
presented the report. Kalapana [7] has extended and developed the analytical method
of identifying parameters. Chidambaram and Padma Sri [8] has discussed elaborately
discussed the methods for unstable systems.

In this work an attempt is made by taking the two tank system (To control
Liquid level) using the relay feedback (sequential tuning approach) and validation
of the simulation results with the experimental results. The method used in this research
work is sequential tuning approach which is widely acceptable for estimation and
identification of the process parameters for proposed two tank (Liquid Level) system.
Experimental transfer function is obtained from two tank system a simulation is carried
out a comparison is made between experimental one and simulated one.

1.1.1 Two tank interacting system

The schematic diagram of coupled tank MIMO process is shown in Figure 1. The
input flow for tank1 and tank2 are Fin1 and Fin2. The controlled variables are level h1
and h2 in the tank1 and tank2. The mass balance and Bernoulli’s law yield.

A1
dh1
dt

¼ k1u1 � β1a1
ffiffiffiffiffiffiffiffiffiffi
2gH1

p � βxa12
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g H1 �H2ð Þ

q
(1)

A2
dh2
dt

¼ k2u2 þ βxa12
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g H1 �H2ð Þ

q
� β2a2

ffiffiffiffiffiffiffiffiffiffi
2gH2

p
(2)

A1, A2, cross sectional area of tank 1 and tank 2 cm2ð Þ;
a1,a1, cross sectional area of output pipe in tank 1 and tank 2 cm2ð Þ;
a12, cross sectional area of interaction pipe between tank 1 and tank 2 cm2ð Þ;
h1 h2, water level of tank 1 and tank 2 (cm),
Fin11 Fin22, inflow of tank 1 and tank 2 cm3=sð Þ;
Fout11,Fout22, outflow of tank 1 and tank 2 cm3=sð Þ;
u1,u2, input voltage to pump 1 and pump 2 (V);
β1,β2, valve ratio at the outlet of tank 1 and tank 2;
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βx, valve ratio of jointed pipe between tank 1 and tank 2;
k1,k2, gain of the pump 1 and pump 2 cm3=v� sð Þ;
g, gravity cm3=sð Þ.

The parameter values of the coupled tank process are given in Table 1. The
nominal operating conditions of the process are shown in Table 2.

The transfer function of coupled tank process is identified using system identifi-
cation tool box. The levels in the tanks are initially maintained at the operating
condition of 24.6cm and 14.4cm by giving the input voltage of 2.5 and 2 volts to the
pump1 and pump2 respectively. Then the input to the pump1 is changed from 2.5 to 3
voltages by keeping pump2 input as constant and the level in tank1 and tank2 are
recorded. The same procedure is repeated by changing the pump2 input from 2 to 2.5
volts by keeping the pump1 input as constant. The open loop response for the change
in input1 and input2 are shown in Figures 2 and 3.

The experimentally identified transfer function model is

h1
h2

� �
¼

16:99e�12:89s 6:69e�72:57s

214:7sþ 1 204:93sþ 1

9:23e‐35:01s 11:38e‐25:04s

256:44sþ 1 169:15sþ 1

2
6664

3
7775

u1
u2

� �
(3)

Figure 1.
Block diagram of coupled tank system.

A1, A2 a1, a1, a12 β1 β2 βx

154 0.5 0.7498 0.8040 0.2445

Table 1.
Parameters of coupled tank MIMO process.

u1 u2 h1 h2 k1 k2

2.5 2 24.6 14.4 33.336 25.002

Table 2.
Operating condition of coupled tank MIMO process.
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1.2 Relay test for the g12 interactive transfer function

The relay feedback test is conducted on 2X2 MIMO (Two tanks) system. The
undesired relay response of gp12 is obtained in the step2 of sequential auto tuning [9].

Figure 2.
Open loop response for input change in pump1.

Figure 3.
Open loop responses for input change in pump2.

10

PID Control for Linear and Nonlinear Industrial Processes



The relay feedback test output thus obtained is shown in Figure 4. It is g12 the
interactive transfer function relay response and it has the interaction of g11 transfer
function. The time intervals are taken to derive the analytical expression for the above
relay response.

1.2.1 Relay test for the g21 interactive transfer function

The relay feedback test is conducted on 2X2 MIMO (Two tank) system. The
undesired relay response of g21 is obtained in the step3 of sequential auto tuning. The
relay feedback test output thus obtained is shown in Figure 5. It is g21 interactive
transfer function relay response and it has the interaction of g22 transfer function. The
time intervals are taken to derive the analytical expression for the above relay
response.

Under decentralized PI control, with known pairing (y1–u1) and (y2–u2) 2x2
MIMO system is employed. First Relay is placed between y1 and u1, while loop 2 is on
manual mode. Following the relay-feedback test, a controller can be designed from
the ultimate gain and ultimate frequency. Next performed relay feedback test
between y2 and u2, while loop 2 is on automatic mode. A controller is designed from
the ultimate gain and ultimate frequency for the loop 2. Third performed relay feed-
back test between y1 and u1, while loop 2 is on automatic mode. Generally, new set of
tuning constants are founded for the controller in loop1. Based on the concept of
sequential auto tuning method each controller is designed in sequence. The control-
ler’s parameters are converged in 3–4 relay feedback test is shown in the below
Table 3.

Figure 4.
Relay output response for g12 (step2).
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1.3 Derivation of analytical expression for 2X2 MIMO system

The ideal relay output consists of a series of step changes in manipulated variables.
Hence, the stabilized output is a sum of infinite terms of step responses due to those
step changes. The process output converges to the stationary oscillation in one period
and the limit cycle oscillation for ideal relay test is characterized by the deriving
analytical expressions. Analytical expressions are mathematical expressions for the
stabilized relay feedback output responses and are useful for back calculation of exact
process model parameters

1.3.1 Analytical expression for the g12 interactive transfer function

Analytical expression is derived for the undesired response obtained from the relay

Figure 5.
Relay output response for g21.

S. No Iterations Loops kc ki

1. Iteration1 Loop1 0.5729 0.01236

Loop2 0.2685 0.002496

2. Iteration2 Loop1 0.5780 0.01275

Loop2 0.2685 0.002492

3. Iteration3 Loop1 0.5729 0.01245

Loop2 0.2685 0.002494

4. Iteration4 Loop1 0.5859 0.01258

Loop2 0.2685 0.002498

Table 3.
Controller parameters computed from biased the relay feedback response of step 2 and step 3 by sequential
autotuning.
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Feedback test. The biased relay response is assumed to be formed by n number of
small

Step changes. Let μþ ¼ μ0 þ μ and μ‐ ¼ μ0–μ. The process input in the relay feed-
back test consists of a series of step changes with down amplitude, μ‐ and up ampli-
tude μþ. At first interval (after synchronizing input with output by time shift), the
response can be described.

as:

y1 ¼ k12μ0 1� e
�t
τ12

h i
� k11kc1

τi1
μ� t� τi1 þ τ11ð Þe�t

τ11

h i
y1 t� 1ð Þ (4)

y2 ¼ k12μ0 1� e
tþD1
n2

� �
� 2 1� e

�t
n2

� �h i

� k11kc1
τ11

μ� tþD11ð Þ � τ11 þ τ11 1� e
tþD11
n11

� �� i
y2 t�1ð Þ t� τ11 þ τ11 1� e

�t
τ11

� �� i
∣

h���
h (5)

Where D21 and D11 are time delays of the individual transfer functions of the system.
The above Eq. (5) can be simplified as follows:

y2 ¼ k12μ0 1� 2½ � � e
�t
τ21 e

�D12
τ12 � 2

h in o
� k11kc1

τi1
�

μ� t 1� 2½ � þ τi1 � τ11ð Þ 1� e
�t
τ11

� �
e
�D11
τ11

h i
� 2

� �n o
y2 t� 1ð Þ

(6)

Let pþ and p� be the positive and negative half cycle’s periods. The third interval
lags by an amount D21□pu=2 and D22□pu=2 from input can be given a

� k11kc1
τn1

μ� 1� 2þ 2½ � þ rn þ τ11ð Þ 1� e
�t
τ11

� �
e
�D11þPn

2
τ11 � 2e

pu
2
τ11 þ 2

" # )
y3 t� 1ð Þ

(
(7)

The Eq. (7) can easily be simplified (8)
The Eq. (8) for y3 slowly forms a series, as time tends to infinity the response

becomes stabilized and it can be described as in given in Eq. (9)
The RHS of Eq. (9) has 4 parts:

yt ¼ k12μ0 1� 2þ 2�⋯½ � � e
t

T12 e
D12þ
Pn�1

k¼1
p1
2

f 12 � 2e

Pn�1

k¼1
p1
2

τ12 þþ2e
p1
2

τ12 � 2

" #( )
(8)

�k11kc1
τi1

μ� x 1� 2þ 2…ð � þ τi1 � τ11ð Þ 1� e
�t
τ11

� �
e
D11 þ

Pn�1
n¼1

P0
2

τ11

"""
�2e

Pn�1

n¼1

Pu
2 þ⋯þ 2e

ρ
τ11 � 2

3
5
3
5
3
5

y1 t� 1ð Þ þ y2 t� 1ð Þ þ y3 t� 1ð Þ þ⋯þ yn t� 1ð Þ� �
(9)

The generalized analytical expression for g12 interactive transfer function of 2x2
MIMO process is given by: Similarly, the generalized analytical expression for G21

interactive transfer function of 2x2 MIMO process is given by:
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ym ¼ k21μþ � 2k21μ0e
�r
r23

1� e
�p2
r21

1þ e
�p21
2r2t

 ! !
� k22ke2

r12
μ�2t1 þ μurð Þ

0
@

� k22ke2
r12

r12 þ r22ð Þ
1
A� μþ � 2μe

�t
r2x

h i 1� e
�p�
r23

1þ e
�p�
2r31

 !
yn t� 1ð Þ

(10)

The term yn t� 1ð Þ in the above Eqs. (9) and (10) is one step ahead prediction of
yn tð Þ.

1.4 Boundary conditions to estimate the model parameters of 2X2 mimo system
(two tanks)

There are twelve parameters to be estimated in the 2x2 MIMO process. The four
dead times D11,D12,D21,D22 can be obtained straight away from the initial relay
response. The remaining eight parameters K11,K12,K22,K21,τ11,τ12τ22 and τ21 can be
estimated by applying four different boundary conditions in Eqs. (9) and (10) and
solving them.

First, we have to measure y1,t1,y2,t2y3,t3,ymin and tmin , as shown in Figures 6 and 7.
The boundary conditions are as follows:

at t ¼ t1,y ¼ y1 (11)

at t ¼ t2,y ¼ y2 (12)

at t ¼ t3,y ¼ y3 (13)

at t ¼ tmin (14)

Figure 6.
Relay output response for g22.

14

PID Control for Linear and Nonlinear Industrial Processes



1.5 Procedure for parameter estimation using biased relay test

Ideal relay feedback test is conducted on the 2x2 MIMO systems. The model
Parameters are estimated as follows:

1.Relay feedback test is conducted on 2x2 MIMO process.

2.Dead times D12,D21 are obtained directly from the initial part of undesirable relay
response of 2x2 MIMO process and the dead times D11,D22 are obtained directly

From the initial part of desirable relay response of 2x2 MIMO process.

3.Record t1,t2,t3tmin ,y1,y2,y3 and ymin .

4.Using the information obtained in step3, apply the boundary conditions given in
Eqs. (11–14) in Eq. (10) and Eq. (11).

5.Use “fslove” to solve the equations obtained in step4 and estimate model
Parameters K11, K12, K21, K22, τ11, τ12, τ21, and τ22.

1.5.1 Parameter estimation of two tank system

The dead times of the process is directly recorded from the responses. The infor-
mation obtained during the stable oscillating condition for the process is given in
Table 4.

Using this information, the process parameters are estimated by applying the
boundary conditions given in Eqs. (10–13) in Eq. (10) and Eq. (11). The comparisons
between the parameters and transfer function of true and estimated process are given
Tables 5 and 6 respectively.

Figure 7.
Boundary conditions from the biased g21 relay response.
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It is found that the estimated model parameters are very close to the true process
Parameters.

1.6 Interaction analysis using relative gain array (RGA)

• From the estimated model parameters information on interaction is obtained by
using RGA as follows: The steady (gain) model is expressed as in given in equation

Process (Two tank system)

Measured values g12 (loop1) g21 (loop2)

t1 76.2 36.85

t2 80.1 38.7

t3 85.2 40.6

tmin 90 42.5

y1 �0.04 �0.02

y2 �0.08 �0.04

y3 �0.12 �0.06

ymin �0.16 �0.08

Table 4.
Parameters computed from biased relay feedback responses.

Parameters Actual Estimated % Error

Values Values

k11 16.99 16.91 �0.47086

τ11 214.03 213.95 �0.0373

k12 6.69 6.59 �1.4947

τ12 204.93 204.1 �0.4050

k21 9.23 9.200 �0.3250

τ21 256.44 256.39 �0.0194

k22 11.38 11.32 �0.5272

τ22 169.15 169.11 �0.0236

Table 5.
Comparison of process parameters of true process with estimated process.

S.no True process Estimated process

1. 16:99e�12:89s

214:03sþ1
16:9e�12:89s

213:9sþ1

2. 6:69e�72:57s

204:93sþ1
6:59e�72:57s

204:1sþ1

3. 9:23e�35:01s

256:44sþ1
9:2e�35:01s

256:39sþ1

4. 11:38e�25:04s

169:15sþ1
11:32e�25:04s

169:11sþ1

Table 6.
Comparison of True process and estimated process.
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k ¼ ∣11
k k

12
k k

2
64

3
75 ¼ ∣

16:900 6:5900

9:200 11:32

2
64

3
75 (15)

• The relative gain array for a 2 � 2 MIMO (Two tank) system can be expressed as

Λ ¼
1:4639 �0:4639

�0:4639 1:4639

2
64

3
75 (16)

• Pair the controlled and manipulated variables so that corresponding relative gains

Are positive and as close to one as possible. The input-output pairing of 2x2 MIMO
systems is y1 and u1,y2 and u2.

2. Real time implementation of two tank experimental setup using biased
relay feedback test

2.1 Introduction

Multivariable process systems are either time-lag dominated or dead-time domi-
nated systems and can be modeled as First Order Plus Dead time (FOPDT) structures.
The sequential identification and modified Ziegler-Nichols controller design method
form the basic structure for the multivariable auto tuner. This method considers
desired response (output: for example, y1 in case of 2x2 system) and input (u1) for
system identification and analysis and they do not discuss about methods to reduce
interactions nor do they give any exact analytical expressions for the relay responses
that may help in analyzing the interaction behavior between input/output and may
provide information regarding closed-loop parameters (PID using model based tuning
rules) of the MIMO system. Moreover, it felt that exact model parameters and infor-
mation on interactions can be better obtained / calculated from mathematical model
of undesired relay responses for MIMO systems. Biased relay tests are carried out on
2 x 2 MIMO processes and undesirable responses are modeled.

2.2 Process description

The real time process considered for the sequential auto-tuning algorithm
(Figure 8) is a multiple tank process in which two tanks are considered. The MIMO
process considered here is the couple tank system, which consists of two cylindrical
tanks connected in interacting fashion at two different heights. The system is
configured as a MIMO system with two input and two output variables.

The couple tank system, which consists of two cylindrical tanks connected in
interacting fashion at two different heights. To measure the interaction packers’ valve
are being used in the connecting lines between the two tanks. Water is pumped into
the two tanks from the reservoir using the pumps. The levels of water in the two tanks
are measured using differential pressure transmitters (DPT). Control valves are pro-
vided at the inflow lines of the two tanks in order to regulate the flow of water into the
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tanks. To measure the interaction, the valve is being used. Two I/P converters are used
to change stem position of control valve and to measure the level in the tanks two DPT
are used. All these sensors and actuators are connected through NI-6008 interface
DAQ card; it has 8 analog inputs, 2 analog outputs, 4 digital inputs and 4 digital
outputs compatible with LabVIEW software.

2.3 Biased relay feedback test

LabVIEW (short for Laboratory Virtual Instrumentation Engineering Workbench)
is a system design platform and development environment for a programming
language from National Instruments. LabVIEW is commonly used for Instrument
control, and industrial automation. LabVIEW provides three key elements. They are
Data acquisition tools, Data analysis tools and Data visualization tools. Data acquisi-
tion is the process of gathering or generating information in an automated fashion
from analog and digital measurement sources such as sensors and devices under test.
Here DAQ 6008 is used for Data Acquisition.

A key benefit of Lab VIEW over other development environments is the extensive
support for accessing instrumentation hardware. Lab VIEW provides tight software-
hardware integration. It has the ability to solve and execute complex algorithms in real
time.

2.3.1 Sequential autotuning

The sequential identification and modified Ziegler-Nichols controller design
method form the basic structure for the multivariable auto tuner. This method con-
siders undesired response (output: for example, y1 in case of 2x2 system) and input
(u1) for system identification and analysis, they give exact analytical expressions for
the relay responses that may help in analyzing the interaction behavior between
input/output and may provide information regarding closed-loop parameters (PID
using model based tuning rules) of the MIMO system.

Figure 8.
Two tank interacting system.
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2.3.2 Sequential autotuning—step 1

Based on the concept of sequential auto tuning method each controller is designed
in sequence. Consider a 2 x 2 MIMO system with a known pairing (y1–u1) and (y2u2)
under decentralized PI control. Relay is placed between y1 and u1, while loop 2 is on
manual mode. Following the relay-feedback test, a controller can be designed from
the ultimate gain and ultimate frequency. The block diagram shows in Figure 9 gives
the sequential auto tuning step 1, the DAQ Assistant is used to acquire analog signals
from the level transmitters which measure the level of the tank 1 and tank2. DAQ
Assistant2 is used to generate analog signals to control the final control elements. The
block also includes MATLAB script which performs the relay operation.

Relay is placed between y1 and u1, while loop 2 is on manual mode and a controller
can be designed from the ultimate gain and ultimate frequency of the relay response
(Figure 10).

2.3.3 Sequential autotuning—step 2

• Perform the relay-feedback test between y2 and u2 while loop 1 is on automatic
mode. A controller can also be designed for loop 2 following the relay-feedback
test.

The block diagram shows in Figure 11 gives the sequential auto tuning step 2, the
DAQ Assistant is used to acquire analog signals from the level transmitters which

Figure 9.
Block diagram of biased relay feedback test (step - 1).
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measure the level of the tank 1 and tank2. DAQ Assistant2 is used to generate analog
signals to control the final control elements. The block also includes MATLAB script
which performs the relay operation. Relay is placed between y2 and u2, while loop 1 is
on automatic mode. A controller is designed from the ultimate gain and ultimate
frequency (Figure 12) for the loop 2.

2.3.4 Sequential autotunng—step 3

• Once the controller on the loop 2 is put on automatic mode, another relay-
feedback experiment will be performed between y1 and u1. Generally, a new set
of tuning constants will be found for the controller in loop 1.

• This procedure is repeated until the controller parameters converge. Typically,
the controller parameters converge in 3–4 relay-feedback tests for 2 � 2 MIMO
Systems.

The block diagram shows in Figure 13 gives the sequential auto tuning step 3, the
DAQ Assistant is used to acquire analog signals from the level transmitters which
measure the level of the tank 1 and tank 2. DAQ Assistant 2 is used to generate analog
signals to control the final control element. The block also includes MATLAB script
which performs the relay operation. Another relay-feedback experiment will be

Figure 10.
Biased relay feedback response (step 1) obtained from two tank experimental setup.
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performed between y1 and u1 while loop 2 is on automatic mode and a new set of
tuning constants will be found (Figure 14) for the controller in loop 1. The controller’s
parameters are converged in 3–4 relay feedback tests [10–12].

Figure 11.
Block diagram of biased relay feedback test (step 2).

Figure 12.
Biased relay feedback response (step 2) obtained from two tank experimental setup.
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Sequential auto tuning is conducted under decentralized PI control, with known
pairing (y1–u1) and (y2–u2) 2x2 MIMO systems is employed. First relay is placed
between y1 and u1, while loop 2 is on manual mode. Following the relay-feedback test,
a controller can be designed from the ultimate gain and ultimate frequency. A relay

Figure 13.
Block diagram of biased relay feedback test (step 3).

Figure 14.
Biased relay feedback response (step 3) obtained from two tank experimental setup.

22

PID Control for Linear and Nonlinear Industrial Processes



feedback test is performed between y2 and u2, while loop 1 is on automatic mode. A
controller is designed from the ultimate gain and ultimate frequency for the loop 2.
Afterwards relay feedback test is performed between y1 and u1, while loop 2 is on
automatic mode. Generally, new set of tuning constants are founded for the controller
in loop1. Based on the concept of sequential auto tuning method each controller is
designed in sequence. The controller parameters are converged in 3–4 relay feedback
tests is shown in the Table 7.

2.3.5 Derivation of analytical expression for two tank process

1.Analytical expressions are the mathematical expressions for the stabilized relay
feedback output responses.

2.Analytical expressions are the time domain model equations useful for back
calculation of exact process model parameters.

3.The shifted version of a typical relay feedback response provides the basis for the
derivation.

Analytical expression is derived for the relay response obtained from the relay
feedback test when biased relay is used.

The generalized analytical expression for the undesired relay response of tank 1
(2x2 MIMO process) is given by

yn ¼ k12 μ�þ
�t

2k12μ0eτ12
1� e

�puτ12

1þ e
�pu
2τ12

" #" #
� k11ke1

τi1
μ� t1 þ μtð Þ � k11ke1

τi1
τi1 þ τ11ð Þ

� �

� μþ � �t
2μeτ11

� �
1� e

�puτ11

1þ e
�pu
2τ11

" #
yn t� 1ð Þ

(17)

Similarly, the generalized analytical expression for the undesired relay response of
tank 2 (2x2 MIMO process) is given by

S.no Iterations Loops kc ki

1. Iteration1 Loop1 0.543 1.0427

Loop2 0.910 0.630

2. Iteration2 Loop1 0.6110 1.1305

Loop2 0.925 0.6141

3. Iteration3 Loop1 0.6175 1.2854

Loop2 0.923 0.6161

4. Iteration4 Loop1 0.6163 1.1311

Loop2 0.924 0.6158

Table 7.
Controller Parameters computed from biased the relay feedback response of step 2 and step 3 by sequential auto
tuning.
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yn ¼ k12 μ�þ
�t

2k21μ0eτ12
1� e

�puτ21

1þ e
�pu
2τ21

" #" #
� k22ke2

τi2
μ� t1 þ μtð Þ� k22ke2

τi2
τi1 þ τ11ð Þ

� �

� μþ � �t
2μeτ11

� �
1� e

�puτ22

1þ e
�pu
2τ22

" #
yn t� 1ð Þ

(18)

The term yn t‐1ð Þ in the above Eqs. (17) and (18) is one step ahead prediction of
yn(t).

3. Conclusion

Relay feedback test is conducted on both simulation and real time two tank
experimental setup using biased relay and the responses are obtained. Analytical
expressions are derived for the undesired relay responses in time domain using biased
relay feedback test. The model parameters are estimated for the two tank system
(simulation). The simulation results indicate that the estimation of Kp (Process gain)
is more accurate when biased relay is used. Real time implementation of two tank
experimental set up using biased relay feedback test is done.
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Chapter 3

PID Cascade Controller Design for
an Unstable System
Mustafa Saad

Abstract

In control engineering, the control of an unstable system is very concerning. An
example of an unstable system that uses control principles is a ball and beam balancer
system. This system consists of a long beam attached to a motor at its midpoint. A
steel ball moves on the top of the beam with an acceleration proportional to the beam
angle. If the system is uncontrolled well, the steel ball may fall from the beam. This
paper presents an approach to modeling and controlling the ball position for the ball
and beam balancer system. Starting with a mathematical equation for the nonlinear
system, the model of the system is produced. Then, it demonstrates the design of the
PID cascade controller system to stabilize the system and regulate the ball to its
reference position. The performance of the system was evaluated and tested for set-
point tracking signal and disturbance rejection test. The simulation studies were done
using Matlab Simulink and the results indicated that the proposed approach yields
robust closed-loop performance.

Keywords: unstable system, ball and beam balancer, modeling, controller design,
cascade, PID, tuning, disturbance rejection

1. Introduction

Most industrial processes can be considered nonlinear and uncertain processes.
The control of these processes is considered dangerous if they were unstable. An
unstable system such as a ball and beam balancer exists in some control laboratories. It
is used by control engineering students to design and apply some of the controller
techniques to control the ball position [1]. It is easy to understand that many classical
and modern controller design techniques still can be applied to this system. Besides
that, due to its simple construction, it can be classified as a feedback control system
and it is used to learn how to stabilize the unstable system. It is normally related to real
control problems such as horizontally stabilizing an airplane during landing and in
turbulent airflow [2, 3].

The ball and beam system is seen as a standard control engineering system whose
fundamental theory can be used to stabilize problems for various systems. For exam-
ple, the balancing problem in moving robots that use to carry and spacecraft position
control systems in aerospace engineering [4].
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The ball and beam system is considered a nonlinear system [5]. Its nonlinearity is
due to the dead zone and saturation characteristic, DC motor, and pulley drive
nonlinearity and discontinuity of position measurement. The ball and beam system
can show a general nonlinear control object. The model of the ball and beam balancer
system can be used as a control item such as balancing mobile robots in goods carry-
ing, controlling spacecraft, control of nonlinear actuators, and position control of
space vehicles in aerospace engineering can all use the model, the ball, and the beam
system as the control object [6].

A steel ball is positioned on the beam as shown in Figure 1. When the current
control signal is applied to the motor, the beam is titled about its center axis. This
causes the rolling of the ball on the beam. The control objective is to regulate the ball
position on the beam automatically by changing the manipulated beam angle. This is a
difficult mission due to the rolling of the ball on the length of the beam. This move-
ment has an acceleration proportional to the angle of the beam [7]. The system is
bounded input unbounded output because bounded beam angle gives unbounded ball
position. Hence, the system must be controlled to position the ball at the desired
position.

Most real systems are nonlinear and closed-loop controllers that can be a valuable
approach to ensure sufficient performance. Many nonlinear control systems have
been documented for academic education to learn about feedback control in control
engineering courses. As a standard, the ball and beam is a classic example of such a
system [8].

The ball and beam system has been studied and controlled using several control
techniques by many researchers. In the previous, a good variety of methods is applied
to this system [9–13].

2. System mathematical modeling

The ball and beam balancer system is a multi-loop system that contains two parts.
The modeling of DC motor and the model derivation ball and beam. The system free-
body of the ball and beam balancer system as shown in Figure 2 illustrates two DOF
systems. One is moving the ball up and down on the beam and the other one is the
beam rotating around its center. The demonstration of the whole system dynamics is

Figure 1.
Ball beam balancer system.
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complex therefore a simple mathematical model derivation is done to design the
system controller.

The ball and beam balancer motion is shown in Figure 3. It can be seen that three
forces acting on the ball are the rolling constraint force, the sliding component force
due to gravity, which depends on the beam angle ∅, and the reacting force.

The balancing forces are;

X
Fb ¼ mg sin∅� Fr ¼ m€x (1)

Fr is the ball rolling force and x is the ball position on the beam. By geometry, the
ball position is rewritten as

x ¼ α∙á (2)

α = angular displacement of the ball.á = distance between the axis of the ball and
the point of contact of the ball with the beam

Figure 2.
System free body [14].

Figure 3.
Ball and beam balancer motion.
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The ball balancing torque τb is:

X
τb ¼ Frá ¼ Jb€α (3)

Jb ¼
2
5
ma2 (4)

whereJb= ball moment inertia.a= ball radius.
The beam and motor torque can be derived. Since the beam bears the load of the

ball and the input motor torque. The torque balance equation is:

X
τbm ¼ τin ¼ Jbm €∅ (5)

where bm indicates the beam and motor and τin represents the torque produced by
the motor.

τin ¼ ktIin (6)

Then, the obtained equations after simplification and substitution are;

1þ 2
5

a
ά

� �2� �
€x ¼ gsin∅ (7)

and

Jbm €∅ ¼ ktIin (8)

For linearization, it is assumed that the system operates at about 0° beam angle,
and for small angles approximation sin∅ ¼ ∅. Then Eq. (7) can be rewritten as

1þ 2
5

a
ά

� �2� �
€x ¼ g∅ (9)

a
ά

� �
ffi 1

1þ 2
5

� �
€x ¼ g∅ (10)

Two transfer functions can be obtained, the first transfer function for the motor
system relates to beam angles ∅ and the current inputIin. This transfer function is the
inner loop transfer function. By taking Laplace transform of Eq. (8)

∅ sð Þ
Iin sð Þ ¼

kt
Jbms2

(11)

The second transfer function is for the ball and beam system that relates to the ball
position x and beam angle ∅is obtained by taking Laplace to transform of Eq. (10).
The parameters of the system that have been used in this paper are given in Table 1.

x sð Þ
∅ sð Þ ¼

5g
7
∙
1
s2

(12)
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The overall open-loop system transfer function related to ball position to the
current input can be written as.

x sð Þ
Iin sð Þ ¼

5gkt
7Jbm

∙
1
s4

(13)

3. PID controller

A proportional–integral–derivative controller (PID controller) is a generic
feedback control mechanism as shown in Figure 4. PID controller is the most
commonly used feedback controller. The controller is used to minimize the difference
between the reference input and the controlled variable by manipulating the manipu-
lated variable. PID controllers are the top first choice in the unknown process.
However, the PID controller gains should be tuned carefully to obtain the greatest
performance.

The PID controller design includes three parameters: proportional, integral, and
derivative gains, denoted as P, I, and D, respectively [15, 16]. The proportional gain
determines the reaction based on the present error, the integral gain calculates the
reaction based on the sum of recent errors, and the derivative gain determines the
reaction based on the rate of change of error. The PID controller can operate in
different control mods since some processes need to use one mode or two mods to
obtain the desired control. This is done by eliminating undesired control action and

Parameter Symbol Value Unit

Beam and motor moment of inertia Jbm 0.062 kg.m2

Gravitational constant g 9.81 m /s2

Motor torque constant kt 5.27 Nm/A

Mass of the ball m 0.01 kg

Ball radius ɑ 0.015 m

Beam length l 0.40 m

Beam width w 0.004 m

Table 1.
Parameters of the system.

Figure 4.
Feedback control system with PID controller.
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putting its gain to zero. PI, PD, P, or I controller mods is derived from standard PID
controller in the nonappearance of the relevant control actions. PI controllers are the
most commonly used in industrial applications since derivative action is sensitive to
noise. On the other hand, the presence of an integral action makes the system output
reaches its setpoint.

The PID controller operates on the error signal e(t), which is the difference
between the desired setpoint r(t) and the measured output y(t) to yield a control
signal u(t). PID controller has the general form.

u tð Þ ¼ Kpe tð Þ þ Ki

ðt
0
e tð Þdtþ Kd

d
dt

e tð Þ (14)

The desired closed-loop system characteristics are achieved by correcting the con-
troller parameters Kp, Ki, and Kd, often by “tuning.” The proportional term may only
achieve stability. The integral term guarantees the disturbance rejection. The deriva-
tive term is responsible for response shaping. Even though, the PID controllers are the
most widely used class of control systems. It cannot be used in MIMO systems due to
system complicity.

Applying Laplace transformation of Eq. (14) results in the transformed PID con-
troller equation

U sð Þ
E sð Þ ¼ Kp þ Ki

s
þ Kds (15)

where the controller parameters are:
Proportional gain, Kp.
A large value gives a faster response and a very large value may cause an oscillatory

and unstable system.
Integral gain, Ki.
A large value eliminates the steady-state error more quickly and increases over-

shoot. Very large values invite instability, integrator windup, or actuator saturation.
Derivative gain, Kd with a.
With a larger value, the response reaches the desired response faster, decreases

overshoot, slows the transient response, and may cause instability.
The desired characteristic specification involves a good tuning control using

adjusting the controller parameters to their optimum values. Sometimes PID control-
lers often offer satisfactory control; even their parameters did not tune. However,
carefully tuning can improve the system performance, and poor tuning gives an
unacceptable performance.

PID tuning is a challenging problem, the complex performance criteria should be
achieved even with the limitations of PID control [17]. Different methods for loop
tuning and techniques are more sophisticated and subjected to patents. In manual
methods for loop tuning, if the system is online, the tuning method requires setting
integral and derivative gains to zero and increasing the proportional gain until the
output response becomes oscillatory. According to the “quarter amplitude decay”
response, this gain is set to half of that value. Next, increase the integral gain until zero
error is obtained for the process. Finally, increase the derivative gain, if necessary,
until the output response reaches its steady state in presence of disturbance. However,
too much high derivative gain will cause the output response overshoots the desired
input and some systems cannot accept overshoot. Table 2 describes the effectiveness
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of increasing controller gains on the system response. The table is used as a reference
and only help in calculating the values of controller parameters. Because these param-
eters are dependent on each other, changing one of these parameters can change the
effect of the other two.

There are different control techniques for tuning a PID controller. Many of these
techniques require the transfer function of the system, then selecting controller gains
Kp, Ki, and Kd depending on the system dynamics. The PID controller tuning method
should be carefully chosen, for example, in practice, some loops take minutes or
longer to reach steady state. Therefore, manual tuning could be an inefficient choice.
In addition, tuning method selection depends on the type of tuning online or offline
method. In the case of offline systems, some tuning methods require applying a step
change to the system and measuring the output response. Then, use this reopens to
calculate the controller gains. Table 3 illustrates the comparison between some tuning
methods.

4. PID cascade controller design for ball beam balancer system

The suggested block diagram of the ball and beam balancer system consists of two-
loop as shown in Figure 5. The inner loop is the motor control loop, and the outer
loop, which is the ball beam control loop. In this paper, the design approach has to
stabilize the inner loop first, and then the outer loop is controlled. The motor loop
control is in series with ball and beam loop control.

In this research, the design of the PID cascade controller [18–21] includes two
control loops, an inner loop with a primary PID controller to control the beam angle,
and an outer loop with a secondary PID controller to control the ball position.

Controller parameter Rise time Overshoot Settling time Steady state error

KP Decrease Increase Small change Decrease

Ki Decrease Increase Increase Eliminate

Kd Small change Decrease Decrease None

Table 2.
Effect of increasing Kp, Ki, and Kd parameters in the closed-loop system.

Method Advantages Disadvantages

Manual
Tuning

The online method does not
require math

Time-consuming, expert persons are required

Ziegler-
Nichols

Established Method, online
method

Some trial and error is required, aggressive tuning

Software
Tools

Regular tuning, online or offline
method.

Costs and training involved

Cohen-
Coon

Good process method Offline method, Math required, deal with first-order
processes only

Table 3.
PID controller tuning methods.
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The secondary controller is designed to offset the effect of disturbances before it
significantly affects the output of the controlled system. While the output of the first
controller provides the reference for the second loop. This reduces any unexpected
changes from the inner loop. The secondary controller adjusts the motor. There is a
relation between motor angle and beam angle, any change in the motor angle causes a
change in the beam angle. Therefore, the ball position is controlled by changing the
beam angle.

The PID controller parameters are hard to tune when system parameters besides
control action change while the system operates. So, in this research, the controller
gains are tuned using a tuning tool in Simulink control design based on the perfor-
mance and robustness of the system. The obtained PID controller parameters to
control the system are illustrated in Table 4. The simulation of the PID cascade
diagram of the ball and beam balancer system is shown in Figure 6.

In this design, the ITAE criterion is used to compute the best PID controller gains.
The ITAE index is the best selectivity of the performance indices because it measures
the integration of error for a specific time as the system parameters are varied [7].
The ITAE index formula is:

Controller Kp Ki Kd

PID (inner loop) 0.1087 0.0029 1.1465

PID (outer loop) 26.2173 11.8563 12.8809

Table 4.
The best tuned PID controller parameters.

Figure 6.
Simulation diagram of ball and beam balancer system.

Figure 5.
Block diagram of ball and beam balancer system.
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ITAE ¼
ðt
0
t e tð Þj jdt

5. Simulation results and discussion

The system is an unstable system with poles at the origin. So a controller is needed
to control the system by looking at the response of the system that specifies some
criteria. One of the first things that must be done is to decide upon a criterion for
measuring how good the response is. For example, it does not matter how the
response reaches a steady state but the steady state itself either has a large error or not.
However, transient behavior is also important in determining the best response. For
that, some criterion is introduced such as settling time, rise time, overshoot, and
steady-state error.

PID cascade controller was designed and built using Matlab Simulink as shown in
the previous section. To verify its performance in regulating the ball position of the
ball and beam balancer system for different positions, such as step signal, step-change
tracking signal, and sinusoidal signals were used as input test types for ball position in
the simulation model. To test the robustness of the controlled system, the input
disturbance step signal was used.

Firstly, the inner loop was controlled by tuning the controller parameters of the
first PID until getting the best performance of the inner loop. After that, the second
PID in the outer loop was tuned to get a stable response from the system. Figure 7
shows the step response of ball position using PID controllers, where the best param-
eters that give this response were tableted in Table 4.

The designed controller stabilized the system with zero steady-state error. The
system has a fast response and reached the steady-state value in short time. However,
the system has an overshoot; but it is still an acceptable overshoot because the ball was
still on the specified beam length. The performance specifications of the system using
the PID cascade controller are summarized in Table 5.

Figure 7.
Step response of ball position using PID controller.
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The setpoint change was performed, starting with the ball at the middle of the
beam (origin). At 1 second, the ball position changed to 0.1-meter position of the
beam center, at 2 seconds the desired ball position changed to the left side of the beam
at position 0.1 meter, the ball position was changed again to 0.15 meter at 4 seconds on
the left side, and return to the middle of the beam at 5.5 seconds.

The setpoint-tracking signal contained changing the set point during the operation
as shown in Figure 8. Using the PID controller, the system output perfectly tracked
the setpoint changes of ball position.

In this research, the ball and beam balancer system was subjected to input
disturbance with a force acting on a ball with 0.05 step at a time of 2 sec. The output
response under effective of this disturbance is shown in Figure 9.

The result showed that the disturbance affected the system at a time between 2 and
2.5 seconds. The designed controller can overcome this disturbance and reposition the
ball to its setpoint in approximately 0.5 seconds.

The controlled system is tested for sinusoidal input and the result of the ball
position is shown in Figure 10. As shown, the output response reached the desired
input in a fast time, without overshoot and almost zero steady-state error.

Performance specification

Overshoot (OS %) 25.4%

Peak Time 0.036 sec.

Settling Time 0.122 sec.

Steady State Error 0

ITAE 0.0006237

Table 5.
performance specifications of the system using PID controller.

Figure 8.
Step tracking response of the system.
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6. Conclusion

This research was successfully elaborated and the PID cascade controllers were
magnificently been designed. A model for a ball and beam system is well derived such
that the free-rolling ball of the ball and beam system can be positioned at any desired
location on the beam without falling. For a ball and beam balancer system, the most
required criterion is that the system has a small or no overshoot and zero steady-state
error. From the results and discussion in the previous section. The simulation results
have shown that the suggested approach can stabilize the system efficiently. Further-
more, the performance during the transient period of the system is good where a small

Figure 9.
Output response of the system with input disturbance.

Figure 10.
Output response for sinusoidal input.
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overshoot was obtained. In addition, the PID cascade controller provided a very small
settling time and zero steady-state error. Moreover, the proposed controller has suc-
cessfully tracked the step tracking signal and sinusoidal signal. For the disturbance,
the designed controller approved its ability to reject the effect of disturbance. There-
fore, it can be concluded that the robustness of PID cascade controllers was achieved.
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Chapter 4

MIMO PID Control Retuning Using
the Closed-Loop Frequency
Response
Anna Paula V. de A. Aguiar, George Acioli Júnior
and Péricles R. Barros

Abstract

Proportional integral derivative (PID) controllers are the most used in practice for
regulatory control. This is due to the good performance achieved by this controller for
a variety of processes. However, about 60% have performance issue. This problem can
be more evident in multivariable processes, due to the coupling between the loops.
One way to improve performance is to retune the parameters. Thus, in this article, a
PID control retune technique is presented. Frequency domain data are used to com-
pute gain increments. Identification of the parametric model of the process is not
necessary. The method can be applied to multivariable processes with time delay,
integrative dynamics, and nonminimum phase zeros. Simulation results and the
effectiveness of the method are discussed.

Keywords: PID controller, multivariable systems, frequency domain, retuning,
process control

1. Introduction

The proportional integral derivative (PID) controllers are the most used in the
industry [1]. Numerous tuning methods for PID parameters are found in the literature.
Despite this, about 60% controllers do not reach the desired performance [2]. This occurs
due to actuator wear, process changes, and mainly poorly due to tuned controllers.

Several methods of evaluation of control loops and controller tuning are found in
the literature. Many of these controller evaluation and retuning methods are based on
process models. In [3], process data are used to identify a model. Then, the PID
controller is designed based on obtained model and desired performance is computed
by output prediction. If the performance index is adequate, the PID controller is
retuned using the model; otherwise, another process model must be identified.

However, identifying the model may not be an easy task. An alternative is to use
data-based methods. In these methods, knowledge of the system parametric model is
not necessary and time or frequency domain data are used.

In [2], a PID controller performance assessment and retuning method is proposed.
The closed-loop step response data are used, and the controller is retuned so that it

41



approximates a closed-loop reference model. The reference model is a second-order
plus time delay transfer function. In [4], frequency domain constraints are inserted
into the problem proposed in [2] to improve robustness and ensure stability.

Only frequency domain data are used in the method presented in [5] to retune the
PID controller. In the last two, the reference model is a first order plus time delay
transfer function, of which the time constant is defined according to the desired
stability margins.

However, these methodologies are applied to single-input single-output (SISO)
processes. On the other hand, the processes are increasingly complex due the demand
for high-quality and energy-saving products is ever-increasing. Multivariable
(MIMO) processes are common in the industry. PID control structures for MIMO
processes are classified as decentralized control and centralized control. The
decentralized control is a diagonal matrix, in which each nonzero element is a PID
controller. The centralized control consists of a full matrix.

Ensuring a desired performance of the PID controller in MIMO processes is an
even more difficult task, due to the coupling between the loops. The coupling repre-
sents the interactions between input and output variables. Thus, MIMO PID controller
performance evaluation and retuning methods are necessary.

One way to use methods developed for SISO processes in MIMO processes is to
apply them sequentially and iteratively. In [6], the method presented in [4] was used
to evaluate and retune the decentralized PID controller. In [7], the PI controller
retuning method presented in [5] has been extended to MIMO processes.

In this paper, the retuning method presented in [7] is reviewed and extended to
PID controllers. The increments of the initial MIMO PID controllers gains are com-
puted using only frequency domain data. The process parametric model is not
required. The objective is to retune the controller so that the new closed loop is as
close as possible to a given reference model. Simulation examples show that the
method can be applied to multivariable process with time delay, integrative dynamics,
and nonminimum phase zero.

The paper is organized as follows. In Section 2, the problem statement is presented.
The frequency domain retuning method for MIMO process is proposed in Section 3.
The simulation and experimental results are presented in sections 4. The conclusion is
presented in Section 5.

2. Problem statement

Consider a multivariable process G sð Þ∈n�n with n inputs and n outputs and a
centralized or descentralized PI/PID controller C sð Þ∈n�n, respectively, given by:

C sð Þ ¼

C11 sð Þ C12 sð Þ ⋯ C1n sð Þ
C21 sð Þ C22 sð Þ ⋯ C2n sð Þ
⋮ ⋮ ⋱ ⋮

Cn1 sð Þ Cn2 sð Þ ⋯ Cnn sð Þ

2
6664

3
7775, (1)

C sð Þ ¼

C11 sð Þ 0 ⋯ 0

0 C22 sð Þ ⋯ 0

⋮ ⋮ ⋱ ⋮
0 0 ⋯ Cnn sð Þ

2
6664

3
7775, (2)
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where each non-null element is given by:

Cij sð Þ ¼ Kpij þ Kiij
s

þ sKdij, (3)

and Kpij, Kiij, and Kdij are the proportional, integrative, and derivative gains,
respectively, and i, j ¼ 1, 2, … , n.

The closed loop is given by:

T sð Þ ¼ I þ G sð ÞC sð Þð Þ�1G sð ÞC sð Þ, (4)

where T sð Þ∈n�n must be stable, I∈n�n is an identity matrix. The sensitivity
function is given by:

S sð Þ ¼ I þ G sð ÞC sð Þð Þ�1: (5)

Given a closed-loop reference model Tr sð Þ and the initial closed-loop frequency
response data Ti jωð Þ on a finite frequency set Ω ¼ ω1,ω2,⋯,ωN½ �, with ω1 >0, the
problem statement is: obtain a new PID controller so that the designed closed loop is
close to the desired one, without the knowledge of the parametric model of the
process.

3. Frequency domain retuning

Consider an initial closed-loop Ti sð Þ ¼ I þ G sð ÞCi sð Þð Þ�1G sð ÞCi sð Þ with a MIMO
PI/PID controller Eq. (1) and (2). The retuned controller C sð Þ is given by:

C sð Þ ¼ C sð Þ þ CΔ sð Þ, (6)

where the CΔ sð Þ parameters are again increments of the initial controller gain.
The goal of the retune is to compute the CΔ sð Þ parameters, so that the new closed

loop with the new controller C sð Þ is close to the desired one. To compute the CΔ sð Þ
parameters, first the frequency response CΔ jωð Þ is computed considering the itera-
tions between the loops, as shown in lemma 1.1. The frequency response of the initial
closed loop, the reference model, and the initial controller is the algorithm input data.

Lemma 1.1 Given a desired reference Tr sð Þ and an initial Ti sð Þ closed loop, the CΔ jωð Þ
can be computed as:

CΔ jωð Þ ¼ C jωð ÞTi jωð Þ�1 Tr jωð Þ � Ti jωð Þð ÞS�1
r jωð Þ, (7)

where Sr sð Þ ¼ I� Tr sð Þ is the reference model sensitivity function.
Proof of Lemma 1.1: The proof is found in [7].
Once the CΔ sð Þ frequency response is computed, the gain increments can be

obtained. By definition each element of CΔ jωð Þ∈n�n is of the form:

CΔ
ij sð Þ ¼ KpΔij þ KiΔij

s
þ KdΔij s: (8)
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From lemma 1.1 and matrix equality, the parameters KpΔij , Ki
Δ
ij and KdΔij of each

element of CΔ
ij sð Þ are computed as shown in lemma 1.2.

Lemma 1.2 Given the CΔ
ij sð Þ frequency response, parameters KpΔij , Ki

Δ
ij , and KdΔij of

the CΔ jωð Þ are computed by:

KpΔij ¼ ΦT
rijΦrij

� ��1
ΦT

rijΩrij (9)

KiΔij

KdΔij

" #
¼ ΦT

iijΦiij

� ��1
ΦT

iijΩiij , (10)

where

Φrij ¼

1

1

⋮
1

2
6664

3
7775, (11)

Ωrij ¼

ℜ CΔ
ij jω1ð Þ

� �

ℜ CΔ
ij jω2ð Þ

� �

⋮

ℜ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
, (12)

Φiij ¼

�1 = ω1 ω1

�1 = ω2 ω2

⋮ ⋮
�1 = ωN ωN

2
6664

3
7775, (13)

Ωiij ¼

ℑ CΔ
ij jω1ð Þ

� �

ℑ CΔ
ij jω2ð Þ

� �

⋮

ℑ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
, (14)

CΔ
ij jωð Þ is computed as shown in lemma 1.1, ℜ :ð Þ and ℑ :ð Þ are the real and

imaginary parts, respectively, Ω ¼ ω1,ω2,⋯,ωN½ � is finite frequency set, and ω1 >0.
Proof of Lemma 1.2: As CΔ jωð Þ is a complex matrix so each element is given by:

CΔ
ij jωð Þ ¼ aij þ jbij, (15)

where aij ¼ ℜ CΔ
ij jωð Þ

� �
and bij ¼ ℑ CΔ

ij jωð Þ
� �

.

For each frequency point, we have:

CΔ jωð Þ ¼

a11 þ jb11 a12 þ jb12 ⋯ a1n þ jb1n
a21 þ jb21 a22 þ jb22 ⋯ a2n þ jb2n

⋮ ⋮ ⋱ ⋮
an1 þ jbn1 an2 þ jbn2 ⋯ ann þ jbnn

2
6664

3
7775, (16)
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Kp þ Ki
jω

þ jωKd ¼

a11 þ jb11 a12 þ jb12 ⋯ a1n þ jb1n
a21 þ jb21 a22 þ jb22 ⋯ a2n þ jb2n

⋮ ⋮ ⋱ ⋮
an1 þ jbn1 an2 þ jbn2 ⋯ ann þ jbnn

2
6664

3
7775: (17)

Thus, for each element:

KpΔij þ KiΔij
jω

þ jωKdΔij ¼ aij þ jbij, (18)

KpΔij þ KiΔij
jω

þ jωKdΔij ¼ ℜ CΔ
ij jωð Þ

� �
þ jℑ CΔ

ij jωð Þ
� �

, (19)

KpΔij � j
KiΔij
ω

þ jωKdΔij ¼ ℜ CΔ
ij jωð Þ

� �
þ jℑ CΔ

ij jωð Þ
� �

: (20)

Separating the real and imaginary terms of each element, we have:

KpΔij ¼ ℜ CΔ
ij jωð Þ

� �
, (21)

�KiΔij
ω

þ ωKdΔij ¼ ℑ CΔ
ij jωð Þ

� �
: (22)

Considering a set with N points frequencies points:

1

1

⋮
1

2
6664

3
7775Kp

Δ
ij ¼

ℜ CΔ
ij jω1ð Þ

� �

ℜ CΔ
ij jω2ð Þ

� �

⋮

ℜ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
, (23)

�1 = ω1 ω1

�1 = ω2 ω2

⋮ ⋮
�1 = ωN ωN

2
6664

3
7775 KiΔij KdΔij
h i

¼

ℑ CΔ
ij jω1ð Þ

� �

ℑ CΔ
ij jω2ð Þ

� �

⋮

ℑ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
: (24)

A particular case, presented in [7] is given by lemma 1.3, where a PI controller is
considered:

CΔ
ij sð Þ ¼ KpΔij þ KiΔij

s
: (25)

Lemma 1.3 Given the CΔ
ij sð Þ frequency response, parameters KpΔij and KiΔij of the

CΔ jωð Þ are computed by:

KpΔij ¼ ΦT
rijΦrij

� ��1
ΦT

rijΩrij (26)

45

MIMO PID Control Retuning Using the Closed-Loop Frequency Response
DOI: http://dx.doi.org/10.5772/intechopen.105015



KiΔij ¼ ΦT
iijΦiij

� ��1
ΦT

iijΩiij , (27)

where

Φrij ¼

1

1

⋮
1

2
6664

3
7775, (28)

Ωrij ¼

ℜ CΔ
ij jω1ð Þ

� �

ℜ CΔ
ij jω2ð Þ

� �

⋮

ℜ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
, (29)

Φiij ¼

�1 = ω1

�1 = ω2

⋮
�1 = ωN

2
6664

3
7775, (30)

Ωiij ¼

ℑ CΔ
ij jω1ð Þ

� �

ℑ CΔ
ij jω2ð Þ

� �

⋮

ℑ CΔ
ij jωNð Þ

� �

2
6666664

3
7777775
, (31)

CΔ
ij jωð Þ is given by Eq. (7), ℜ :ð Þ and ℑ :ð Þ are the real and imaginary parts,

respectively, Ω ¼ ω1,ω2,⋯,ωN½ � is finite frequency set and ω1 >0.
Proof of Lemma 1.3: The proof is similar to that of lemma 1.2 and can be

found in [7].

4. Simulation results

In this section, the effectiveness of the proposed PID controller retune method
through simulated examples. For this, the Wood-Berry, the integrating process of the
distillation column and drum boiler are considered. The initial controller can be
centralized or decentralized PI or PID type. The maximum singular value of the
sensitivity function (S sð Þ) is used to show the closed-loop robustness property. The
maximum singular value must be less than 2 to guarantee greater stability margin and
robustness [8].

4.1 Example 1

Consider the Wood-Berry binary distillation column [9] given by 2 � 2 matrix, of
which each element is a first-order plus time delay transfer function:
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Gex1 sð Þ ¼
12:8e�s

16:7s þ 1
�18:9e�3s

21s þ 1
6:6e�7s

10:9s þ 1
�19:4e�3s

14:4s þ 1

2
664

3
775 (32)

and the decentralized PID controller:

Cex1 sð Þ ¼
0:34 þ 0:0198

s
þ 0:167s 0

0 �0:14� 0:0081
s

� 0:19s

2
64

3
75: (33)

To obtain the closed loop as decoupled as possible, the reference model is given by
the diagonal matrix given by:

Trex1 sð Þ ¼
1

5:9s þ 1
e�1s 0

0
1

5:8s þ 1
e�3s

2
664

3
775: (34)

The retuned controller using the lemma 1.2 is given by:

Cex1 sð Þ ¼
0:172 þ 0:0299

s
þ 0:204s �0:0666� 0:016

s
þ 0:046s

�0:009 þ 0:0097
s

� 0:0548s �0:0512� 0:012
s

þ 0:106s

2
64

3
75:

(35)

Note in Figure 1 that the retuned closed loop is more robust than the initial one. This
occurs because the peak of maximum singular value curve of the initial sensitivity
function (S sð Þ), Eq. (5), is above the peak of the curve corresponding to the reprojected.

In Figure 2, the step responses of the initial and retuned closed loop are shown.
The retuned closed-loop response approaches the desired. In addition, coupling
reduction is observed when the retuned controller is used. This occurs because the
coupling is compensated by the off-diagonal elements of the controller matrix. Con-
sequently, the variation of the control signal increased, as can be observed in Figure 3.

In this example, the decentralized PID controller was retuned so that the new
closed-loop close to a diagonal reference model. As result of the proposed method, a
centralized PID controller was obtained.

4.2 Example 2

Consider the integrating process of the distillation column process [10]:

Gex2 sð Þ ¼
3:04
s

�278:28
s 30s þ 1ð Þ 6s þ 1ð Þ

0:052
s

319:47
s 30s þ 1ð Þ 6s þ 1ð Þ

2
664

3
775 (36)

and the decentralized PI controller:
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Cex2 sð Þ ¼
16:181 þ 202:265

s
0

0 23:614 þ 64:926
s

þ 2:147s

2
664

3
775: (37)

The reference model is given by:

Trex2 sð Þ ¼
1

0:05s þ 1
0

0
1

0:2s þ 1

2
664

3
775: (38)

Figure 1.
Maximum singular value of sensitivity function (S sð Þ) - example 1.

Figure 2.
Closed-loop step response - example 1.
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The initial controller is decentralized and has PI-type and PID-type elements.
Thus, the lemma 1.2 was used to retune the PID and for the lemma 1.3 was used to the
other elements. The integral gain obtained for elements C11, C12, and C22 was approx-
imately zero. The retuned controller is given by:

Cex2 sð Þ ¼
5:73 1:25

�1:65 þ 0:0082
s

2:4 þ 0:49s

" #
: (39)

In Figure 4, the maximum singular value curve of the sensitivity function (S sð Þ) is
presented. Observe that the curve peak of the proposed loop is smaller when com-
pared with the initial loop.

The closed-loop step response is show in Figure 5. The retuned loop outputs were
close to the desired and slower than the initial loop. Consequently, the overshoot was
reduced. Also, the control signal became smoother as shown in Figure 6.

Figure 3.
Control signal - example 1.

Figure 4.
Maximum singular value of sensitivity function (S sð Þ) - example 2.
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4.3 Example 3

Consider the drum boiler integrating process [11]:

Gex3 sð Þ ¼
0:349

38:19s þ 1
�0:1587

203:9s þ 1
�0:0059

s
1� 401:2s
1 þ 21:15s

0:01033
s

2
664

3
775 (40)

and the decentralized PI controller:

Figure 5.
Closed-loop step response - example 2.

Figure 6.
Control signal - example 2.
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Cex3 sð Þ ¼
2:5 þ 0:05

s
0

0 1:25 þ 0:025
s

2
64

3
75: (41)

Note the presence of a zero in the right-half plane (RHP) that affects output 2. A
zero in the RHP must appear in the element of the reference model transfer matrix
referring to output 2. The reference model is given by:

Trex3 sð Þ ¼
1

30s þ 1
0

0
1� 32s

70s þ 1

2
664

3
775: (42)

In this case, as the process is integrative, the retune was performed using
lemma 1.3 so that the retuned controller was of the PI type:

Cex3 sð Þ ¼
1:89 þ 0:0751

s
0:198 þ 0:011

s

�17:3 þ 0:201
s

2:69 þ 0:117
s

2
64

3
75: (43)

In Figure 7, the maximum singular value curve of the sensitivity function (S sð Þ) is
presented. Note that the retuned loop is significantly more robust than the initial.

The closed-loop step response is show in Figure 8. With the retuned controller, the
interaction of input 1 with output 2 has been reduced. However, the variation of the
control signal increased, as shown in Figure 9.

In this example, the centralized PI controller has been retuned from closed loop
with a decentralized PI controller. It was possible to obtain a decoupled closed loop
with a greater gain margin.

Figure 7.
Maximum singular value of sensitivity function (S sð Þ) - example 3.
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5. Conclusions

In this article, a PID controller retuning method for multivariable processes was
presented. This method is an extension of the one presented in [7]. The controller is
retuned so that the closed loop approximates the desired one. The method is based on
closed-loop frequency domain data. Knowledge of the parametric model of the pro-
cess is not necessary.

Controller gain increments are computed from the closed-loop reference model,
the initial controller, and closed-loop frequency domain data. The initial controller can
be centralized or decentralized, PI or PID type.

In the simulation examples, it can be seen that the retuned controller is centralized.
In example 2, it is shown that the P/PD controller can be obtained from the initial PI/
PID controller. In this case, the integral gain of some controllers was approximately

Figure 8.
Closed-loop step response - example 3.

Figure 9.
Control signal - example 3.
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zero. With the redesign, it was possible to reduce the coupling between the loops and
improve the robustness properties of the closed loop.

As future work, there is the application of the method to unstable processes and a
methodology to define the reference model.
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Chapter 5

PID Control for Nonlinear
Processes
Taieb Adel, Kanzari Bilel and Chaari Abdelkader

Abstract

This chapter presents a proportional-integral-derivative (PID) Takagi-Sugeno
fuzzy system controller that can be trained by the particle swarm optimization-cuckoo
search (PSOCS) technique to control nonlinear multi-input multi-output (MIMO)
systems. Instead of the standard methods that are widely used in the literature, the
PSOCS is used to adjust all of the PID parameters by the minimization of a given
objective function. A nonlinear MIMO system has been selected to be controlled by
this controller. The simulation results show the notable control accuracy and general-
ization ability of this MIMO controller. Finally, a comparative study with a PSO
algorithm and CS algorithm shows the superiority of the PSOCS over these two
optimization methods in terms of guaranteeing the desired performance.

Keywords: PID controller, Takagi-Sugeno, nonlinear system, MIMO system, particle
swarm optimization-cuckoo search

1. Introduction

The proportional-integral-derivative (PID) control technique is used in this chap-
ter to achieve the control objective of making the output signals follow the desired
trajectory or arrive at the required places accurately and fast. However, there are a
number of characteristics in big system models that prevent the direct application of
PID control approaches. The largest (and unknown) model order, hazy connections
between subsystems, wide parameter fluctuation, and complex organizational struc-
ture stand out among these characteristics. There has been a lot of research done on
the stability problem with fuzzy control systems. However, there are frequently
ambiguities in many real-world systems, which are a source of instability. Thus, the
robust fuzzy stabilization problem for uncertain nonlinear systems has received con-
siderable interest [1, 2]. We can use fuzzy logic theory to break down the effort of
modeling and control design into a collection of simpler local tasks by using qualita-
tive, linguistic information about a complex nonlinear system. Additionally, it offers a
method for combining these local activities to produce the overall model and control
design. On the other hand, improvements in the theory of linear systems have led to
the development of numerous potent design tools. As a result, the analysis and con-
troller synthesis of the nonlinear system may be done using the productive linear
system theory based on the linear Takagi Sugeo (TS) fuzzy model [3]. Although the
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local design structure is used to build the fuzzy controller, the global design conditions
should be used to calculate the feedback gains. To ensure global stability and control
performance, the global design conditions are required.

PID control with feedback signals accessible at the site of each controlled device is
typically the most advantageous for the nonlinear problem due to the ease of the
practical implementation of the controllers [4, 5]. The difficulty of precisely and
automatically tweaking the gains of PID controller poses a significant obstacle to the
efficient application of this method. Because, it is a computationally expensive com-
binational optimization issue, and because it may be difficult, time-consuming, and
process-specific to extract the right set of static benefits for every subsystem. In order
to overcome these drawbacks, several optimization algorithms are used, for example,
genetic algorithm (GA), equilibrium optimizer algorithm (EOA) [6], particle swarm
optimization (PSO), arithmetic optimizer (AO) [7], and cuckoo search (CS).

For the best tuning of the PID gains in each control region and to accelerate the
convergence of the algorithms in this work, the particle swarm optimization-cuckoo
search (PSOCS) technique, a mix of the PSO and the cs algorithm, is utilized in this
chapter. PSOCS, a unique population-based metaheuristic, has become an effective
tool for engineering optimization because it makes use of the swarm intelligence
produced by the collaboration and competition among the particles in a swarm.
Additionally, it has proven to be effective in resolving issues with nonlinearity,
non-differentiability, and high dimensionality [8].

2. Identifying a MIMO system

2.1 Representation of MISO systems

Consider a MIMO system with n inputs and n outputs. After decomposition, each
MISO system will be described by:

yi kþ 1ð Þ ¼ f i x kð Þð Þ,i ¼ 1,2,… ,n (1)

with the regression vector given by:

xi kð Þ ¼ yi kð Þn0, u1 k� d1ið Þn0, … , un k� dnið Þn0
� �

(2)

here k denotes the discrete time sample, n is an integer relative to the order of the
system, and dij is the pure delay. MISO systems are independently identified, for
simplicity of notation the index i will be ignored. The output of the system is written as:

y kþ 1ð Þ ¼ Ay kð Þ þ Bu kð Þ þ α (3)

where α is a constant. A fuzzy TS model makes an attempt to approximate the
unknown function f :ð Þ. By using the Fuzzy C-Means (FCM) algorithm, a set of fuzzy
regions, in this case characterized by Gaussian membership functions, are created in
the data space, and the ensuing portions describe how the system behaves in these
areas. The MISO system’s governing body will now be

Rl : if x kð Þ isΩl then yl kþ 1ð Þ ¼ Aly kð Þ þ Blu kð Þ þ αl,l ¼ 1,… ,r (4)
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where Ωl is the antecedent fuzzy set of the lth rule, Al ¼ Al1, Al2, … , Aln½ � and
Bl ¼ Bl1, Bl2, … , Bln½ � are the vectors of the two polynomials Al and Bl, and r is the
number of rules.

Rule (4) can then be written as:

Rl : if x1 kð Þ isΩl1 and xp kð Þ isΩlpthen

yl kþ 1ð Þ ¼ Aly kð Þ þ Blu kð Þ þ αl,l ¼ 1,… ,r
(5)

with p ¼ 2n2 þ 1
The output of the TS model is then evaluated by:

y kþ 1ð Þ ¼
Pr

i¼1μi x kð Þð Þyi kþ 1ð ÞPr
i¼1μi x kð Þð Þ (6)

By asking:

Φj x, ci, σið Þ ¼ μj x kð Þð Þ
Pr
i¼1

μi x kð Þð Þ
(7)

with Φj x, ci, σið Þ is the validation function of the Gaussian function having as
parameters the centers ci and the variances σi.

μi x kð Þð Þ ¼ exp
� xi � ci1ð Þ2

2σ2i1

 !
… exp

� xi � cip
� �2
2σ2ip

 !
(8)

The formula (6) becomes

y kþ 1ð Þ ¼
Xr
i¼1

yi kþ 1ð ÞΦj x, ci, σið Þ (9)

A Gaussian function’s center and variance (sigmai) in this situation, as well as the
linear parameters of the consequents, are determined in the first stage of the identifi-
cation of MISO systems, which is often done offline. The second stage, which is
online, applies the recursive least squares technique to update the local models’
parameters.

2.2 Offline fuzzy model identification

The data set, denoted Z, is constructed by concatenating the regression matrix X
and the regressing vector Y :

X ¼

…

x kð Þ
…

x N � 1ð Þ

2
6664

3
7775,Y ¼

…

y kð Þ
…

y N � 1ð Þ

2
6664

3
7775,Z

T ¼ X Y½ � (10)

where N is the number of observations.

57

PID Control for Nonlinear Processes
DOI: http://dx.doi.org/10.5772/intechopen.106820



The data set Z will be divided into Nc subfuzzy sets by using the fuzzy
classification. Several algorithms, including the C-means, Gatha-Geva, and Gustafson
Kessel (GK) algorithms, execute this process. We shall employ these algorithms in the
following [9].

Data group membership values will be described by a fuzzy partition matrix
U ¼ μik½ �Nc�N with μik ∈ 0 1½ � represents the degree to which observation xk belongs to
group i. Each group is characterized by a center ci, where C ¼ c1, … , CNc½ � is the
vector of the centers. And a covariance matrix F ¼ F1, … , FNc½ � describes the variance
of the data in the group Fi.

The Gaussian-type membership functions chosen in the context of this chapter are
given by:

Ωij xj kð Þ� � ¼ exp
�1
2

xj
� �� c2ij

σ2ij

 !
(11)

The parameters of the consequents θi ¼ Ai, Bi, Ci½ � are estimated separately
by the recursive least squares algorithm by minimizing the following objective
function:

min θi

1
N

Y � ξθi½ �TQi Y � ξθi½ � (12)

with ξ ¼ X 1½ � is the regression matrix augmented by adding a unit column vector
and Qi is a matrix containing the values of the validity functions Φi of the ith local
linear model of each data group:

Q ¼

Φ� x 1ð Þ, ci, σið Þ 0 … 0

0 Φ� x 2ð Þ, ci, σið Þ … 0

⋮ ⋮ ⋮ ⋮
0 0 … Φ� x Nð Þ, ci, σið Þ

2
6664

3
7775, (13)

The least squares estimate of the consequent parameters,
(θi ¼ ai1 … aim, bi1 … bim, ci½ �) is given by:

θi ¼ ξTQiξ
� ��1

ξTQiY (14)

2.3 Online fuzzy model identification

The parameters of any real system’s model change over time in accordance with
the conditions of the experiment and thus necessitate their adaptation. The recursive
least squares with normalization and projection adaption algorithm is as follows [10]:

ϕi kþ 1ð Þ ¼ μiy k� 1ð Þ, … μiy k�mð Þ, μiu k� 1ð Þ, … μiu k�mð Þ, 1½ �
θi ¼ ai1 … aim, bi1 … bim, ci½ �

ϕ k� 1ð Þ ¼ ϕ k� 1ð ÞT1 ϕT
2 k� 1ð Þ…ϕT

r k� 1ð Þ
h i

θ ¼ θT1 θ
T
2 … θTr

� �T
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Obtaining the estimated parameter vector θ̂ from the system parameter vector θ is
given by the following least squares algorithm:

θ̂ kð Þ ¼ θ̂ k� 1ð Þ þ p k� 1ð Þϕ k� 1ð Þe1 k� 1ð Þ
λ kð Þ þ ϕ

T
k� 1ð Þp k� 1ð Þϕ k� 1ð Þ

(15)

With:

• e1 kð Þ ¼ y kð Þ � ϕ
T k� 1ð Þθ k� 1ð Þ

• p kð Þ ¼ p k� 1ð Þ � p k�1ð Þϕ kð ÞϕT̂ kð Þp k�1ð Þ
λ kð Þþϕ

T
k�1ð Þp k�1ð Þϕ k�1ð Þ

• λ kð Þ ¼ λ0λ k� 1ð Þ þ 1� λ0ð Þ, with λ0 ¼ 0:95,p 0ð Þ ¼ εI,0< ε<∞

• y kð Þ ¼ y kð Þ
η k�1ð Þ, ϕ kð Þ ¼ ϕ k�1ð Þ

η k�1ð Þ, η kð Þ ¼ max 1,∥ϕ kð Þ∥, η kð Þ is a normalization signal.

3. PID controller

3.1 Continous PID controller

The structure of the control law of a proportional-integral-derivative (PID)
controller results from the sum of three actions:

• Proportional action (P) is as follows:

up tð Þ ¼ Kpε tð Þ (16)

where ε tð Þ ¼ yc tð Þ � y tð Þ represents the error signal with yc tð Þ the set point and y tð Þ
the output of the system to be controlled.

• Integral action (I):

uI tð Þ ¼
Kp

Ti

ðt
0
ε τð Þ (17)

where Ti denotes the integration constant.

• Derivative action (D) is as follows:

uD tð Þ ¼ KpTd
dε tð Þ
dt

(18)

where Td denotes the derivative constant.
Hence, the command signal is as follows:

u tð Þ ¼ up tð Þ þ ui tð Þ þ ud tð Þ (19)
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The transfer function of a theoretical PID regulator will be given by:

R pð Þ ¼ Kp 1þ 1
Tip

þ tdp
� �

(20)

In practice, it is not possible to achieve a perfect derived action. We often use a
filtered version:

Tdp ! Tdp
1þ Td

Nf p

with Nf ≥ 5 (21)

He then just wrote the transfer function of a filtered PID as follows:

R pð Þ ¼ Kp 1þ 1
Tip

þ Tdp
1þ Td

Nf p

p

0
@

1
A (22)

3.2 Discrete version of the PID controller

To obtain the discrete version, we replace:

• the integral by a discrete sum:

uI tð Þ ¼
Kp

Ti

ðt
0
ε τð Þdτ ! uI kð Þ ¼ KpTe

Ti

Xk
i¼0

ε kð Þ (23)

where Te represents the sampling period and k is an integer.

• The derivative by a difference:

uD tð Þ ¼ KpTd
dε tð Þ
dt

! uD kð Þ ¼ KpTd
ε kð Þ � ε k� 1ð Þ

Te
(24)

The control law corresponding to the discrete PID regulator also results from the
sum of three terms:

uPID kð Þ ¼ up kð Þ þ ui kð Þ þ ud kð Þ ¼ Kp ε kð Þ þ Te

Ti

Xk
i¼0

ε kð Þ þ Td

Te
ε kð Þ � ε k� 1ð Þð Þ

 !

(25)

This method of discretization is known by the method of upper rectangles. The
correspondence between the Laplace transform and the z transform of the integral
and derivative terms is given by:

• For the integral term:

1
Tip

! Te

Ti

1
1� z�1 ¼

Te

Ti

z
z� 1

60

PID Control for Linear and Nonlinear Industrial Processes



• For the derived term:

Tdp ! Td

Te
1� z�1� � ¼ Td

Te

z� 1
z

This results in the transfer function of a discrete PID controller:

R z�1� � ¼ Kp 1þ Te

Ti

1
1� z�1 þ

NfTd

NfTe þ Td
� � 1� z�1

1� Td
Nf TeþTd

z�1

0
@

1
A

3.3 Different forms of a numerical PID

3.3.1 Parallel form

The transfer function of the digital PID regulator with derivative filtering in
parallel form is given by:

RPar z�1� � ¼ Kp þ Ki
1

1� z�1 þ Kd
1� z�1

1� ιz�1 (26)

with Ki ¼ Kp
Te
Ti
, Kd ¼ Kp

Nf Td

Nf TeþTd
and ι ¼ Td

Nf TeþTd

Note 1: if there is no filter on the derivative, that is to say that Nf ! ∞, then we
will have

ι ! 0 and Kd ! Kp
Td

Te

3.3.2 Mixed form

The transfer function of the digital PID regulator with derivative filtering in mixed
form is given by:

RMix z�1� � ¼ kp 1þ ki
1

1� z�1 þ kd
1� z�1

1� ιz�1

� �
(27)

with kp ¼ Kp, ki ¼ Te
Ti
and dd ¼ NfTd

Nf TeþTd

3.3.3 Series form

The transfer function of the digital PID regulator with filtering of the derivative in
series form is written in the following form:

RSer z�1� � ¼ r0 þ r1z�1 þ r2z�2

1� z�1ð Þ 1þ s1z�1ð Þ (28)

with
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r0 ¼ Kp 1þ Te

Ti
�Nf s1

� �

r1 ¼ Kp s1 1þ Te

Ti
þ 2Nf

� �
� 1

� �

r2 ¼ �Kps1 1þNf
� �

s1 ¼ �Td

NfTe þ td

Note 2: the continuous equivalent does not always exist!
The existing condition requires that:

�1≤ s1 ≤ 1 thatistosay
Td

Nf
>0

Note 3: In this chapter, we will use the transfer function of the digital PID regulator
with filtering of the derivative in series form.

3.3.4 RST structure

The standard form of RST controller is presented as follows (Figure 1):
In this chapter, we consider only two branches R and S, as shown in the diagram

below, that is to say:

T z�1� � ¼ R z�1� �

The transfer function in a closed loop is given by:

HBf z�1� � ¼ B z�1ð Þ
A z�1ð ÞS z�1ð Þ þ B z�1ð ÞR z�1ð Þ (29)

again:

HBf z�1� � ¼ B z�1ð Þ
P00 z�1ð Þ (30)

with:

Figure 1.
Standard form of RST.
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e kð Þ ¼ r kð Þ � y kð Þ
B z�1� � ¼ b1z�1 þ b2z�2

A z�1� � ¼ 1þ a1z�1 þ a2z�2

R z�1� � ¼ r0 þ r1z�1 þ r2z�2

S z�1� � ¼ 1� z�1� �
1þ s1z�1� �

From the after scheme (Figure 2), the equation of regulator is written by:

S z�1� �
u z�1� � ¼ R z�1� �

e z�1� �
(31)

Hence, the control law of the system can be written in this form:

u kð Þ ¼ 1� s1ð Þu k� 1ð Þ þ s1u k� 2ð Þ þ r0e kð Þ þ r1e k� 1ð Þ þ r2e k� 2ð Þ (32)

4. Method of determining the parameters of PID

How to proceed to the synthesis of a digital PID controller under form RST is as
follows :

• Performance specifications;

• A method of calculation of the parameters r0, r1, r2, and s1;

• Obtaining parameters of PID controller.

4.1 Pole placement

With the help of this technique, it is feasible to swiftly acquire results that are
satisfactory for the temporal criteria related to the step response of the corrected
system. It involves using a PID controller to create a system whose corrected Hbf
possesses the following features:

• A damping coefficient m for the dominant mode;

• A maximum steady-state error (for the step response);

• An overshoot D1 and a peak time Tp.

For the choice of the sampling period Te, we consider that the studied systems
have a behavior close to that of a second order so:

Figure 2.
RST structure.
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0,25<w0Te < 1,5

with w0 represents the undamped pulsation. For the choice of pulsation and
damping coefficient, it is important to satisfy the following conditions :

0,25<w0Te < 1,5

0,7<m< 1

Because, the two settings w0 and m directly affect the behavior of the system, rise
time tm, settling time ts, and the maximal overshoot D1. The sampling period is smaller
than m is small.

Given the desired characteristic polynomial system:

P z�1� � ¼ 1þ p1z
�1 þ p2z

�2 (33)

where p1 and p2 depend on the imposed specifications (rise time, overshoot, and
damping), where:

p1 ¼ �2e�mw0Te cos w0Tesqrt 1�m2� �� �

p2 ¼ e�mw0Te

where equation Diophantine is written as:

P z�1� � ¼ A z�1� �
B z�1� �þ B z�1� �

R z�1� �
(34)

such as A z�1ð Þ, B z�1ð Þ, and P z�1ð Þ are the known polynomials, and S z�1ð Þ and
R z�1ð Þ are the wanted polynomials. We recall that:

B z�1ð Þ
A z�1ð Þ ¼

b� 1z�1 þ b2z�2Þ
1þ a1z�1 þ a2z�2 (35)

whence (34) becomes

P z�1� � ¼ 1þ a1z�1 þ a2z�2� �
1� z�1� �

1þ s1z�1� �

þ b� 1z�1 þ b2z�2� �Þ r0 þ r1z�1 þ r2z�2� � (36)

By identification, we can write

a1 � 1þ s1 þ r0b1 ¼ p1
a1 � 1ð Þs1 � a1 þ a2 þ r0b2 þ r1b1 ¼ p2
a2 � a1ð Þs1 � a2 þ r1b2 þ r2b1 ¼ 0

�a2s1 þ r2b2 ¼ 0

8>>><
>>>:

(37)

where p1 and p2 are the coefficients of the characteristic polynomial P z�1ð Þ:

þs1 þ r0b1 ¼ p1 � a1 þ 1

a1 � 1ð Þs1 þ r0b2 þ r1b1 ¼ p2 � a2 þ a1
a2 � a1ð Þs1 þ r1b2 þ r2b1 ¼ a2
�a2s1 þ r2b2 ¼ 0

8>>><
>>>:

(38)
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We can write equations in a matrix form, we then have MQ ¼ P with:

M ¼

1 b1 0 0

a1 � 1 b2 b1 0

a2 � a1 0 b2 b1
�a2 0 0 b2

2
6664

3
7775Q ¼

s1
r0
r1
r2

2
6664

3
7775P ¼

p1 � a1 þ 1

p2 � a2 þ a1
a2
0

2
6664

3
7775, (39)

The matrix M is called Sylvester matrix. To arrive at the values of the parameters
RST controller, first the inversibility of the matrix M must be ensured. If this last
holds, then:

Q ¼ M�1P (40)

The structure of the corrector is the standard structure discretized by approximat-
ing above rectangles, and to find the values of PID parameters we will take the
following expression:

Kp ¼ r0s1 � r1 � 2þ s1ð Þr2ð Þ
1þ s1ð Þ2

Ti ¼ Te
kp 1þ s1ð Þ
r0 þ r1 þ r2

Td ¼ Te
r0s21 � r1s1 þ r2
Kp 1þ s1ð Þ3

Td

Nf
¼ �s1Te

1þ s1

(41)

4.2 PID controller based on PSOCS

4.2.1 PSO

This approach was introduced in 1995 [11]. The swarm Xp,p ¼ 1,2,… ,Np which
has Np particles is considered in the standard PSO. In D-dimensional space, the pth

particle Xp ¼ xp1,… ,xpD is a potential solution to the researched problem. The velocity
of the pth particle is Vp ¼ vp1,… ,vpD. For the pth particle, the best position in the pth

step is expressed as pbestp tð Þ ¼ pbestp1 tð Þ,… ,pbestpD tð Þ. Meanwhile, the best position
of the entire swarm is defined as Gbest tð Þ ¼ Gbest1 tð Þ,… ,GbestD tð Þ. Thus, at the
tþ 1ð Þth step, the new position of the pth particle is calculated as follows:

xpj tþ 1ð Þ ¼ xpj tð Þ þ vpj tþ 1ð Þ (42)

vpj tþ 1ð Þ ¼ ωvpj tð Þ þ c1 � rand1 � Pbestpj tð Þ � xpj tð Þ
� �þ c2 � rand2 � Gbestp tð Þ � xpj tð Þ

� �

(43)

where xpj tð Þ and vpj tð Þ represent the position and velocity of the pth particle with
respect to the jth dimension, ω is the inertia weight factor, c1 and c2 are two positive
constants called acceleration coefficients, and rand1 and rand2 are two uniformly
distributed random values in the range 0, 1½ �.
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4.2.2 Cuckoo search and Lévy flights

4.2.2.1 Key step of Cuckoo search

A type of metaheuristic algorithm inspired by nature, CS, is motivated by the aggres-
sive reproduction tactics of particular cuckoo species. The last rule involves adding some
additional random solutions to the algorithm [12]. Three idealised rules are delineated.
The friction pa of the np host nests to create new nests can be used to estimate it.

The fundamental processes of the CS can be ascertained by studying the cuckoo
breeding behaviour, which is described in [13] and was condensed in [14]. The
objective function f xð Þ, x ¼ x1,… ,xD in the D-dimensional space is how the optimi-
zation problem is defined. We normalised the CS variables with PSO in order to
elucidate on the PSOCS algorithm’s constructional aspects. The given search space
contains Np host nests xp,p ¼ 1,… ,Np. Each nest xp represents a potential answer to
the optimization problem that needs to be solved. The representations are the same as
the particle xp in PSO. Finding the new population of nests xp tþ 1ð Þ is one of the CS’s
crucial phases. Furthermore, Lévy flying is used to obtain the new nests:

xpj tþ 1ð Þ ¼ xpj tð Þ þ α⊕Levy λð Þ (44)

where α is the step size, ⊕ represents the entry-wise multiplication operation, and
λ is a Lévy flight parameter.

4.2.2.2 Lévy flights

A type of random walk with a step length that has the Lévy distribution is called an
Lévy flight. It is added to the CS algorithm to obtain an intermittent scale-free search
pattern akin to Lévy’s flight. It is shown in [15] that Lévy flights can maximize the
effectiveness of resource searches in the ambiguous setting. A definition of the Lévy
distribution is as follows:

L s, γ, νð Þ ¼
ffiffiffiffiffiffi
γ

2Π

r
exp � γ

2 s� νð Þ
1

s� νð Þ3=2
" #

, 0< ν< s< 1

0 Otherwise

8><
>:

: (45)

where ν>0 is a minimum step and γ is a scale parameter. In Mantegna’s algorithm,
the step length s can be calculated by:

s ¼ u

vj j1=β
(46)

where u and V are drawn from normal distribution.That is,

u � N 0, σ2u
� �

,

v � N 0, σ2v
� �

,

σu ¼ τ 1þβð Þ sin πβ=2ð Þð Þ
τ 1þβð Þ=2½ �β2 1þβð Þ=2

1=β

σv ¼ 1

0
BBBB@

: (47)
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where τ zð Þ is the Gamma function τ zð Þ ¼ Ð∞0 tz�1e�tdt. In the case when z ¼ np is an
integer, τ np

� � ¼ np � 1
� �

!

4.2.3 Particle Swarm Optimization-Cuckoo search algorithm with Lévy flights

Although the entry-wise product ⊕ employed in PSO is comparable, the random
walk via Lévy flight is more effective at navigating the search space since its step
length is significantly greater over time. The Lévy flight can exhibit self-similarity and
fractal behavior in flight patterns because a power-law distribution is frequently
associated with some scale-free properties [16]. Naturally, the Lévy flight is thought to
replace the random searching approach of the conventional PSO algorithm in order to
improve PSO’s performance. Thus, PSOCS is the name given to the modified PSO
algorithm.

The searching ability of PSO is influenced by random variables rand1 and rand2,
when we set the parameters ω, c1, and c2 as fixed values [17]. We introduced the Lévy
flight for the change of random step length. Thus the formed PSO-CS algorithm is
detailed as follows:

• Step 1. The priori values of parameters are initialized, such as population size of
swarm Np, minimum and maximum weights (ωmin , ωmax ), and acceleration
coefficients (c1, c2).

• Step 2. The lower and upper bounds for each particle and the particles’ velocities
are specified in different neighborhood.

• Step 3. The first generation of particles is randomly initialized within the
specified space, X1 ¼ x11,… ,x1D.

while t<Maxgeneratio or other stop criterion.

• Step 4. The fitness function of each particle f Xp
� � ¼ f p is evaluated. The best

position Pbest pð Þ tð Þ and the best position of the whole swarm Gbest tð Þ are found
(similar to PSO):

Pbestp tþ 1ð Þ ¼ xp tþ 1ð Þ if f xp tþ 1ð Þ� �
< f xp tð Þ� �

Pbestp 2cmOtherwise

 
(48)

Gbest tð Þ ¼ minPbest1 tð Þ,Pbest2 tð Þ,… ,PbestNp tð Þ

• Step 5. A friction pa of the worst performing particle is chosen in terms of the
fitness function. The selected particles should be abandoned, and then the
replacement of randomly generated ones is undertaken within the specified
search space (similar to CS).

• Step 6. The inertia weight ω is updated as:

ω ¼ ωmax � ωmax � ωmin

T
� t (49)
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The velocity vp and position Xp of each particle are updated according to Eqs. (42)
and (43). Parameters rand1 and rand2vary with Lévy flight pattern following (45) to
(47),which is different from the former PSO (hybrid of PSO and CS):

vpj tþ 1ð Þ ¼ ωvpj tð Þ þ c1 ⊕Levy λð Þð Þ � Pbestpj tð Þ � xpj tð Þ
� �

þ c2 ⊕Levy λð Þð Þ � Gbestj tð Þ � xpj tð Þ
� � (50)

xpj tþ 1ð Þ ¼ xpj tð Þ þ vpj tþ 1ð Þ (51)

• Step 7. The iteration step increases (t ¼ tþ 1). As with other metaheuristic
algorithms, the terminating generation or the fitness function’s maximum
value serves as the termination criterion. If the termination criterion is not met,
go to Step 4. Else return Xbest as the final solution to the optimization problem.
End while

• Step 8. List the optimization results. Meanwhile plot each value of the best fitness
function in the optimization processing.

The problem’s dimension determines the size of the swarm Np. Similar to the
conventional PSO and CS algorithms, the hybrid algorithm’s parameters depend on
the task at hand [17]. They are frequently established following study and improved
through repeated calculations. A Monte Carlo method, which is employed in the
research of classical particle swarm optimization [18], can be incorporated to acquire a
set for fixed parameters for the proposed method’s performance analysis and param-
eter selection.

Besides, τ zð Þ ¼ Ð∞0 tz�1e�tdt is realized by Gamma function τ ¼ γ zð Þ using MATLAB.
The inertia weight changes from ωmin to ωmax .

The friction pa controls the launching of a random long-distance exploration
strategy, reflecting the probability whether the nest will be abandoned or be updated
[19]. The higher the value of this parameter, the closer the search process is to the
random search.

5. PID-PSOCS algorithm

The PID-PSOCS algorithm is an algorithm for determining the parameters of the
PID regulator which satisfies the stability conditions and is capable of guaranteeing
good performance (overshoot, rise time, stabilization time, and static error). This is
due to the minimization of an objective function. This function depends on all system
performance indexes (static error quality, allowed overshoot, rise time, and settling
time). This objective function to be minimized used in the PID-PSOCS algorithm is
described by:

J ¼ 1� e �βð Þ
� �

Dþ Essð Þ þ e�β ts � tmð Þ
minimize J Gð ÞG¼r0,r1,r2,s1

Gmin <G<Gmax

(52)

Within the initial search space (Rmin ,Rmax ), the controller parameters (r0,r1,r2,s1)
will be optimized using the optimization algorithms. The graphic below shows the
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regulator block diagram for a nonlinear system using a PID controller and the PSOCS
optimization algorithm (Figure 3):

The PID-PSOCS algorithm is summarized by the following steps

Algorithm 1 : Proposed AFMPC-PSOCS

• Phase 1. Construction of the fuzzy model using the GK algorithm.
• Phase 2. Optimization of the PID regulator parameters

1. Step 1. Set parameters Np, c1, c2. Initialize the position and velocity of each
particle.
Repeat for h1=1,2,...

2. Step 2. For t ¼ 1 ! tmax do
For each particle do:

3. Step 3. Calculate the control law ui kð Þ.
4. Step 4. Determine the parameters r0, r1, r2 and s1
5. Step 5. Calculate the value of the fitness function from (52).
6. Step 6. Update the value of Pbest and Gbest.
7. Step 7. Update the position and velocity of each particle from Eqs. (??).
End for
End for

8. Until, the stability conditions are satisfied, then stop. Otherwise, h1 ¼ h1þ 1
and return to step 2.

9. Step 8. Find the vector of optimum parameters Gbest ¼ r0 r1 r2 s1½ �

6. Application of the proposed PID method

This section presents an example of simulation on a Continuous Stirred Tank
Reactor (CSTR) nonlinear multivariate system to illustrate the efficiency of the
proposed algorithm. We take as an example the system proposed by [20]:

Figure 3.
Block diagram of a PID-PSOCS algorithm.
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Ca kþ 1ð Þ ¼ Ca kð Þ þ Te
1
υ
q kð Þ

� �
CAf � Ca kð Þ � k0Ca kð Þe �E

RT kð Þ
� �

T kþ 1ð Þ ¼ T kð Þ þ Te
1
υ
q kð Þ

� �
Tf � T kð Þ� �þ k1Ca kð Þe �E

RT kð Þ

þ k2qc kð Þ 1� e
� k3

qc kð Þ

� �
Tcf � T kð Þ� � !

8>>>>>>>>>><
>>>>>>>>>>:

(53)

with k1 ¼ � ΔHk0
ρCp

, k2 ¼ ρcCpc

ρCpυ
and k3 ¼ ha

ρcCpc
The output variables are the measured

product concentration Ca and the reactor temperature T. The input variables are the
system flow rate q and the coolant flow rate qc. The nominal system parameters are
listed in Table 1. We applied the PID-PSOCS algorithm to optimize the PID controller
parameters for the Ca and T outputs.

The PID-PSOCS algorithm’s performance was compared to that of the PID-PSO
algorithm and the PID-CS algorithm. In fact, we collected 1000 points to use in the
GK algorithm’s identification of the model, which uses input variables like
Ca k� 1ð ÞCa k� 2ð Þ qc k� 1ð Þ qc k� 2ð Þ q k� 1ð Þ� �

and
T k� 1ð Þ T k� 2ð Þ q k� 1ð Þ q k� 2ð Þ qc k� 1ð Þ� �

and four fuzzy rules.
Under the same circumstances, a comparison investigation was conducted. The

three algorithms PID-PSOCS, PID-CS, and PID-PSO have the following adjustment
parameters: tmax ¼ 150, Np ¼ 10, wmax ¼ 0:9, wmin ¼ 0:4, c1 ¼ 1:5, and c2 ¼ 2:5.
The three algorithms’ optimal parameters for the two outputs (Ca and T) are provided
in Tables 2 and 3, respectively.

Measured product concentration Ca 0,1 mol L�1

Reactor temperature T 438,51 K

Coolant flow qc 103,41 min �1

Process flow q 100 L min �1

Focus feeding CAf 1 mol L�1

temperature supply Tf 350 K

Coolant temperature Tcf 350 K

Volume of CSTRs v 100 L

heat transfer q 7 � 105cal min �1K

Constant rate of reaction CAf 02 �1010 min �1

Activation energy Tf 104 K

Heat of reaction Tcf �2� 105 cal mol�1

Liquid densities ρc,ρ 1 �103 g L�1

Specific heats ha 1 cal g�1 K�1

Table 1.
CSTR system parameters.
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Tables 4 and 5 provide a full breakdown of the performance indices for the two
algorithms in terms of rise time tm, stabilization time ts, and overshoot D(%). The
PID-PSOCS algorithm outperformed the PIDPSO and PID-CS algorithms, according
to the Tables 4 and 5.

Figures 4 and 5 shows the evolution of the two system outputs Ca and T
at their reference setpoints. The PID-PSOCS algorithm superimposed the
other two algorithms in terms of the other performance indices namely tm, ts,
and D %ð Þ.

Algorithm kp Ti Td

PID-PSO 1.345 0.024 0.0017

PID-CS 0.856 0.013 0.0013

PID-PSOCS 2.1405 0.081 0.0011

Table 2.
Different values of PID parameters for Ca output.

Algorithm kp Ti Td

PID-PSO 1.235 0.023 0.0035

PID-CS 0.746 0.012 0.0045

PID-PSOCS 2.1345 0.072 0.0029

Table 3.
Different values of PID parameters for T output.

Algorithm PID-PSO PID-CS PID-PSOCS

tm (s) 8 3 3

ts (s) 9,1 6 5

D% 30% 14% 00%

Table 4.
Performance of different methods for Ca output.

Algorithm PID-PSO PID-CS PID-PSOCS

tm (s) 8 6 7

ts(s) 10 8 9

D% 27.5% 10,9% 00%

Table 5.
Performance of different methods for T output.
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7. Conclusions

The proposed solution addresses the PID control of MIMO nonlinear systems issue.
Each MISO nonlinear system is given a fuzzy PID control. An approximation of the
alleged unknown nonlinearity, coupling between inputs, unmodeled dynamics, and
disturbances is provided by the TS fuzzy model. The latter makes it possible to

Figure 4.
Concentration evolution.

Figure 5.
Temperature evolution.

72

PID Control for Linear and Nonlinear Industrial Processes



convert a nonlinear problem to a linear one. This approximation allows the decoupling
to be released and the nonlinearity problem to be solved via the control synthesis. A
numerical example shows the robustness and adaptability of the proposed method to a
large class of MISO nonlinear systems.
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Chapter 6

A Study on Numerical Solution of
Fractional Order microRNA in
Lung Cancer
Mohammed Baba Abdullahi and Amiru Sule

Abstract

The foremost cause of death resulting from cancer is lung cancer. From the statis-
tics, 2.09 million new cases and 1.7 million deaths from lung cancer were estimated.
In this chapter, the analytical solution of the concerned model was studied with help
of the Laplace-Adomian Decomposition Method. To obtain the model’s numerical
scheme of fractional differential equations, the Caputo fractional derivative operator
of order α∈ 0, 1ð � is used. To find an approximate solution to a system of nonlinear
fractional differential equations, the Laplace-Adomian Decomposition Method is
used. Numerical simulations are presented to show the method’s reliability and
simplicity.

Keywords: fractional order, microRNA, numerical solution, cancer-related deaths,
lung cancer

1. Introduction

The largest cause of cancer-related deaths worldwide is lung cancer. In the United
States, a projected 236,740 people will receive a lung cancer diagnosis in 2022, making it
the 16th most common cancer overall (1 in 15 males and 1 in 17 women). Smoking causes
80% of lung cancer fatalities and is the main risk factor for the disease. Twenty percent of
lung cancer deaths occur in people who have never smoked. The second most important
risk factor for lung cancer is radon gas exposure [1, 2]. Depending on the average radon
level and the incidence of smoking in a nation, radon contributes to anywhere between
3 and 14% of lung cancer cases. Smokers are 25 times more likely than non-smokers to
develop lung cancer from radon than non-smokers are likely to develop the cancer [3].

Early detection of high-risk lung cancer cases can reduce the chance of death by up
to 20%. If you smoke now or have in the past, ask your doctor if lung cancer screening
may be right for you. Approximately 8 million Americans are at high risk for lung
cancer and could benefit from a lung cancer screening and yet only 5.7% actually get
screened [4]. The dismal statistics associated with lung cancer are a result of both a
lack of early detection and a lack of effective target therapy. Therefore, it is likely that
developments in both of these areas will end in better results.
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MicroRNAs (miRNAs) are a class of short nonprotein-coding RNAs (20–25 nucle-
otides in length) that predominantly inhibit the expression of target messenger RNAs
(mRNAs) by directly interacting with their 30-untranslated regions (30UTRs) [5].
Numerous biological processes, from organismic development to tumor progression,
depend on microRNAs in one way or another. These microRNAs have a crucial
regulatory function in the pathogenesis of cancer in oncology, which forms the basis
for investigating the influences on clinical characteristics using transcriptome data
[6]. The seed match architecture between the mRNA seeding and miRNA binding
regions determines the fate of the target mRNA. Perfect miRNA complementarity
with the seeding sequence induces mRNA degradation, but imperfect or partial
complementarities decrease protein translation [5].

Given the fact that a single miRNA may regulate tens to hundreds of genes,
understanding the importance of an individual miRNA in cancer biology can be
challenging. This is further complicated by observations that the dysregulation of
several miRNAs is often required to cause a given phenotype [7]. To date, few models
exist to elucidate the mechanisms by which multiple miRNAs contribute both indi-
vidually and in tandem to promote tumor initiation and progression [8]. However,
applying mathematical modeling to miRNA biology provides an opportunity to
understand these complex relationships. In the work of Bersimbaev et al. [8], they
developed for the first time a mathematical model focusing on miRNAs (miR-9 and
let-7) in the context of lung cancer as a mathematical model system.

The organization of this chapter is as follows. In Section 2, some mathematical
preliminaries of fractional calculus are needed to demonstrate the main results. The
formulation of the Laplace-Adomian Decomposition Method (LADM) and Differen-
tial Transform Method (DTM) are given in Section 3. In Section 4, the numerical
simulations are presented. In Section 5, the conclusions are given.

For the details of the integer mathematical model see Ref. [8], and the model is
given below.

d
dt

S tð Þ ¼ μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

d
dt

R tð Þ ¼ μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

d
dt

Ek tð Þ ¼ μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

d
dt

C tð Þ ¼ μCEk� δcC

d
dt

M tð Þ ¼ μM
C4

C4 þ KM
� δMM

d
dt

L tð Þ ¼ μL
KL

Cþ KL
� δLL

d
dt

H tð Þ ¼ μHL
KH

Mþ KH
� δHH

d
dt

P tð Þ ¼ μP � δPP
H

H þ KP

(1)

With the given initial condition.
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S 0ð Þ ¼ n1,R 0ð Þ ¼ n2,Ek 0ð Þ ¼ n3,C 0ð Þ ¼ n4,M 0ð Þ ¼ n5,L 0ð Þ ¼ n6,H 0ð Þ ¼
n7,P 0ð Þ ¼ n8, where tables give the descriptions of the state variables and
parameters.

cDα1S tð Þ ¼ μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

cDα2R tð Þ ¼ μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

cDα3Ek tð Þ ¼ μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

cDα4C tð Þ ¼ μCEk� δcC

cDα5M tð Þ ¼ μM
C4

C4 þ KM
� δMM

cDα6L tð Þ ¼ μL
KL

Cþ KL
� δLL

cDα7H tð Þ ¼ μHL
KH

Mþ KH
� δHH

cDα8P tð Þ ¼ μP � δPP
H

H þ KP

(2)

With given initial condition.
S 0ð Þ ¼ n1,R 0ð Þ ¼ n2,Ek 0ð Þ ¼ n3,C 0ð Þ ¼ n4,M 0ð Þ ¼ n5,L 0ð Þ ¼ n6,H 0ð Þ ¼

n7,P 0ð Þ ¼ n8, where.
cDα 0< xi ≤ 1 for i ¼ 0, 1, 2 is the Caputo’s derivate of fractional order and x shows

fractional time derivative.
In model 2, the initial conditions are independent of each other and satisfy the

relation.
N 0ð Þ ¼ S tð Þ þ R tð Þ þ Ek tð Þ þ C tð Þ þM tð Þ þ L tð Þ þH tð Þ þ P tð Þ, whereN tð Þis the

total population.

S 0ð Þ ¼ n1,R 0ð Þ ¼ n2,Ek 0ð Þ ¼ n3,C 0ð Þ ¼ n4,M 0ð Þ ¼ n5,L 0ð Þ ¼ n6,H 0ð Þ ¼ n7,P 0ð Þ ¼ n8
(3)

2. Preliminaries

This section focuses on some basic definitions and outcomes from fractional
calculus. For more in-depth, detailed research [9–11].

Definition 2.1. The fractional integral of Riemann-Liouville type of order α∈ 0, 1ð Þ
of a function f ∈L1 0,T½ �,ℜð Þ is defined as:

The Caputo fractional order derivative of a function f on the interval at 0,T½ � is
defined by the following:

cDα
0þf tð Þ ¼ 1

Γ αð Þ
ð1
0
t� sð Þn�α�1f nð Þ sð Þds, (4)
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when n ¼ xj j þ 1 and xj j represents the integer part of x. In particularity, for
0< x< 1, Caputo derivative becomes

cDα
0þf tð Þ ¼ 1

Γ αð Þ
ð1

0

f sð Þ
1� sð Þ ds: (5)

Lemma 2.1. The next outcome holds for fractional differential equations.

Iα cDαhð Þ tð Þ ¼ h tð Þ þ
Xn�1

i¼0

hi 0ð Þ
i!

ti: (6)

for  arbitrary x>0, i ¼ 0, 1, 2, … , n� 1,when n ¼ xj j þ 1and xj j represents the integer part of x

Definition 2.2. We recall the definition of Laplace transform of Caputo
derivative as:

ℓ cDαy tð Þf g ¼ sαh sð Þ �
Xn�1

k¼0

sα�i�1y kð Þ 0ð Þ, n� 1< α< n, n∈N: (7)

for  arbitrary x>0, i ¼ 0, 1, 2, … , n� 1,when n ¼ xj j þ 1and xj jrepresents the integer part of x:

2.1 The Laplace-Adomian decomposition method

This section focuses on model (3)‘s overall operation under specified initial condi-
tions. When both sides of the model are transformed using the Caputo fractional
derivative system (3), the following results are obtained:

L cDα1S tð Þf g ¼ μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

L cDα2R tð Þf g ¼ μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

L cDα3Ek tð Þf g ¼ μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

L cDα4C tð Þf g ¼ μCEk� δcC

L cDα5M tð Þ� � ¼ μM
C4

C4 þ KM
� δMM

L cDα6L tð Þf g ¼ μL
KL

Cþ KL
� δLL

L cDα7H tð Þf g ¼ μHL
KH

Mþ KH
� δHH

L cDα8P tð Þf g ¼ μP � δPP
H

H þ KP

(8)
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thus indicates

sα1L cDα1S tð Þf g � sα1�1S 0ð Þ ¼ L μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

� �

sα2L cDα2R tð Þf g � sα1�1R 0ð Þ ¼ L μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

� �

sα3L cDα3Ek tð Þf g � sα1�1Ek 0ð Þ ¼ L μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

� �

sα4L cDα4C tð Þf g � sα1�1C 0ð Þ ¼ L μCEk� δcCf g

sα5L cDα5M tð Þ� �� sα1�1M 0ð Þ ¼ L μM
C4

C4 þ KM
� δMM

� �

sα6L cDα6L tð Þf g � sα1�1L 0ð Þ ¼ L μL
KL

Cþ KL
� δLL

� �

sα7L cDα7H tð Þf g � sα1�1H 0ð Þ ¼ L μHL
KH

Mþ KH
� δHH

� �

sα8L cDα8P tð Þf g � sα1�1P 0ð Þ ¼ L μP � δPP
H

H þ KP

� �

(9)

Using the initial conditions and taking inverse Laplace transform to system (5), we
have:

S tð Þ ¼ S0 þ L�1 μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

� �

R tð Þ ¼ R0 þ L�1 μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

� �

Ek tð Þ ¼ Ek0 þ L�1 μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

� �

C tð Þ ¼ C0 þ L�1 μCEk� δcCf g

M tð Þ ¼ M0 þ L�1 μM
C4

C4 þ KM
� δMM

� �

L tð Þ ¼ L0 þ L�1 μL
KL

Cþ KL
� δLL

� �

H tð Þ ¼ H0 þ L�1 μHL
KH

Mþ KH
� δHH

� �

P tð Þ ¼ P0 þ L�1 μP � δPP
H

H þ KP

� �

(10)

Using the values of the initial condition in Eq. (6), we get:
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S tð Þ ¼ n1 þ L�1 μSE
Stot � S

Stot � Sþ KS1
� δSEk

S
Sþ KS2

� �

R tð Þ ¼ n2 þ L�1 μRS
Rtot � R

Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

� �

Ek tð Þ ¼ n3 þ L�1 μEkR
Ektot � Ek

Ektot � Ekþ KEk1
� δEk

Ek
Ekþ KEk2

� �

C tð Þ ¼ n4 þ L�1 μCEk� δcCf g

M tð Þ ¼ n5 þ L�1 μM
C4

C4 þ KM
� δMM

� �

L tð Þ ¼ n6 þ L�1 μL
KL

Cþ KL
� δLL

� �

H tð Þ ¼ n7 þ L�1 μHL
KH

Mþ KH
� δHH

� �

P tð Þ ¼ n8 þ L�1 μP � δPP
H

H þ KP

� �

(11)

Assume that the solutions, S tð Þ,R tð Þ,Ek tð Þ,C tð Þ,M tð Þ,L tð Þ,H tð Þ,P tð Þ in the form of
infinite series, are given by:

S tð Þ ¼
X∞
n¼0

Sn tð Þ,R tð Þ ¼
X∞
n¼0

Rn tð Þ, Ek tð Þ ¼
X∞
n¼0

Ekn tð Þ: C tð Þ ¼
X∞
n¼0

Cn tð Þ

M tð Þ ¼
X∞
n¼0

Mn tð Þ,L tð Þ ¼
X∞
n¼0

Ln tð Þ, H tð Þ ¼
X∞
n¼0

Hn tð Þ: P tð Þ ¼
X∞
n¼0

Pn tð Þ
(12)

While the nonlinear term involved in the model is
S tð ÞEk tð Þ, S tð ÞR tð Þ, F tð ÞR tð Þ,P tð ÞH tð Þ and is decomposed as follows, where
Xn,Yn and Zn are the Adomian polynomials defined as are:

Xn ¼ 1
Γ nþ 1ð Þ

dn

dtn
X∞

k¼0

λkSk
X∞

k¼0

λkEkk

" #
λ ¼ 0j

Yn ¼ 1
Γ nþ 1ð Þ

dn

dtn
X∞

k¼0

λkSk
X∞

k¼0

λkRk

" #
λ ¼ 0j

Zn ¼ 1
Γ nþ 1ð Þ

dn

dtn
X∞

k¼0

λkEkk
X∞

k¼0

λkRk

" #
λ ¼ 0j

Wn ¼ 1
Γ nþ 1ð Þ

dn

dtn
X∞

k¼0

λkPk

X∞

k¼0

λkHk

" #
λ ¼ 0j

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

(13)
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The first three polynomials are given by:

X0 ¼ S0 tð ÞEk0 tð Þ,
X1 ¼ S0 tð ÞEk1 tð Þ þ S1 tð ÞEk0 tð Þ
X2 ¼ 2S0 tð ÞEk2 tð Þ þ 2S1 tð ÞEk1 tð Þ þ 2S2 tð ÞEk0 tð Þ
Y0 ¼ S0 tð ÞR0 tð Þ,
Y1 ¼ S0 tð ÞR1 tð Þ þ S1 tð ÞR0 tð Þ
Y2 ¼ 2S0 tð ÞR2 tð Þ þ 2S1 tð ÞR1 tð Þ þ 2S2 tð ÞR0 tð Þ
Z0 ¼ Ek0 tð ÞR0 tð Þ,
Z1 ¼ Ek0 tð ÞR1 tð Þ þ Ek1 tð ÞR0 tð Þ
Z2 ¼ 2Ek0 tð ÞR2 tð Þ þ 2Ek1 tð ÞR1 tð Þ þ 2Ek2 tð ÞR0 tð Þ
W0 ¼ P0 tð ÞH0 tð Þ,
W1 ¼ P0 tð ÞH1 tð Þ þ P1 tð ÞH0 tð Þ
W2 ¼ 2P0 tð ÞH2 tð Þ þ 2P1 tð ÞH1 tð Þ þ 2P2 tð ÞH0

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(14)

Using Eqs. (8) and (10) in model (6), yields

L
X∞
n¼0

Sk tð Þ
( )

¼ S0
s
þ 1

sα
L μSE

Stot � S
Stot � Sþ KS1

� δSEk
S

Sþ KS2

� �� �

L
X∞
n¼0

Rk tð Þ
( )

¼ R0

s
þ 1

sα
L μRS

Rtot � R
Rtot � Rþ KR1

KR2

Lþ KR2
� δR

R
Rþ KR3

� �� �

L
X∞
n¼0

Ekk tð Þ
( )

¼ Ek0
s

þ 1
sα
L μEkR

Ektot � Ek
Ektot � Ekþ KEk1

� δEk
Ek

Ekþ KEk2

� �� �

L
X∞
n¼0

Ck tð Þ
( )

¼ C0

s
þ 1

sα
L μCEk� δcCf g

� �

L
X∞
n¼0

Mk tð Þ
( )

¼ M0

s
þ 1

sα
L μM

C4

C4 þ KM
� δMM

� �� �

L
X∞
n¼0

Lk tð Þ
( )

¼ L0

s
þ 1

sα
L μL

KL

Cþ KL
� δLL

� �� �

L
X∞
n¼0

Hk tð Þ
( )

¼ H0

s
þ 1

sα
L μHL

KH

Mþ KH
� δHH

� �� �

L
X∞
n¼0

Pk tð Þ
( )

¼ P0

s
þ 1

sα
L μP � δPP

H
H þ KP

� �� �

(15)
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Now, comparing like terms on both sides, yields

L S0 tð Þ½ � ¼ n1
s
,L R0 tð Þ½ � ¼ n2

s
,L Ek0 tð Þ½ � ¼ n3

s
,L C0 tð Þ½ � ¼ n4

s
,

L M0 tð Þ½ � ¼ n5
s
,L L0 tð Þ½ � ¼ n6

s
,L H0 tð Þ½ � ¼ n7

s
,L P0 tð Þ½ � ¼ n8

s
,

L S1ð Þ ¼ μSE
sα

Stot � S0
Stot � S0 þ KS1

� δS
sα

X0

S0 þ KS2

� �
1

sα1þ1 ,

L R1ð Þ ¼ μRS0
Rtot

Rtot � R0 þ KR1

KR2

L0 þ KR2
� μR

Y0

Rtot � R0 þ KR1

KR2

L0 þ KR2
� δR

R0

R0 þ KR3

� �
1

sα2þ1 ,

L Ek1ð Þ ¼ μEkR0
Ektot

Ektot � Ek0 þ KEk1
� μEk

Z0

Ektot � Ek0 þ KEk1
� δEk

Ek0
Ek0 þ KEk2

� �
1

sα3þ1 ,

L C1ð Þ ¼ μCEk0 � δcC0ð Þ 1
sα4þ1 ,

L M1ð Þ ¼ μM
C0

4

C0
4 þ KM

� δMM0

� �
1

sα5þ1 ,

L L1ð Þ ¼ μL
KL

C0 þ KL
� δLL0

� �
1

sα6þ1 ,

L H1ð Þ ¼ μHL0
KH

M0 þ KH
� δHH0

� �
1

sα7þ1 ,

L P1ð Þ ¼ μP � δP
W0

H0 þ KP

� �
1

sα8þ1 ,

…

L Snþ1ð Þ ¼ μSE
Stot � Sn

Stot � Sn þ KS1
� δS

Xn

Sn þ KS2

� �
1

sα1þ1 ,

L Rnþ1ð Þ ¼ μRSn
Rtot

Rtot � Rn þ KR1

KR2

Ln þ KR2
� μR

Yn

Rtot � Rn þ KR1

KR2

Ln þ KR2
� δR

Rn

Rn þ KR3

� �
1

sα2þ1 ,

L Eknþ1ð Þ ¼ μEkRn
Ektot

Ektot � Ekn þ KEk1
� μEk

Zn

Ektot � Ekn þ KEk1
� δEk

Ekn
Ekn þ KEk2

� �
1

sα3þ1 ,

L Cnþ1ð Þ ¼ μCEkn � δCCnð Þ 1
sα4þ1 ,

L Mnþ1ð Þ ¼ μM
Cn

4

Cn
4 þ KM

� δMMn

� �
1

sα5þ1 ,

L Lnþ1ð Þ ¼ μL
KL

Cn þ KL
� δLLn

� �
1

sα6þ1 ,

L Hnþ1ð Þ ¼ μHLn
KH

Mn þ KH
� δHHn

� �
1

sα7þ1 ,

L Pnþ1ð Þ ¼ μP � δP
Wn

Hn þ KP

� �
1

sα8þ1 :

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(16)

Taking Laplace inverse of (11) and considering the first two terms at different
values ofα ¼ 1, 0:95, 0:85and 0:75: and using the following values in Tables 1 and 2.

Variables Description Values References

S tð Þ Active SOS concentration 0.0298 μm [7]

R tð Þ Active Ras concentration 0.0053 μm [7]

Ek tð Þ Active ERK concentration 0.2488 μm [7]

C tð Þ MYC protein concentration 0.2189 μm [7]

M tð Þ miR-9 concentration 1.8x10�5 μm [7]
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Variables Description Values References

L tð Þ let-7 concentration 0.0023 μm [7]

H tð Þ E-Cadherin concentration 0.1 μm [7]

P tð Þ MMP mRNA concentration 1.157x10�13 μm [7]

Table 1.
The state variables of the model.

Variables Description Values References

E0 Concentration of EGF-EGFR complex (Constant) 0.2488 μM. μm [7]

Stot Total concentration of SOS 0.2120 μm [7]

Rtot Total concentration of Ras 0.2120 μm [7]

Ektot Total concentration of ERK 1.0599 μm [7]

KS1 Saturation of inactive SOS on active SOS 10.7515 μm [7]

KS2 Saturation of active SOS on inactive SOS 0.0023 μm [7]

H tð Þ Saturation of inactive Ras on active Ras 0.0635 μm [7]

KR2 Control of let-7 on Ras 0.0230 μm [7]

KR3 Saturation of active Ras on inactive Ras 2.5305 μm [7]

KEK1 Saturation of inactive ERK on active ERK 1.7795 μm [7]

KEK2 Saturation of active ERK on inactive ERK 6.1768 μm [7]

KM Saturation of MYC on miR-9 22.9606 μm [7]

KL Control of MYC on let-7 0.2189 μm [7]

KH Control of MYC on E-Cadherin 1.8 � 10�5 μm [7]

KP Control of E-Cadherin on MMP mRNA 0.1 μm [7]

μS Catalytic production rate of active SOS 394.5868/μm min [7]

μR0 Catalytic production rate of active Ras 32.344/min [7]

μEk Catalytic production rate of active ERK 49.2683/min [7]

μC Catalytic production rate of MYC 0.0184/min [7]

μM Catalytic production rate of miR-9 0.0026/μm min [7]

μL Catalytic production rate of let-7 1.3340 � 10�5μm=min [7]

μH Catalytic production rate of E-Cadherin 0.2087/min [7]

μP Catalytic production rate of MMP 9.8379 � 10�17μm=min [7]

δS0 Degradation rate of active SOS 322.3940/min [7]

δR Degradation rate of active Ras 319.9672 μm=min [7]

δEk Degradation rate of active ERK 1.8848 μm=min [7]

δC Degradation rate of MYC protein 0.0231/min [7]

δM Degradation rate of miR-9 0.0144/min [7]

δL Degradation rate of let-7 0.0029/min [7]

δH Degradation rate of E-Cadherin 0.0024/min [7]

δP Degradation rate of MMP mRNA 0.0017/min [7]

Table 2.
The parameters of the model.
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From α ¼ 1, 12ð Þ obtained

S tð Þ ¼ 394:5868þ 21:03377825tþ 39:51795700t2

R tð Þ ¼ 0:0053þ 8874:951815tþ 6221:509715t2

Ek tð Þ ¼ 0:2488� 0:00877591439tþ 62646:35055t2

C tð Þ ¼ 0:2189� 0:00047867tþ 0:0000862605090t2

M tð Þ ¼ 0:000018þ 0:00002672931626t� 1:924510749x10�7t2

L tð Þ ¼ 0:0023þ 0:000006684617295t2

H tð Þ ¼ 0:1� 0:00023333tþ 0:0000029641441673t2

P tð Þ ¼ 1:157x10�13 þ 3:4x10�20tþ 4:941947609x10�17t2

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(17)

From α ¼ 0:95, 12ð Þ obtained

S tð Þ ¼ 394:5868þ 21:46565321t0:95 þ 41:36344349t1:90

R tð Þ ¼ 0:0053þ 9057:176303t0:95 þ 6512:053888t1:90

Ek tð Þ ¼ 0:2488� 0:0047867t0:95 þ 65571:93179t1:90

C tð Þ ¼ 0:2189� 0:0004884982670t0:95 þ 0:00009029571759t1:90

M tð Þ ¼ 0:000018þ 0:00002727813456t0:95 � 2:014385299x10�7t1:90

L tð Þ ¼ 0:0023þ 0:000006996788568t1:90

H tð Þ ¼ 0:1� 0:000238120836t0:95 þ 0:000003102566932t1:90

P tð Þ ¼ 1:157x10�13 þ 3:469810324x10�20t0:95 þ 5:17227363x10�17t1:90

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(18)

From α ¼ 0:85, 10� 13ð Þ obtained

S tð Þ ¼ 394:5868þ 22:2435804t0:85 þ 45:17936838t1:70

R tð Þ ¼ 0:0053þ 935:413409t0:85 þ 7112:814038t1:70

Ek tð Þ ¼ 0:2488� 0:009280679638t0:85 þ 71621:71589t1:70

C tð Þ ¼ 0:2189� 0:0005062017158t0:85 þ 0:0000986258194t1:70

M tð Þ ¼ 0:000018þ 0:00002826670933t0:85 � 2:200219512x10�7t1:70

L tð Þ ¼ 0:0023þ 0:000007642267217t1:70

H tð Þ ¼ 0:1� 0:0002467504677t0:85 þ 0:000003388789774t1:70

P tð Þ ¼ 1:157x10�13 þ 3:5955818010�20t0:85 þ 5:649939635x10�17t1:70

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(19)

From α ¼ 0:75, 12ð Þ obtained

S tð Þ ¼ 394:5868þ 22:88612324t0:75 þ 49:1470382t1:50

R tð Þ ¼ 0:0053þ 9656:526685t0:75 þ 7736:466899t1:50

Ek tð Þ ¼ 0:2488� 0:009548767504t0:75 þ 77900:93395t1:50

C tð Þ ¼ 0:2189� 0:0005208241943t0:75 þ 0:000107273391t1:50

M tð Þ ¼ 0:000018þ 0:00002908324024t0:75 � 2:393135170x10�7t1:50

L tð Þ ¼ 0:0023þ 0:000008312342631t1:50

H tð Þ ¼ 0:1� 0:0002538782653t0:75 þ 0:000003685919493t1:50

P tð Þ ¼ 1:157x10�13 þ 3:699421857x10�20t0:75 þ 6:145327396x10�17t1:50

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(20)

86

PID Control for Linear and Nonlinear Industrial Processes



2.2 Differential transform method

The following recurrence relation to the system (2) with respect to time tð Þ is
obtained.

S kþ 1ð Þ ¼ 1
kþ 1

μSE
Stot � S kð Þ

Stot � S kð Þ þ KS1
∂ kð Þ � δS

Pn
i¼0

S lð ÞEk k� lð Þ
S kð Þ þ KS2

2
664

3
775,

R kþ 1ð Þ ¼ 1
kþ 1

μRS kð Þ Rtot

Rtot � R kð Þ þ KR1

KR2

L kð Þ þ KR2
� μR

Pn
i¼0

S lð ÞR k� lð Þ
Rtot � R kð Þ þ KR1

KR2

L kð Þ þ KR2
� δR

R kð Þ
R kð Þ þ KR3

2
664

3
775,

Ek kþ 1ð Þ ¼ 1
kþ 1

μEkR kð Þ Ektot
Ektot � Ek kð Þ þ KEk1

� μEk

Pn
i¼0

Ek lð ÞR k� lð Þ
Ektot � Ek kð Þ þ KEk1

� δEk
Ek kð Þ

Ek kð Þ þ KEk2

2
664

3
775,

C kþ 1ð Þ ¼ 1
kþ 1

μCEk kð Þ � δcC kð Þ½ �,

M kþ 1ð Þ ¼ 1
kþ 1

μM
C4 kð Þ

C4 kð Þ þ KM
� δMM kð Þ

� �
,

L kþ 1ð Þ ¼ 1
kþ 1

μL
KL

C0 þ KL
� δLL kð Þ

� �
,

H kþ 1ð Þ ¼ 1
kþ 1

μHL kð Þ KH

M kð Þ þ KH
� δHH kð Þ

� �
,

P kþ 1ð Þ ¼ 1
kþ 1

μP � δP

Pn
i¼0

P lð ÞH k� lð Þ
H kð Þ þ KP

2
664

3
775,

(21)

The inverse differential transform of S kð Þis defined as:When t0is taken as zero, the
given function y xð Þ is declared by a finite series and the above equation can be written
in the form S tð Þ ¼P2

i¼0S kð Þik.
By solving the above equation for

S kþ 1ð Þ,R kþ 1ð Þ,Ek kþ 1ð ÞC kþ 1ð Þ,M kþ 1ð Þ,L kþ 1ð Þ,H kþ 1ð Þand P kþ 1ð Þ (22)

up to order 2, we get the function.
S kð Þ,R kð Þ,Ek kð ÞC kð Þ,M kð Þ,L kð Þ,H kð Þand P kð ÞS kð Þ,E kð Þ, I kð Þ and R kð Þ of

respectively

S tð Þ ¼
X2
i¼0

S kð Þik,R tð Þ ¼
X2
i¼0

R kð Þik, Ek tð Þ ¼
X∞
n¼0

Ek kð Þik,C tð Þ ¼
X∞
n¼0

C kð Þik

M tð Þ ¼
X∞
n¼0

M kð Þik,L tð Þ ¼
X∞
n¼0

L kð Þik, H tð Þ ¼
X∞
n¼0

H kð Þik, P tð Þ ¼
X∞
n¼0

P kð Þik
(23)
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S tð Þ ¼ 394:5868þ 21:03377825tþ 40:55133050t2

R tð Þ ¼ 0:0053þ 8874:951815tþ 6221:509905t2

Ek tð Þ ¼ 0:2488� 0:00877591439tþ 62646:35060t2

C tð Þ ¼ 0:2189� 0:00047867tþ 0:0000862605090t2

M tð Þ ¼ 0:000018þ 0:00002672931626t� 1:924510768x10�7t2

L tð Þ ¼ 0:0023þ 0:000006684617295t2

H tð Þ ¼ 0:1� 0:00023333tþ 0:0000029641441658t2

P tð Þ ¼ 1:157x10�13 þ 3:4x10�20tþ 4:941947609x10�17t2

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

(24)

3. Numerical results

The plots below show the population of each compartment for different values of
αi i ¼ 1, 2, 3, 4ð Þ (Figures 1–8).

3.1 The comparison plots of the LADM and DTM of different compartments

Figure 1.
The plot shows the population of active SOS concentration for αi, i ¼ 1, 2, 3ð Þ.
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Figure 3.
The plot shows the population of active ERK concentration for αi, i ¼ 1, 2, 3ð Þ.

Figure 4.
The plot shows the population of active MYC protein concentration for αi, i ¼ 1, 2, 3ð Þ.

Figure 2.
The plot shows the population of active Ras concentration for αi, i ¼ 1, 2, 3ð Þ.
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Figure 5.
The plot shows the population of miR-9 concentration for αi, i ¼ 1, 2, 3ð Þ.

Figure 6.
The plot shows the population of let� 7 concentration for αi, i ¼ 1, 2, 3ð Þ.

Figure 7.
The plot shows the population of E-cadherin concentration for αi, i ¼ 1, 2, 3ð Þ.
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4. Conclusion

In this chapter, a fractional order differential equation model is considered. The
model was investigated and a scheme for the numerical solution for the fractional order
differential equation microRNA in lung cancer using LADM (Figures 9–16). The
LADM is an effective technique to solve nonlinear mathematical models and

Figure 8.
The plot shows the population of MMP in RNA concentration for αi, i ¼ 1, 2, 3ð Þ.

Figure 9.
The comparison plots of the dynamics of active SOS concentration using LADM and DTM.
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is extensively applied in engineering and applied mathematics. Applying Laplace-
Adomian Decomposition Method to obtain the series solution of fractional the model
and comparing the results of the model at α∈ 0, 1ð � with the classical Differential

Figure 10.
The comparison plots of the dynamics of active Ras concentration using LADM and DTM.

Figure 11.
The comparison plots of the dynamics of active ERK concentration using LADM and DTM.
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Transform Method is the main contribution of the work. The solution obtained through
this method strongly agrees with DTM as shown in Figures 1–16. The effect of
fractional parameters on our obtained solutions is presented through graphs.

Figure 13.
The comparison plots of the dynamics of miR-9 concentration using LADM and DTM.

Figure 12.
The comparison plots of the dynamics of MYC protein concentration using LADM and DTM.
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Figure 14.
The comparison plots of the dynamics of let� 7 concentration using LADM and DTM.

Figure 15.
The comparison plots of the dynamics of E-cadherin concentration using LADM and DTM.
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Figure 16.
The comparison plots of the dynamics of MMP mRNA concentration using LADM and DTM.
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Chapter 7

Performance Comparison of the
Ball and Beam System using Linear
Quadratic Regulator Controller
Abubakar Umar, Muhammed B. Mu’azu,
Zaharuddeen Haruna, Ore-Ofe Ajayi, Nafisa S. Usman,
Onoshoho J. Oghenetega and Abdulfatai D. Adekale

Abstract

This paper proposes the performance comparison of a linear quadratic regulator
(LQR) controller for the ball and beam system (BBS). The BBS is a standard bench-
mark control system, which has two degree-of-freedom (2 DOF). It is an open loop
and a highly nonlinear unstable system. This makes its parameter difficult to be
estimated accurately, hence designing a controller for it is a challenging task.
MatheThe BBS was modelled using Euler–Lagrange modeling technique, while the
LQR controller was used for the stabilization of the ball on the beam. Simulation was
done in MATLAB/Simulink 2022b environment, and the results simulated showed
that for the two weighting matrices (Q and R), the state weighting matrix had a higher
penalty on the ball displacement, ball velocity, beam angle, and beam angular velocity
at lower values of Q . For the state weighting matrix had a better effect of penalty
performance on the BBS with lower values. Also, as the diagonal element of the state
weighting matrix Q increases from 0.1 to 20, the values of the optimal controller K
increase, the reduced Ricatti matrix P increases, and the estimated eigenvalues E
reduce. This implies that the ball displacement, ball velocity, beam angle, and beam
angular velocity are better at lower values of Q .

Keywords: ball and beam system (BBS), linear quadratic regulator (LQR), weighting
matrices, optimal controller

1. Introduction

Nonlinear systems play an important role in the field of control engineering. This is
because suitable control techniques are used to improve the system performance [1].
The ball and beam system (BBS) is a highly nonlinear benchmark control problem in
the field of control engineering. This is similar to practical control problems like
balance control, position control, and tracking control problems [2]. BBS consists of a
rigid beam that rotates freely in a vertical plane around the axis, while the ball rolls
along the beam. The system can be categorized into two configurations, the first
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configuration is the ball and beam balancer, in which the beam is supported in the
middle, and it rotates against its central axis. The second configuration is built with
the beam supported by two-level arms on both sides. One of the level arms acts as the
pivot, while the other is coupled to the motor output gear [3, 4]. The purpose of the
BBS is to hold the ball in a desired position on the beam while controlling the ball
position by adjusting the angle of the beam [5, 6].

The BBS is used to implement and analyze the results of different modern control
algorithms [7]. The control structure of this system is used for many different schemes
in practical applications. It is used for demonstrating control applications like aircraft
roll-yaw applications [8]. It is widely used due to its nonlinearity, simplicity, and
open-loop instability. The control objective is the stabilization of the ball on the beam
while tracking the reference trajectory [1, 9].

The BBS comprises of the base, the ball, a beam, support block, gear, and motor.
This is shown in Figure 1.

The beam consists of two parts; the first part of the beam consists of a rigid shaft,
while the other part rotates up and down on which the ball moves freely on it [10].

However, there are some research done on the system in applying different control
algorithms to stabilize and perform trajectory tracking of the ball on the beam.
Rahmat et al. [11] investigated the performance of some control techniques that
consist of a proportional-integral-derivative (PID) controller, linear quadratic regula-
tor (LQR) controller, and neural network (NN) designed in terms of stabilization and
trajectory tracking. It showed that the LQR controller had a better satisfactory result.
In Ref. [12], the particle swarm optimization (PSO) algorithm was used to tune the
gains of the PID controller for the BBS. The optimized PSO-PID controller was com-
pared with fuzzy logic controller (FLC) and integral of time multiplied by absolute
error (ITAE), which the optimized PID outperformed the other two techniques.
Kazemi et al. [13] designed cascade PD and fuzzy cascade controllers for stabilization
of the BBS. The gains of the PD controller were optimized using the asexual repro-
duction optimization (ARO) algorithm. The results of PD-optimized ARO were com-
pared with the fuzzy-cascaded controller in which the tuned PD-ARO outperformed
the fuzzy-cascaded PD. Also, Ezzabi et al. [14] demonstrated a nonlinear
backstepping technique for controlling the ball position of the BBS. The results were
compared with LQR controller, it showed that the nonlinear technique required less
input magnitude to achieve a better performance than the LQR controller. In Ref. [15],
control strategies that were based on optimal control synthesis were presented. LQR
and H2 controllers were used to control the ball on the beam. The control systems were
implemented on a real BBS with a data acquisition card of DSP F28335. A new control
strategy was proposed by Ref. [16] to control the stabilization of the BBS by the use of

Figure 1.
Ball and beam system [10].
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active disturbance rejection control (ADRC) on the system. The simulated results
were compared with the proportional integration differentiation controller in which
ADRC had a better performance than the integration differentiation controller. While
Howimanporn et al. [17] developed a nonlinear discrete optimal control technique for
the regulation of all the state variables in the discrete mode of the BBS. The proposed
controller showed passivity, stability, and optimality properties during closed-loop
operation. In Ref. [18], the BBS was designed using pole placement and LQR. The ball
was able to be stabilized on the beam, and the results showed that LQR performed
better than the pole-placement method. While an adaptive control was implemented
in Ref. [19] for the BBS. Linear state-feedback model reference adaptive control
(MRAC) was used in synchronizing the states of the BBS with the given reference
model. Results showed that the error convergence was improved for different sets of
the sinusoidal reference signal for the MRAC with modified feedback gains.

The main contribution of this article is the investigation of the performance effect
of LQR controller on the BBS. This will be done by varying the Q and R matrix on the
system, and observing which of the weighting matrix has a penalty effect on the
minimization of the performance index of the LQR controller. However, the simula-
tion was implemented in MATLAB/Simulink 2022b environment by adopting
Lagrange’s equation for modeling the system.

The rest of the paper is organized as follows: Section one introduces the BBS, while
section two presents the mathematical model of the system. Section three discusses
the controller design of the system and section four gives the simulated results.
Finally, the conclusion is given in section five.

2. Mathematical model of the ball and beam system

The BBS is a two degree-of-freedom (DOF) system, the lateral movement of the
ball is represented by its position on the horizontal axis, while the vertical movement
of the beam is represented by the angle with the horizontal axis [16, 18]. The ball
position is given by a sensor allocated at one end of the beam. The angle of the beam is
adjusted by a toque provided by an actuator placed at the other end, where there is a
connected axis [20]. The BBS can be simplified and linearized using the following
assumptions [21]:

i. The ball rolls on the beam without slippage.

ii. The link connected to the beam is solid.

iii. The is no friction on the ball and beam surface, gears, and motor.

iv. The beam angle of rotation has no effect on the behavior of the system.

The equation which describes the dynamics of the system is obtained by
using Euler Lagrange equation based on the energy balance of the system as follows
[22, 23]:

Ib
R2 þm
� �

€rþmg sin θ �mr _θ
2 ¼ 0 (1)
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mr2 þ I þ Ib
� �

€θ þ 2mr_r _θ þmgr cos θ ¼ u (2)

where m is the mass of the ball, g is the acceleration due to gravity, I is the
beam moment of inertia, Ib is the ball moment of inertia, r is the position of the
ball, R is the radius of the ball, θ is the angle of the beam, and u is the torque
applied to the beam.

The model of the system can be described by the following state variables as x1
represents the ball position along the beam, x2 is the velocity of the ball, x3 is the
beam angle, and x4 is the beam angular velocity. The generalized coordinate is
given as [24]:

x1 x2 x3 x4½ � ¼

r
_r
θ
_θ

2
6664

3
7775 (3)

The state space representation of the system is given by [25]:

_x1 ¼ x2 (4)

_x2 ¼ �αx3 (5)

_x3 ¼ x4 (6)

x4 ¼ �βx3 þ γx4 (7)

where

α ¼ Mg
Jb
Rb

2 þM
(8)

β ¼ Mg

J þ Jb
(9)

γ ¼ 1
J þ Jb

(10)

The parameters of the BBS used for this article are given in Table 1.

Parameters Value

M 0.05kg

Rb 0:01m

g 9:81m=s2

l 40cm

d 4cm

J 2:0� 10�2kgm2

Jb 2:0� 10�6kgm2

Table 1.
Ball and beam system parameters.
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3. Linear quadratic regulator (LQR) controller

The LQR controller takes the state equation of the system as feedback and gener-
ates a feedback error signal, as shown in Figure 2.

Given the system dynamics, the optimization procedure is to find an optimal
control law that minimizes the performance index J, which is given as [26]:

J ¼
ðt1

0

xTQxþ uTRu
� �

dt (11)

The optimal control law and the optimal controller are given as [26]:

uopt ¼ �R�1BTPx (12)

K ¼ R�1BTP (13)

Substituting the value of the Eq. (13), into (12), the optimal control law is given as
[23]:

uopt ¼ �Kx (14)

From Eq. (11), the P matrix must satisfy the reduced matrix equation, which is
given as [26]:

ATPþ PA� PBR�1BTPþQ ¼ 0 (15)

3.1 Selection of Q and Rmatrices

Using Eq. (11), matrices Q and R penalizes the performance of the states, which
control the response of the system and the cost of the energy consumed by the system.
To improve on the system performance, the Q matrix is been considered, while to
improve on the cost, Rmatrix is been focused on. TheQ and Rmatrices are chosen to be
a diagonal matrix while considering the effect of increasing or decreasing their values.

The Q and R matrices used for this research are:

Q0 ¼ diag 0:1 0:1 0:1 0:1½ �ð Þ (16)

Figure 2.
LQR control structure.
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Q1 ¼ diag 1 1 1 1½ �ð Þ (17)

Q2 ¼ diag 10 10 10 10½ �ð Þ (18)

Q3 ¼ diag 20 20 20 20½ �ð Þ (19)

R0 ¼ diag 1½ �ð Þ (20)

4. Results and discussion

The results of the BBS were generated from MATAB 2022b environment. The
system has been proven to be controllable and observable, which gives way to further
perform analysis of stabilizing the ball on the beam. Various values of the states
weighting matrices Q were simulated against the control weighting matrix R, and the
various values of the optimal controllers K, reduced Ricatti matrix P, and the esti-
mated eigenvalues E were extracted.

For Q0,R0, the values of the K0,P0,E0 extracted are:

K0 ¼ �1:0741 �0:6445 1:8936 0:4192½ � (21)

P0 ¼

0:3761 0:1577 �0:2447 �0:0215

0:1577 0:1393 �0:2487 �0:0129

�0:2447 �0:2487 0:7035 0:0379

�0:0215 �0:0129 0:0379 0:0084

2
6664

3
7775 (22)

E0 ¼

�1:6935þ 0:0000i
�1:7190þ 2:1616i
�1:7190� 2:1616i
�15:8277 þ 0:0000i

2
6664

3
7775 (23)

The effect of the ball displacement, ball velocity, beam angle, and beam angular
velocity is shown in Figure 3.

From Figure 3, it is seen that the ball stabilizes at about 2.8 secs on the beam on the
x-axis, while the ball’s velocity was stabilized at about 5.05 secs. Also, the beam angle
was stabilized at about 4.7 secs, while the beam angular velocity was stabilized at
about 5.1 secs. This shows that the state weighting matrix Q has a penalty on the ball
position and also on the beam angle.

Also, for Q1,R0, the values of the K1,P1,E1 extracted are:

K1 ¼ �1:6043 �1:6123 5:0314 1:0960½ � (24)

P1 ¼

1:7958 0:7998 �1:2208 �0:0321

0:7998 0:9835 �1:7350 �0:0322

�1:2208 �1:7350 5:2886 0:1006

�0:0321 �0:0322 0:1006 0:0219

2
6664

3
7775 (25)

E1 ¼

�1:1087 þ 0:0000i
�1:8503þ 1:9018i
�1:8503� 1:9018i

�49:9866þ 0:0000i

2
6664

3
7775 (26)
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The effect of the ball displacement, ball velocity, beam angle, and beam angular
velocity is shown in Figure 4.

From Figure 4, it is seen that the ball stabilizes at about 5.5 secs on the beam on the
x-axis, while the ball’s velocity was stabilized at about 7.5 secs. Also, the beam angle
was stabilized at about 5.2 secs, while the beam angular velocity was stabilized at
about 5.8 secs. This shows that the state weighting matrix Q has a penalty on the ball
position and also on the beam angle.

Also, for Q2,R0, the values of the K2,P2,E2 extracted are:

K2 ¼ �3:6906 �4:8907 15:2386 3:2572½ � (27)

P2 ¼

15:6506 6:9593 �10:4235 �0:0738

6:9593 9:1483 �15:8562 �0:0978

�10:4235 �15:8562 48:9502 0:3048

�0:0738 �0:0987 0:3048 0:0652

2
6664

3
7775 (28)

E2 ¼ 102

�0:0101þ 0:0000i
�0:0187 þ 0:0187i
�0:0187 � 0:0187i
�1:5809þ 0:0000i

2
6664

3
7775 (29)

The effect of the ball displacement, ball velocity, beam angle, and beam angular
velocity is shown in Figure 5.

Figure 3.
Q0,R0 weighting matrices.
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From Figure 5, it is seen that the ball stabilizes at about 7.1 secs on the beam on the
x-axis, while the ball’s velocity was stabilized at about 8.2 secs. Also, the beam angle
was stabilized at about 6.1 secs, while the beam angular velocity was stabilized at
about 6.6 secs. This shows that the state weighting matrix Q has a penalty on the ball
position and also on the beam angle.

However, for Q3,R0, the values of the K3,P3,E3 extracted are:

K3 ¼ �4:9895 �6:8948 21:4451 4:5670½ � (30)

P3 ¼

31:0192 13:7689 �20:5469 �0:0998

13:7689 18:1689 �31:3889 �0:1379

�20:5469 �31:3889 96:9744 0:4289

�0:0998 �0:1379 0:4289 0:0914

2
6664

3
7775 (31)

E3 ¼ 102

�0:0101þ 0:0000i
�0:0187 þ 0:0187i
�0:0187 � 0:0187i
�2:2358þ 0:0000i

2
6664

3
7775 (32)

The effect of the ball displacement, ball velocity, beam angle, and beam angular
velocity is shown in Figure 6.

Figure 4.
Q1,R0 weighting matrices.
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Figure 5.
Q2,R0 weighting matrices.

Figure 6.
Q3,R0 weighting matrices.
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From Figure 6, it is seen that the ball stabilizes at about 7.6 secs on the beam on the
x-axis, while the ball’s velocity was stabilized at about 8.7 secs. Also, the beam angle
was stabilized at about 6.5 secs, while the beam angular velocity was stabilized at
about 7.2 secs. This shows that the state weighting matrix Q has a penalty on the ball
position and also on the beam angle.

From Figures 3–6, it can be deduced that as the leading element of the state
weighting matrix Q increases from 0.1 to 20, the values of optimal controller K
increases, the reduced Ricatti matrix P also increases, and the estimated eigenvalues
also reduces. This implies that the ball displacement, ball velocity, beam angle, and
beam angular velocity are better at lower values of Q . This shows that the state
weighting matrix has an effect on penalty performance on the BBS within lower
values of Q .

5. Conclusion

An analysis on the effect of the state and control weighting matrices Q andRð Þ on a
benchmark control problem, the ball and beam system (BBS) has been studied. The
system is a 2 DOF, an open loop, and a highly nonlinear unstable system, which makes
estimating its parameters difficult, hence designing a controller was a difficult task.
The BBS is an underactuated system with multiple input multiple output characteris-
tics. Lagrange modeling technique was used for modeling the system, and LQR con-
troller was used for the stabilization of the ball on the beam. A simulation was done in
MATLAB/Simulink 2022b environment, and it showed that the state weighting matrix
had a higher penalty on the ball displacement, ball velocity, beam angle, and beam
angular velocity at lower values of Q . Also, it showed that as Q increases from 0.1 to
20, the values of the optimal controller K increase, the reduced Ricatti matrix P
increases, and the estimated eigenvalues E also reduce. This implies that the ball
displacement, ball velocity, beam angle, and beam angular velocity are better at lower
values of Q . Future research will consider the effect of varying the control weighting
matrix R over some range of values on the BBS system, which can be further applied
to the field of autonomous vehicles.
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