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Preface

This book presents recent advances in boundary layer flows and modern analytical 
and computational techniques to deepen the understanding of laminar and turbulent 
flows, which may be compressible or incompressible. It presents interpretations of 
theoretical and experimental results in boundary layer flows and directions for future 
research. There are chapters on atmospheric boundary layers, laminar boundary 
layers, the physics of the transition from laminar to turbulent flow, the turbulent 
boundary layer and its governing equations in time-averaging form, drag prediction 
by integral methods, turbulence modeling and differential methods, and current topics 
and problems in research and industry. The book also includes different numerical 
methods to solve boundary layer equations, their stability, and convergence. Written 
by the world’s authoritative experts in the field, this book provides the opportunity 
to explore studies on boundary layer theory and their importance to the nonlinear 
theory of viscous and electrically conducting flows, the theory of heat and mass 
transfer, and the dynamics of reactive and multiphase media and aerodynamics. This 
volume is a useful resource for applied mathematicians, physicists, and engineers 
working with laminar and turbulent boundary layer flows.
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Chapter 1

Employing HEC-ResSim 3.1 for 
Reservoir Operation and Decision 
Making
Abhishish Chandel, Vijay Shankar and Sumit Jaswal

Abstract

The land of Himachal Pradesh is full of small and big rivers which are perennial. 
This benefit pushes Himachal Pradesh to build more and more dams to generate 
electricity, provide better irrigation supply to downstream areas and provide flood 
protection. To better utilize the huge potential of water, management of such res-
ervoirs is the key issue. For this purpose, HEC-ResSim 3.1 is practiced on Pong Dam 
situated in western Himachal Pradesh. HEC-ResSim is one of the simulation models 
that possess single or multi-reservoir simulators and can simulate water resources 
systems. In this study, reservoir elevation and reservoir storage volume management 
is the target objective. The presented study was subsidized by daily observed data 
from 1998 up to 2014 of pool elevation, inflow, and outflow discharge. In addition, 
geometry and hydraulic data from dam and reservoir were employed to develop the 
platform to create a simulation using HEC-ResSim. Using the available reservoir data 
the simulation was performed for the 4 months of 2012. Then simulation results were 
compared with the real-time recorded data at the site. To validate the results, coef-
ficient of determination for operations like reservoir elevation and reservoir storage 
was generated through regression plot and found more than 95% accurate. Also, Root 
Mean Square Error (RMSE) was calculated for both reservoir elevation and reservoir 
storage simulation and found under an acceptable range. This paper shows the utility 
of HEC-ResSim 3.1 for reservoir operational management and also throws light on the 
further scope. Finally, there is a discussion of how useful is HEC-ResSim as a reservoir 
management tool and integration of HEC-ResSim 3.1 with other hydrologic monitor-
ing systems.

Keywords: HEC-ResSim, simulation, reservoir management, irrigation

1. Introduction

For a better operation of reservoirs, it is extremely necessary to manage the 
reservoir storage and hence reservoir levels with the seasonal variations throughout 
the year. Highly variable inflows from the river and water demands from the reservoir 
make it more challenging to manage reservoir storage volume according to daily 
demand. In the 1950s, the Corps of Engineers (COE), USA, and the National Weather 
Service (NWS) jointly developed the Stream-flow Synthesis and Reservoir Regulation 



Boundary Layer Flows - Modelling, Computation, and Applications of Laminar, Turbulent...

4

(SSARR) computer model. SSARR was used both as the stream-flow forecasting 
tool and as the real-time reservoir regulation tool. However, over the past few years, 
the stream-flow routing algorithms have been migrated to the HEC’s ResSim model. 
Modini [1] studied and described all the challenges and strategies to completely 
migrate the AUTOREG/SSARR model to HEC-ResSim. An important objective was 
to ensure that all the provisions of the current Columbia River Treaty Flood Control 
Operating Plan (FCOP) must be migrated to HEC-ResSim. The main objective of the 
study was to develop a flexible model to accommodate FCOP strategy changes.

Eichert and Davis [2] generated the HEC-5 model for the study of flood control on 
the Susquehanna Reservoir System, USA. Model executed a decision support system 
to overcome the uncertainties of unevenly distributed water resources systems. 
Hickey et al. [3] used Hec-5 software in reservoir simulation for flood analysis in 
response to the destructive floods of 1983, 1986, 1995, and 1997. The main targets of 
study are model development, with a focus on headwater and major terminal reser-
voirs, and potential improvements to the flood damage reduction system. Emphasis is 
laid on model development and analyzing the influence of reservoirs in flood hydrol-
ogy. Kim et al. [4] developed a deterministic optimization model named Coordinated 
Multiple Reservoir Operating Model (CoMOM) for real-time multi-reservoir opera-
tions in the Han River basin in Korea. Matondo and Msibi [5] created a DSS support 
with three major components, that is, the model input, modeling options, and 
outputs screens. The output of the DSS comprises the optimal rationing (%), monthly 
reservoir volume for the desired duration as well as a graphical representation of the 
reservoir response over the old and new scenario.

Bekele and Knapp [6] coupled storage routing and multi-objective evolution-
ary algorithms to simulate reservoir release rates of “Shelbyville and Carlyle Lakes” 
on Kaskaskia River, USA. The resulting coupled model can provide simulations of 
storage and reservoir pool elevations for the two lakes under varying water use condi-
tions. All the long-term studies proved that the modeling techniques for the manage-
ment of reservoirs are very helpful and efficient. Todd et al. [7] published studies 
on reservoir simulation using different techniques. Focuses on the four modeling 
systems: Reservoir System Simulation (HEC-ResSim), River and Reservoir Operations 
(RiverWare), River Basin Management Decision Support System (MODSIM), and 
Water Rights Analysis Package (WRAP). Though fundamentally similar, the four 
modeling systems differ significantly in their organizational structure, computational 
algorithms, user interfaces, and data management mechanisms. The Bureau and 
Tennessee Valley Authority jointly sponsored the development of RiverWare at the 
Center for Advanced Decision Support for Water and Environmental Systems of the 
University of Colorado [8, 9]. The Tennessee Valley Authority applied RiverWare in 
optimizing the daily and hourly operation of the system of multipurpose reservoirs 
and hydroelectric power plants. The Lower Colorado River Authority also applied 
RiverWare in daily time step modeling of water supply operations for reservoirs 
on the Colorado River of Texas [10]. MODSIM is a general-purpose reservoir/river 
system simulation model based on a network flow linear programming developed at 
Colorado State University [11, 12]. MODSIM has been used to study several reservoir/
river systems in the western United States and throughout the world. The objective 
function coefficients used in MODSIM are factors entered by the model used to 
specify relative priorities that govern operating decisions.

The development of WRAP at Texas A&M University began in the late 1980s. WRAP 
has been greatly expanded since 1997 in conjunction with implementing a statewide 
Water Availability Modeling (WAM) System [13]. WRAP simulates water resources 
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development, management, regulation, and use in a river basin or multi-basin region 
under a priority-based water allocation system. In WRAP terminology, a water right 
is a set of water use requirements, reservoir storage and conveyance facilities, operat-
ing rules, and institutional arrangements for managing water resources. Simulation 
results stored as DSS files accessed with HEC-DSSVue (a program used to manipulate 
data from HEC-DSS databases) for plotting and other analyses [14, 15]. According to 
the comparative studies of the basic modeling techniques for the reservoir operational 
studies, HEC-ResSim is recommended as the most productive and efficient modeling 
software. In 2004, for evaluation and reservoir management of the Tigris and Euphrates 
rivers system in Iraq, HEC-ResSim 2.0 was employed by Hanbali [16]. The study 
included six main reservoirs, three off-stream reservoirs, and seven small reservoirs, 
and many diversion dams for diverting water from Tigris and Euphrates rivers. HEC-
ResSim 2.0 was used for simulation history events especially flood and drought periods.

Babazadeh [17] employed HEC-ResSim for reservoir modeling and stated that the 
application of simulation models is one of the most efficient ways of analyzing water 
resources systems. Model verification results indicate that this model can simulate the 
behavior of the system very well. Modeling resulted in increasing irrigation efficiency 
by 20% and reducing failures in the system by 12%. McKinney [18] developed a flow 
model of Lancang Cascade Dams, China, to maximize hydropower production and 
calibrate the model to match outflow at downstream gauge with the data of most 
recent year available data. HEC-ResSim came out to be capable to model dams in 
series. Piman [19] used HEC-ResSim and SWAT simultaneously for the assessment 
of flow changes from hydropower development and operations in Sekong, Susan, 
and Srepok Rivers of Mekong Basin, Vietnam. To access the magnitude of potential 
changes, daily flows were simulated over 20 years using the HEC-ResSim and SWAT 
models for a range of dam operations and development scenarios. Goodarzi [20] 
practiced a combination of LINGO and HEC-ResSim models to determine monthly 
operating rules for the Zayandehrud reservoir system in Iran. The results show that 
optimizing the operation of the Zayandehrud reservoir system could increase its 
storage by 88.9% as well as increase the reliability index of regulated water for all 
downstream demands by more than 10%. Lara [21] employed the HEC-ResSim model 
on Tucurui Dam, Brazil. It was subsidized by daily observed data from 2001 up to 
2006 of pool elevation, inflow, and outflow discharge. HEC-ResSim was established 
as a powerful tool to support the decision-making of reservoir operations and an 
interesting alternative for risk management and flood control. Klipsch and Hurst 
[22] developed the HEC-ResSim 3.1 user’s manual which provided great support and 
learning in employing HEC-ResSim 3.1 for the management of Pong Dam. Along with 
the software support, HEC-ResSim user’s support by socio-networking website played 
a great role in the execution of the study (HEC-ResSim user’s blog). In the present 
study, the reservoir storage volume and reservoir levels are modeled using Hec-
ResSim 3.1 reservoir understudy is “Pong Dam” on Beas River in the state of Himachal 
Pradesh, India. Reservoir level and reservoir storage’s target information are gener-
ated which enhance the decision-making capabilities related to reservoir management 
works. The input data is reservoir inflow and outflow time-series, reservoir physical 
data, reservoir area-volume-depth relationship, etc. In this paper, HEC-ResSim 3.1 is 
employed to the reservoir for the generation of a decision support system to regulate 
the reservoir elevation and reservoir volume which further enhances the reservoir 
operations (flood control, irrigation water supply, and hydropower generation). 
The study will help the reservoir management to tackle the future incoming water 
challenges and also to create simulations to practice the sudden situations like cloud 
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Figure 1. 
Elevation-volume curve of Pong reservoir.

bursts, surprise snowfall, uneven rains, etc. which are very common events over the 
region. All these parameters demand an improved operational system for the reser-
voir. The main objectives of the presented study are:

1. To employ HEC-ResSim 3.1 for modeling the real-time situations of the Pong 
Dam in the state of Himachal Pradesh, India.

2. To carry out a comparative evaluation of simulated elevation and storage targets 
with the recorded data.

2. Simulation software and data

2.1 HEC-ResSim 3.1 introducing

The simulation software used in the present study is HEC-ResSim (version 3.1) 
created by the U.S. Army Corp of Engineers—Hydrologic Engineering Center. 
The software has three main modules: Watershed Setup, Reservoir Network, and 
Simulation. Res-Sim has a graphical user interface (GUI) and utilizes the HEC Data 
Storage System (HEC-DSS) for storage and retrieval of input and output time-series 
data. ResSim is used to simulate reservoir operations including all characteristics of a 
reservoir and channel routing downstream. The data requirements for HEC-ResSim 
include the physical and operational characteristics of the dam and reservoir. The 
physical reservoir data is described through the use of the volume-area and elevation 
curves (Figures 1 and 2).
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The physical data of the dam include the type and capacity of each outlet. The 
operational data includes the zone definitions along with the rules governing the 
operations in each zone. There are three main management zones or pools, that is,  
the inactive pool, the conservation pool, and the flood pool.

The model allows the user to define alternatives and run their simulations simul-
taneously to compare results. Network elements include reservoirs, routing reaches, 
diversions, and junctions. In ResSim, watersheds include streams, projects (i.e., 
reservoir, levees), gage locations, impact areas, time-series locations, hydrologic and 
hydraulic data for the specific area. In the present paper, the reservoir operational rule 
curves data shown in Figure 3 are employed to perform the HEC-ResSim simulations 
and represent the operational patterns of the Pong Dam. “Top of the Dam” shows the 
physical top-most part of the dam and “flood control curve” shows the max level for 
emergency releases. Till now maximum pool level achieved by the reservoir is shown 
by the “maximum pool elevation curve.” “Conservation curve” shows the saved usage 
and operational levels of the reservoir for the past years. Similarly, buffer storage level 
and inactive pool levels are also described in the Figure 3.

Pong Dam modeling is performed in a systematic pattern using HEC-ResSim 3.1. 
In the first step, the Pong watershed is set up to employ HEC-ResSim 3.1. To set up 
Pong watershed features are added, stream alignments are drawn, configurations 
created, and project elements placed into configurations. The next reservoir network 
is developed over the watershed. In this routing reaches and junctions are added and 
edited simultaneously. Reservoir data like physical data (pool, dam, and outlet prop-
erties) are added. Then operation sets are added by applying zones and rules. Also, 
reference to the observed data created here. Alternatives by selecting network are 

Figure 2. 
Elevation-area curve of Pong reservoir.
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defined. Run control settings are determined by the operation set for the simulation. 
The look-back date is defined. Simulation identifies time-series records and observed 
records from alternatives. To perform simulation a predefined alternative to the 
current simulation is selected. In the simulation module, the output result is analyzed, 
simulated results for the reservoir elevation and reservoir volume are extracted and 
the efficiency of simulated output is computed. The efficiency is computed using two 
methods: that is, graphical method, that is, to find the coefficient of determination, 
and statistical method, that is, to find Root Mean Square Error (RMSE).

 ( )
0.52n

0
Observed output simulated output

RMSE i

n
=

 − =
 
 

∑  (1)

where n is the total number of data points.

3. Study location and characteristics

Pong Dam on Beas River is located in the wetland zone of the Shivalik Hills of 
western Himachal Pradesh, India at 32.0167°N, 76.0833°E. It is the highest earth-fill 
dam in India. The reservoir is a well-known wildlife sanctuary and one of the 25 
international wetland sites declared in India. India. Figure 4 shows the geographical 
presence of the Pong Dam in India.

Figure 3. 
Observed operational rule curves for Pong Dam.
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Beas River is one of the biggest rivers of Himachal Pradesh. The starting point of this 
permanent river is the snow-covered mountain at Rohtang Pass in Himachal Pradesh, 
India. Annual volume of water carried by Beas River as measured by monitoring sta-
tions in 40 years’ time series is 9701.82 MCM. Pong Dam collects water drained from 
the catchment area of 12,613.998 Sq. km. First of all, operation reservoir volume is 7290 
MCM at elevation 426.72 m from sea level and inactive level is 384.5 m above sea level. 
The length of the dam crest is 1951 m and its height from the river bed is 105.86 m and its 
crest width is 13.72 m. This dam has six Francis turbines with a capacity of 66 MW each. 
This is a single-purpose dam designed and constructed to serve irrigation to down-
stream areas. However, flood control, hydropower, and fisheries are the complimentary 

Figure 4. 
Location map of the study area.

Figure 5. 
Irrigation water release from Pong Dam (1998–2012).
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Figure 6. 
Pong reservoir inflow (1998–2012).

Figure 7. 
Model layout of Pong reservoir and component setup in river Beas.
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benefits. Based on field survey and published data from Pong Dam Operation Company, 
that is, Bhakhra Beas Management Board, agricultural sector use of water from dam 
reservoir is shown in Figure 5. Irrigation water release is the major operation of the Pong 
Dam. Release decisions depend upon many seasonal factors and crop water demands.

Also, there is a daily record for the reservoir inflow from 1998 to 2012 which acts 
as a very useful parameter for simulation (Figure 6). As presented earlier (Figure 5) 
the irrigation water supply is nearly constant but the incoming water to the reservoir 
is very flashy. Touching extreme peaks during monsoons and consistently very low 
during the rest of the year. Such flow patterns demand proper management and 
regulation of water releases from the reservoir.

HEC-ResSim 3.1 is employed to model the pong reservoir’s operational setup and 
comes out as shown in Figure 7. It includes a stream, pong reservoir, computational 
points, penstock tunnel outlet, and irrigation water supply outflow. Penstock outlet 
is before the spillway and meets to the stream again downstream from where whole 
water diverted to the irrigation water supply. As hydropower generation is a compli-
mentary operation over the irrigation water supply, the water indent for the power-
house completely depends upon the irrigation water demand in the downstream fields.

4. Results and discussion

Secondary data of the reservoir (inflow, outflow, reservoir level, storage, and 
power generation as daily data) are collected from Bhakhra Beas Management Board 
(BBMB). Figure 8 shows the behavior of the reservoir as generated by the real-time 

Figure 8. 
Observed parameters of Pong storage dam operation.
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data records. Reservoir inflow is touching extreme peaks during monsoons, that is, 
July–September whereas inflow is very low during the rest of the seasons. This makes 
the River understudy very flashy, hence requiring proper management.

For the study of accuracy and validation of the model, observed data from dif-
ferent years are compared with the respective simulated data. Therefore, input data, 
output data, and reservoir and dam properties were supplied to the model for variable 
durations of simulation for different years. Here results are shown for the 4 months of 
2012 tagged with the time-series data of the whole year 2012.

4.1 Reservoir elevation operation

When we talk about the head formation for hydropower generation or preparing 
the reservoir for flood control, the first thing that comes to the manager’s mind is the 
reservoir elevation. If one achieves the target elevation, the further operations of the 
reservoir become more efficient and safe. Hence if we can predict the future hydrologic 
condition of the reservoir we can simulate the target reservoir elevation in that situa-
tion. Also, we can practice some random expected flood values to check the elevation 
operation in that situation. In this way, we can prepare our-self for the worst condition 
even if that situation had never hit before. Figure 9 shows the comparative plot for the 
actual reservoir elevations and the simulated reservoir elevations. It is showing results 
for 4 months of simulation and is utilized for the calculation of RMSE for reservoir 
elevation. RMSE for the operation of reservoir elevation is 0.78 m. This RMSE value is 
acceptable and recommends HEC-ResSim 3.1 for such reservoir modeling efforts.

To check the efficiency of the model both the simulated and actual values of the 
simulation were analyzed in the regression curve (Figure 10). Daily observed and 
simulated data related to reservoir elevation for the 123 days of the simulation period 

Figure 9. 
Comparison of observed reservoir elevation and simulated reservoir elevation for the simulation period of August 
to November 2012.
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(August–November 2012) plotted in the regression chart to analyze the second 
efficiency parameter, that is, Coefficient of Determination.

The “Coefficient of Determination” for the plot was evaluated as 0.98, hence we 
can say that the simulated reservoir elevation values are 98% correct. If we want to 
employ HEC-ResSim for Pong Dam elevation simulation then it can be a trustful and 
powerful tool.

4.2 Reservoir storage operation

Reservoir storage is the main point of concern when we have to manage the 
outflow with the downstream demands like agricultural irrigation, etc. Also for 
hydropower optimization, the elevation-storage curve is the backbone of the process. 
If the reservoir is very prone to sedimentation then also the storage volume of the 
reservoir plays a key role in changing reservoir geometry. So there is a great deal if 
there is a technique to simulate reservoir storage volume. If one achieves the target 
storage volume, the further operations of the reservoir become more efficient and 
safe. Hence if we can predict the future hydrologic condition of the reservoir we can 
simulate the target reservoir storage in that situation. Also, we can practice some 
random expected flood values to check the storage operation in that situation. In this 
way, we can prepare our-self for the worst condition even if that situation had never 
hit before. Figure 11 shows the comparative plot for the actual reservoir storage and 
the simulated reservoir storage. It is showing results for 4 months of simulation and 
is utilized for the calculation of RMSE for reservoir storage. RMSE was calculated 
for the reservoir storage values obtained from the simulation duration. RMSE was 
evaluated as 151.81 MCM for the simulation of reservoir storage. This RMSE value is 
acceptable and recommends HEC-ResSim for such reservoir modeling efforts.

Figure 10. 
Regression curve for the observed and simulated reservoir elevations for the simulation period of August to 
November 2012.
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To check the efficiency of the model both the simulated and actual values of simu-
lation are analyzed in the regression curve (Figure 12). Daily observed and simulated 
data related to reservoir storage for the 123 days of the simulation period (August–
November 2012) plotted in the regression chart to analyze efficiency parameter, that 
is, Coefficient of Determination.

Figure 11. 
Comparison of observed reservoir volume and stimulated reservoir volume for the simulation period of August to 
November 2012.

Figure 12. 
Regression curve for the observed and simulated reservoir volumes for the simulation period of August to 
November 2012.
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The coefficient of regression for the plot was evaluated as 0.92, hence we can 
say that the simulated reservoir elevation values are 92% correct. If we want to 
employ HEC-ResSim for Pong Dam storage simulation then it can be a trustful and 
powerful tool.

Figure 13. 
Simulated and predicted outflow for August 2012.

Figure 14. 
Simulated and predicted outflow for September 2012.
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Figure 15. 
Simulated and predicted outflow for October 2012.

Figure 16. 
Simulated and predicted outflow for November 2012.



17

Employing HEC-ResSim 3.1 for Reservoir Operation and Decision Making
DOI: http://dx.doi.org/10.5772/intechopen.101673

4.3 Additional simulation results

HEC-ResSim is also capable of predicting unknown flows from the reservoir. In 
the initial conditions, we have entered irrigation release as an outflow only and kept 
spill zero. But after simulation, HEC-ResSim found some extra unregulated water 
in the reservoir which should be thrown out except irrigation release. This aids the 
management of release decisions even if we do not have any previous record of any 
such releases. Calculating all the inflow, outflow, elevation, and storage patterns in a 
synchronized manner and considering rule curves, HEC-ResSim predicted the target 
water spillage for all 4 months of simulation. Figures 13-16 show the predicted water 
spillage from the reservoir for the simulation months of August, September, October, 
and November, respectively for the year 2012.

5. Conclusion

According to the results presented in this paper, HEC-ResSim is an interesting 
alternative to reduce the uncertainties of outflow forecasts and support the improve-
ment of the flooding warning program of the Pong Dam. Putting the Pong Dam’s 
hydrological database together with HEC-ResSim, one could reproduce operational 
aspects of the dam and test different operational scenarios, even in real-time. Since 
for this model, the availability of data and information falls short but concerning the 
available data, it was able to prove that Hec-ResSim is a very efficient way to analyze 
any reservoir for different climatic conditions.

This article attempts to study the performance of the Pong storage dam in actual 
conditions and simulated conditions using HEC-ResSim and evaluation indices. 
Results of model validation showed that the model was capable of simulation with 
suitable accuracy.

HEC-ResSim is a powerful tool, which can support the decision-making of the 
managers and operators at the Pong Dam. The model presents capabilities to improve 
the precision of the flooding warnings, reduce dam safety costs, and increase 
hydropower production. In addition, Hec-ResSim supports a minimum computation 
time of 15 minutes, which can generate decision support for every 15 minutes of the 
simulation period. HEC-ResSim is also an interesting alternative for risk management 
and water control. Moreover, it can further come out to be more precise with the 
attachment with GIS. It can work a long way with power plants up-to-the turbines 
level if there is the availability of detailed data regarding it. HEC-ResSim can sup-
port the real-time decision, using a real-time integrated database along with a user-
friendly interface integrator like HEC-RTS or DELFT-FEWS. HEC-RTS—Real-Time 
Simulation is another U.S. Army Corps of Engineers tool, which provides support for 
operational decision-making. HEC-ResSim integrated with HEC-RTS or HEC-HMS 
allows the water control manager to make short-term (typically a few days or weeks) 
forecasts of hydrologic conditions at the catchment scale.
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Chapter 2

Evaluation SSG-LRR Model on an
Homogeneous Turbulence under
Inclined Shear for High and Low
Stratification: Shear Number Effect
Lamia Thamri and Taoufik Naffouti

Abstract

This chapter develops proposals for an evaluation coupled second order model of
SSG-LRR on an homogeneous turbulence submitted to an inclined shear for high and
low stratification. The effect of Shear number on thermal and dynamic turbulent
fields of the problem is performed for Shear number fixed at 2, 6, 14 and 20. Two
values of Froude number equal to 0.35 and 1.29 are adopted for all numerical simula-
tions corresponding to high and low stratification, respectively. For all simulations,
value of angle theta is fixed at θ = π/4 corresponding to the angle between the shear
and the vertical gradient of stratification. SSG-LRR model is adopted to compute
turbulent parameters of principal component of anisotropy b12, normalized turbu-
lence dissipation ε/KS and the density flux ρu1. A good agreement is detected by
comparison of findings via model of SSG-LRR with the reported results in the litera-
ture by Direct Numerical Simulation of Jacobitz (DNSJ). It is found that the variation
of Shear number predict a very strong influence on thermal and dynamic turbulent
characteristics. Hence, findings with SSG-LRR model prove the existence of an
asymptotic equilibrium states for various thermal and dynamic parameters in
particularly for a low stratification.

Keywords: coupled models, homogeneous and stratified turbulence, inclined shear,
shear number, DNSJ

1. Introduction

Homogeneous sheared and stably stratified turbulence is considered as a funda-
mental flow relevant to the study of geophysical turbulence and, generally, aniso-
tropic turbulence. Homogeneous and stratified turbulence has received considerable
attention in the past few decades. This interest stems from its importance in many
industrial and engineering applications. Such applications include geophysical flows,
oceanic and atmospheric mixed layers, turbulent thermal plumes, atmospheric
circulation, pipes, gas turbines, airplanes, etc. Complex dynamical turbulent processes
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associated to the stratified turbulence under shear are observed in atmosphere and in
industry. This kind of turbulence problem presents an attractive physical field as it
plays a key role to improve our understanding of behaviors of geophysical flows [1–4].
Dynamical turbulent processes associated to the stratified turbulence submitted to an
inclined shear are encountered in industry and atmosphere. This problem of the
turbulence is relevant in many thermal engineering applications in both nature and
industry owing to it playing a key role to better describe turbulent characteristics of
geophysical flows. Furthermore, the understanding of behaviors of homogeneous and
stratified turbulence related to geophysical flows presents a considerable role to
develop turbulence theories and performed a comparison of results via different
models of LES, SSG (Speziale, Sarkar, and Gatski), k-ε, SL, and DNS [5–9]. So, the
exam of the turbulence leads to engineering applications with benefits for society such
as the development of high-resolution climate and space weather models.

The available review illustrates numerous investigations on the characterization of
thermal and dynamic fields of the turbulence flow using different methods [10–13].
Komori et al. [14] approve that an experimental analysis on a stratified turbulent via
vertical shear flow. Experimental studies are performed for a horizontal shear by
various authors [15, 16]. Comprehensive studies of homogeneous and stratified tur-
bulence submitted to inclined shear include the experimentally work by Rohr et al.
[17] and Piccirillo et al. [18]; they confirmed the importance of the Froude number
and reported an influence of additional dimensional parameter such as shear number
on evolution of turbulence. Development of LRR (Launder, Reece, and Rodi) model of
turbulence in which the Reynolds stresses is studied by Launder et al. [19, 20], they
conclude that the numerical solutions of the model equations are presented for a
selection of strained homogeneous shear flows and for two-dimensional inhomoge-
neous shear flows. After that, Jacobitz et al. [21] performed the direct numerical
simulations (DNS) to investigate the evolution of turbulence in a uniformly sheared
and stably stratified flow. They conclude that the shear number has a strong non-
monotone influence on the turbulence evolution. Jacobitz el al. [5] used the direct
numerical simulations in order to investigate the evolution of turbulence in a stably
stratified fluid forced by nonvertical shear. The flux Richardson number Rif depends
on the gradient Richardson number Ri but not on the shear inclination angle θ. It is
interesting that the normalized turbulence production is strongly influenced by the
angle θ, but that the flux Richardson number remains unaffected.

The anisotropy of fluctuating motion in a stably stratified medium with uniform
mean shear is studied by Sarkar [22] using the numerical simulation of uniform shear
flow. He concludes that the vertical of streamwise velocity is found to dominate the
components of turbulent dissipation in both horizontal and vertical shear flows. After
that, Bouzaiane et al. [23] studied the evolution of homogeneous stably stratified
turbulence submitted to a nonvertical shear using second-order closure models (Craft
and Launder CL and Shih and Lumley SL). They improve that a good agreement
between the predictions of second-order models and values of DNSJ is generally
observed for the principal component of anisotropy b 12 and a qualitative agreement is
observed for the ratios K/E and K ρ/E of the kinetic and potential energies to the total
energy E. Thamri et al. [24] applied three coupled second-order models (of SSG-CL,
SSG-SL, and SSG-LRR) in order to simulate the influence of nonvertical shear on
homogeneous turbulence and for a low stratification Ri = 0.2. They showed a good
accord between results of three second-order models and those of DNSJ.

Basing on the literature, it is found that no combination between Speziale, Sarkar,
and Gatski (SSG) model [25] and Launder, Reece, Rodi (LRR) model [19, 20] is
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improved. The present work is the first systematic investigation related to the shear
number effects on thermal and dynamics parameters of a homogeneous turbulence
submitted to an inclined shear using second-order coupled models of SSG-LRR, with
low and high stratification. For the case of high stratification of the turbulence, the
Richardson number is equal to Ri = 2 associated to Froude number equal to 0.35. For
low stratification, the Richardson number is fixed at Ri = 0.15 corresponding to
Froude number equal to 1.29. In addition, a comparison between our work (SSG-LRR
model) and the results of DNSJ [21, 26, 27] is carried out. The paper is organized as
follows: The problem is defined in Section 2, which also presents the governing
equations and parameters. The methodology is presented in Section 3.1, which
describes the numerical method, model setup, boundary conditions, and validation.
Results and discussion follow in Section 3.2, and finally, conclusions are drawn in
Section 4.

2. Governing equations and numerical approach

All numerical computations are based on the continuity equation of an incom-
pressible fluid, three-dimensional unsteady Navier–Stokes equation with the
Boussinesq approximation and the transport equation for the density. The mean
velocity U ¼ U1, 0, 0

� �
has a constant inclined shear rate S ¼ S: sin θð Þwhere θ = π/4 is

the angle between the shear and the vertical gradient of stratification. The mean
density has a constant vertical stratification gradient Sρ ¼ ∂ρ

∂x3
. Using the decomposi-

tion of Reynolds, the dependent variables Ui (i-th component of the total velocity), ρ
(total density), and P (total pressure) are decomposed into a mean part (denoted by
an overbar) and a fluctuating part (denoted by small letters):

Ui ¼ Ui þ ui, ρ ¼ ρþ ρandP ¼ Pþ p (1)

The decomposition of dependent variables is introduced into equations of motion
and the following evolution equations for the fluctuating parts are obtained:

∂ui
∂xi
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þ Sρu3 ¼ α

∂
2ρ

∂xk∂xk
(4)

g is the acceleration due to gravity, ν the kinematic viscosity, α the scalar diffusiv-
ity, δij is the Kronecker symbol, ρ is the fluctuation of the scalar, and ρ0 is the density
of reference.

Sρ ¼ ∂ρ
∂x3

is the stable density stratification, and S is the shear rate.
The dimensionless shear number SK/ε is the ratio of the turbulence time scale K/ε

to the shear time scale 1/S. Dimensionless Richardson number is the ratio of the
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turbulence stratification by the turbulence shear. Richardson number is defined as
follows:

Ri ¼ N2

S2

The Froude number, which depends on Richardson number, is given as:

Fr ¼
ffiffiffiffiffiffiffiffiffi
0:52

Ri

s

where S is the uniform mean shear, N2 ¼ �g ∂ρ=∂zð Þ=ρ0 is the Brunt–Väisäla fre-
quency, g is the acceleration due to gravity, ρ is the fluctuation of the scalar, ρ0 is the
density of reference, and z is the vertical coordinate.

The non-dimensional time related to temporal evolution of physical turbulent
parameters, which characterize the considered problem, is defined as: τ = S.t.

The adopted calculation algorithm related to the present problem consists the
following steps:

1. Initialization of thermal and dynamic fields of the flow.

2.Declaration of initial conditions of isotropy of findings DNSJ [21, 26, 27]:

bij
� �

0 ¼ 0, 0,
ε

KS

� �
0
¼ 0, 5, Fið Þ0 ¼ 0, 0, ηð Þ0 ¼ 0, 0

3.Integration of dimensionless equations of SSG-LRR model.

4.A fourth-order Runge–Kutta method is adopted to resolve various equations of
the problem.

5.Calculation of thermal and dynamic turbulent parameters (b12, ρu1, ε/KS).

The set of differential equations governing the transport of the velocity
correlationuiuj, transport equation for the density flux ui ρ, transport equation for the
turbulent kinetic energy K ¼ uiui

2 , and transport equation for the density fluctuation ρ2

may be written in the form:
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dK
dt
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(8)

g is the acceleration due to gravity, ν the kinematic viscosity, and α the scalar
diffusivity.

Sρ ¼ ∂ρ
∂x3

is the stable density stratification, S is the shear rate, and δij is the
Kronecker symbol.ρ is the fluctuation of the scalar, and ρ0 is the density of reference.
where component denoted by an over bar and component denoted by small letters
denote mean and fluctuating components of velocity, p is the fluctuation of static
pressure about its mean value, and xi (i = 1, 2, 3) denote Cartesian space coordinates.

Ui ¼ Ui þ ui, ,P ¼ Pþ pρ ¼ ρþ ρ

Ui the total values of velocity components, P the total pressure, and ρ the total
density.

Nearly every worker obtained a closed system of differential equations. The tur-
bulence modeling remains an important approach retained by several authors [28].
The coupled between second-order modeling (SSG-LRR) is retained here and consists
of modeling the pressure-strain φijand pressure–temperature gradient φiρ correlations.

φij ¼
1
ρ0

p
∂ui
∂xj

þ ∂uj
∂xi

� �
¼ φ1

ij þ φ2
ij þ φ3

ij and φiρ ¼
1
ρ0

p
∂ρ

∂xi
¼ φ1

iρ þ φ2
iρ þ φ3

iρ

The SSG model [25] has concerned only kinematic turbulence, and it is retained
here for these terms, which are written in the following forms:

φij ¼ φ1
ij þ φ2

ij (9)

φij
1 ¼ �C1 bij þ 3 C1 � 2ð Þ b2ij þ IIb

δij
3

� �
(10)

IIb ¼ bklblk,C1 ¼ 3, 4

φij
2 ¼ C2 bmn Smn bij þ 1

2
C3 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bmn bmn

p
C33
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Sij þ 1

2
C4 bikSkj þ bjkSki � 2

3
bmnSmnδij

� �

þ 1
2
C5 bikwjk þ bjkwik
� �

C2 ¼ 1, 8 C3 ¼ 0, 8 C4 ¼ 1, 25 C5 ¼ 0, 4 C33 ¼ 1, 3

The LRR model [19, 20] is retained for scalars field:

φ1
i ρ ¼ �C0

1
ε

k
ρui (11)

C0
1 ¼ 3:2

φ2
i ρ ¼ 0, 8ρukUi,k � 0, 2ρukUk,i (12)
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The contributions 3, φ3
ij, and φ3

iρ are terms due to buoyancy. Lumley et al. [29] and
Zeman et al. [30] retained only the classical model for this contribution.

φ3
ij ¼ �C3 βjui ρþ βi uj ρ�

2
3
βl ul ρδij

� �
(13)

φ3
iρ ¼ �C3ρ βiρ2 (14)

C3 ¼ 0, 5,C3ρ ¼ 0, 5

With the reason of acquisition, the dimensionless equations, basic Eqs. (5)–(8) are
deposited in dimensionless form by laying on the dimensionless time St = τ, the
kinematic components bij ¼ uiuj

2K � 1
3 δij, ε/KS and the scalar component

η ¼ 1
2

g
ρ0 Sρ

ρ2

k ¼ kρ
k

db12
dτ

¼ �
ffiffiffi
2

p

2
b22 þ 1

3

� �
�

ffiffiffi
2

p

2
b23 þ φ12

2kS
þ 2

ffiffiffi
2

p

2
b212 þ 2

ffiffiffi
2

p

2
b12b13 þ F3b12 þ ε

kS

� �
b12

(15)

db22
dτ

¼ φ22

2kS
� ε

3kS
þ b22 þ 1

3

� �
2

ffiffiffi
2

p

2
b12 þ 2

ffiffiffi
2

p

2
b13 þ F3 þ ε

kS

� �
(16)

dη
dτ

¼ �F3 þ η 2

ffiffiffi
2

p

2
b12 þ 2

ffiffiffi
2

p

2
b13 þ F3 � ε

kS

� �
(17)

d
dτ

ε

kS

� �
¼ �2Cε1

ε

kS

� �
b13 þ 1� Cε2ð Þ ε

kS

� �2
� Cε1 1� Cε3ð Þ ε

kS

� �
F3

þ ε

kS

� �
2

ffiffiffi
2

p

2
b12 þ 2

ffiffiffi
2

p

2
b13 þ F3

� � (18)

where Fi ¼ g
ρ0

ui ρ
kS is the non-dimensional component of the turbulent scalar flow.

A numerical integration of the differential equations is done. Obtained results are
discussed in the following sections.

3. Numerical integration and results

3.1 Validation of the present code based on coupled model of SSG-LRR

In order to make sure on the precision of coupled model of SSG-LRR employed for
the computations of the considered problem, the present code taped with Fortran is
validated with the published findings of Jacobitz et al. [21, 26, 27] related to direct
numerical simulations of the stratified turbulence under shear. However, a compara-
tive analysis of predictions via SSG-LRR model and results of DNSJ is performed
(Figures 1–3).

A fourth-order Runge–Kutta method is used for integrating a closed system of
nonlinear dimensionless differential equations. The initial conditions are taken from
the same initial conditions of result of DNSJ [21, 26, 27].
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bij
� �

0 ¼ 0, 0,
ε

KS

� �
0
¼ 0, 5, Fið Þ0 ¼ 0, 0, ηð Þ0 ¼ 0, 0

An inclined θ = π/4 is studied for different values of Shear number SK/ε ranging
from 2 to 20 and with a constant Froude number Fr equal to 0.35 for high stratification
and equal to 1.11 for low stratification. Here θ is the inclination angle between vertical
stratification and shear.

A primary focus of research has been the parameterization of the Froude number

Fr associated with stationary, where Fr is defined by: Fr ¼
ffiffiffiffiffiffi
0:52
Ri

q
.

The gradient Richardson number Ri is defined by: Ri ¼ g
ρ0

Sρ
S2
¼ N2

S2
.

N2 is the frequency scale relevant to density stratification, and S is the mean
vertical shear.

Figure 1.
Time evolution of the principal component of anisotropy b12 for low stratification with Fr = 1.11, θ = π/4, SK/ε = 2.

Figure 2.
Time evolution of the normalized turbulence dissipation ε/KS for low stratification with Fr = 1.11, θ = π/4, SK/ε = 2.
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The Shear number SK/ε is the ratio of the turbulence time scale K/ε to the shear
time scale 1/S.

However, to our knowledge, no previous work is interested in the prediction of
equilibrium states by the coupled between SSG and LRR second-order models. This
creates the aim of this part of our work. The numerical study is to carried out a
comparison between results related to the case of an homogeneous and a stratified
(Fr = 0.35 for high stratification and Fr = 1.11 for low stratification) turbulence under
inclined shear θ = π/4 for various Shear number (2≤ SK/ε ≤ 20) via SSG-LRRmodel and
findings of those of direct numerical simulation of Jacobitz (DNSJ) [21, 26, 27].
Obtained results via SSG-LRRmodel and DNSJ [21, 26, 27] are presented in Figures 1–3.
Figure 1 shows time evolution of principal component of anisotropy b12 according to
the SSG-LRR model for a low stratification related to Fr = 1.11 for an intermediate band
of τ, in the range [0, 50]. The SSG-LRR model shows a good agreement with the
asymptotic value of the component of anisotropy (b12)∞ of DNSJ [21, 26, 27] when a
non-dimensional time τ is greater than 20. Using the samemodel, results of the problem
of comparative analysis of coupled second-order models on shear and Richardson
numbers effects on homogeneous and stratified turbulence [31] are compared to find
numerical approaches with RANS [6]. It has shown a good agreement between different
predictions of components of anisotropy b12. Consequently, it can be asserted that these
favorable comparisons corroborate the coupled model of SSG-LRR, which can produce
reliable numerical findings of turbulent flows.

Figures 2 and 3 show time evolution of the normalized turbulence dissipation ε/KS
according to SSG-LRR model compared with values of DNSJ for initial value of shear
number SK/ε = 2 and for a constant Froude number equal to 1.11 (low stratification)
and Fr = 0.35 (high stratification), respectively. The normalized dissipation ε/KS is
affected only slightly by the direction of shear. For high and low stratification, the
normalized dissipation ε/KS has a tendency to predict the asymptotic state at long-
time evolution for non-dimensional time τ ≥ 20. For the case of inclined shear
(θ = π/4), an excellent agreement between predictions of the SSG-LRR model and
values of DNSJ [21, 26, 27] is detected for higher time (τ ≥ 30).

Figure 3.
Time evolution of the normalized turbulence dissipation ε/KS for high stratification with Fr = 0.35, θ = π/4, SK/
ε = 2.
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3.2 Effect of shear number

In this section, the influence of shear number (SK/ε) on the evolution of
homogeneous and stratified turbulence is addressed. Two cases of stratified
turbulence have been performed; a low stratification Fr = 1.29 and a high stratification
Fr = 0.35.

3.2.1 Case of low stratification (Fr = 1.29)

Numerical study is presented for various values of shear number SK/ε equal to 2, 6,
14, and 20 in order to simulate the problem of homogeneous and stratified turbulence
(Fr = 1.29). A numerical code is taped with Fortran language using a fourth-order
Range-Kutta method. All simulations of the present study are approved for initial
conditions of Jacobitz [21, 26, 27].

bij
� �

0 ¼ 0, 0,
ε

KS

� �
0
¼ 0, 5, Fið Þ0 ¼ 0, 0, ηð Þ0 ¼ 0, 0

In Figure 4, the evolution of the principal component of anisotropy b12 is shown
for a non-dimensional time 0 ≤ τ ≤ 40 with different values of shear number (SK/ε = 2
to 20) for a fixed Froude number at 1.29. The simulations of b12 as initial spectra show
a large initial decay of b12 during the transient phase, and finally, the coupled model
SSG-LRR confirms the existence of an asymptotic equilibrium states beyond a non-
dimensional time τ = 30 for various values of shear number.

The evolution of the normalized turbulence dissipation ε/KS is shown in Figure 5.
It appears that the magnitude of ε/KS decreases with increasing shear number (from 2
to 20). Again, an asymptotically constant value of ε/KS is observed. SSG-LRR model
confirms the existence of an asymptotic equilibrium states for a long time τ. The time
evolution of the thermal parameter (density flux) ρu1as a function of the shear
number is illustrated in Figure 6. It is found that the ρu1 is affected by the variation of
shear number. The SSG-LRR model confirms the existence of asymptotic equilibrium

Figure 4.
Time evolution of the principal component of anisotropy b12 for several values of SK/ε with F r = 1.29 and θ = π/4.
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states for the component ρu1 beyond non-dimensional time τ = 25. Furthermore, the
figure shows that the parameter ρu1ð Þ∞ increases as increasing SK/ε from 2 to 20.

3.2.2 Case of high stratification (Fr = 0.35)

In this section, the results of the principal component of anisotropy b12, the nor-
malized turbulence dissipation ε/KS, and the density flux ρu1with different Shear
number SK/ε equal to 2, 6, 14, and 20 and for a constant Froude number equal to 0.35
(high stratification) are presented in Figures 7, 8, and 9, respectively. All simulation
demonstrates that the b12 and ε/KS show an initial decay due to the isotropic initial
conditions. After this initial phase, the principal component of anisotropy and the

Figure 5.
Time evolution of the normalized turbulence dissipation ε/KS for several values of SK/ε with Fr = 1.29 and θ = π/
4.

Figure 6.
Time evolution of the density flux ρu1 for several values of SK/ε with Fr = 1.29 and θ = π/4.
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normalized turbulence dissipation grow for small and decay for large values of the
shear number. Contrary, the density flux decays for small and grows for large values
of the shear number. Figures 7 and 8 depict the evolution of the principal component
of anisotropy b12 and the normalized turbulence dissipation ε/KS, respectively.
Obtained by SSG-LRR as a function of the normalized time τ for inclined shear
associated to θ = π/4. SSG-LRR confirms the existence of an asymptotic equilibrium
states for b12 and for ε/KS beyond a non-dimensional time τ = 25 for diverse values of
shear number. Also, SSG-LRR indicates that asymptotic equilibrium state (b12)∞ and
(ε/KS)∞ increase as decreasing shear number from 20 to 2. In Figure 9 is shown
evolution of the density flux u1 ρ versus the shear number using SSG-LRR model with
Fr = 0.35. For SSG-LRR model, the density flux u1 ρ presents a slight decrease with the
decrease of shear number from 20 to 2.

Figure 7.
Time evolution of the principal component of anisotropy b12 for several values of SK/ε with Fr = 0.35 and θ = π/4.

Figure 8.
Time evolution of the normalized turbulence dissipation ε/KS for several values of SK/ε with Fr = 0.35 and θ = π/4.
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4. Conclusion

The effect of shear number on dynamic and thermal components of an homoge-
neous and stratified turbulence under inclined shear is investigated using coupled
second-order model (SSG-LRR). Firstly, a comparison between results obtained with
SSG-LRRmodel and those of DNSJ [21, 26, 27] is performed. A good agreement between
predictions of second-order model of SSG-LRR and those of DNSJ is detected for a
higher dimensionless time τ. Beyond τ ≥ 25, an excellent agreement between results of
the SSG-CL model and those of DNSJ is observed for the principal component of
anisotropy b12 and the normalized turbulence dissipation ε/KS for high and low stratifi-
cation. Secondly, for high and low stratification Fr = 0.35 and 1.29, respectively, it is
found that coupled model of SSG-LRR confirms the existence of an asymptotic equilib-
rium states of different parameters (b12, ε/KS, and ρu1) for various shear number (2, 6,
14, and 20). Hence, the coupling between the SSG model for the kinematic field and the
LRR model for the scalars field proves a significant contribution to predict asymptotic
equilibrium states of turbulent thermal and dynamic characteristics. This comparative
investigation proves that the coupling between second-order models of SSG and LRR
model can present a great solution to modelize homogeneous and stratified turbulence
flows under inclined shear. Finally, it can be finished by that coupled second-order
models of SSG-LRR present an important contribution for the modeling of turbulence
for stratified shear flows and can help to better understand and realized a complex
turbulent phenomena of geophysical flows, which propagate in the atmosphere.
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Nomenclature

b Anisotropic tensor of Reynolds
Cp Specific heat at constant pressure

Figure 9.
Time evolution of the density flux ρu1 for several values of SK/ε with Fr = 0.35 and θ = π/4.
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g Acceleration due to gravity
P Pressure
p Fluctuation of the pressure
Fr Froude number
Ri Richardson number
SK/ε Shear number
S Uniform mean shear
Sρ Uniform stable stratification
K Turbulent kinetic energy
T,i Gradient of the scalar
t Time
τ Non-dimensional time
ui i-th component of the fluctuating velocity
Ui i-th component of mean velocity
uiuj Reynolds stress tensor
uiρ Turbulent flux of the scalar
Up,q Gradient of mean speed
xi Component of an orthonormal Cartesian coordinate system
μ Dynamic viscosity
λ Viscosity ratio
ν Kinematic viscosity
α Thermal diffusivity
τ Non-dimensional time
δij Kronecker symbol
ρ Fluctuation of the scalar
ρ0 Density of reference
ρ2 Density variance
ε Terms of dissipation of turbulent kinetic energy
ερρ Terms of dissipation of variance of the scalar
εij Terms of dissipation of tensor of Reynolds
εiρ Terms of dissipation of the scalar flux turbulent
φij Terms of pressure-strain correlation
φiρ Terms of pressure- scalar gradient correlation
θ Angle between the shear and the vertical gradient of stratification
SSG Speziale, Sarkar, and Gatski model
LRR Launder, Reece, and Rodi model
DNSJ Direct numerical simulation of Jacobitz
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Chapter 3

Bifurcation and Instabilities in
Fluid Flow
Carlos Gavilan

Abstract

In some situations, pipe layout and incoherent behavior of the flow is detected.
An instability is generated, and the flow jumps between the values in flow rate or
pressure, with no explanation. Usually, the industry solves the problem by creating an
exclusion area. It is very important to understand those instabilities, named bifurca-
tion, and why the Navier-Stokes equation has two equiprobable solutions. With this
knowledge, the situation can be corrected, and the problem solved. The result is an
increase in performance, reliability, etc. and then in the economy of the process. The
bistable flow in boiling water reactor (BWR) nuclear power plant is a clear example.

Keywords: bifurcation, instability, Navier-Stokes, symmetry, bistable

1. Introduction

There are many references in the fluid dynamics literature to typical fluid flow
instability problems. Some of the existing examples show the existence of pulsating
and oscillating anomalies when they should not be present [1–5]. These problems led
to suspicions of anomalous solutions to the Navier-Stokes equation [5, 6].

The aim of this work is the determination of instabilities in fluid flow in piping
systems. These instabilities will be classified as bifurcations since they constitute
situations of two valid solutions of the Navier-Stokes equation. For the specific case,
the pipe system is a symmetrical system composed of a riser, a manifold, and five
symmetrically arranged rising branches.

These real events in fluid flow in pipes, normally produce a reaction in the
operators of the systems, since their existence results in problems of production [7],
reliability [8] of components that lead to decisions, which redound in the economy of
the productive processes.

Thus, we are faced with systems that, from a certain value of one of their
parameters, oscillate between two states. For example, from a given flow rate value
(position of a control valve) the system oscillates between two pressures, or for a
pressure value, the system has two flow rate values.

Normally, hydraulic studies are carried out on the basis of dimensionless numbers,
the Reynolds number being the most commonly used. In this study, because the
geometry is fixed, the fluid is in isothermal conditions, and the flow rate, flow
velocity, or Reynolds number is equivalent. Likewise, since both flow rate and fluid
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velocity depend only on the position of the control valve, we can also make the
equivalence between Re and valve position.

Finally, it must be said that this study is the end of a line of work, starting with the
search for a solution to the problem of pulsations in the recirculation system of a
boiling water reactor. The initial studies, which are empirical [9–11], have already
determined the solution. Years later, CFD studies corroborated the empirical solutions
and provided new ones [12–14].

Once all this modeling and analysis work has been completed, it is proposed to
determine the true root cause, in order to improve the possibility of other solutions or
even the explanation of other effects. This is the aim of the present work.

2. What a bifurcation is

Suppose in a dynamic system, a bifurcation occurs when a small smooth change
made to the parameter values of the system, causes a sudden qualitative or topological
change in its behavior. The name of bifurcation was first introduced by Henry
Poincare [15] in 1885, in the first paper in mathematics showing such behavior.
Bifurcation occurs in both continuous systems described by Ordinary Derivative
Equations (ODE’s), Differential Derivative Equation (DDE’s), and Partial Derivative
Equations (PDE’s) and discrete systems described by maps.

The previous paragraph is a qualitative description of what a bifurcation is, and the
next will be a more detailed and mathematical description of it.

The explanation or justification of a bifurcation will start with the concept of the
asymptotic solution to an evolution problem. An evolution problem has the form
shown in Eq. (1).

dU
dt

¼ F t, μ, Uð Þ (1)

where t ≥ 0 is the time and μ is a parameter that lies on the real line, �∞ ≤ μ ≤ ∞.
The unknown is U(t) and F(.,.,.) is a given function, i.e.: Partial derivative Equation,
ordinary derivative equation. When F() is non-time-dependent, F=F(μ,U), the evolu-
tion of U(t) is governed by its initial value U(0) = U0.

An asymptotic solution is defined as the solution to which U(t) evolves after the
transient effects associated with the initial value. Asymptotic has two main types:
steady solutions and T-periodic solutions for non-autonomous problems.

Once the problem is enunciated, then the bifurcation definition is possible. Bifur-
cation solutions are asymptotic solutions that form intersecting branches in suitable
space of functions. For example, when U lies in R, the bifurcating steady solution form
intersecting branches of the curve F(μ,U) = 0 in the μ,U plane.

So, an asymptotic solution bifurcates from another at μ = μ0 if there are two
distinct asymptotic solutions U(1)(μ,t) and U(2)(μ,t) of the evolution problem
continuous in μ and such that U(1)(μ0,t) = U(2)(μ0,t).

Note that not all asymptotic solutions arise from bifurcation, there are other
solutions such as isolated solutions or disjoint solutions.

From this point, a one-dimensional problem will be the real problem Eq. (1), could
be rewritten as:

du
dt

¼ F μ, uð Þ (2)
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where F(.,.) has two continuous derivatives with respect μ and u. Another
assumption is that:

F μ, 0ð Þ ¼ 0:∀μ∈R (3)

The equilibrium solution of Eq. (1) in u = ε satisfied that:

F μ, εð Þ ¼ 0 (4)

The study of bifurcation is the study of the equilibrium evolution given by Eq. (4)
in the plane (μ,ε).

Theorem:
Let F(μ0,ε0) = 0 and let F be continuously differentiable in some open region containing

the point (μ0,ε0) of the (μ,ε) plane. Then, if Fε(μ0,ε0) 6¼ 0 there exists α,β > 0 such that:

i. The Eq. F(μ,ε) = 0 has a unique solution ε = ε(μ) when μ0-α < μ < μ0+α such that
ε0-β < ε < ε0+β.

ii. The function ε(.) is continuously differentiable when μ0-α < μ < μ0+α

iii. εμ(μ) = -Fu(μ,ε(μ))/ Fε(μ,ε(μ))

The solutions of the equilibrium could be the following points:

• Regular point

• Regular turning point

• Singular point

• Double point

• Singular turning (double) point

• Cusp point

• Conjugate point

• High order singular point

In this chapter, the focus will be on the double point. A double point is a point of
the curve F(μ,ε) = 0 through which pass two and only two branches of F(μ,ε) = 0
possessing distinct tangents. It is assumed that all second derivatives of F(.,.) do not
simultaneously vanish at a double point.

Then, equilibrium curves passing through the singular points satisfy:

2F μ, εð Þ ¼ Fμμδμ2 þ 2Fεμδεδμþ Fεεδε2 þ o δμj j þ δεj jð Þ2
h i

¼ 0 (5)

In the limit (μ,ε)⟶ (μ0,ε0) for the curves F(.,.) = 0 is reduced to:
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Fμμdμ2 þ 2Fμεdεdμþ Fεεdε2 ¼ 0 (6)

For the tangents to the curve. Solving Eq. (6) the Eq. (7) is obtained.

μ1ε ε0ð Þ
μ2ε ε0ð Þ

" #
¼ � Fεμ

Fμμ

1

1

� �
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where

D ¼ F2
εμ � FμμFεε (8)

Then (μ0,ε0) is a double point if D > 0 additionally to have two tangents with
slopes different from zero, the condition has to be Fμμ 6¼ 0.

3. Bifurcation in fluid flow

The Navier-Stokes´ equation is a PDE, so it is potentially affected by bifurcation as
explained in previous paragraphs. Additionally, the Navier-Stokes´ equation is
nonlinear so the occurrence of bifurcation is much more probable.

Now the concept of bifurcation, as described before, will be developed mathemat-
ically for fluid flow problems. First, some assumptions have been considered:

• Fluid is in an incompressible state.

• Fluid is at constant temperature.

• The part of the system under study has constant section (pipe).

• There’s no fluid sumps or sources.

In this situation, the equation could be written as shown in Eq. (9).
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(9)

The equation has the following vectors: u (speed), P (pressure), μ (viscosity), and ῤ
(fluid density). Since the system has a constant section and there are no fluid sumps or
sources, integrated fluid speed is like the scalar flow value. Other supposition is that
the system status will depend on a given parameter “A,” for example pump speed,
control valve position, Pressure regulation vale position, etc. In this situation, the
Navier-Stokes´ equation can be reformulated as:

dq
dt

¼ F q,Að Þ (10)

where q = flow and A = system parameter.
Primary derivatives of Eq. (10) are determined by Eq. (11), with notation and

secondary derivatives being simplified in Eq. (12):
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∂F q,Að Þ
∂q

¼ Fqy
∂F q,Að Þ

∂A
¼ FA (11)

∂F2 q, Að Þ
∂q2

¼ Fqq;
∂F2 q, Að Þ

∂A2 ¼ FAAy
∂F2 q, Að Þ

∂qA
¼ FqA (12)

The stability analysis results from establishing a null time derivative. In other
words, if the system does not change and A do not vary, flow remains the same.
Mathematically, this is seen in Eq. (13).

dq
dt

¼ 0 ¼ F q,Að Þ (13)

That means analyzing bifurcations in Eq. (11) is the same as analyzing specific F
curve points (q, A) on the A parameter-flow plane. Considering these parameters, the
points that confirm the Eq. (13) are considered unique and can be classified as follows:
regular points, regular inflection points, unique points, double curve point, double
inflection points, and peak points.

The double curve point generates two solutions and a curve running through the
unique point that has two slopes. Although there are multiple potential shapes, the one
selected provides two stable results as it is coherent with bistable conditions. Once
shape is selected, it can have three main sub-types, as seen in Figure 1: supercritical,
subcritical, and transcritical.

In the case of double point bifurcation, there is a balance point with two curves and
two different slopes [16]. Curve tangents conform to Eq. (14)
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where “D” is determined by Eq. (15):

D ¼ F2
qA � FAA � Fqq (15)

Figure 1.
Sub-types of double point bifurcation (pitchfork type).
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Slope analysis results from analyzing the value of parameter D. If D < 0, there are
no real tangential lines on the point, which means the existence of a double point and
two slopes can only be justified when D > 0. In this case, if specific concepts are
renamed, flow curve slopes in relation to A value are determined by Eq. (16):

dq
dA

A0ð Þ ¼ qA A0ð Þ (16)

For this equation to be true and conformed to, the condition of Fqq not being null
must be satisfied, which is exactly what happens as this is a process related to fluid
flow. The other condition for conformance to D > 0 is the verification of Eq. (17):

FqA >
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FAA � Fqq

2
q

(17)

To conclude this theoretical development, the requirements for existence of a
double point bifurcation are mathematically conformed because Fqq is not null, and D
can under specific conditions be higher than zero. And as the solution existence
theorem says, if F(q, A) is continuous, then at least one solution of the Eq. (9) exists.

4. A real case of bifurcation in fluid flow. Bistable flow

In 1985, an electrical power fluctuation was detected at the Leibstadt Nuclear
Power Plant during startup and load tests at 100%. Event analyses revealed additional
fluctuations in steam flow, thermal power, core flow, and recirculation loop flowrates.
Loop “A” fluctuation ranged between 2.5% and 3%, whereas in loop “B” it was
between 3% and 3.5%. It was concluded that recirculation flow fluctuations were
caused by a bistable flow pattern in the pump discharge header.

In 1986, the first regulatory reference on abnormal performance of recirculation
loop flows was written [17]. This document recaps events, like that of Leibstadt, at the
USA stations of Pilgrim (1985) and Vermont Yankee (1986), and also determines that
fluctuations vary from station to station and even within the loops of one single unit.
In accordance with the information available at the time, the NRC establishes that
magnitude and duration are not predictable using the analytical methods applied to
the piping systems under analysis.

In 1988, General Electric, the responsible (OEM) for the design of the recirculation
loop, issued a letter [9] establishing that the problem affects Boiling Water Reactors
(BWR) from generation 3 to 6. More specifically, the problem is detected at the
collectors of feed pipes supplying jet pumps (Figure 2). The letter was later revised in
2006 to include operational experiences and operating recommendations.

Around that time, the same phenomenon occurred in Japan, a country with many
boiling water reactors. Since 1986 to 1989, a group of researchers applied various
hydraulic models to replicate [10], characterize [11], and propose compensatory
measures [18]. Eventually, the feed pipe header of jet pumps was successfully
modified.

As this issue was considered non-safety related, bistable flow was rendered
acceptable at the plants and unit operation took it into account. At times, operational
strategies were modified to minimize this phenomenon, although its analysis did not
go any further.
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In 2006, a bistable flow phenomenon analysis was presented at Laguna Verde
nuclear power plant in México [19].

After 2008, new research trends focused on providing a more detailed bistable
flow profile [12], concluded that it can be described as a noise-induced transition
mechanism [20]. In this theory, noise is identified as flow turbulence under high
Reynolds values.

In 2009, bistable flow analyses continued using mathematical techniques such as
wavelets [21] and codes for fluid mechanics. These were used to replicate the results
of hydraulic models from the 80s [13].

Ever since they were used in nuclear power plants, bistable flow analyses have
identified jet pumps as the most critical hydraulic element. In the year 2011, an
analysis was undertaken to determine potential bistable flow impact on jet pumps.
This analysis [14] presented the spectral situation of jet pumps, which were
influenced by resonance frequencies and induced frequencies resulting from bistable
flow. Also, in 2011, a new 3D CFD model confirmed the existence of two states and
the non-convergence of the stable condition at specific Reynolds values. It was veri-
fied that current lines derived from 3D model results are coherent with hydraulic
model data and that geometry changes contribute to eliminating this phenomenon as
the stable state is quickly reached and calculation converge is ensured. The fact that
for similar environment conditions, there were two solutions for the Navier-Stokes
equation suggests the existence of a bifurcation.

Operationally speaking, a few works were undertaken to map out recirculation
loop flows in relation to reactor power. The aim was to identify the area most prone to
developing bistable flow for several reasons, including flowrate [7].

In line with the above mentioned in this section, the state of the art in bistable flow
can be summarized as follows:

Figure 2.
Recirculation loop schematics in a generation 6 BWR.
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• Unpredictable, fluctuating hydraulic phenomenon.

• Hydraulic phenomenon only removable at this point through physical hydraulic
circuit modifications.

• Phenomenon characterized by high turbulence which at a certain level leads to a
bistable state.

• Phenomenon not impacting plant safety.

The methodology used in this study has two main phases.
Phase 1. Analyze recorded recirculation flow and FCV position data for a full 24-

month cycle at an operating station. From this point on, the value of the FCV position
will be assimilated to the value of “A” in Eqs. (4) and (7)-(11).

• S1. Determines the curve for recirculation flow (%) vs. FCV position (%).

• S2. Establishes the calculated curve adjustment error based on available data.
Analyze error behavior in relation to FCV position (%). The analysis of this error,
starting point of the bifurcation study, provides a clear picture of bistable flow.

Phase 2. Determine, find, and characterize the mathematical bifurcation physically
supporting bistable flow. Apply theoretical results from the previous section to the
time series. Considering the noise nature of the series and the difficulty to determine
analytical expressions, an empirical approach is developed. The global interpretation
includes the definition of bifurcation maps and their characteristics.

4.1 Analysis (phase 1)

FCV position (%) and flow (%) are interrelated time series [22, 23]. It is also
important that time series, especially those for flow, are highly noise signals and will
require the use of some mathematical techniques [24].

The analysis of recirculation loop flow signal has several phases aimed at deter-
mining flow signal features. Once this information is obtained, the entire system is
analyzed, with a special focus on the relationship between recirculation loop flow and
FCV opening. The limits of bistable occurrence and ideas suggesting bifurcation
existence, mostly as a result of error analyses, will appear at this point.

4.1.1 Opening-flow curve analysis

A Boiling Water Reactor (BWR) 6 reactors have two recirculation loops, each with
its own flow control valve (FCV) (Figure 3). Figure 3 shows the point cloud gener-
ated from loop flow (%) and y FCV position (%) records during reference plant
operation over a 24-month operating cycle.

A morphological analysis of the point cloud reveals that after a 60% opening
approximately, the cloud begins to widen and after 62% it has a new width which
remains constant until the end. This is seen in Figure 4.

The system designer and technologist determined, both mathematically and
theoretically, a polynomial of degree 3 for the flow equation based on FCV opening.
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This adjustment, with a confidence level of 99.999%, provides the coefficients shown
in Table 1.

Table 1 reveals the coherence between the theoretical equation and that adjusted
with actual data.

4.1.2 Analysis of error adjustment (S2)

Adjustment error (Eq. (18)) is established as the difference between the measured
flow value (%) and the adjusted curve value, as seen in Table 2 parameters. Globally
speaking, throughout the entire FCV position range there is an error, as seen in
Figure 5.

Error FCVOpeningð Þ ¼ MeasuredFlow %ð Þ � CalculatedFlow %ð Þ (18)

Figure 5 confirms the idea that there is phenomenon changing flow patterns when
FCV opening is 60% or above. This is indicated by the error value, which changes in
shape and values. Error varies from about 0% with a + �0.5% band to a + �1.5% band.

Figure 3.
Plot of operational points (flow % vs. FCV opening %).

Figure 4.
Details of operational points. (FCV opening >55%).
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Even for values exceeding 80%, there is a clearly strong, differentiated bias with
regards to flow behavior at this FCV opening value.

4.2 Bifurcation determination (phase 2)

The existence of a bifurcation structure will be demonstrated in this phase through
the selection of FCV opening as the bifurcation parameter as it is the only one of a
variable nature in the system.

Flow %ð Þ ¼ a∗ FCVPOSð Þ3 þ b∗ FCVPOSð Þ2 þ c∗ FCVPOSð Þ þ d

a b c d

Design adjustment 4�10�5 �0.0149 1.9502 21.191

Loop B adjustment 6.5801�10�5 �0.0188 2.1469 18.5307

Table 1.
Adjustment polynomial coefficients for the theoretical curve adjusted with actual data.

Lambda Tau (�) Tau (+) Reference figure

�32 �0.577 �0.577

0 0 0 Figure 5

1.45 �0.674 0.293

1.76 �0.675 0.294 Figure 6

3.75 �0.728 0.306

5.95 �0.785 0.313

9.55 �0.863 0.256 Figure 7

15.25 �0.955 0.287

19.75 0 1.3 Figure 8

Table 2.
Maximum tau and lambda values.

Figure 5.
Adjustment error.
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This section focuses on characterizing the pitchfork-type bifurcation for
recirculation flow under bistable conditions. For clarity purposes and without losing
accuracy, the unique point of double slope will be (0,0) on the plane (FCV opening,
flow).

The coordinate parameter, known as tau (τ), will be the error included in Eq. (12),
whereas the abscissa, known as lambda (λ), will be the difference between FCV
position and the initial bistable point. Thus, considering an opening value of 62.3% as
the initial bifurcation point, variable λ will be the result of subtracting from FCV
opening (%) the previous value of 62.3%. In other words, initial bifurcation will be
λ = 0 and τ = 0.

Instead of interpreting the signal as a whole (FCV opening-flow), recirculation
loop flow analysis will be based on various FCV opening levels. The values selected for
this task are those in which FCV opening (5) is 29, 62, 62.3, 63, 64, 68, 72, 77, and 82%.
These values will be reduced to parameter λ, as see on Table 2. The average value for
reduced tau flow was selected when there was only a single peak in the normal
distribution or two maximum values in two normal distributions due to bistable flow.
These tau values can be seen in Table 2.

The graphical representation of values in Table 2 is seen in Figures 6–9. These
values are used to create a graph considered the bifurcation map (Figure 10).

The data in Table 2 are used to create a set of points on plane λ-τ, meaning points
(λ,τ+) and (λ,τ-) are graphically represented for some of the analyzed cases (Table 3).
The result is seen in the graph of Figure 10. An analysis of the graph in Figure 10
reveals the evident existence of bifurcation on point (0,0), which corresponds to a
double point bifurcation of the pitchfork-type (supercritical according to Figure 1).

More thorough analysis shows that there are two consecutive bifurcations and two
bistable states. The first bistable state is limited to lambda values ranging between 0
and 15 (pitchfork bifurcation), whereas the second bistable state occurs when values
are larger than 15 (double point bifurcation).

Figure 6.
Recirculation flow evolution with lambda value at 0.00.
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4.3 Analysis of results (phase 3)

In Figure 9 bifurcation diagram is created to justify the behavior of recirculation
loop B in a BWR6 unit, which is the system under analysis. As shown in Eq. (8),
bifurcation point slopes on stability curves are determined by Eqs. (19) and (20).

dq1Þ

dA
¼ q1A ¼ τþ λ2ð Þ � τþ λ1ð Þ

λ2 � λ1
¼ τþ 1:45ð Þ � τþ 0ð Þ

1:45� 0
¼ 0:293

1:45
¼ 0:2020 (19)

dq2Þ

dA
¼ q2A ¼ τ� λ2ð Þ � τ� λ1ð Þ

λ2 � λ1
¼ τ� 1:45ð Þ � τ� 0ð Þ

1:45� 0
¼ �0:674

1:45
¼ �0:4648 (20)

Figure 7.
Recirculation flow evolution with lambda at 3.8.

Figure 8.
Recirculation flow evolution with lambda value at 9.55.
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Calculations are made using the data in Table 2.
The bifurcation diagram curve leads to believe that there is another possible bifur-

cation (double point), which is not of the pitchfork type. The bifurcation observed
when the FCV point equals 77% has two slopes, feature of a double point:

The slope of the upper leg is determined by Eqs. (21) and (22).

dq1Þ

dA
¼ q1A ¼ τþ λ2ð Þ � τþ λ1ð Þ

λ2 � λ1
¼ τþ 19:75ð Þ � τþ 15:25ð Þ

19:75� 15:25
¼ 1:013

4:5
¼ 0:2251 (21)

dq2Þ

dA
¼ q2A ¼ τþ λ2ð Þ � τþ λ1ð Þ

λ2 � λ1
¼ τþ 15:25ð Þ � τþ 9:55ð Þ

15:25� 9:55
¼ 0:0068 unstableð Þ (22)

Figure 9.
Recirculation flow evolution with lambda value at 19.75.

Figure 10.
Recirculation flow bifurcation diagram. Continuous lines represent the values of stable solutions (feasible), and
discontinuous lines represent unstable solutions (non-feasible).
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The slope of the lower leg is determined by Eqs. (23) and (24).

dq1Þ

dA
¼ q1A ¼ τ� λ2ð Þ � τ� λ1ð Þ

λ2 � λ1
¼ τ� 19:75ð Þ � τ� 15:25ð Þ

19:75� 15:25
¼ 0:955

4:5
¼ 0:2122 (23)

dq2Þ

dA
¼ q2A ¼ τþ λ2ð Þ � τþ λ1ð Þ

λ2 � λ1
¼ τþ 15:25ð Þ � τþ 9:55ð Þ

15:25� 9:55
¼ 0:0204 (24)

The two new curved stability slopes are nearly parallel, meaning stable states are
permanent and the bistable state is not eliminated until 82% values (recorded at the
plant) are reached. Thus, bifurcation is permanent and stable.

The existence of bistable flow is proven as a physical reality of the mathematical
bifurcation concept. However, it is necessary to relate flow states with mathematical
states and their physical meaning. This interpretation is based on the results of this
work and those of the hydraulic model [10, 11] and computational fluid flow models
(CFD) [13].

The recirculation flow rate can have three stable states, grouped in twos. The first
two states, corresponding to FCV opening values between 62.3% and 77%, are defined
by the vortex dynamics of flow adaption in the so-called cross-piece. These states
cause the following effects:

• Vortex formation on the side legs of the manifold, in normal operation.

• The newly formed vortexes cause flow to take two forms: one for direct inlet at
high flow and the other for helical current at low flow (Figure 11).

In the first flow shape, pressure loss is as designed, and flow is quite similar to its
theoretical value. In the second flow shape, pressure loss is higher since helical flow
has more internal fluid friction and pipe wall friction, causing flow to be lower.

Figure 11.
Recirculation loop cross-piece flow conditions for first bifurcation.
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The next bistable scenario occurs when FVC opening is 77%. In this case, flow
equals rated values and some are slightly higher (1%). In this state, flow takes two
shapes: one of direct inlet at high flow (coinciding with the former high flow value)
and the other free of central connection vortexes (which are dragged by the high
flow); hence reducing internal friction and enhancing flow (Figure 12).

5. Conclusions

The bistable flow state is the result of an evolved dynamic system which is based
on a specific FCV opening value, offers two possible states. Transitioning from one to
the other is determined by system evolution in all possible values and their flow rate
variance.

Graphically, in each moment, the system has a balance point determined by a
minimal energy state represented by an attraction basin, causing the system to evolve
in it and be attracted to the minimum point, depending on the noise (turbulence). As
FCV opening value increases, flow and turbulence also increase, causing the attraction
basin to be increasingly larger although the minimum point is preserved. There comes
a moment when the attraction basin begins splitting in two, growing in the middle,
between both parts, a peak area that separates them. When the bistable flow is fully
formed, both attraction basins and their separation are obvious. The system moves
between these two “balance” values (Figure 13).

The point where the separation appears and both attraction basins begin to take
shape is unique and marks the start of bifurcation. This separation coincides with the
unstable system solution, meaning that if the system has a solution for such separa-
tion, it will evolve towards one of the two values provided by the attraction basin.

With regards to value changes and fluctuations, having two energy pits lead to
some changes between them due to the intermediate peak value being exceeded. This

Figure 12.
Recirculation loop cross-piece flow conditions for second bifurcation.
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is possible because the turbulence generated at high numbers of Reynolds increases
the fluid energy locally, which exceeds the intermediate peak and causes the system to
enter the other energy state. This theory is coherent with the characterization of
bistable flow as a noise-induced transition phenomenon, considering that in this case,
noise is the actual flow turbulence (Figure 14).

To conclude, the Navier-Stokes equation bifurcation theory for the recirculation
system explains all events reported, all simulations made, and all effects observed.
Likewise, this theory provides the grounds to justify that only actions intended to

Figure 13.
Energy or attraction basins and separation peak.

Figure 14.
System energy function and correlation with bistable flow.
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eliminate turbulence formation and its detachment from the cross-piece are adequate
to remove bistable flow. Thus, cross-piece modification alters the system curve (flow-
opening) causing the unique point of double tangent to move to another location and
turn currently bifurcated points into regular points. This modification from unique
point to regular point causes flow to stop being bistable.

Lastly, it is worth mentioning that this study focuses on a fixed, complex
geometry system, proves that turbulence and vorticity evolution are not a continuous
function in relation to flow or the number of Reynolds. On the contrary, it has a
bifurcation area turbulence that is discontinuous while drifting and has a continuous,
non-derivable function.
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Chapter 4

General Drag Correlations for
Particle-Fluid System
Zheng Qi, Shibo Kuang, Liangwan Rong, Kejun Dong
and Aibing Yu

Abstract

Particle-fluid flows are commonly encountered in industrial applications. It is of
great importance to understand the fundamentals governing the behavior of such a
flow system for better process design, control, and optimization. Generally, the
particle-fluid flow behavior is strongly influenced by the interaction forces between
fluid and particles. Among the various kinds of particle-fluid interaction forces, the
drag force is the most essential. This chapter reviews the modeling of drag force for
particle-fluid systems: from single particle to multiple particles, monosize to
multisize, spherical to nonspherical, and Newtonian fluid to non-Newtonian fluid.
Typical drag correlations in the literature are compared and assessed in terms of
physical meaning, consistency, and generality.

Keywords: drag force, particle-fluid flow, computational fluid dynamics,
Lattice-Boltzmann method

1. Introduction

Particle-fluid flows are commonly encountered in industrial applications. It is of
great importance to understand the fundamentals governing the behavior of such a
flow system for better process design, control, and optimization. The flow behaviors
of particles and fluid are strongly influenced by their interaction forces. Thus, it is
critical to model the particle-fluid interaction forces accurately when simulating
particle-fluid flows. The particle-fluid interaction forces include the pressure gradient
force (or buoyancy force), drag force, virtual mass force, Basset force, and lift forces.
The drag force, which is usually the dominant force in many particle-fluid flow
systems, is undoubtedly the most critical and most studied.

Numerous efforts have been made to quantify the drag force using experimental or
numerical methods in the past decades. Early studies in this area were mainly
conducted by experiments [1–4]. Due to the limitations of techniques, the experi-
mental conditions are difficult to control. Therefore, the drag force models proposed
in these studies somewhat lack generality and consistency. Nevertheless, these pioneer
studies [1–4] provide a solid foundation for subsequent research. With the rapid
development of computational technology, various numerical methods have become
attractive for studying the fluid-particle interaction on a subparticle scale, such as
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direct numerical simulation (DNS) and Lattice-Boltzmann (LB) model. With these
numerical approaches, various fluid-particle systems can be studied under well-
controlled conditions, considering more important and complicated factors that affect
fluid-particle drag force. Nowadays, the studies on the fluid-particle interaction asso-
ciated with the development of the drag force model have been extended extensively:
from single particle to multiple particles, monosize to multisize, spherical particle to
nonspherical particle system, and Newtonian fluid to non-Newtonian fluid. This
chapter will review the modeling of particle-fluid drag force from these perspectives.

2. Mathematical model

The flow of a fluid is governed by the momentum and mass conservation equations
when ignoring the compressible and viscous heat dissipation effect:

∂ρ

∂t
þ ∇ � ρuð Þ ¼ 0 (1)

∂ ρuð Þ
∂t

þ ∇ � ρuuð Þ ¼ ∇pþ ∇ � ρν∇uð Þ (2)

where ρ, p, u, and νf are the fluid density, pressure, velocity, and fluid kinematic
viscosity, respectively.

In a traditional computational fluid dynamics (CFD) method, Eqs. (1) and (2) with
initial and boundary conditions are often solved by the finite volume method (FVM)
or finite element method (FEM). However, due to the difficulty of grid generation
and boundary treatment in the DNS, the FVM and FEM are not widely used in
studying the interaction between fluid and particles on a subparticle scale. Instead of
FVM and FEM, the LB model is more widely used to study the drag force in particle-
fluid systems. Its detailed description can be found elsewhere [5]. For brevity, the
following only briefly introduces the LB model used.

The equations of the LB model are solved in two steps. First is the collision step:

fþi x, tð Þ ¼ f i x, tð Þ � M�1Sf � m�meqð Þ x, tð Þ� �
i (3)

which is followed by a propagation step:

f i xþ ciδt, tþ δtð Þ ¼ fþi x, tð Þ (4)

wherem ¼ Mf and f is the column vector of f i is the velocity distribution function at
the lattice node x and the time t with the discrete velocity vector ci in the ith direction.
The number of directions of discrete velocity vectors ci depends on the velocity model
used. For example, provided that the fluid particle can move in the 19 directions in a
three-dimensional case, as shown in Figure 1, the velocity model is referred to as a
D3Q19 scheme. For the D3Q19 scheme, ci is given as

ci ¼ c
0 1 �1 0 0 0 0 1 �1 1 �1 1 �1 1 �1 0 0 0 0
0 0 0 1 �1 0 0 1 1 �1 �1 0 0 0 0 1 �1 1 �1

0 0 0 0 0 1 �1 0 0 0 0 1 1 �1 �1 1 1 �1 �1

2
64

3
75

(5)
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where c ¼ δx
δt is the lattice speed, δx is the lattice length, and δt is the time step.

Other velocity models are also available, such as D3Q15 and D3Q27, and their details
can be found elsewhere [5, 6].

The transfer matrix M in Eq. (3) defines the transformation of the distribution
function to the moment space, which can be chosen to be the same as that of
D’Humieres et al. [6], as given in Eq. (6). Note that Sf in Eq. (7) is a diagonal
matrix. Provided that all the elements of Sf equal the same value as τ, Eq. (3) can be

reduced to the well-known LBGK scheme, fþi x, tð Þ ¼ f i x, tð Þ � f i x, tð Þ�f eqð Þ
i x, tð Þ

τ .

D’Humieres et al. [6] gives an optimized value of Sf , where sf0 ¼ sf3 ¼ sf5 ¼ sf7 ¼ 0,

sf1 ¼ 1:19, sf2 ¼ sf10 ¼ sf12 ¼ 1:4, sf16 ¼ sf17 ¼ sf18 ¼ 1:98, sf9 ¼ sf11 ¼ sf13 ¼ sf14 ¼ sf15 ¼ sν,

sf4 ¼ sf6 ¼ sf8 ¼ sq, and sq ¼ 8 2�sνð Þ
8�sνð Þ . sq are set to sq ¼ 8 2�sνð Þ

8�sνð Þ to satisfy the nonslip
boundary condition. It should be noted that sν has a relationship with the kinematic
viscosity ν, as given by Eq. (8).

M ¼

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

�30 �11 �11 �11 �11 �11 �11 8 8 8 8 8 8 8 8 8 8 8 8

12 �4 �4 �4 �4 �4 �4 1 1 1 1 1 1 1 1 1 1 1 1

0 1 �1 0 0 0 0 1 �1 1 �1 1 �1 1 �1 0 0 0 0

0 �4 4 0 0 0 0 1 �1 1 �1 1 �1 1 �1 0 0 0 0

0 0 0 1 �1 0 0 1 1 �1 �1 0 0 0 0 1 �1 1 �1

0 0 0 �4 4 0 0 1 1 �1 �1 0 0 0 0 1 �1 1 �1

0 0 0 0 0 1 �1 0 0 0 0 1 1 �1 �1 1 1 �1 �1

0 0 0 0 0 �4 4 0 0 0 0 1 1 �1 �1 1 1 �1 �1

0 2 2 �1 �1 �1 �1 1 1 1 1 1 1 1 1 �2 �2 �2 �2

0 �4 �4 2 2 2 2 1 1 1 1 1 1 1 1 �2 �2 �2 �2

0 0 0 1 1 �1 �1 1 1 1 1 �1 �1 �1 �1 0 0 0 0

0 0 0 �2 �2 2 2 1 1 1 1 �1 �1 �1 �1 0 0 0 0

0 0 0 0 0 0 0 1 �1 �1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 �1 �1 1

0 0 0 0 0 0 0 0 0 0 0 1 �1 �1 1 0 0 0 0

0 0 0 0 0 0 0 1 �1 1 �1 �1 1 �1 1 0 0 0 0

0 0 0 0 0 0 0 �1 �1 1 1 0 0 0 0 1 �1 1 �1

0 0 0 0 0 0 0 0 0 0 0 1 1 �1 �1 �1 �1 1 1

2
666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777775

(6)

Figure 1.
Schematic illustrations of (a) D3Q19 LB method, and (b) bounce-back boundary treatment.
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Sf ¼ diag sf0, s
f
1, s

f
2, s

f
3, s

f
4, s

f
5, s

f
6, s

f
7, s

f
8, s

f
9, s

f
10, s

f
11, s

f
12, s

f
13, s

f
14, s

f
15, s

f
16, s

f
17, s

f
18

� �
(7)

ν ¼ 1
3

1
sν
� 0:5

� �
(8)

meq in Eq. (3) are the velocity equilibrium moments defined by Eq. (9). The jx, jy,
and jz are defined as jx ¼ ρux, jy ¼ ρuy, and jz ¼ ρuz. The constant ρ0 is the mean fluid
density of the system, which is set to unity for an incompressible fluid.

meq
f ¼

ρ, � 11ρþ
19 j2x þ j2y þ j2z
� �

ρ0
, 3ρ�

11 j2x þ j2y þ j2z
� �

2ρ0
, jx, � 2jx

3
, jy, �

2jy
3
, jz, � 2jz

3
,

2j2x � j2y � j2z
� �

ρ0
, �

j2x � j2y � j2z
� �

2ρ0
,

j2y � j2z
� �

ρ0
,

j2y � j2z
� �

2ρ0
,
jxjy
ρ0

,
jyjz
ρ0

,
xjz
ρ0

, 0, 0, 0

0
BBBBB@

1
CCCCCA

T

(9)

When the effect of fluid rheology is considered, ν is dependent on the shear rate
for a non-Newtonian fluid other than a constant for a Newtonian fluid. It is described
here by the power-law model, which is suitable for a wide range of non-Newtonian
fluids [7]:

ν ¼ ν0 _en�1 ¼ ν0 2eαβeαβ
� � n�1ð Þ=2 (10)

where ν0 is the flow consistency index, _e denotes the shear rate, and n is the power-
law index. The fluid shows shear-thickening behavior when n > 1, shear-thinning
behavior when n < 1, and Newtonian behavior when n = 1. In Eq. (10), Einstein’s
summation convention is applied and eαβ represents an element of the tensor _e at the
position αβ, calculated by [8]

eαβ ¼ 3
2ρτ

X
i¼0

f 1ð Þ
i ciαciβ (11)

where α and β denote spatial indices, ciα and ciβ are the elements of the vector ci at

positions α and β, and f 1ð Þ
i ¼ f i � f eqi is the non-equilibrium part of the distribution

function.
Through the Chapman-Enskog multiple-scale expansion, Eqs. (3) and (4) can be

recovered to the Navier-Stokes equations in a low Mach number limit. The macro-
scopic variables such as density ρ, momentum density ρu, and stress σ, can be
obtained through the moments of the velocity and temperature distributions:

ρ ¼
X
i

f i, ρu ¼
X
i

f ici, σ ¼
X
i

f icici (12)

The force exerted on a solid particle is calculated by the momentum exchange
method proposed by Ladd [9], given by

f i xb, tþ 0:5ð Þ ¼ 2 fþi xf , t
� �� fþi xs, tð Þ

� �
ci (13)
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where xf, xs, and xb denote the nodes in the fluid region and solid region and at the
boundary for a stationary boundary on a uniform lattice, and the subscript i indicates
the opposite direction of i. The curved wall of spherical solid particles is treated by the
halfway boundary scheme (Figure 1b), which sets the wall node at the mid-point
between fluid and solid nodes. The selection of the halfway boundary treatment has
various advantages. First, it is the simplest and most efficient boundary treatment.
Secondly, compared with interpolation schemes, the halfway boundary scheme is
very space-saving in modeling particles that are placed closely (e.g., in a packed bed)
[10]. Thirdly, the high numerical stability of the halfway boundary scheme ensures
simulation reliability under various complicated flow conditions. Lastly, the halfway
boundary scheme is a second-order scheme; its accuracy in calculating forces can be as
good as other interpolation schemes and better than immersed boundary schemes
once a calibration step is applied [11].

3. Model validation

It is necessary to verify the validity of the mathematical model before its applica-
tion for numerical experiments. The LB model has proven to be valid for studying the
fluid-particle interactions under different conditions involving a single particle, two
interactive particles, and packed beds of spherical and nonspherical particles over a
wide range of conditions [12–15]. For example, the LB prediction of drag coefficient

CD0 ¼ 8f d
πρde2U0

2 for an isolated particle in the Newtonian fluid has been compared with

the experimental measurements of Schlichting and Gersten [16], and with those
calculated by three correlations given by Stokes [17], Dallavalle [4], and Clift et al.
[18], respectively. Figure 2a shows good agreement between the simulations and
experiments, including the three correlations. Specifically, in the intermediate flow
region of Re = 100–1000, the drag coefficient of the sphere for the velocity inlet and
outflow conditions under open BCs falls closer to the experimental data than the one
under periodic boundary conditions. This may be due to the nonuniformity in the
flow far away from the sphere for high values of Re, the state of which can be
different from that of the experiments. Drag coefficient in the flow of power-law fluid
has also been compared against the measurements by Chhabra [19] and Peden and

Figure 2.
Comparison between simulated and measured drag coefficients in (a) Newtonian, and (b) non-Newtonian fluids.
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Luo [20] over 5 ≤ Re ≤ 100 and 0.6 ≤ n ≤ 1, as shown in Figure 2b. In the comparison,
the numerical data obtained by Dhole et al. [21] using the FVM are also considered.
Figure 2 shows that both the LB model and FVM can well predict the drag coefficient
on particles in the power-law fluid flows at different Re and n. The prediction
errors are less than 4.2% for the present LB model with a calibration step and 7.6%
for the FVM.

4. Drag force for single-particle system

The fluid flow past an isolated particle is one of the most basic flow phenomena. It
can be seen as a special case of a particle-fluid system when the particle volume
fraction is close to zero. Also, it is very natural to start from a single-particle system to
investigate the drag force in a complicated particle-fluid system. In the past decades,
extensive efforts have been made to study various physical characteristics (e.g., drag,
wake, shear, heat transfer, and vortex shedding) of the flow past an isolated particle.
Tiwari et al. [22, 23] have given a comprehensive review on this topic, and interested
readers can refer to the review for details.

For an isolated particle in fluid flows, the particle-fluid drag force has been well
established, which is expressed as [4]

fd ¼ 1
8
CD0πρf d

2
p uf � up
�� �� uf � up

� �
(14)

where fd is the drag force, CD0 is the drag coefficient for a single particle in fluid

flows, which is determined by the Reynolds number Re ¼ ρf dp uf�upj j
μf

, ρf is the fluid

density, dp is the particle diameter, μf is the fluid viscosity, and uf and up are the fluid
and particle velocities, respectively.

Figure 3 shows the relationship between CD0 and Re in different flow regimes
established based on experimental and numerical data. It can be seen that the effect of

Figure 3.
Drag coefficient for the flows past a stationary sphere in different flow regimes based on experimental and
numerical data [23].
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Re on CD0 varies in different flow regimes. Generally, the flow regimes can be
classified into nine groups: laminar regime or axisymmetric wake regime (regime I),
planar symmetric wake regime (regime II), vortex shedding regime (regime III),
separating vortex tubes regime (regime IV), subcritical regime (regime V), critical
regime (regime VI), supercritical regime (regime VII), and transcritical regime
(regime VIII). It should be noted that the regimes I–IV may also be called the transi-
tion regime. In the laminar regime, the drag coefficient CD0 decreases significantly as
Re increases. In contrast, in the transition regime (regimes I–-IV), the drop of CD0

decreases as Re increases and CD0 approaches a constant in the subcritical regime.
Then, CD0 experiences a rapid drop in the critical regime but increases again and
reaches a near constant in the subsequent supercritical and transcritical regimes.

Due to the complicated effect of Re on CD0, it is still challenging to formulate a drag
coefficient correlation that can accurately describe the complicated variation of CD0 in
different flow regimes. However, a general drag coefficient can be formulated to meet
the needs of engineering applications if the following requirements are satisfied:

1.CD0 decreases in the laminar region.

2.The drop of CD0 decreases in the transition regime.

3.CD0 approaches a positive constant value when Re is relatively large.

Table 1 summarizes some of the well-known drag coefficient correlations.
Notably, all these drag coefficient correlations can meet the above requirements.

5. From single-particle system to multiparticle system

Extension from an isolated particle system to a multi-particle system is a big
challenge due to the complexity of the particulate system. The presence of other
particles reduces the space for fluid and generates a sharp fluid velocity gradient,
yielding increased shear stress on particle surfaces. The drag force enhancement is
closely associated with particle configuration, particle-fluid slip velocity, and particle
and fluid properties.

Generally, the methods to formulate drag correlations for multi-particle systems
can be grouped into Ergun and Wen-Yu types. The Ergun-type model, also called the
capillary model, focuses on the flow resistance of the whole system, exemplified by
the Ergun Eq. (1). This kind of model originates from the idea of treating the void

References Drag correlation CD0

Schiller and Nauman (1935) [24]
CD0 ¼

24
Re

1þ 0:15Re 0:687
� �

Re < 1000

0:44 Re > 1000

8<
:

Dallavalle (1948) [4] CD0 ¼ 0:63þ 4:8ffiffiffiffiffi
Re

p
� �2

Turton and Levenspiel (1986) [25] CD0 ¼ 24
Re 1þ 0:173Re 0:657
� �þ 0:413

1þ16300Re�1:09

Table 1.
Drag correlations for an isolated particle in fluid flows.
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space in a porous medium as a bunch of tortuous conduits, as illustrated in Figure 4.
Using equivalent tubes instead of the void space of a packed bed, one can model the
total pressure drop across the whole system by considering the contributions of

viscous force and inertial force. Correspondingly, its friction factor f ¼ d ΔPð Þ
Lρ Usj j2

ε3

1�ε

� �

falls into the form of f ¼ A
Re þ B. The Ergun-type model is an easier way to formulate

correlations by fitting the data in the creeping flow regime or the extremely high
Reynolds flow regime. However, as pointed out previously [26], because of the original
idea of treating a multiparticle system as tortuous conduits, the Ergun-type correlations
are more suitable for densely packed beds but usually have a discontinuity at high
porosity. For example, when particles are immersed in a highly dilute system, the drag
force determined by the Ergun-type model is usually inconsistent with the value given
by the drag correlation for a single particle, which is apparently against the real physical
world. This defect may cause problems in some situations, such as CFD-DEM simula-
tions, and limit the application range of the Ergun-type model. The Wen-Yu-type
model, also called the submerge object model, focuses on the enhanced drag force on a
particle due to neighboring particles, exemplified by the Wen-Yu Eq. (2). Such a model
is more straightforward as it directly considers the effect of neighboring particles on the
drag force, as illustrated in Figure 4. In the model, the enhancement of drag force on
particles in a multi-particle system can be expressed as a ratio to the drag force on a
single particle in an unhindered environment. Correspondingly, the drag force in the
Wen-Yu type can be written in fd ¼ 1

8CDπρf d
2
p uf � up
�� �� uf � up

� �
, where CD ¼

CD0εf
2�χ . Unlike Ergun-type models, Wen-Yu-type models naturally ensure the con-

sistency of drag force between the predictions by the correlation for a multi-particle
system under dilute conditions and the correlation for a single-particle system, leading
to its popularity in CFD-DEM simulations.

Irrespective of the different origins of Ergun-type and Wen-Yu-type models, the
drag correlations proposed by either way can be written in the following equation:

fd ¼ 1
8
CDπρf d

2
p uf � up
�� �� uf � up

� �
(15)

Figure 4.
Schematic representation of idealization of Ergun-type model (a), and Wen-Yu-type model (b).
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where CD is a coefficient relying on Re ¼ ρf dpεf uf�upj j
μf

and εf is the porosity. CD is

difficult to derive theoretically for a multiparticle system. Formulating an empirical
correlation of CD should meet the following requirements for physical consistency and
generality:

1.CD should be able to reduce to CD0 when εf is approaching 1;

2.CD should be continuous over the whole application range.

3.CD should always be larger than CD0 when εf is smaller than 1;

Note that the requirement (2-1) must be satisfied in a CFD-DEM simulation.
Otherwise, inconsistency may occur in the dilute regime. The requirement (2-1)

68

Boundary Layer Flows - Modelling, Computation, and Applications of Laminar,Turbulent…



can be written in CD0 ¼ lim
ε!1

CD, which should satisfy the requirements (1-1) to (1-3).

This is important for evaluating different drag correlations when new drag correla-
tions are considered for a single particle. The requirement (2-3) ensures that CD is
physically meaningful because neighboring particles reduce the space for fluid and
generate a higher particle-fluid velocity in the surrounding region under the same Re ,
increasing the drag force.

Table 2 summarizes the correlations of drag coefficient CD reported for
multi-particle systems in recent years. For easy comparison, the value of CD when
εf ¼ 1 is given to assess if lim

ε!1
CD satisfies the requirements from (1-1) to (1-3).

Table 2 also indicates whether the correlations meet the requirements from (2-1)
to (2-3). Note that the requirement (2-3) is not easy to be assessed directly. The
values of void function χ ¼ 2� log εf

CD
CD0

(Figure 5) are calculated from different

drag correlations under different conditions to solve this problem. The value of χ
in Figure 5 must be positive to satisfy the requirement (2-3). Otherwise, CD
would be smaller than CD0.

Table 2 shows that most of the drag correlations in Ergun-type cannot satisfy the
requirement (2-1), thereby generating nonphysical results in a dilute regime. Com-
bining different correlations was employed in the past to overcome this problem. For
example, the Gidaspow correlation [28], adopted in many commercial CFD software
such as ANSYS Fluent, combined the Ergun correlation under dense conditions and
the Wen-Yu correlation under dilute conditions. A similar treatment is also taken by
Benyahia et al. [31] and Zhou and Fan [38]. However, this treatment may cause
apparent discontinuity at the switching point, as shown in Figure 5, which is against
the requirement (2-2). Some other investigators attempted to formulate an Ergun-
type correlation by adding additional items to guarantee continuity based on DNS or
LB simulation data for randomly distributed particle systems generated with the
Monte Carlo method. Typical work can be exemplified by Van der Hoef et al. [30],

Figure 5.
Exponent χ as a function of porosity εf and Reynolds number Re calculated from different drag correlations.
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Beetstra et al. [26], Cello et al. [33], Tang et al. [37], and Kravets et al. [40]. Among all
these Ergun-type correlations, only the correlations proposed by Beetstra et al. [26]
and Sheikh and Qiu [39] can meet all the requirements. The correlations of Tenneti
et al. [34] and Zhou and Fan [38] can fulfill the requirements (2-1) and (2-3). How-
ever, with lim

ε!1
CD, the correlation of Zhou and Fan [38] cannot be reduced to a single

particle. Specifically, the value of the lim
ε!1

CD is much smaller than the experimental

value at a high Re . The void function value χ predicted by the correlation of Tenneti
et al. [34] has an opposite trend of other correlations. Also, a discontinuous point
exists at a relatively high Re , as shown in Figure 5.

Compared with Ergun-type correlations, Wen-Yu-type drag correlations inher-
ently have the advantage of satisfying both requirements (2-1) and (2-2) due to the
introduction of the voidage function χ. In fact, all the Wen-Yu-type correlations in
Table 2 can satisfy the requirements from (2-1) to (2-3). One of the most widely used
Wen-Yu-type correlations is the one proposed by Di Felice [29], which has good
performance in both dilute and dense regimes. However, its voidage function is too
simple and ignores the effect of Re and εf . Later, Rong et al. [14] used the LB method
to study the drag force in different packed beds with a wide range of porosity gener-
ated by the DEM simulations, and on this basis, modified the voidage function of Di
Felice [29] to incorporate the effect of porosity. Compared with other formulations,
for example, the correlation of Beetstra et al. [26], that of Rong et al. [14] has a simpler
form and better performance in a broader range of applications. Note that the existing
drag correlations were often established on experimental or numerical data obtained
in low-to-intermediate flow regimes (Re < 1000). The same expression has been
adopted to deal with the high Re regime in applications. Nevertheless, drag force
correlations for mono-size particle systems have been firmly established with the
extensive efforts from different investigators in the last decade.

6. From monosize to multisize particle systems

The correlations in Table 2 are all formulated for systems with monosize spheres.
However, particle systems composed of multisize spheres are encountered in most
applications. The drag correlation formulated for monosize spheres cannot be directly
applied to multisize particle systems. Therefore, some investigators have studied the
drag forces using LB or DNS simulations for different components in multisize parti-
cle systems generated with DEM simulations or Monte Carlo methods, formulating
new correlations based on numerical data.

Generally, two main treatments are used to estimate the fluid-particle drag force in
a mixture of particles. The first one is to estimate the drag force on each particle
directly, calculate the mean drag forces on different components, and finally obtain
the total fluid-particle drag force by summing the forces of all particles. Due to the
lack of reliable drag correlations for mixtures, different investigators used this treat-
ment in early studies, such as Feng and Yu [41] and Bokkers et al. [42]. It has proven
to have a poor performance by Rong et al. [13]. Thus, investigators turned their sight
to the second approach, which uses an opposite calculation path. It first estimates the
total fluid-particle drag force and then distributes the total force among different
components to obtain their mean drag forces according to a specific rule. In this
approach, the total drag force is estimated by treating the particle mixture as a
monosize particle system with a representative average diameter, that is, the Sauter

70

Boundary Layer Flows - Modelling, Computation, and Applications of Laminar,Turbulent…



mean diameter dp
� � ¼ P

i
xi=di

" #�1

, where xi and di are the volume fraction and

diameter of component i. The distributing function can be formulated in different
ways. However, it should meet some basic requirements for physical consistency and
generality, which have been well-established by Rong et al. [13], given by:

1.
~f d,i
~f d

¼ 1 when all di are equal, where ~f d,i ¼ fd,i=3πμf diεf uf � up
� �

is the drag force

for component i normalized by the Stokes drag and ~f d is normalized drag force
for the equivalent mono-size particle.

2.~f d ¼
PN

i¼1
xi~f d,i
yi2

, where yi ¼ di= dp
� �

.

3.~f d,i >0.

Note that the requirement (3-1) is required for the drag force model to reproduce
the drag law for mono-size particle systems. The requirement (3-2) ensures the sum of
the drag forces of all components equals the total fluid-particle drag force. The
requirement (3-3) ensures positive mean drag forces.

Table 3 summarizes the distribution functions for multisize particle systems pro-
posed by different investigators. The predictions by different correlations for

References Treatments Drag
correlation

Req.
(3-1)

Req.
(3-2)

Req.
(3-3)

Sarkar et al.
(2009) [43]

~f d,i
~f d

¼ yi þ 0:064y3i
Van der
Hoef et al.
(2005) [30]

� � √

Yin and
Sundaresan
(2009) [44]

~f d,i ¼ 1
εf
þ ~f d � 1

εf

� �
ayi þ 1� að Þy2i
� �

a ¼ 1� 2:66 1� εf
� �þ 9:096 1� εf

� �2 � 11:338 1� εf
� �3

Van der
Hoef et al.
(2005) [30]

√ � �

Cello et al.
(2010) [33]

~f d,i
~f d

¼ yi þ
1�εf
εf

1�εf�0:27
1�0:27

� �
y2i �yið ÞPN

j¼1
xjyj

Cello et al.
(2010) [33]

√ � �

Rong et al.
(2014) [13]

~f d,i
~f d

¼ 0:5εfPN

i¼1
xi=y2ið Þ þ 0:5 1� εf

� �
y2i þ 0:5yi

Rong et al.
(2013) [14]

√ √ √

Mehrabadi
et al. (2016)
[45]

~f d,i
~f d

¼ εf yi þ 1� εf
� �

y2i
Tenneti
et al. (2011)
[34]

√ √ √

Duan et al.
(2020) [46]

~f d,i ¼ 1
εf
þ ~f d � 1

εf

PN
i¼1

xi
y2i

� �� �
0:37yi þ 0:63y2�η

i

� �

η ¼ 2:169 ln 0:466þ 1�εf
εij,max

� �0:2025� �

εij,max ¼
0:313 1� χij

� �
xi þ 0:64, xi <0:414

0:870 1� χij

� �
xj þ 0:64, xi >0:414

8><
>:

χij ¼
ffiffiffiffiffiffiffiffiffiffi
dj=di

p
dj > di
� �

Zhou and
Fan (2015)
[38]

√ � �

Table 3.
Summary of the drag coefficient for multisize particle system.

71

General Drag Correlations for Particle-Fluid System
DOI: http://dx.doi.org/10.5772/intechopen.106427



comparison are given in Figure 6. These correlations were extended from monosize
particle systems through distributing functions. Therefore, the performance of the
drag correlations of multisize particle systems needs to be evaluated based on the
requirements for both monosize and multi-size particle systems. Only the correlations
of Rong et al. [13] and Mehrabadi et al. [45] can satisfy all the requirements. Others
suffer various discrepancies to different extents. For example, the correlation of
Sarkar et al. [43] fails to meet the criteria (3-1) and (3-2), whereas the correlations by
Yin and Sundaresan [44] and Cello et al. [33] may generate negative drag forces,
which is obviously against the requirement (3-3). It should also be noted that Rong
et al. [13] and Mehrabadi et al. [45] used the correlations proposed in their previous
studies to estimate the total fluid-particle drag force. The discussion about these two
correlations for monosize systems can be found in Section 5.

7. From spherical to nonspherical particle system

Particle shape could strongly affect drag forces. Rather than perfectly spherical
particles, real particles often show diverse morphology. For example, they can be cubes,
cylinders, and ellipsoids, or more generally, particles of irregular shapes. Such morpho-
logical diversity adds further complexity to the modeling of particle-fluid interaction
forces. In earlier years, nonspherical particles are usually treated as volume-equivalent
spheres. However, this simple treatment gives inaccurate results, even for an isolated
particle. Several studies have been conducted to overcome this problem, particularly
based on ellipsoidal particles. Such efforts are discussed in this section.

First, the definition of the geometry of an ellipsoidal particle is given to understand
the factors that should be considered in drag correlations. For a standard axis-aligned

ellipsoid particle, the Cartesian coordinates are given by x2
a2 þ y2

b2
þ z2

c2 ¼ 1, where a, b,
and c are the principal semi-axes. In most works for ellipsoidal particles, the

Figure 6.
~f d,i=

~f d as a function of porosity εf and volume fraction of small particle xs calculated from different drag
correlations.
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degenerate cases are considered, where the ellipsoid particles have two equal axes, say
a ¼ b, generally referred to as spheroid or ellipsoid of revolution. Variation of a results
in different shapes of particles, which can be represented by aspect ratio, defined as
Ar ¼ c

a ¼ c
b. Obviously, for an oblate spheroid, Ar< 1; for a sphere, Ar ¼ 1; and for a

prolate spheroid, Ar> 1. The shapes of oblate and prolate spheroids are schematically
shown in Figure 7. Note that the angle between the direction of the main flow and the
symmetric axis of the ellipsoid body is defined as incident angle θ.

Based on a large number of experimental data, Holzer and Sommerfeld [47]
established a drag correlation for an isolated nonspherical particle, given as:

CD ¼ 8
Re

1ffiffiffiffiffiffi
ψ⊥

p þ 16
Re

1ffiffiffiffi
ψ

p þ 3ffiffiffiffiffiffiffi
Re

p 1
ψ3=4 þ 0:42100:4 � logψð Þ0:2 1

ψ⊥
(16)

where ψ is the sphericity, which is defined as the ratio between the surface area
of the equivalent-volume sphere and that of the considered particle. ψ⊥ is the mean
crosswise sphericity, ψ⊥ ¼ ψ⊥,i

� �
, when applying to a multi-particle system. Here,

the individual crosswise sphericity ψ⊥,i represents the ratio between the cross-
sectional area of the equivalent-volume sphere and the projected cross-sectional area
of the considered ith particle. For spheroidal particles, these two parameters can be
calculated by ψ ¼ Ar2=9

1þ2Ar1:61
3

� �1=1:61 and ψ⊥,i ¼ Ar2=9

Ar2 sin 2θiþAr2 cos 2θið Þ1=2. Later, Zastawny et al.

[48] and Ouchene et al. [49] established correlations based on LB and DNS simula-
tion data.

The procedure of extension from single sphere to multi-spheres particle systems is
also used in nonspherical particle systems. In this direction, various drag correlations
have been established in recent years based on numerical data. Similar to the require-
ments as discussed for multiparticle systems, the drag correlation CD Re , εf , ψ

� �
for

nonspherical particles should also meet the following requirements for physical con-
sistency and generality:

Figure 7.
Characteristics of spheroidal particles prolate spheroid (left) and oblate spheroid (right).
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1.CD Re , εf , ψ
� �

should be reduced to the drag correlation for spherical particles
when ψ ¼ 1.

2.CD Re , εf , ψ
� �

should be reduced to the drag correlation CD0 Re , ψð Þ for single
nonspherical particle when porosity εf approaches unity.

3.CD Re , εf , ψ
� �

should be continuous over the entire application range of Re , εf , ψ.

4.CD Re , εf , ψ
� �

should always be larger than CD0 Re , ψð Þwhen εf is smaller than 1;

Table 4 summarizes the drag correlations proposed by different investigators.
Figure 8 shows the values of χ calculated from different drag correlations. All the
correlations can meet the requirements (4-1) & (4-2) and can be reduced to the drag
correlation for a single spherical particle. These correlations are established based on
those for a nonspherical particle and are extensions of earlier studies from different
investigators. Specifically, Rong et al. [12] used the drag correlation of Holzer and
Sommerfeld [47], and their correlation is the extension of their work for monosize
and multisize particle systems [13, 14]. Li et al. [50, 51] extended the work of Zhou
and Fan [38]. Cao et al. [52] extended the work of Tenneti et al. [34] and adopted the

Figure 8.
Exponent χ as a function of porosity εf , Reynolds numbers Re and Ar calculated from different drag correlations.

Viscosity model Correlation

Power-law fluid model μ ¼ K _γn�1, where K is the flow consistency index and n is the power index.

Spriggs fluid model
μ ¼

μ0, _γ ≤ _γ0

μ0
_γ
_γ0

� �n�1
, _γ > _γ0

(
, where _γ0 is the reference shear rate.

Carreau fluid model
μ ¼ μ∞ þ μ0 � μ∞ð Þ 1þ λ _γð Þ2

h in�1
2

Bingham fluid model
μ ¼ μþ τ

_γ
, τmax ≥ τ

∞, τmax < τ

(
, where τmax is the maximum shear stress.

Casson fluid model
μ ¼

ffiffiffi
μ

p þ
ffiffi
τ
_γ

q� �2

, τmax ≥ τ

∞, τmax < τ

8<
:

Table 5.
Summary of the viscosity models for non-Newtonian fluids.
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drag correlation for ellipsoids proposed by Ouchene et al. [49]. Because Li et al.
[50, 51] conducted their works for oblate and prolate particles separately, the drag
correlation discontinues at the switching point as Ar approaches 1. Cao et al. [52] only
examined the drag correlation for prolate particles and their drag correlation may
generate the negative value of the void function at relatively high Ar or Re . So far,
only the drag correlation proposed by Rong et al. [12] can satisfy all the requirements
(4-1) to (4-4). However, it should be noted that all these studies only focused on
particular particle shapes and a unified drag correlation with better generality for
particles of irregular shapes is still lacking.

8. From Newtonian fluid to non-Newtonian fluid system

Another important factor affecting the fluid-particle interaction force is fluid rheol-
ogy. In some applications, the fluid does not necessarily follow Newton’s law of viscos-
ity. Fluid may present shear-thinning/shear-thickening behaviors. That is, the viscosity
of fluid μ increases/decreases as the shear stress τ or shear rate _γ increases. Table 5 lists
some widely used viscosity models for non-Newtonian fluid. Among these models, the
power-law model is the most popular one in engineering applications because it pro-
vides a unified and simple way of describing the rheological characteristics of shear-
thinning fluid (n < 1), Newtonian fluid (n = 1), and shear-thickening fluid (n > 1).
However, even with the simplest power-law fluid model, predicting the behaviors of
particles and fluid or quantifying the fluid-particle interaction force in non-Newtonian
fluid is extremely challenging due to the variable viscosity.

To date, attention paid to the effect of fluid rheology on drag force is much less
than other factors. Table 6 summarizes the drag correlations proposed for a non-
Newtonian fluid-particle system. Note that the rheology of all the considered
non-Newtonian fluids obeys the power law. As Newtonian fluid is a special case when
n ¼ 1 for the power-law viscosity model, the drag correlation for a non-Newtonian
fluid-particle system should not only satisfy requirements (2-1) to (2-3) but also the
following requirements:

1.CD Re , εf , n
� �

should be reduced to the drag correlation CD for a Newtonian
fluid-particle system in Table 2 when n ¼ 1.

The correlation proposed by Srinivas and Chhabra [53] is established based on the
Ergun-drag correlation with a different definition of Reynolds number for non-
Newtonian fluids and can satisfy requirements (2-2) and (5-2). However, it also has
the same problem faced in the Ergun correlation. Sabiri and Comiti [54] and Dhole
et al. [55] further revised the definition of the Reynolds number and introduced the
tortuosity of packed beds to consider the effect of fluid rheology. However, their
correlations cannot overcome the discrepancies of the Ergun drag correlation. Besides,
the correlations of Srinivas and Chhabra [53] and Sabiri and Comiti [54] may generate
a negative value of void function χ, as shown in Figure 9, which is against the
requirement (2-3). To overcome this problem, Qi et al. [15, 56, 57] conducted a series
of studies by extending the studies of Rong et al. [13, 14] from Newtonian fluid to
non-Newtonian fluid. Qi et al. [56, 57] also considered both monosize and multisize
particle systems. Overall, the resulting drag correlation is consistent with the drag
correlation proposed for Newtonian fluid-particle systems by Rong et al. [13, 14] and
satisfies all the requirements (Table 6).
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9. Conclusions

Drag force correlations for particle-fluid systems are reviewed, covering from
simple to complicated systems, including from single particle to multiple particles,
monosize to multisize, spherical to nonspherical, and Newtonian fluid to non-
Newtonian fluid. The drag correlations for mono-size and multi-size spherical particle
systems are more mature. However, the physical consistency and generality of differ-
ent drag correlations could be more carefully considered, which are discussed in this
review. Several drag correlations show superiority in generality. The understanding of
fluid-particle interactions in complicated systems involving factors such as particle
shape or fluid rheology is still lacking. For example, the studies on the effect of fluid
rheology are largely limited to non-Newtonian fluids obeying the power-law fluid
model. Similarly, the studies on nonspherical particles are mostly limited to ellipsoids.
Further studies should be conducted to generally consider these important factors to
meet various engineering needs.

Figure 9.
Exponent χ as a function of porosity εf , Reynolds number Re and power-law index n calculated from different
drag correlations.
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Chapter 5

A Study for Coupled Systems of
Nonlinear Boundary Value Problem
Noureddine Bouteraa and Habib Djourdem

Abstract

This chapter deals with the existence and uniqueness of solutions for a coupled
system of fractional differential equations with coupled nonlocal and integral boundary
conditions and for the system of two-point boundary value problem when we take the
case of integer derivative. The existence results for the fist problem are obtained by
using Leray-Shauder nonlinear alternative and Banach contraction principle and for the
second problem, we derive explicit eigenvalue intervals of λ for the existence of at least
one positive solution by using Krasnosel’skii fixed point theorem. An illustrative exam-
ples is presented at the end for each problem to illustrate the validity of our results.

Keywords: positive solution, uniqueness, Green’s function, system of fractional
differential equations, system of differential equations, existence, nonlocal boundary
value problem, fixed point theorem

1. Introduction

In this chapter, we are interested in the existence of solutions for the nonlinear
fractional boundary value problem (BVP)

cDαu tð Þ ¼ f t, u tð Þ, v tð Þð Þ, t∈ 0, 1½ �, 2< α≤ 3,
cDβv tð Þ ¼ g t, u tð Þ, v tð Þð Þ, t∈ 0, 1½ �, 2< β≤ 3,

λu 0ð Þ þ γu 1ð Þ ¼ u ηð Þ, λv 0ð Þ þ γv 1ð Þ ¼ v ηð Þ,
u 0ð Þ ¼

ðη
0
u sð Þds, v 0ð Þ ¼

ðη
0
v sð Þds,

λcDpu 0ð Þ þ γcDpu 1ð Þ¼cDpu ηð Þ, 1< p≤ 2:

8>>>>>>><
>>>>>>>:

(1)

We also study the integer case of problem

u 4ð Þ tð Þ ¼ λa tð Þf v tð Þð Þ, 0< t< 1,

v 4ð Þ tð Þ ¼ λb tð Þg u tð Þð Þ, 0< t< 1,

u 0ð Þ ¼ 0, u0 0ð Þ ¼ 0, u00 1ð Þ ¼ 0, u000 1ð Þ ¼ 0,

v 0ð Þ ¼ 0, v0 0ð Þ ¼ 0, v00 1ð Þ ¼ 0, v000 1ð Þ ¼ 0:

8>>>>><
>>>>>:

(2)
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where Dα
0þ ,Dβ

0þ are the standard Riemann-Liouville fractional derivative of order α
and β, the functions f , g∈C 0, 1ð Þ � 2,

� �
, the functions f , g∈C 0, 1ð Þ � ,ð Þ in the

second problem and λ>0, a, b∈C 0, 1½ �, 0,∞½ Þð Þ.
The first definition of fractional derivative was introduced at the end of the nine-

teenth century by Liouville and Riemann, but the concept of non-integer derivative
and integral, as a generalization of the traditional integer order differential and integral
calculus, was mentioned already in 1695 by Leibniz and L’Hospital. In fact, fractional
derivatives provide an excellent tool for the description of memory and hereditary
properties of various materials and processes. The mathematical modeling of systems
and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of
complex medium, polymer rheology, Bode’s analysis of feedback amplifiers, capacitor
theory, electrical circuits, electro-analytical chemistry, biology, control theory, fitting
of experimental data, involves derivatives of fractional order. In consequence, the
subject of fractional differential equations is gaining much importance and attention.
For more details we refer the reader to [1–6] and the references cited therein.

Boundary value problems for nonlinear differential equations arise in a variety of
areas of applied mathematics, physics and variational problems of control theory. A
point of central importance in the study of nonlinear boundary value problems is to
understand how the properties of nonlinearity in a problem influence the nature of
the solutions to the boundary value problems. The multi-point boundary conditions
are important in various physical problems of applied science when the controllers at
the end points of the interval (under consideration) dissipate or add energy according
to the sensors located, at intermediate points, see [7, 8] and the references therein. We
quote also that realistic problems arising from economics, optimal control, stochastic
analysis can be modelled as differential inclusion. The study of fractional differential
inclusions was initiated by EL-Sayad and Ibrahim [9]. Also, recently, several qualita-
tive results for fractional differential inclusion were obtained in [10–13] and the
references therein.

The techniques of nonlinear analysis, as the main method to deal with the prob-
lems of nonlinear differential equations (DEs), nonlinear fractional differential equa-
tions (FDEs), nonlinear partial differential equations (PDEs), nonlinear fractional
partial differential equations (FPDEs), nonlinear stochastic fractional partial differ-
ential equations (SFPDEs), plays an essential role in the research of this field, such as
establishing the existence, uniqueness and multiplicity of solutions (or positive solu-
tions) and mild solutions for nonlinear of different kinds of FPDEs, FPDEs, SFPDEs,
inclusion differential equations and inclusion fractional differential equations with
various boundary conditions, by using different techniques (approaches). For more
details, see [14–37] and the references therein. For example, iterative method is an
important tool for solving linear and nonlinear Boundary Value Problems. It has been
used in the research areas of mathematics and several branches of science and other
fields. However, Many authors showed the existence of positive solutions for a class of
boundary value problem at resonance case. Some recent devolopment for resonant
case can be found in [38, 39]. Let us cited few papers. Zhang et al. [40] studied the
existence of two positive solutions of following singular fractional boundary value
problems:

Dα
0þu tð Þ þ f t, u tð Þð Þ ¼ 0, t∈ 0, 1ð Þ

u 0ð Þ ¼ 0, Dβ
0þu 0ð Þ ¼ 0, Dβ

0þu 1ð Þ ¼P∞
j¼1D

β
0þu ηj

� �
,

8<
: (3)
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where Dα
0þ, Dβ

0þ are the stantard Riemann-Liouville fractional derivative of order
α∈ 2, 3ð �, β∈ 1, 2½ �, f ∈C 0, 1½ � � ,ð Þ and aj, ηj ∈ 0, 1ð Þ, α� β≥ 1 withPi¼0

∞ ajη
α�β�1
j < 1.

In [41], the authors studied the boundary value problems of the fractional order
differential equation:

Dα
0þu tð Þ ¼ f t, u tð Þð Þ ¼ 0, t∈ 0, 1ð Þ,

u 0ð Þ ¼ 0, Dβ
0þu 1ð Þ ¼ aDβ

0þu ηð Þ,

(
(4)

where 1< α≤ 2, 0< η< 1, 0< a, β< 1, f ∈C 0, 1½ � � 2,
� �

and Dα
0þ, Dβ

0þ are the
stantard Riemann-Liouville fractional derivative of order α. They obtained the multi-
ple positive solutions by the Leray-Schauder nonlinear alternative and the fixed point
theorem on cones.

In 2015, Alsulami et al. [42] studied the existence of solutions of the following
nonlinear third-order ordinary differential inclusion with multi-strip boundary conditions

u 3ð Þ tð Þ∈F t, u tð Þð Þ, t∈ 0, 1ð Þ,
u 0ð Þ ¼ 0, u0 0ð Þ ¼ 0,

u 1ð Þ ¼ Pn�2

i¼1
αi

ηi
ζi
u sð Þds,

0< ζi < ηi < 1, i ¼ 1, 2, … , n� 2, n≥ 3:

8>>>>>>>><
>>>>>>>>:

(5)

In 2017, Resapour et al. [43] investigated a Caputo fractional inclusion with inte-
gral boundary condition for the following problem

cDαu tð Þ∈F t, u tð Þ, cDβu tð Þ, u0 tð Þ� �
,

u 0ð Þ þ u0 0ð ÞþcDβu 0ð Þ ¼
ðη
0
u sð Þds,

u 1ð Þ þ u0 1ð ÞþcDβu 1ð Þ ¼
ðν
0
u sð Þds,

8>>>>>>><
>>>>>>>:

(6)

where 1< α≤ 2, η, ν, β∈ 0, 1ð Þ, F : 0, 1½ � � � �  ! 2 is a compact valued
multifunction and cDα denotes the Caputo fractional derivative of order α.

Inspired and motivated by the works mentioned above, The goal of this chapter is
to establish the existence and uniqueness results for the nonlocal boundary value
problem system (1) by using some well-known tools of fixed point theory such as
Banach contraction principle and Leray-Shauder nonlinear alternative and the exis-
tence of at least one positive solution for the system of two-point boundary value
problem (2) by using Krasnosel’skii fixed point theorem. The aim of the last results is
to establish some simple criteria for the existence of single positive solutions of the
BVPs (2) in explicit intervals for λ. The chapter is organized as follows. In Section 2,
we recall some preliminary facts that we need in the sequel, for more details; see [44]
and we give main results of problem (1). Finally, we give an example to illustrate our
result. In Section 3, deals with main results of problem (2) and we give an example to
illustrate our results.
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2. Existence and uniqueness results for problem (1)

2.1 Preliminaries

In this section, we introduce some definitions and lemmas, see [2, 4, 44–46].
Definition 2.1. Let α>0, n� 1< α< n, n ¼ α½ � þ 1 and u∈C 0,∞½ Þ,ð Þ. The

Caputo derivative of fractional order α for the function u is defined by

cDαu tð Þ ¼ 1
Γ n� αð Þ

t

0
t� sð Þn�α�1u nð Þ sð Þds, (7)

where Γ �ð Þ is the Eleur Gamma function.
Definition 2.2. The Riemann-Liouville fractional integral of order α>0 of a func-

tion u : 0,∞ð Þ !  is given by

Iαu tð Þ ¼ 1
Γ αð Þ

t

0
t� sð Þα�1u sð Þds, t>0, (8)

where Γ �ð Þ is the Eleur Gamma function, provided that the right side is pointwise
defined on 0,∞ð Þ.Lemma 2.1. Let α>0, n� 1< α< n and the function g : 0,T½ � !  be
continuous for each T >0. Then, the general solution of the fractional differential equation
cDαg tð Þ ¼ 0 is given by

g tð Þ ¼ c0 þ c1tþ⋯þ cn�1tn�1, (9)

where c0, c1, … , cn�1 are real constants and n ¼ α½ � þ 1.
Also, in [19], authors have been proved that for each T >0 and u∈C 0,T½ �ð Þwe have

IαcDαu tð Þ ¼ u tð Þ þ c0 þ c1tþ⋯þ cn�1tn�1, (10)

where c0, c1, … , cn�1 are real constants and n ¼ α½ � þ 1.

2.2 Existence results

Let X ¼ u tð Þ : u tð Þ∈C 0, 1½ �,ð Þf g endowed with the norm uk k ¼ sup
t∈ 0, 1½ �

u tð Þj j such

that uk k<∞. Then X, :k kð Þ is a Banach space and the product space X � X, u, vð Þk kð Þ is
also a Banach space equipped with the norm u, vð Þk k ¼ uk k þ vk k.

Throughout the first section, we let

M¼ Γ 3�pð Þ
γ� η2�pj j 6¼ 0, λþ γ� 1j j 6¼ 0, γ� η2

�� �� 6¼ 0, Q ¼ 2 1� ηð Þ γ� ηð Þþ η2 λþ γ� 1j j�� �� 6¼ 0,

A tð Þ ¼ Λ1 tð Þj j ¼ λþ γ� 1j j η2þ 2 1� ηð Þt� �
,

B tð Þ ¼ Λ2 tð Þj j ¼ η3 λþ γ� 1j j þ 3 γ� η2
�� �� 1� ηð Þ� �

η2þ 2 1� ηð Þt� ��Q η3þ 3 1� ηð Þt2� �
,

(11)

and

Q ¼ 2 1� ηð Þ γ � ηð Þ þ η2 λþ γ � 1ð Þ 6¼ 0: (12)
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Lemma 2.2. Let y∈C 0, 1½ �,ð Þ. Then the solution of the linear differential system

cDαu tð Þ ¼ y tð Þ, cDβv tð Þ ¼ h tð Þ, t∈ 0, 1½ �, 2< α, β≤ 3

λu 0ð Þ þ γu 1ð Þ ¼ v ηð Þ, λv 0ð Þ þ γv 1ð Þ ¼ u ηð Þ,

u 0ð Þ ¼
ðη
0
v sð Þds, v 0ð Þ ¼

ðη
0
u sð Þds,

λcDpu 0ð Þ þ γcDpu 1ð Þ¼cDpv ηð Þ, 1< p≤ 2,

λcDpv 0ð Þ þ γcDpv 1ð Þ¼cDpu ηð Þ, 1< p≤ 2,

8>>>>>>>>>><
>>>>>>>>>>:

(13)

is equivalent to the system of integral equations

u tð Þ ¼
ðt

0

t� sð Þα�1

Γ αð Þ y sð Þdsþ 1
1� η

η

0

ðs

0

s� τð Þβ�1

Γ βð Þ h τð Þdτ
0
@

1
Ads

� Λ1 tð Þ
Q 1� ηð Þ

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ h τð Þdτ
0
@

1
Ads

� Λ2 tð ÞM
6 1� ηð ÞQ

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ h sð Þds� γ

ð1

0

1� sð Þα�p�1

Γ α� pð Þ y sð Þds
2
4

3
5

þ Λ1 tð Þ
Q λþ γ � 1ð Þ

ðη

0

η� sð Þβ�1

Γ βð Þ h sð Þds� γ

ð1

0

1� sð Þα�1

Γ αð Þ y sð Þds
2
4

3
5,

(14)

and

v tð Þ ¼
ðt

0

t� sð Þβ�1

Γ βð Þ y sð Þdsþ 1
1� η

ðη

0

ðs

0

s� τð Þα�1

Γ αð Þ h τð Þdτ
0
@

1
Ads

� Λ1 tð Þ
Q 1� ηð Þ

ðη

0

ðs

0

s� τð Þα�1

Γ αð Þ h τð Þdτ
0
@

1
Ads

� Λ2 tð ÞM
6 1� ηð ÞQ

ðη

0

η� sð Þα�p�1

Γ α� pð Þ h sð Þds� γ

ð1

0

1� sð Þβ�p�1

Γ α� pð Þ y sð Þds
2
4

3
5

þ Λ1 tð Þ
Q λþ γ � 1ð Þ

ðη

0

η� sð Þα�1

Γ αð Þ h sð Þds� γ

ð1

0

1� sð Þβ�1

Γ αð Þ y sð Þds
2
4

3
5,

(15)

where

Λ1 tð Þ ¼ λþ γ � 1ð Þ η2 þ 2 1� ηð Þt� �
, (16)

and

Λ2 tð Þ ¼ η3 λþ γ � 1ð Þ þ 3 γ � η2
� �

1� ηð Þ� �
η2 þ 2 1� ηð Þt� �� Q η3 þ 3 1� ηð Þt2� �

:
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Proof. It is well known that the solution of equation cDαu tð Þ ¼ y tð Þ can be
written as

u tð Þ ¼ Iαy tð Þ þ c0 þ c1tþ c2t2, (17)

v tð Þ ¼ Iβh tð Þ þ d0 þ d1tþ d2t2, (18)

where c0, c1,c2 ∈ and and d0, d1,d2 ∈ are arbitrary constants.
Then, from (68) we have

u0 tð Þ ¼ Iα�1y tð Þ þ c1 þ 2c2t, (19)

and

cDpu tð Þ ¼ Iα�py tð Þ þ c2
2t2�p

Γ 3� pð Þ , 1< p≤ 2: (20)

By using the three-point boundary conditions, we obtain.

c2 ¼ M
2

Iβ�py ηð Þ � γIα�py 1ð Þ� �
,

c0 ¼ � 2η2 λþ γ � 1ð Þ
2 1� ηð ÞQ

ðη

0

ðs

0

s� τð Þβ�1

Г βð Þ h τð Þdτ
0
@

1
Adsþ 1

1� η

ðη

0

ðs

0

s� τð Þβ�1

Г βð Þ h τð Þdτ
0
@

1
Ads

� η2 η3 λþ γ � 1ð Þ þ 3 γ � η2ð Þ 1� ηð Þ½ � � η3Qð ÞM
2 1� ηð ÞQ

ðη

0

η� sð Þβ�p�1

Г β � pð Þ h sð Þds
2
4

�γ

ð1

0

1� sð Þα�p�1

Г α� pð Þ y sð Þds
3
5þ η2

Q

ðη

0

η� sð Þβ�1

Г βð Þ h sð Þds� γ

ð1

0

1� sð Þα�1

Г αð Þ y sð Þds
2
4

3
5,

(21)

and

c1 ¼ �2 λþ γ � 1ð Þ
Q

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ h τð Þdτ
0
@

1
Ads

� η3 λþ γ � 1ð Þ þ 3 γ � η2ð Þ 1� ηð Þð ÞM
3Q

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ h sð Þds� γ

ð1

0

1� sð Þα�p�1

Γ α� pð Þ y sð Þds
2
4

3
5

þ 2 1� ηð Þ
Q

ðη

0

η� sð Þβ�1

Γ βð Þ y sð Þds� γ

ð1

0

1� sð Þα�1

Γ αð Þ y sð Þds
2
4

3
5:

(22)

Substituting the values of constants c0, c1 and c2 in (68), we get solution (64).
Similarly, we obtain solution (65). The proof is complete.

The following rolations hold:

A tð Þj j≤ β þ γ � 1j j η2 þ 2 1� ηð Þ� � ¼ A1, (23)
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and

B tð Þj j≤ η3 β þ γ � 1j j þ 3 γ � η2
�� �� 1� ηð Þ� �

η2 þ 2 1� ηð Þ� �� Q η3 þ 3 1� ηð Þ� ��� �� ¼ B1,

(24)

For the sake of brevity, we set

Δ1 ¼ ηβþ1

1� ηð ÞΓ β þ 2ð Þ þ
A1ηβþ1

Q 1� ηð ÞΓ β þ 2ð Þ þ
MB1ηβ�p

1� ηð ÞQΓ λ� pþ 1ð Þ

þ A1ηβ

Q β þ γ � 1j jΓ β þ 1ð Þ

Δ2 ¼ MB1γ

6 1� ηð ÞQΓ α� pþ 1ð Þ þ
A1γ

Q λþ γ � 1j jΓ αþ 1ð Þ þ
1

Γ αþ 1ð Þ

Δ3 ¼ ηαþ1

1� ηð ÞΓ αþ 2ð Þ þ
A1ηαþ1

Q 1� ηð ÞΓ αþ 2ð Þ þ
MB1ηα�p

1� ηð ÞQΓ α� pþ 1ð Þ

þ A1ηα

Q λþ γ � 1j jΓ αþ 1ð Þ ,

(25)

and

Δ4 ¼ MB1γ

6 1� ηð ÞQΓ β � pþ 1ð Þ þ
A1γ

Q λþ γ � 1j jΓ β þ 1ð Þ þ
1

Γ β þ 1ð Þ : (26)

In view of Lemma 2, we define the operator T : X � X ! X � X by

T u, vð Þ tð Þ ¼ T1 u, vð Þ tð Þ
T2 u, vð Þ tð Þ

� �
, (27)

where

T1 u, vð Þ tð Þ ¼
ðt

0

t� sð Þα�1

Γ αð Þ f s, u sð Þ, v sð Þð Þdsþ 1
1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ g τ, u τð Þ, v τð Þð Þdτ
0
@

1
Ads

� B tð ÞM
6 1� ηð ÞQ

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ g s, u sð Þ, v sð Þð Þds� γ

ð1

0

1� sð Þα�p�1

Γ α� pð Þ f s, u sð Þ, v sð Þð Þds
2
4

3
5

þ A tð Þ
Q β þ γ � 1j j

ðη

0

η� sð Þβ�1

Γ βð Þ g s, u sð Þ, v sð Þð Þds� γ

ð1

0

1� sð Þα�1

Γ αð Þ f s, u sð Þ, v sð Þð Þds:
2
4

3
5

� A tð Þ
Q 1� ηð Þ

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ g τ, u τð Þ, v τð Þð Þdτ
0
@

1
Ads,

(28)

93

A Study for Coupled Systems of Nonlinear Boundary Value Problem
DOI: http://dx.doi.org/10.5772/intechopen.105428



and

T2 u, vð Þ tð Þ ¼
ðt

0

t� sð Þβ�1

Γ βð Þ g s, u sð Þ, v sð Þð Þdsþ 1
1� η

ðη

0

ðs

0

s� τð Þα�1

Γ αð Þ f τ, u τð Þ, v τð Þð Þdτ
0
@

1
Ads

� B tð ÞM
6 1� ηð ÞQ

ðη

0

η� sð Þα�p�1

Γ α� pð Þ f s, u sð Þ, v sð Þð Þds� γ

ð1

0

1� sð Þβ�p�1

Γ β � pð Þ g s, u sð Þ, v sð Þð Þds
2
4

3
5

þ A tð Þ
Q β þ γ � 1j j

ðη

0

η� sð Þα�1

Γ αð Þ f s, u sð Þ, v sð Þð Þds� γ

ð1

0

1� sð Þβ�1

Γ βð Þ g s, u sð Þ, v sð Þð Þds:
2
4

3
5

� A tð Þ
Q 1� ηð Þ

ðη

0

ðs

0

s� τð Þα�1

Γ αð Þ f τ, u τð Þ, v τð Þð Þdτ
0
@

1
Ads:

(29)

Observe that the boundary value problem (1) has solutions if the operator equation
u, vð Þ ¼ T u, vð Þ has fixed points.

Now we are in a position to present the first main results of this paper. The
existence results is based on Leray-Shauder nonlinear alternative.

Lemma 2.3. [44] (Leray-Schauder alternative). Let E be a Banach space and T : E !
E be a completely continuous operator (i.e., a map restricted to any bounded set in E is
compact). Let

ε ¼ u, vð Þ∈X � X : u, vð Þ ¼ λT u, vð Þ, for some0< λ< 1f g: (30)

Then either the ε Tð Þ is unbounded or T has at least one fixed point.
Theorem 1.1 Assume that f , g : 0, 1½ � � �  !  are a continuous function and.
H1ð Þ there exist a function ki ≥0mi ≥0, i ¼ 1, 2 and k0 >0,m0 >0 such that

∀u∈, ∀v∈, i ¼ 1, 2, we have

f t, u, vð Þj j≤ k0 þ k1 uj j þ k2 vj j, (31)

and

g t, u, vð Þj j≤m0 þm1 uj j þm2 vj j: (32)

If Δ2 þ Δ3ð Þk1 þ Δ1 þ Δ4ð Þm1 < 1 and Δ2 þ Δ3ð Þk2 þ Δ1 þ Δ4ð Þ,m3 < 1, where
Δi, i ¼ 1, 2, 3, 4 are given above. Then the boundary value problem (1)–(58) has at
least one solution on [0,1].

Proof. It is clear that T is a continuous operator where T : X � X ! X � X is
defined above. Now, we show that T is completely continuous. Let Ω⊂X � X be
bounded. Then there exist positive constants L1 and L2 such that

f t, u tð Þ, v tð Þð Þj j≤L1, g t, u tð Þ, v tð Þð Þj j≤L2, ∀ u, vð Þ∈Ω: (33)
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Then for any u, vð Þ∈Ω, we have

T1 u, vð Þ tð Þj j≤ L2

1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Ads

þ A tð Þj jL2

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Adsþ L1

ðt

0

t� sð Þα�1

Γ αð Þ ds

þ M B tð Þj j
6 1� ηð ÞQ L2

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ γL1

ð0

0

1� sð Þα�p�1

Γ α� pð Þ ds

2
4

3
5

þ A tð Þj j
Q λþ γ � 1j j L2

ðη

0

η� sð Þβ�1

Γ βð Þ dsþ γL1

ð1

0

1� sð Þα�1

Γ αð Þ ds

2
4

3
5,

≤L2
1

1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Adsþ A1

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þβ�1

Γ αβð Þ dτ

0
@

1
Ads

8<
:

þ MB1

6 1� ηð ÞQ
ðη

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ A1

6 λþ γ � 1j j
ðη

0

η� sð Þβ�1

Γ βð Þ ds

9=
;

þL1
MγB1

6 1� ηð ÞQ
ð1

0

1� sð Þα�p�1

Γ α� pð Þ dsþ A1γ

Q λþ γ � 1j j
ð1

0

1� sð Þα�1

Γ αð Þ ds

8<
: þ

ðt

0

t� sð Þα�1

Γ αð Þ ds

9=
;,

≤L2Δ1 þ L1Δ2:

(34)

Hence

T1 u, vð Þk k≤L2Δ1 þ L1Δ2: (35)

In the same way, we can obtain that

T2 u, vð Þk k≤L1Δ3 þ L2Δ4: (36)

Thus, it follows from (78) and (95) that the operator T is uniformly bounded, since
T u, vð Þk k≤L1 Δ1 þ Δ3ð Þ þ L2 Δ2 þ Δ4ð Þ. Now, we show that T is equicontinuous. Let

t1, t2 ∈ 0, 1½ � with t1 < t2. Then we have

T1 u t2ð Þ, v t2ð Þð Þ � T1 u t1ð Þ, v t1ð Þð Þj j≤L1

ðt1

0

t2 � sð Þα�1 � t1 � sð Þα�1

Γ αð Þ ds

þL1

ðt2

t1

t2 � sð Þα�1

Γ αð Þ dsþ A t2ð Þ � A t1ð Þj jL2

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Ads

þ B t2ð Þ � B t1ð Þð ÞM
6 1� ηð ÞQ L2

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ γL1

ð1

0

1� sð Þα�p�1

Γ α� pð Þ ds

2
4

3
5

þA t2ð Þ � A t1ð Þ
Q λþ γ � 1j j L2

ðη

0

η� sð Þβ�1

Γ βð Þ ds� γL1

ð1

0

1� sð Þα�1

Γ αð Þ ds

2
4

3
5:

(37)
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Obviously, the right-hand side of the above inequality tends to zero as t2 ! t1.
Similarly, we have

T2 u t2ð Þ, v t2ð Þð Þ � T2 u t1ð Þ, v t1ð Þð Þj j≤L2

ðt1

0

t2 � sð Þβ�1 � t1 � sð Þβ�1

Γ βð Þ ds

þL2

ðt2

t1

t2 � sð Þβ�1

Γ βð Þ dsþ A t2ð Þ � A t1ð Þj jL1

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þα�1

Γ αð Þ dτ

0
@

1
Ads

þ B t2ð Þ � B t1ð Þð ÞM
6 1� ηð ÞQ L1

ðη

0

η� sð Þα�p�1

Γ α� pð Þ dsþ γL2

ð1

0

1� sð Þβ�p�1

Γ β � pð Þ ds

2
4

3
5

þA t2ð Þ � A t1ð Þ
Q λþ γ � 1j j L1

ðη

0

η� sð Þα�1

Γ αð Þ ds� γL2

ð1

0

1� sð Þβ�1

Γ βð Þ ds

2
4

3
5:

(38)

Again, it is seen that the right-hand side of the above inequality tends to zero as
t2 ! t1. Thus, the operator T is equicontinuous.

Therefore, the operator T is completely continuous.
Finally, it will be verified that the set ε ¼

u, vð Þ∈X � X : u, vð Þ ¼ λT u, vð Þ, 0≤ λ≤ 1f g is bounded. Let u, vð Þ∈ ε, with u, vð Þ ¼
λT u, vð Þ for any t∈ 0, 1½ �, we have

u tð Þ ¼ λT1 u, vð Þ tð Þ, v tð Þ ¼ λT2 u, vð Þ tð Þ: (39)

Then

u tð Þj j≤Δ2 k0 þ k1 uj j þ k2 vj jð Þ þ Δ1 m0 þm1 uj j þm2 vj jð Þ,
¼ Δ2k0 þ Δ1m0 þ Δ2k1 þ Δ1m1ð Þ uj j þ Δ2k2 þ Δ1m2ð Þ vj j, (40)

and

v tð Þj j≤Δ3 k0 þ k1 uj j þ k2 vj jð Þ þ Δ4 m0 þm1 uj j þm2 vj jð Þ,
¼ Δ3k0 þ Δ4m0 þ Δ3k1 þ Δ4m1ð Þ uj j þ Δ3k2 þ Δ4m2ð Þ vj j: (41)

Hence we have

uk k ¼ Δ2k0 þ Δ1m0 þ Δ2k1 þ Δ1m1ð Þ uk k þ Δ2k2 þ Δ1m2ð Þ vk k, (42)

and

vk k ¼ Δ3k0 þ Δ4m0 þ Δ3k1 þ Δ4m1ð Þ uj j þ Δ3k2 þ Δ4m2ð Þ vj j, (43)

which imply that

uk k þ vk k ¼ Δ2 þ Δ3ð Þk0 þ Δ1 þ Δ4ð Þm0 þ Δ2 þ Δ3ð Þk1 þ Δ1 þ Δ4ð Þm1½ � uk k
þ Δ2 þ Δ3ð Þk2 þ Δ1 þ Δ4ð Þm2½ � vk k: (44)

Consequently,
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u, vð Þk k ¼ Δ2 þ Δ3ð Þk0 þ Δ1 þ Δ4ð Þm0

Δ0
, (45)

where

Δ0 ¼ min 1� Δ2 þ Δ3ð Þk1 þ Δ1 þ Δ4ð Þm1½ �, 1� Δ2 þ Δ3ð Þk2 þ Δ1 þ Δ4ð Þm2½ �f g,
(46)

which proves that ε is bounded. Thus, by Lemma 15, the operator T has at least one
fixed point. Hence boundary value problem (1) has at least one solution. The proof is
complete.

Now, we are in a position to present the second main results of this paper.
Theorem 1.2 Assume that f , g : 0, 1½ � � 2 !  are continuous functions and there

exist positive constants L1 and L2 such that for all t∈ 0, 1½ � and ui, vi ∈, i ¼ 1, 2, we have.

1. f t, u1, u2ð Þ � f t, v1, v2ð Þj j≤L1 u1 � v1j j þ u2 � v2j jð Þ,

2. g t, u1, u2ð Þ � g t, v1, v2ð Þj j≤L2 u1 � v1j j þ u2 � v2j jð Þ.

Then the boundary value problem (1) has a unique solution on [0,1] provided

Δ1 þ Δ3ð ÞL1 þ Δ2 þ Δ4ð ÞL2 < 1: (47)

Proof. Let us set sup
t∈ 0, 1½ �

f t, 0, 0ð Þj j ¼ N1 <∞ and sup
t∈ 0, 1½ �

g t, 0, 0ð Þj j ¼ N2 <∞.

For u∈X, we observe that

f t, u tð Þ, v tð Þð Þj j ≤ f t, u tð Þð Þ � f t, 0, 0ð Þj j þ f t, 0, 0ð Þj j,
≤L1 u tð Þj j þ v tð Þj jð Þ þN1,

≤L1 uk k þ vk kð Þ þN1,

(48)

and

g t, u tð Þ, v tð Þð Þj j≤ g t, u tð Þð Þ � g t, 0, 0ð Þj j þ g t, 0, 0ð Þj j≤L2 uk k þN2: (49)

Then for u∈X, we have

T1 u, vð Þ tð Þj j≤ 1
1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ L2 u, vð Þk k þN2½ �dτ
0
@

1
Ads

þ A tð Þj j
Q 1� ηð Þ

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ L2 u, vð Þk k þN2½ �dτ
0
@

1
Adsþ

ðt

0

t� sð Þα�1

Γ αð Þ L1 u, vð Þk k þN1½ �ds

þ M B tð Þj j
6 1� ηð ÞQ

ðη

0

η� sð Þβ�p�1

Γ β � pð Þ L2 u, vð Þk k þN2½ �dsþ γ

ð1

0

1� sð Þα�p�1

Γ α� pð Þ L1 u, vð Þk k þN1½ �ds
2
4

3
5

þ A tð Þj j
Q λþ γ � 1j j

ðη

0

η� sð Þβ�1

Γ βð Þ L2 u, vð Þk k þN2½ �dsþ γ

ð1

0

1� sð Þα�1

Γ αð Þ L1 u, vð Þk k þN1½ �ds,
2
4

3
5
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≤ L2 u, vð Þk k þN2ð Þ 1
1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Adsþ A1

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Ads

8<
:

þ MB1

6 1� ηð ÞQ
ðη

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ A1

6 λþ γ � 1j j
ðη

0

η� sð Þβ�1

Γ βð Þ ds

9=
;

þ MB1

6 1� ηð ÞQ
ðη

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ A1

6 λþ γ � 1j j
ðη

0

η� sð Þβ�1

Γ βð Þ ds

9=
;

þ L1 u, vð Þk k þN1ð Þ
ðt

0

t� sð Þα�1

Γ αð Þ ds

8<
:

þ MγB1

6 1� ηð ÞQ
ð1

0

1� sð Þα�p�1

Γ α� pð Þ dsþ A1γ

Q λþ γ � 1j j
ð1

0

1� sð Þα�1

Γ αð Þ ds

9=
;,

≤ L2rþN2ð ÞΔ1 þ L1rþN1ð ÞΔ2

(50)

Hence

T1 u, vð Þk k≤ L2Δ1 þ L1Δ2ð ÞrþN2Δ1 þN1Δ2 (51)

In the same way, we can obtain that

T2 u, vð Þk k≤ L1Δ3 þ L2Δ4ð ÞrþN2Δ4 þN1Δ3: (52)

Consequently,

T u, vð Þk k≤ Δ2 þ Δ3ð ÞL1 þ Δ1 þ Δ4ð ÞL2ð ÞrþN2 Δ1 þ Δ4ð Þ þN1 Δ2 þ Δ3ð Þ≤ r: (53)

Now, for u1, v1ð Þ, u2, v2ð Þ∈X � X and for each t∈ 0, 1½ �, it follows from assumption
H3ð Þ that

T1 u2, v2ð Þ tð Þ � T1 u1, v1ð Þ tð Þj j≤L2 u2 � u1k k þ v2 � v1k kð Þ 1
1� η

ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Ads

8<
:

þ A1

Q 1� ηð Þ
ðη

0

ðs

0

s� τð Þβ�1

Γ βð Þ dτ

0
@

1
Ads

þ MB1

6 1� ηð ÞQ
η

0

η� sð Þβ�p�1

Γ β � pð Þ dsþ A1

6 λþ γ � 1j j
ðη

0

η� sð Þβ�1

Γ βð Þ ds

9=
;

þL1 u2 � u1k k þ v2 � v1k kð Þ
ðt

0

t� sð Þα�1

Γ αð Þ ds

8<
:

þ MγB1

6 1� ηð ÞQ
ð1

0

1� sð Þα�p�1

Γ α� pð Þ dsþ A1γ

Q λþ γ � 1j j
ð1

0

1� sð Þα�1

Γ αð Þ ds

9=
;

≤ L2Δ1 þ L1Δ2ð Þ u2 � u1k k þ v2 � v1k kð Þ:
(54)
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Thus

T1 u2, v2ð Þ � T1 u1, v1ð Þk k≤ L2Δ1 þ L1Δ2ð Þ u2 � u1k k þ v2 � v1k kð Þ: (55)

Similarly,

T2 u2, v2ð Þ � T2 u1, v1ð Þk k≤ L2Δ3 þ L1Δ4ð Þ u2 � u1k k þ v2 � v1k kð Þ: (56)

It follows from (101) and (110) that

T u2, v2ð Þ � T u1, v1ð Þk k≤ L2 Δ1 þ Δ3ð Þ þ L1 Δ2 þ Δ4ð Þð Þ u2 � u1k k þ v2 � v1k kð Þ: (57)

Since L2 Δ1 þ Δ3ð Þ þ L1 Δ2 þ Δ4ð Þ< 1, thus T is a contraction operator. Hence it
follows by Banach’s contraction principle that the boundary value problem (1) has a
unique solution on 0, 1½ �.

We construct an example to illustrate the applicability of the results presented.
Example 2.1. Consider the following system fractional differential equation

cD3u tð Þ ¼ t
8

cos tð Þð Þ sin u tð Þj j þ v tð Þj j
2

� �� �
þ e� u tð Þþv tð Þð Þ2

1þ t2
, t∈ 0, 1½ �,

cD3v tð Þ ¼ 1
32

sin 2πu tð Þð Þ þ v tð Þj j
16 1þ v tð Þj jð Þ þ

1
2
, t∈ 0, 1½ �,

8>>><
>>>:

(58)

subject to the three-point coupled boundary conditions

1
100

u 0ð Þ þ 1
10

u 1ð Þ ¼ u
1
2

� �
,

u 0ð Þ ¼
ð0,5
0

u sð Þds,

1
100

cD
3
2u 0ð Þ þ 1

10
cD

3
2u 1ð Þ¼cD

3
2u

1
2

� �
,

8>>>>>>>><
>>>>>>>>:

(59)

where f t, u, vð Þ ¼ t
8 cos tð Þð Þ sin uj jþ vj j

2

� �� �
þ e� uþvð Þ2

1þt2 , t∈ 0, 1½ �, η ¼ 0, 5, λ ¼ 0, 01, γ ¼
0, 1, p ¼ 1, 5 and g t, u, vð Þ ¼ 1

32π sin 2πu tð Þð Þ þ v tð Þj j
16 1þ v tð Þj jð Þ þ 1

2.

It can be easily found that M ¼ 20
3 and Q ¼ 9

400.
Furthermore, by simple computation, for every ui, vi ∈, i ¼ 1, 2, we have

f t, u1, u2ð Þ � f t, v1, v2ð Þj j≤L u1 � v1j j þ u2 � v2j jð Þ, (60)

and

g t, u1, u2ð Þ � g t, v1, v2ð Þj j≤L u1 � v1j j þ u2 � v2j jð Þ, (61)

where L1 ¼ L2 ¼ L ¼ 1
16. It can be easily found that Δ1 ¼ Δ3 ffi 0, 799562, Δ2 ¼

Δ4 ffi 1, 182808.
Finally, since L1 Δ1 þ Δ3ð Þ þ L2 Δ2 þ Δ4ð Þ ¼ 2L Δ1 þ Δ2ð Þ ffi 0, 247796< 1, thus all

assumptions and conditions of Theorem 1.2 are satisfied. Hence, Theorem implies that
the three-point boundary value problem (58, 59) has a unique solution.
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3. Existence result for second problem (2)

We provide another results about the existence of solutions for the problem (2) by
using the assumption.

We shall consider the Banach space B ¼ C 0, 1½ �ð Þ equipped with usual supermum
norm and Bþ ¼ Cþ 0, 1½ �ð Þ. In arriving our results, we present some notation and
preliminary lemmas. The first is well known.

Lemma 3.1. Let y tð Þ∈C 0, 1½ �. If u∈C4 0, 1½ �, then the BVP

u 4ð Þ tð Þ ¼ y tð Þ, 0≤ t≤ 1,

u 0ð Þ ¼ u0 0ð Þ ¼ u00 1ð Þ ¼ u000 1ð Þ ¼ 0,

(
(62)

has a unique solution

u tð Þ ¼
ð1

0

G t, sð Þy sð Þds, (63)

where

G t, sð Þ ¼
1
6
t2 3s� tð Þ, 0≤ t≤ s≤ 1,

1
6
s2 3t� sð Þ, 0≤ s≤ t≤ 1:

8>><
>>:

(64)

Lemma 3.2. For any t, sð Þ∈ 0, 1½ � � 0, 1½ �, we have

0≤G t, sð Þ≤G 1, sð Þ ¼ 1
6
s2 3� sð Þ ¼ ψ sð Þ: (65)

Proof. The derivatives of the function G with respect to t is

∂

∂t
G t, sð Þ ¼

1
2
s2 � 1

2
s� tð Þ2, 0≤ t≤ s≤ 1

1
2
s2, 0≤ s≤ t≤ 1:

8>><
>>:

(66)

Since the derivative of the function G with respect to t is nonnegative for all
t∈ 0, 1½ �, G is nondecreasing function of t that attaints its maximum when t ¼ 1. Then

max
0≤ t≤ 1

G t, sð Þ ¼ G 1, sð Þ ¼ 1
2
s2 � 1

6
s3: (67)

Lemma 3.3. Let 0< θ< 1. Then for y tð Þ∈Cþ 0, 1½ �, the unique solution u tð Þ of BVP 14ð Þ
is nonnegative and satisfies

min
t∈ θ, 1½ �

u tð Þ≥ 2θ3

3
uk k: (68)

Proof. Let y tð Þ∈Cþ 0, 1½ �, then from G t, sð Þ≥0 we know u∈Cþ 0, 1½ �. Set u t0ð Þ ¼
uk k, t0 ∈ 0, 1ð �. We first prove that
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G t, sð Þ
G t0, sð Þ ≥

2
3
t3, t, t0, s∈ 0, 1ð �: (69)

In fact, we can consider four cases:

1. if 0< t, t0 ≤ s≤ 1, then

G t, sð Þ
G t0, sð Þ ¼

t2 3s� tð Þ
t20 3s� t0ð Þ ≥

t2 2sð Þ
3s� t0

≥
t2 2sð Þ
3

≥
t2 2tð Þ
3

¼ 2t3

3
, (70)

2. if 0< t≤ s≤ t0 ≤ 1, then

G t, sð Þ
G t0, sð Þ ¼

t2 3s� tð Þ
t20 3s� t0ð Þ ≥

t2 2sð Þ
3s� t0

≥
t2 2sð Þ
3

≥
t2 2tð Þ
3

¼ 2t3

3
, (71)

3. if 0< s≤ t, t0 ≤ 1, then

G t, sð Þ
G t0, sð Þ ¼

s2 3t� sð Þ
s2 3t0 � sð Þ ¼

3t� s
3t0 � s

≥
3t� s
3t0

≥
3t� s
3

≥
2tþ t� s

3
≥

2t
3
≥

2t3

3
, (72)

4. if 0< t0 ≤ s≤ t≤ 1, then

G t, sð Þ
G t0, sð Þ ¼

s2 3t� sð Þ
t20 3s� t0ð Þ ≥

t20 3t� sð Þ
t20 3t� t0ð Þ ≥

3t� s
3t

≥
3t� t
3t

≥
2t
3
≥

2t3

3
, (73)

Therefore, for t∈ θ, 1½ �, we have

u tð Þ ¼
ð1

0

G t, sð Þy sð Þds ¼
ð1

0

G t, sð Þ
G t0, sð ÞG t0, sð Þy sð Þds≥ 2t3

3
u t0ð Þ≥ 2θ3

3
uk k: (74)

The proof is complete.
If we let

K ¼ x∈B : x tð Þ≥0 on 0, 1½ �, and min
t∈ θ, 1½ �

x tð Þ≥ 2θ3

3
xk k

� �
(75)

then it is easy to see that K a cone in B. We not that a pair u tð Þ, v tð Þð Þ is a solution of
BVPs (2) if, and only if

u tð Þ ¼ λ

ð1

0

G t, sð Þa sð Þf λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads, t∈ 0, 1½ �, (76)

and

v tð Þ ¼ λ

ð1

0

G t, sð Þb sð Þg u sð Þð Þds, t∈ 0, 1½ �: (77)
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Now, we define an integral operator T : K ! B by

Tuð Þ tð Þ ¼ λ

ð1

0

G t, sð Þa sð Þf λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads, u∈K: (78)

We adopt the following assumptions:
H1ð Þ a, b∈C 0, 1ð Þ, 0,∞½ Þð Þ and each does not vanish identically on any subinterval.
H2ð Þ f , g∈C 0,∞½ Þ, 0,∞½ Þð Þ and each to be singular at t ¼ 0or t ¼ 1.

H3ð Þ All of f 0 ¼ lim
x!0þ

f xð Þ
x , g0 ¼ lim

x!0þ
g xð Þ
x , f∞ ¼ lim

x!∞
f xð Þ
x , and g∞ ¼ lim

x!∞
g xð Þ
x exist

as real numbers.
H4ð Þ g 0ð Þ ¼ 0 and f is increasing function.
Lemma 3.4 Let λ be positive number and K be the cone defined above.

i. If u∈Bþ and v : 0, 1½ � ! 0,∞½ Þ is defined by (77), then v∈K.

ii. If T is the integral operator defined by (78), then T Kð Þ⊂K.

iii. Assume that H1ð Þ, H2ð Þ hold. Then T : K ! B is completely continuous.

Proof. Let u∈Bþ and v be defined by (77).

i. By the nonnegativity of G, b and g it follows that v tð Þ≥0, t∈ 0, 1½ �. In view of
H1ð Þ, H2ð Þ, we have

ð1

0

G t, sð Þb sð Þg u sð Þð Þds≥
ð1

0

min
t∈ θ, 1½ �

G t, sð Þb sð Þg u sð Þð Þds, (79)

from which, we take

min
t∈ θ, 1½ �

ð1

0

G t, sð Þb sð Þg u sð Þð Þds≥
ð1

0

min
t∈ θ, 1½ �

G t, sð Þb sð Þg u sð Þð Þds: (80)

Consequently, employing (68) and for λ>0, we have

λ

ð1

0

G t, sð Þb sð Þg u sð Þð Þds ≥ λ

ð1

0

min
t∈ θ, 1½ �

G t, sð Þb sð Þg u sð Þð Þds

≥
2θ3

3
λ

ð1

0

G t0, sð Þb sð Þg u sð Þð Þds

≥
2θ3

3
v t0ð Þ, t0 ∈ 0, 1ð �

≥
2θ3

3
vk k:

(81)
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Therefore

min
t∈ θ, 1½ �

v tð Þ≥ 2θ3

3
vk k: (82)

Which give that v∈K.

ii. Obviously, for v∈K, T uð Þ∈Cþ 0, 1½ �. For t∈ 0, 1½ �, we have

Tu tð Þk k ¼ max
0≤ t≤ 1

λ

ð1

0

G t, sð Þa sð Þf v sð Þð Þds

≤ λ

ð1

0

G 1, sð Þa sð Þf v sð Þð Þds,
(83)

and

Tu tð Þ ¼ λ

ð1

0

G t, sð Þa sð Þf v sð Þð Þds

¼ λ

ð1

0

G t, sð Þ
G 1, sð ÞG 1, sð Þa sð Þf v sð Þð Þds

≥
2θ3

3
λ

ð1

0

G 1, sð Þa sð Þf v sð Þð Þds

≥
2
3
θ3 Tu tð Þk k:

(84)

Which give that Tu∈K. Therefore T : K ! K.

iii. By using standard arguments it is not difficult to show that the operator T :
K ! B is completely continuous.

The key tool in our approach is the following Krasnoselskii’s fixed point theorem of
cone expansion-compression type.

Theorem 1.3 (See [47]) Let B be a Banach space and K ⊂B be a cone in B. Assume
Ω1 and Ω2 are open subset of B with 0∈Ω1 and Ω1 ⊂Ω2,

T : K ∩ Ω2nΩ1
� �! K be a completely continuous operator such that.

i. Tuk k≤ uk k, ∀u∈K ∩ ∂Ω1 and Tuk k≥ uk k, ∀u∈K ∩ ∂Ω2; or.

ii. Tuk k≥ uk k, ∀u∈K ∩ ∂Ω1 and Tuk k≤ uk k, ∀u∈K ∩ ∂Ω2.

Then, T has a fixed point in K ∩ Ω2nΩ1
� �

. Throughout this section, we shall use the
following notations:
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L1 ¼ max
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þf∞dr
2
4

3
5
�1

,
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þg∞dr
2
4

3
5
�1

8><
>:

9>=
>;

(85)

and

L2 ¼ min
ð1

0

ψ rð Þa rð Þf 0dr
2
4

3
5
�1

,
ð1

0

ψ rð Þb rð Þg0dr
2
4

3
5
�1

8><
>:

9>=
>;
: (86)

L3 ¼ max
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þf 0dr
2
4

3
5
�1

,
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þg0dr
2
4

3
5
�1

8><
>:

9>=
>;

(87)

and

L4 ¼ min
ð1

θ

ψ rð Þa rð Þf∞dr
2
4

3
5
�1

,
ð1

θ

ψ rð Þb rð Þg∞dr
2
4

3
5
�1

8><
>:

9>=
>;
: (88)

4. Existence results

In this section, we discuss the existence of at least one positive solution for BVPs
(2). We obtain the following existence results, by applying the positivity of Green’s
function G t, sð Þ and the fixed-point of cone expansion-compression type.

Theorem 1.4 Assume conditions H1ð Þ, H2ð Þ and H3ð Þ are satisfied. Then, for each λ
satisfying L1 < λ<L2 there exists a pair u, vð Þ satisfying BVPs (2) such that u tð Þ>0 and
v tð Þ>0 on 0, 1ð Þ.

Proof. Let L1 < λ<L2. And let ε>0 be chosen such that

max
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þ f∞ � ε
� �

dr

2
4

3
5
�1

,
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þ g∞ � ε
� �

dr

2
4

3
5
�1

8><
>:

9>=
>;

≤ λ,

(89)

and

λ≤ min
ð1

θ

ψ rð Þa rð Þ f 0 þ ε
� �

dr

2
4

3
5
�1

,
ð1

θ

ψ rð Þb rð Þ g0 þ ε
� �

dr

2
4

3
5
�1

8><
>:

9>=
>;
: (90)

From the definitions of f 0 and g0 there exists an R1 >0 such that

f uð Þ≤ f 0 þ ε
� �

u, 0< u≤R1, (91)

and

g uð Þ≤ g0 þ ε
� �

u, 0< u≤R1, (92)
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Let u∈K with uk k ¼ R1. From (65) and choice of ε, we have

λ

ð1

0

G t, sð Þb rð Þg u rð Þð Þ ≤ λ

ð1

0

ψ rð Þb rð Þg u rð Þð Þdr

≤ λ

ð1

0

ψ rð Þb rð Þ g0 þ ε
� �

u rð Þdr

≤ uk kλ
ð1

0

ψ rð Þb rð Þdr g0 þ ε
� �

dr

≤R1 ¼ uk k:

(93)

Consequently, from (65) and choice of ε, we have

Tu tð Þ ¼ λ

ð1

0

G t, sð Þa sð Þf λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads

≤ λ

ð1

0

ψ sð Þa sð Þf λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads

≤ λ

ð1

0

ψ sð Þa sð Þ f 0 þ ε
� �

λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
2
4

3
5ds

≤ λ

ð1

0

ψ sð Þa sð Þ f 0 þ ε
� �

R1ds

≤R1 ¼ uk k:

(94)

So, Tuk k≤ uk k. If we set Ω1 ¼ u∈B : uk k<R1f g, then

Tuk k≤ uk k, for u∈K ∩ ∂Ω1 (95)

Considering the definitions of f∞ and g∞ there exists an R2 >0 such that

f uð Þ≥ f∞ � ε
� �

u, 0< u≤R2, (96)

and

g uð Þ≥ g∞ � ε
� �

u, 0< u≤R2: (97)

Let u∈K and R2 ¼ max 2R1, 3R2
2θ3

n o
with uk k ¼ R2, then

min
s∈ θ, 1½ �

u sð Þ≥ 2
3
θ3 uk k≥R2 (98)
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Thus, from (68) and choice of ε, we have

λ

ð1

0

G t, sð Þb rð Þg u rð Þð Þ ≥
2θ3

3
λ

ð1

0

G 1, rð Þb rð Þg u rð Þð Þdr

≥
2θ3

3
λ

ð1

θ

ψ rð Þb rð Þ g∞ � ε
� �

u rð Þdr

≥ uk k 2θ3

3

� �2

λ

ð1

θ

ψ rð Þb rð Þdr g∞ � ε
� �

dr

≥R2 ¼ uk k:

(99)

Consequently, from (77) and choice of ε, we have

Tu tð Þ ≥
2θ
3
λ

ð1

θ

ψ sð Þa sð Þf λ

ð1

θ

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads

≥
2θ3

3
λ

ð1

θ

ψ sð Þa sð Þ f∞ � ε
� �

λ

ð1

θ

G s, rð Þb rð Þg u rð Þð Þdr
2
4

3
5ds

≥
2θ3

3
λ

ð1

θ

ψ sð Þa sð Þ f∞ � ε
� �

H2ds

≥
2θ3

3

� �2

λ

ð1

θ

ψ sð Þa sð Þ f∞ � ε
� �

H2ds

≥R2 ¼ uk k:

(100)

So, Tuk k≥ uk k. If we set Ω2 ¼ u∈B : uk k<R2f g, then

Tuk k≥ uk k, for u∈K ∩ ∂Ω2: (101)

Applying (i) of Theorem 3.1 to (95) and (101), yields that T has a fixed point
u ∗ ∈K ∩ Ω2=Ω1

� �
. As such and with v defined by

v tð Þ ¼ λ

ð1

0

G t, sð Þb sð Þg u sð Þð Þds, (102)

the pair u, vð Þ is a desired solution of BVPs (2) for the given λ. The proof is complete.
Theorem 1.5 Assume conditions H1ð Þ, H2ð Þ, H3ð Þ and H4ð Þ are satisfied. Then, for

each λ satisfying L3 < λ<L4 there exists a pair u, vð Þ satisfying BVPs (2) such that
u tð Þ>0 and v tð Þ>0 on 0, 1ð Þ.

Proof. Let L3 < λ<L4 and ε>0 be chosen such that

max
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þ f 0 � ε
� �

dr

2
4

3
5
�1

,
2θ3

3

� �2 ð1

θ

ψ rð Þa rð Þ g0 � ε
� �

dr

2
4

3
5
�1

8><
>:

9>=
>;

≤ λ, (103)
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and

λ≤ min
ð1

0

ψ rð Þa rð Þ f∞ þ ε
� �

dr

2
4

3
5
�1

,
ð1

0

ψ rð Þb rð Þ g∞ þ ε
� �

dr

2
4

3
5
�1

8><
>:

9>=
>;
: (104)

From the definitions of f 0 and g0 there exists an R1 >0 such that

f uð Þ≥ f 0 � ε
� �

u, 0< u≤R1, (105)

and

g uð Þ≥ g0 � ε
� �

u, 0< u≤R1, (106)

Now g 0ð Þ ¼ 0 and so there exists 0<R2 ≤R1 such that

λg uð Þ≤ R1

ð1

0

ψ rð Þb rð Þdr
, 0≤ u≤R2: (107)

Let u∈K with uk k ¼ R2. Then

λ

ð1

0

G t, sð Þb rð Þg u rð Þð Þ ≤ λ

ð1

0

ψ rð Þb rð Þg u rð Þð Þdr

≤

ð1

0

ψ rð Þb rð ÞR1dr

ð1

0

ψ sð Þb sð Þds

≤R1 ¼ uk k:

(108)

Therefore, by (68), we have

Tu tð Þ ¼ λ

ð1

0

G t, sð Þa sð Þf λ

ð1

0

G s, rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads

≥
2θ3

3
λ

ð1

θ

ψ sð Þa sð Þf 2θ3

3
λ

ð1

θ

ψ rð Þb rð Þg u rð Þð Þdr
0
@

1
Ads

≥
2θ3

3
λ

ð1

θ

ψ sð Þa sð Þ f 0 � ε
� � 2θ3

3

� �2

λ

ð1

θ

ψ rð Þb rð Þ g0 � ε
� �

uk kdr
2
4

3
5ds

≥
2θ3

3
λ

ð1

θ

ψ rð Þa rð Þ f 0 � ε
� �

uk k

≥
2θ3

3

� �2

λ

ð1

θ

ψ rð Þa rð Þ f 0 � ε
� �

uk k

≥ uk k:

(109)
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So, Tuk k≥ uk k. If we set Ω1 ¼ u∈B : uk k<R2f g, then

Tuk k≥ uk k, u∈K ∩ Ω2nΩ1
� �

(110)

Considering the definitions of f∞ and g∞ there exists R1 >0 such that

f uð Þ≤ f∞ þ ε
� �

u, u≥R1, (111)

and

g uð Þ≤ g∞ þ ε
� �

u, u≥R1: (112)

We consider two cases: g is bounded or g is unbounded.
Case ið Þ. Suppose g is bounded, say g uð Þ≤N, N >0 for all 0< u<∞. Then, for

u∈K

λ

ð1

0

G t, sð Þb rð Þg u rð Þð Þ≤ λ

ð1

0

ψ rð Þb rð Þg u rð Þð Þdr

M ¼ max f uð Þ : 0≤ u≤Nλ

ð1

0

ψ rð Þb rð Þdr
8<
:

9=
;

(113)

and let

R3 > max 2R2, Mλ

ð1

0

ψ sð Þa sð Þds
8<
:

9=
;: (114)

Then, for u∈K with uk k ¼ R3, we have

Tu tð Þ ≤ λ

ð1

0

ψ sð Þa sð ÞMds

≤R3 ¼ uk k:
(115)

So that Tuk k≤ uk k. If we set Ω2 ¼ u∈B : uk k≤R3f g, then, for u∈K ∩ ∂Ω2:

Tuk k≤ uk k, u∈K ∩ ∂Ω2 (116)

Case iið Þ. g is unbounded, there exists R3 > max 2R2,R1
� �

such that g uð Þ≤ g R3ð Þ, for
0< u≤R3.

Similarly, there exists R4 > max 2R3, Mλ
Ð 1
0ψ rð Þb rð Þg R3ð Þds

n o
such that

f uð Þ≤ f R4ð Þ, for 0< u≤R4.
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Let u∈K with uk k ¼ R4, from H4ð Þ, we have

Tu tð Þ ≤ λ

ð1

0

ψ sð Þa sð Þf λ

ð1

0

ψ rð Þb rð Þg R3ð Þdr
0
@

1
Ads

≤ λ

ð1

0

ψ rð Þa rð Þf R4ð Þds

≤ λ

ð1

0

ψ rð Þa rð Þ f∞ þ ε
� �

R4ds

≤R4 ¼ uk k:

(117)

So, Tuk k≤ uk k. If we set Ω2 ¼ x∈C 0, 1½ �j xk k≤R4f g, then

Tuk k≤ uk k, for u∈K ∩ ∂Ω2: (118)

In either of cases, application of part iið Þ of Theorem 3.1 yields a fixed point u ∗ of
T belonging to K ∩ Ω2=Ω1

� �
, which in turn yields a pair u, vð Þ satisfying BVPs (2) for

the chosen value of λ. The proof is complete.
We construct an example to illustrate the applicability of the results presented.
Example 4.1. Consider the two-point boundary value problem

u 4ð Þ tð Þ ¼ λtv tð Þ v tð Þe�v tð Þ þ v tð Þ þ K
1þ ηv tð Þ

� �
, 0< t< 1,

v 4ð Þ tð Þ ¼ λtu tð Þ u tð Þe�u tð Þ þ u tð Þ þ K
1þ ηu tð Þ

� �
, 0< t< 1,

8>>><
>>>:

(119)

and satisfying two-point boundary conditions

u 0ð Þ ¼ 0, u0 0ð Þ ¼ 0, u00 1ð Þ ¼ 0, u000 1ð Þ ¼ 0,

v 0ð Þ ¼ 0, v0 0ð Þ ¼ 0, v00 1ð Þ ¼ 0, v000 1ð Þ ¼ 0,

(
(120)

where a tð Þ ¼ b tð Þ ¼ t, f vð Þ ¼ v ve�v þ vþK
1þηv

� �
, g uð Þ ¼ u 1þ uþK

1þηu

� �
.

By simple calculations, we find g 0ð Þ ¼ 0, f∞ ¼ g∞ ¼ 1
η , f 0 ¼ g0 ¼ K.

Choosing θ ¼ 1
3 , η ¼ 100, andK ¼ 104, we obtain L3 ffi 1, 1817237,L4 ffi 9, 1666667.

By Theorem 4, it follows that for every λ such that 1, 1817237< λ< 9, 1666667, there
exists a pair u, vð Þ satisfying BVPs (25–2526).

5. Conclusions

This chapter concerns the boundary value problem of a class of fractional
differential equations involving the Caputo fractional derivative with nonlocal
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boundary conditions. By using the Leray-Shauder nonlinear alternative and Banach
contraction principle, one shows that the problem has at least one positive solutions
and has unique solution. Secondly, we derive explicit eigenvalue intervals of λ for the
existence of at least one positive solution for the second problem by using
Krasnosel’skii fixed point theorem. The results of the present chapter are significantly
contribute to the existing literature on the topic.
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Chapter 6

A System of Singularly Perturbed
Parabolic Equations with a Power
Boundary Layer
Asan Omuraliev and Peil Esengul Kyzy

Abstract

The work is devoted to the construction of the asymptotics of the solution of a
singularly perturbed system of equations of parabolic type, in the case when the limit
equation has a regular singularity as the small parameter tends to zero. The developed
algorithm allows construction of the asymptotics of solutions containing power,
parabolic, and angular boundary layer functions.

Keywords: singularly perturbed problems, power boundary layer, parabolic
boundary layer, angular boundary-layer functions, regularized asymptotics

1. Introduction

1.1 A singularly perturbed system of parabolic equations

This article studies the problem

Lεu x, t, εð Þ � εþ tð Þ∂tu� ε2a xð Þ∂2xu� B tð Þu ¼ f x, tð Þ, x, tð Þ∈Ω,

ujt¼0 ¼ u x¼0 ¼ uj jx¼1 ¼ 0, (1)

where ε>0 is a small parameter, Ω ¼ x, tð Þ : x∈ 0, 1ð Þ,t∈ 0,Tð �f g, u ¼
u1, u2, … , unð Þ. Suppose the following conditions:

0< a xð Þ∈C∞ 0, 1½ �,B tð Þ∈C∞ 0, T½ �, Cn2
� �

,f x, tð Þ∈C∞ Ω, Cn� �
;

The eigenvalues λi tð Þ of the matrix B tð Þ satisfy the conditions: B tð Þψ i tð Þ ¼
λi tð Þψ i tð Þ,i ¼ 1,2,… ,n,ℜλi tð Þ<0,λj tð Þ 6¼ λi tð Þ,∀i 6¼ j,t∈ 0, T½ � (ℜ is the real part of the
complex number).

Singularly perturbed parabolic problems in various statements are devoted to
Ref. [1–23]. In Ref. [6, 9–17], by the method of boundary layer functions, various
boundary value problems for parabolic equations with a small parameter are studied.
The regularization asymptotic for solving parabolic problems [7, 8, 18–23] with
different occurrences of a small parameter in the equations and limit operators has
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different structures using the regularization method for singularly perturbed
problems.

The papers [16, 23] are devoted to systems of singularly perturbed parabolic
equations. In [16], the method of boundary functions, and in Ref. [23], the method of
regularization. For singularly perturbed problems, equations are studied when the
spatial derivative is preceded by a scalar function, and [24] is a matrix. In the latter
case, the structure of the solution asymptotic is greatly multiplied. The order of the
equation does not go down.

Problems with power boundary layers, that is, problems where, when a small
parameter tends to zero, it acquires a regular feature were studied in Ref. [9, 10,
25, 26]. Ordinary differential equations with a power boundary layer are studied in
Ref. [8–10, 26]. For equations of parabolic type, when a small parameter does not
enter the factors of the spatial derivative, the asymptotic of the power boundary layer
is constructed. In contrast to Ref. [9], in our equation, there is a small parameter in
front of the spatial derivative and we will improve the algorithm for constructing the
asymptotic.

1.2 Regularization of problems

We introduce regularizing variables

ξl ¼
φl xð Þffiffiffiffi

ε3
p , φl xð Þ ¼ �1ð Þl�1

ðx
l�1

dsffiffiffiffiffiffiffiffi
a sð Þp , ηi ¼ λi 0ð Þ ln 1þ t=εð Þ, τ ¼ ε�1 ln 1þ t=εð Þ

(2)

along with the independent variables x, tð Þ of the function u
~

M, εð Þ, M ¼
x, t, ξ, τ, ηð Þ, ξ ¼ ξ1, ξ2ð Þ, η ¼ η1, η2, … , ηnð Þ such that

~u M, εð Þjζ¼γ x, t, εð Þ � u x, t, εð Þ,

ζ ¼ ξ, τ, ηð Þ,γ x, t, εð Þ

¼ φ1 xð Þffiffiffiffi
ε3

p ,
φ2 xð Þffiffiffiffi

ε3
p , λ1 0ð Þ ln 1þ t=εð Þ, … , λn 0ð Þ ln 1þ t=εð Þ, ε�1 ln 1þ t=εð Þ

� �
:

Hence, on the basis of (2), we find

∂tu� ∂t~uþ
Xn
i¼1

λi 0ð Þ
tþ ε

∂ηi~uþ
1
ε

1
tþ ε

∂τ~u

 !

ζ¼γ x, t, εð Þ
,∂xu� ∂x~uþ

X2

l¼1

φ0
l xð Þffiffiffiffi
ε3

p ∂ξl~u

 !

ζ¼γ x, t, εð Þ
,

∂
2
xu � ∂

2
x~uþ

X2

l¼1

φ0
l xð Þffiffiffiffi
ε3

p
� �2

∂
2
ξl
~uþ 1ffiffiffiffi

ε3
p Dξ,l~u

" # !

ζ¼γ x, t, εð Þ
, Dξ,l � 2φ0

l xð Þ∂2ξlx þ φ00
l xð Þ∂ξl ,

then, according to (1), we set the extended problem

Lξ � ε�1T0~uþ T1~u� ffiffiffi
ε

p
Lξ~uþ ε∂t~u� ε2Lx~u ¼ f x, tð Þ, M∈Q,

~ujt¼τ¼ηi¼0 ¼ ~u x¼0,ξ1¼0 ¼ ~u
�� ��

x¼1,ξ2¼0 ¼ 0, Q ¼ Ω� 0, ∞ð Þ3: (3)
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The notation is entered here

T0 � ∂τ �Δξ, T1 �
Xn
i¼1

λi 0ð Þ∂ηi þ t∂t �B tð Þ, Δξ �
X2

l¼1

∂
2
ξl
,Lξ �

X2

l¼1

a xð ÞDξ,l, Lx � a xð Þ∂2x:

Note that the identity holds

~Lε~u
� �

ζ¼γ x, t, εð Þ � Lεu, (4)

solutions of problem (3) will be defined as

~u M, εð Þ ¼
X∞

k¼0

ε
k
2uk Mð Þ, (5)

then for the coefficients of this series we obtain the following iterative problems:

T0uν ¼ 0, ν¼ 0,1, T0u2 ¼ f x, tð Þ �T1u0, T0uk ¼�T1uk�2 þLξuk�3 � ∂tuk�4 þ Lxuk�6,

ukjt¼τ¼ηi¼0 ¼ 0, uk x¼0,ξ1¼0 ¼ uk
�� ��

x¼1,ξ2¼0 ¼ 0, k≥ 3: (6)

1.3 Solvability of iterative problems

We introduce the space of functions in which the iterative problems will be
solved:

U1 ¼ u1 N1ð Þ : u1 N1ð Þ ¼ < v x, tð Þ þ c x, tð Þ þ Λ P xð Þð Þ½ �eη,ψ tð Þ> ,f

v x, tð Þ∈C∞ Ω, Cn� �
, P xð Þ∈C∞ 0, 1½ �, Cnð Þ, c x, tð Þ∈C∞ Ω, Cn2

� �
, ψ tð Þ∈C∞ 0, T½ �, Cnð Þg,

U2 ¼ u2 Nl� �
: u2 Nl� � ¼

X2

l¼1

<Y Nl� �þ z Nl� �
eη,ψ tð Þ> , Y Nl� ��� ��< ce�

ξ2
l
8τ,

(

z Nl� ��� ��< ce�
ξ2
l
8τ

)
,

Y Nl� � ¼ col Y1 Nl� �
, Y2 Nl� �

, … , Yn Nl� �� �
, z Nl� � ¼ zij Nl� �� �

, i,j ¼ 1,n,

Nl ¼ x, t, ξl, τ
� �

, η ¼ col η1, η2, … , ηnð Þ, Λ P xð Þð Þ ¼ diag P1 xð Þ, P2 xð Þ, … , Pn xð Þð Þ,

< c x, tð Þ þ Λ P xð Þð Þ½ �eη,ψ tð Þ> ¼
Xn
i,j¼1

cij x, tð Þeηjψ i tð Þ þ
Xn
i¼1

Pi xð Þeηiψ i tð Þ:

<Y Nl� �þ z Nl� �
eη,ψ tð Þ> ¼

Xn
i¼1

Yi Nl� �þ
Xn
j¼1

zij Nl� �
eηj

" #
ψ i tð Þ:

Here col η1, η2, … , ηnð Þ is the vector, diag P1 xð Þ, P2 xð Þ, … , Pn xð Þð Þ is a diagonal
matrix. Element uk Mð Þ∈U ¼ U1 ⊕U2 has an idea
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uk Mð Þ ¼ < vk x, tð Þ þ ck x, tð Þ þ Λ Pk xð Þ� �� �
eη,ψ tð Þ>

þP
2

l¼1
<Yk Nl� �þ zk Nl� �

eη,ψ tð Þ> :
(7)

We calculate the action of the operators included in the extended equation on the
function uk Mð Þ∈M, for which we first decompose ψ i0 tð Þ ¼

Pn
j¼1αij tð Þψ j tð Þ, or we write

by entering the notation

T0uk Mð Þ ¼
X2

l¼1

< ∂τYk Nl� �� ∂
2
ξl
Yk Nl� �þ ∂τzk Nl� �� ∂

2
ξl
zk Nl� �h i

eη,ψ tð Þ> ,

T1uk Mð Þ ¼ < t∂tvk x, tð Þ þ tAT tð Þvk x, tð Þ � B tð Þvk x, tð Þ þ t∂tck x, tð Þ (8)

þtAT tð Þck x, tð Þ � B tð Þck x, tð Þ þ ck x, tð ÞΛ 0ð Þ � B tð ÞΛ Pk xð Þ� �þ tAT tð ÞΛ Pk xð Þ� �

þΛ Pk xð Þ� �
Λ 0ð Þ,ψ tð Þ> þ

X2

l¼1

< t∂tYk Nl� �þ tAT tð ÞYk Nl� �� B tð ÞYk Nl� ��

þt∂tzk Nl� �þ tAT tð Þzk Nl� �� B tð Þzk Nl� �þ zk Nl� �
Λ 0ð Þ�eη,ψ tð Þ>

¼ <D1vk x, tð Þ þD2 ck x, tð Þ þ Λ Pk xð Þ� �� �
eη þ

X2

l¼1

<D1Yk Nl� �þD2zk Nl� �
eη

� �
,ψ tð Þ> ,

D1 � t∂t þ tAT tð Þ � B tð Þ, D2 � D1 þDλ, Dλ ¼
Xn
i¼1

λi 0ð Þ∂ηi ,

Λ 0ð Þ ¼ diag λ1 0ð Þ, λ2 0ð Þ, … , λn 0ð Þð Þ,
A tð Þ ¼ αij

� �
, αij ¼ ψ 0

i tð Þ, ψ j tð Þ
� �

;

Lξuk ¼ < a xð Þ
X2

l¼1

n
2φ0

l xð Þ∂2xξl þ φ00
l xð Þ∂ξl

h i
Yk Nl� �

þ 2φ0
l xð Þ∂2xξl þ φ00

l xð Þ∂ξl
h i

zk Nl� �
eη,ψ tð Þ

o
>

Lxuk Mð Þ ¼ <Lxvk x, tð Þ þ
X2

l¼1

LxYk Nl� �

þ Lxck x, tð Þ þ LxΛ Pk xð Þ� �þ
X2

l¼1

Lxzk Nl� �
" #

eη,ψ tð Þ> :

Iterative equations are written in the form.

T0uk Mð Þ ¼ hk Mð Þ: (9)

Theorem 1: Let conditions (1), (2), and hk Mð Þ∈U2 hold. Then Eq. (9) is solvable
in U.

Proof: Let hk Mð Þ∈U2:

hk Mð Þ ¼
X2

l¼1

< hk,1 Nl� �þ hk,2 Nl� �
eη

h i
,ψ tð Þ> : (10)
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Function (7) will be the solution of Eq. (9) in U. If the functions Yk Nl� �
,zk Nl� �

are
the solution of the equations

∂τYk Nl� �� ∂
2
ξl
Yk Nl� � ¼ hk,1 Nl� �

, ∂τzk Nl� �� ∂
2
ξl
zk Nl� � ¼ hk,2 Nl� �

: (11)

These equations are obtained by substituting (7) into Eq. (9), taking into account
calculations (8) and representation (10). Eqs. (11), with appropriate boundary condi-
tions, have solutions that satisfy the estimates [25]:

Yk Nl� ��� ��< ce�
ξ2
l
8τ, zk Nl� ��� ��< ce�

ξ2
l
8τ :

Theorem 2: Let conditions (1), (2), and hk,3 x, 0ð Þ ¼ 0 hold. Then problem

<D2 ck x, tð Þ þ Λ Pk xð Þ� �� �
,ψ tð Þ> ¼ < hk,3 x, tð Þ,ψ tð Þ> (12)

ck x, 0ð Þ ¼ �Λ vk x, 0ð Þð Þ � Λ Pk xð Þ� �� Λ ck x, 0ð Þ � 1
� �

, 1 ¼ col 1, 1, … , 1ð Þ, (13)

ckii x, tð Þ��t¼0 ¼ �vk,i x, 0ð Þ � Pk
i xð Þ �

Xn

j¼1 i 6¼jð Þ
ckij xð , 0Þ

0
@

1
A,

has a unique solution. Hereinafter, c denotes a matrix with nonzero diagonal, and c
with zero diagonal elements, that is, c ¼ cþ c.

Proof:We write the relation (12) in the coordinate form

Xn
i,j¼1

t ∂tckij x, tð Þ þ
Xn
μ¼1

αμ,i tð Þ ckμ,i xð
�

, tÞ þ Pk
μ xð ÞÞ

" #
þ λj 0ð Þ � λi tð Þ
� �

ckij xð , tÞ
( )

ψ i tð Þeηj

þ
Xn
i¼1

λi 0ð Þ � λi tð Þð ÞPk
i xð Þeηiψ i tð Þ ¼

Xn
i,j¼1

hk,3ij x, tð Þeηjψ i tð Þ:

Removing the degeneracy of this equation, assuming that

λj 0ð Þ � λi tð Þ
� �

ckij xð , tÞ
���
t¼0

¼ hk,3ij x, 0ð Þ, ∀i 6¼ j: (14)

Equating the coefficients ψ , we get

t ∂tckii x, tð Þ þ αii tð Þckii xð , tÞ� �¼ λi tð Þ � λi 0ð Þð ÞPk
i xð Þ þ hk,3ii x, tð Þ � t

Xn
μ¼1

αμ,i tð ÞPk
μ xð Þ, i¼ 1,n,

(15)

t ∂tckij x, tð Þ þ
Xn

μ¼1 i 6¼μð Þ
αμ,i tð Þckμ,j xð , tÞ

2
4

3
5þ λj 0ð Þ � λi tð Þ

� �
ckij x, tð Þ ¼ hkij x, tð Þ, i 6¼ j, i,j¼ 1,n:

(16)

Eq. (15), by virtue of condition hkii x, 0ð Þ ¼ 0, under the initial condition (13), and
Eq. (16) with condition (14) have one-to-one solutions.
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Remarks. In iterative problems, the condition hkii x, 0ð Þ ¼ 0 will be provided by the
choice of the function Pk

i xð Þ.
Theorem 3: Let conditions (1) and (2) be fulfilled. Then Eq. (9) has a unique

solution satisfying the conditions: (a) uk Mð Þ t¼τ¼η¼0 ¼ 0, uk Mð Þ�� ��
x¼l�1,ξl¼0 ¼ 0; (b)

T1uk Mð Þ þ hk Mð Þ∈U2; (c) Lξuk Mð Þ ¼ 0.
Proof: Let satisfy the function (7) to the boundary conditions (a):

< vk x, 0ð Þ þ ck x, 0ð Þ þ Λ Pk xð Þ� �� �
1þ

X2

l¼1

Yk Nl� �þ zk Nl� �
1

� �
t¼τ¼0,ψ 0ð Þ> ¼ 0,

< vk l� 1, tð Þ þ ck l� 1ð�
, tÞ þ Λ Pk xð Þ� ��eη þ

X2

l¼1

Yk Nl� ��
�����
x¼l�1,ξl¼0

þzk Nl� ���
x¼l�1,ξl¼0e

η�,ψ tð Þ> ¼ 0,

Hence, we define

ck x, 0ð Þ ¼ �Λ vk x, 0ð Þð Þ � Λ Pk xð Þ� �� Λ ck x, 0ð Þ1
� �

,

Yk Nl� ���
t¼τ¼0 ¼ 0, zk Nl� ���

t¼τ¼0 ¼ 0, (17)

zk Nl� �j
ξl¼0 ¼ Wk,l x, tð Þ,Wk,l x, tð Þjx¼l�1 ¼ ck l� 1, tð Þ � Λ Pk xð Þ� �

,

Yk Nl� �j
ξl¼0 ¼ dk,l x, tð Þ,

dk,l x, tð Þ
���
x¼l�1

¼ �vk l� 1, tð Þ:

Ensuring the solvability of Eq. (9) with the right side of

Fk Mð Þ ¼ T1uk Mð Þ þ hk Mð Þ∈U2,

based on the calculations (8) and the representation of

hk Mð Þ ¼ < hk,1 x, tð Þ þ hk,2 x, tð Þeη þ
X2

l¼1

hk,3 Nl� �þ hk,4 Nl� �
eη

h i
,ψ tð Þ>

assuming that

<D2 ck x, tð Þ þ Λ Pk xð Þ� �� �
eη,ψ tð Þ> ¼ �< hk,2 x, tð Þeη,ψ tð Þ> , (18)

<D1vk x, tð Þ � hk,1 x, tð Þ,ψ tð Þ> ¼ 0: (19)

Eq. (18) under the initial condition (17), on the basis of Theorem 2, are
uniquely solvable. Eqs. (19) are solved without an initial condition and have a
bounded solution [27].

Eqs. (11) with boundary conditions (17) have solutions that can be represented as

Yk
i Nl� � ¼ dk,li x, tð Þerfc ξl= 2τ1=2

� �h i
þ hk,3i x, tð ÞI1 ξl, τð Þ,
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zkij N
l� � ¼ Wk,l

ij x, tð Þerfc ξl= 2τ1=2
� �h i

þ hk,4ij x, tð ÞI2 ξl, τð Þ,

where erfc xð Þ ¼ 2π�1=2
Ð x
0 e

�t2dt is integral of the additional function and describes a

parabolic boundary layer, dk,l x, tð Þ,Wk,l x, tð Þ are arbitrary functions that are chosen,
like solving the equations

Dxd
k,l
i x, tð Þ ¼ �Dxh

k,3
i x, tð Þ, DxWk,3

ij x, tð Þ ¼ �Dxh
k,4
ij x, tð Þ, Dx � 2φl0 xð Þ∂x þ φl0 0 xð Þ,

(20)

with boundary conditions from (17). Eqs. (20) are obtained by satisfying
condition c) and taking into account that the functions erfc ξl= 2τ1=2

� �� �
and Il ξl, τð Þ

have single estimates.
Thus, a unique solution to Eq. (9) is obtained that satisfies conditions (a)–(c).

1.4 Construction of solutions of iterative equations

For ν ¼ 0,1 the equations for uν Mð Þ are homogeneous; therefore, the condition of
Theorem 1 holds; therefore, the solution of these equations exists and can be
represented in the form (7).

The following iterative equation, on the grounds (8), has a free term

F2 Mð Þ ¼ f x, tð Þ � T1u0 ¼ f x, tð Þ � <D1v0 x, tð Þ þD2 c0 x, tð Þ þ Λ P0 xð Þ� �� �
eη

þ
X2

l¼1

D1Y0 Nl� �þD2z0 Nl� �
eη

� �
,ψ tð Þ> :

We decompose f x, tð Þ by the system ψ i tð Þ and substitute it with the previous
relation. Further, providing the conditions of Theorem 1, we set

D1v0 x, tð Þ ¼ f x, tð Þ, t ∂tv0,i x, tð Þ þ
Xn
μ¼1

αiμ tð Þv0,μ xð , tÞ
" #

� λi tð Þv0i x, tð Þ ¼ f x, tð Þ, ψ ið Þ,

<D2 c0 x, tð Þ þ Λ P0 xð Þ� �� �
,ψ tð Þ> ¼ 0:

The first system has a smooth solution, and the second system by Theorem 2 is
solvable if

t ∂tc0ii þ αii tð Þc0ii xð , tÞ� � ¼ λi tð Þ � λi 0ð Þð ÞP0
i xð Þ � t

Xn
μ¼1

αμ,i tð ÞP0
μ xð Þ,

c0ii x, tð Þ��t¼0 ¼ �vi0 x, 0ð Þ � P0
i xð Þ, (21)

t ∂tc0ij þ
Xn

μ¼1 μ6¼ið Þ
αμ,i tð Þc0μi xð , tÞ

2
4

3
5þ λj 0ð Þ � λi tð Þ

� �
c0ij x, tð Þ ¼ 0,

λj 0ð Þ � λi tð Þ
� �

c0ij x, 0ð Þ ¼ 0, i 6¼ j, i,j ¼ 1,n: (22)

Problem (21) is uniquely solvable, and problem (22) has a trivial solution.
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For k ¼ 3, by Theorem 3, ensuring condition (c) for d0,l x, tð Þ and W0,l x, tð Þ, we
obtain problem

Dxd
0,l
i x, tð Þ ¼ 0, d0,li x, tð Þ

���
x¼l�1

¼ �v0,i l� 1, tð Þ,

DxW0,l
ij x, tð Þ ¼ 0, W0,l

ij x, tð Þ
���
x¼l�1

¼ �c0ij l� 1, tð Þ:

By this, we have determined the main term of the asymptotic. In addition, condi-
tions (b) of Theorem 3 gives

D1v1,i ¼ 0, t ∂tc1ii þ αii tð Þc1ii
� � ¼ λi tð Þ � λi 0ð Þð ÞP1

i xð Þ � t
Xn
μ¼1

αμ,i tð ÞP1
μ xð Þ,

c1ii x, tð Þ��t¼0 ¼ �v1i x, 0ð Þ � P1
i xð Þ,

t ∂tc1ij þ
Xn

μ¼1 μ6¼ið Þ
αμ,i tð Þc1μj xð , tÞ

2
4

3
5þ λj 0ð Þ � λi tð Þc1ij x, tð Þ ¼ 0, c1ij x, tð Þ

���
t¼0

:
�

From here we define v1i x, tð Þ ¼ 0, below it will be shown that P1
i xð Þ ¼ 0, therefore

c1ii x, tð Þ ¼ 0, and from the last equation we find c1ij x, tð Þ ¼ 0, i 6¼ j.
In the next k ¼ 4 step free member

∂t,

F4 Mð Þ ¼ �T1u2 þ Lξu1 � ∂tu0:

Satisfying condition (c) of Theorem 3, we obtain the problems

Dxd
1,l
i x, tð Þ ¼ 0, d1,li x, tð Þ

���
x¼l�1

¼ �v1,i l� 1, tð Þ ¼ 0,

DxW1,l
ij x, tð Þ ¼ 0, W1,l

ij x, tð Þ
���
x¼l�1

¼ �c1ij l� 1, tð Þ ¼ 0:

That is, d1,li x, tð Þ ¼ 0, W1
ij,l x, tð Þ ¼ 0, and, therefore, u1 Mð Þ ¼ 0. Regarding

Y3
i Nl� �

,W3
ij N

l� �
we obtain homogeneous equations, therefore

Y3
i Nl� � ¼ d3li x, tð Þerfc ξl= 2τ1=2

� �h i
, W3

ij N
l� � ¼ W3,l

ij x, tð Þerfc ξl= 2τ1=2
� �h i

:

We calculate

F4 Mð Þ ¼ �<D1v2 x, tð Þ þD2 c2 x, tð Þ þ Λ P2 xð Þ� �� �
eη

þ
X2

l¼1

Y2 Nl� �þ z2 Nl� �
eη

� �
,ψ tð Þ> � < ∂tv0 x, tð Þ þ AT tð Þv0 x, tð Þ

þ ∂tc0 x, tð Þ þ AT tð Þc0 xð , tÞ þ A tð ÞΛ P0 xð Þ� ��
eη

þ
X2

l¼1

∂tY0 Nl� �þ AT tð ÞY0 Nl� �� þ ∂tz0 Nl� �þ AT tð Þz0 Nl� �� �
eη
�
,ψ tð Þ>
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and ensuring the solvability in U of the iteration equation for k ¼ 4, we assume

<Dtv2 x, tð Þ,ψ tð Þ> ¼ �< ∂tv0 x, tð Þ þ A tð Þv0 x, tð Þ,ψ tð Þ> , (23)

D2 c2 x, tð Þ þ Λ P2 xð Þ� �� �
,ψ tð Þ> ¼ �< ∂tc0 x, tð Þ þ A tð Þc0 x, tð Þ þ A tð ÞΛ P0 xð Þ� �

,ψ tð Þ> :

The solvability of the second system is ensured by the choice of P0 xð Þ:

Λ P0 xð Þ� � ¼ �A�1 tð Þ ∂tc0 x, tð Þ þ A tð Þc0 x, tð Þ½ �,

P0
i xð Þ ¼ α�1

ii ∂tc0ii x, tð Þ þ
Xn

k¼1

αki tð Þc0ki x, tð Þ
" #

t¼0

,

as well as

< c2 x, tð ÞΛ 0ð Þ � Λ tð Þc2 x, tð Þ,ψ tð Þ> jt¼0

¼ �< ∂tc0 x, tð Þ þ A tð Þc0 x, tð Þ þ A tð ÞΛ P0 xð Þ� �
,ψ tð Þ>

c2ij x, tð Þ
���
t¼0

¼ 1
λj 0ð Þ � λi 0ð Þ ∂tc0ij x, tð Þ þ

Xn

k¼1

αki tð Þc0kj xð , tÞ þ αji tð ÞP0
j xð Þ

" #

t¼0

, i 6¼ j:

(24)

Under such assumptions, the second system of (23) is solvable. It is solved under
the initial conditions (24) and the initial condition c2ii x, tð Þ��t¼0 ¼ �v2i x, 0ð Þ � P2

i xð Þ,
which is obtained from (17). This completely defines the main term of the asymptotic.

Further, repeating the process described above, we find all the coefficients of the
partial sum (5), and the coefficients with odd indices are zero.

1.5 Estimates of the remainder term

Denote by Rεn Mð Þ ¼ ~u M, εð Þ � uεn Mð Þ, where uεn Mð Þ ¼Pn
k¼0ε

ku2k Mð Þ: Substitut-
ing ~u M, εð Þ ¼ uεn Mð Þ þ Rεn Mð Þ into the extended problem (3), then, taking into
account (6), with respect to Rεn Mð Þ, we obtain

~LεRεn Mð Þ ¼ εnþ1gεn Mð Þ, Rεn Mð Þjt¼τ¼0 ¼ Rεn Mð Þjx¼l�1,ξl¼0 ¼ 0, l ¼ 1,2,

where the function gεn Mð Þ is expressed through uε,k Mð Þ. Producing constriction
this problem, taking into account the identity (4), with respect to
Rε,n x, t, εð Þ � Rεn Mð Þð Þjζ¼γ x, t, εð Þ we get the problem

LεRε,n x, t, εð Þ ¼ εnþ1gεn x, t, εð Þ, Rεnjt¼0 ¼ Rεnjx¼l�1 ¼ 0, l ¼ 1,2:

From the construction of solutions to iterative problems, it can be seen that the
function gεn x, t, εð Þ is uniformly bounded in Ω. Applying the maximum principle [28],
we can establish a uniform estimate in Ω

Rεn x, t, εð Þk k< cεnþ1: (25)
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Theorem 4: Let conditions (1) and (2) be fulfilled. Then the function uεn x, t, εð Þ is
a uniform asymptotic solution of problem (1), that is, the estimate (25) holds.

2. A singularly perturbed parabolic equation system

We consider the first boundary-value problem for a system of singularly perturbed
parabolic equations

Lεu � εþ tð Þ∂tu� ε2A xð Þ∂2xu�D tð Þu ¼ f x, tð Þ, x, tð Þ∈Ω, (26)

u x, 0, εð Þ ¼ h xð Þ, u 0, t, εð Þ ¼ u 1, t, εð Þ ¼ 0,

where Ω ¼ 0, 1ð Þ � 0, Tð �, ε>0 is a small parameter,

u ¼ u x, t, εð Þ ¼ col u1 x, t, εð Þ, u2 x, t, εð Þ, un x, t, εð Þð Þ,A xð Þ∈C∞ 0, 1½ �, ℂn2
� �

,

D tð Þ∈C∞ 0, T½ �, ℂn2
� �

,f x, tð Þ∈C∞ Ω, ℂn� �
:

The work is a continuation of [29], where instead of the matrix-function A xð Þ,
there was a scalar function and an asymptotic of the solution was constructed
containing two functions describing the boundary layers along x ¼ 0 and x ¼ 1.
Lomov was the first to introduce the concept of a power-law boundary layer based on
the study of the Lighthill equation and he based his method on it [29]. In this case, the
asymptotics contains 2m parabolic boundary layer functions describing the boundary
layers along x ¼ 0 and x ¼ 1.

The asymptotics of the solution to this problem, along with the parabolic boundary

layer function (the parabolic boundary layer is described by the function), erfc φ xð Þ
2ε
ffiffi
t

p
� �

,

also contain the power boundary layer function

Πε tð Þ ¼ ε

εþ t

� �λ

, λ>0

as well as their products, which describe the corner boundary layer in the vicinity
of 0, 0ð Þ.

Construction of the asymptotic solution of a singularly perturbed system of
parabolic equations is devoted to works [8–10] and [30]. In Ref. [8], a regularized
asymptotic is constructed in the case when the matrix of coefficients for the desired
function has zero multiple eigenvalues. A similar problem was studied in [9] and an
asymptotic of the boundary layer type was constructed. The method of boundary
functions in [10] studied the bisingular problem for systems of parabolic equations,
which is characterized by the presence of non-smoothness of the asymptotic terms
and a singular dependence on a small parameter. In Ref. [30] and [26], various
problems for split systems of two equations of parabolic type were studied, and
asymptotics of the boundary layer type were constructed. The problems of
differential equations of parabolic type with a small parameter were studied in
Ref. [24, 31, 32].
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2.1 Statement of the problem

We consider the first boundary-value problem (26). The problem is solved under
the following assumptions:

1.For n-dimensional vector functions f x, tð Þ and h xð Þ, the inclusions
f x, tð Þ∈C∞ Ω, ℂn� �

, h xð Þ∈C∞ 0, 1½ �, ℂnð Þ,

are fulfilled for n� n-matrix-valued functions D tð Þ and A xð Þ-inclusions
D tð Þ∈C∞ 0, T½ �, ℂn�nð Þ, A xð Þ∈C∞ 0, 1½ �, ℂn�nð Þ;

2.The real parts of all roots λi xð Þ, i ¼ 1,n, of the equation det A xð Þ � λEð Þ ¼ 0 are
positive and λi xð Þ 6¼ λj xð Þ for all x∈ 0, 1½ �, i 6¼ j, i,j ¼ 1,n;

3.The real parts of the eigenvalues βj tð Þ, j ¼ 1,n of the matrix D tð Þ are negative,
that is, Re βj 0ð Þ<0 and βi 0ð Þ 6¼ βj tð Þ ∀t∈ 0, T½ �, i 6¼ j, i,j ¼ 1,n;

4.Completed the conditions of approval of the initial and boundary conditions
h 0ð Þ ¼ h 1ð Þ ¼ 0.

2.2 Regularization of the problem

Following [29], p. 316; 30, P. 18], we introduce regularizing variables

ξi,l ¼
φi,l xð Þffiffiffiffi

ε3
p ;φi,l xð Þ ¼ �1ð Þl�1

ðx
l�1

dsffiffiffiffiffiffiffiffiffi
λi sð Þ

p ,l ¼ 1,2,i ¼ 1,n, (27)

τ ¼ 1
ε
ln

tþ ε

ε

� �
, μj ¼ βj 0ð Þ ln tþ ε

ε

� �
� Kj t, εð Þ,j ¼ 1,n,

and an extended function such that

~u M, εð Þjξ¼φ xð Þ=ε � u x, t, εð Þ,M ¼ x, t, ξ, τ, μð Þ, ξ ¼ ξ1, ξ2ð Þ,
ξl ¼ ξ1,l, ξ2,l, … , ξn,l

� �
,φ xð Þ ¼ φ1 xð Þ, φ2 xð Þð Þ, (28)

φl xð Þ ¼ φ1,l, φ2,l xð Þ, … , φn,l xð Þ� �
, l ¼ 1,2, μ ¼ μ1, μ2, … , μnð Þ:

Based on (27), we find the derivatives from (28):

∂tu � ∂t~uþ 1
ε tþ εð Þ ∂τ~uþ

Xn
j¼1

βj 0ð Þ
tþ ε

∂μj~u

 !�����
θ¼χ x, t, ξ, τ, μð Þ

,

∂xu � ∂x~uþ
X2

l¼1

Xn
i¼1

1ffiffiffiffi
ε3

p φ0
i,l xð Þ∂ξi,l~u

� � !�����
θ¼χ x, t, ξ, τ, μð Þ

,

∂
2
xu � ∂

2
x~uþ

X2

l¼1

Xn
i¼1

1
ε3

φ0
i,l xð Þ� �2

∂
2
ξi,l
~uþ 1ffiffiffiffi

ε3
p Lξ

i,l~u
� � !�����

θ¼χ x, t, ξ, τ, μð Þ
,
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Lξ
i,l~u ¼ 2φ0

i,l xð Þ∂2xξi,l~uþ φ00
i,l xð Þ∂ξi,l~u, χ x, t, εð Þ ¼ φ xð Þffiffiffiffi

ε3
p ,

1
ε
ln

tþ ε

ε

� �
, K tð , εÞ

� �
,

K t, εð Þ ¼ K1 t, εð Þ, K2 tð , εÞ, … , Kn tð , εÞð Þ, θ ¼ τ, μ, ξð Þ:

According to these calculations, as well as (26) and (28), we pose the following
extended problem

~Lε~u � ε∂t~uþ 1
ε
T0~uþ T1~u� ffiffiffi

ε
p

Lξ~u� t∂t~u� ε2Lx~u ¼ f x, tð Þ, (29)

~ujt¼0 ¼ 0, ~u x¼0,ξi,1¼0 ¼ ~u
�� ��

x¼1,ξi,2¼0 ¼ 0, i ¼ 1,n,

T0~u ¼ ∂τ~u�
X2

l¼1

Xn
i¼1

φ0
i,l xð Þ� �2A xð Þ∂2ξi,l~u, T1~u ¼ t∂t~uþ

X∞
j¼1

βj 0ð Þ∂μj~u�D tð Þ~u,

Lξ~u ¼
X2

l¼1

Xn
i¼1

A xð ÞLξ
i,l~u, Lx~u ¼ A xð Þ∂2x~u:

In this case, the identity holds

~Lε~u M, εð Þ� �
θ¼χ x, t, ξ, τ, μð Þ � Lεu x, t, εð Þ: (30)

The solution to the extended problem (29) will be defined as a series

~u M, εð Þ ¼
X∞

k¼0

εk=2uk Mð Þ: (31)

Substituting (31) into problem (29) and equating the coefficients for the same
powers of P, we obtain the following equations:

T0u0 ¼ 0, T0u1 ¼ 0, T0u2 ¼ f x, tð Þ � T1u0, T0u3 ¼ Lξu0 � T1u1, (32)

T0uk ¼ Lξuk�3 þ Lxuk�6 � ∂tuk�4 � T1uk�2:

The initial and boundary conditions for them are set in the form

uk Mð Þjt¼μ¼τ¼0 ¼ 0,

uk Mð Þjx¼l�1,ξi,l¼0 ¼ 0, k≥0, i ¼ 1,n, l ¼ 1,2:

2.3 Solvability of iterative problems

Each of the problems (32) has innumerable solutions, therefore, we single out a
class of functions in which these problems were uniquely solvable. We introduce the
following function classes:

U1 ¼ V x, tð Þ : Vðx, tÞ ¼
Xn
i¼1

vi xð , tÞψ i tð Þ, vi xð , tÞ∈C∞ Ω
� �

( )
,

126

Boundary Layer Flows - Modelling, Computation, and Applications of Laminar,Turbulent…



U2 ¼ Y Nð Þ : Y Nð Þ ¼
X2

l¼1

Xn
i¼1

yli N
l
i

� �
bi xð Þ, yli N

l
i

� ��� ��< c exp � ξi,l
8τ

� �( )
,

U3 ¼ C x, tð Þ : C xð , tÞ ¼
Xn
i¼1

Xn
j¼1

cij x, tð Þexp μj

� �
þ pi xð Þ

" #
ψ i tð Þ, cij xð , tÞ∈C∞ Ω

� �( )
,

U4 ¼ Z Nð Þ : Z Nð Þ ¼
X2

l¼1

Xn
i, j¼1

zli,j N
l
i

� �
bi xð Þ exp μj

� �
, zli,j N

l
i

� ����
���< c exp � ξ2i,l

8τ

 !( )
,

where Nl
i ¼ x, t, ξi,l, τ, μi

� �
, i ¼ 1,2,… ,n, l ¼ 1,2: From these classes of functions

we construct a new class as a direct sum: U ¼ U1 ⊕U2 ⊕U3 ⊕U4: The function
uk Mð Þ∈U is representable in vector form

uk Mð Þ ¼ Ψ tð Þ Vk x, tð Þ þ Ck xð , tÞ exp μð Þ� �

þ
X2

l¼1

B xð Þ Yk,l Nl� �þ Zk,l Nl� �
exp μð Þ� �

, Ck x, tð Þ ¼ Ck
1 x, tð Þ þ Λ P xð Þð Þ,

Ck
1 x, tð Þ ¼ cij x, tð Þ� �

, Vk x, tð Þ ¼ col vk1, vk2, … , vknð Þ,

Yk,l Nl� � ¼ col yk,l1 Nl
1

� �
, yk,l2 Nl

2

� �
, … , yk,ln Nl

n

� �� �
, Zk,l Nl� � ¼ zk,lij Nl

i

� �� �
,

Ψ tð Þ ¼ ψ1 tð Þ, ψ2 tð Þ, … , ψn tð Þð Þ, B xð Þ ¼ b1 xð Þ, b2 xð Þ, … , bn xð Þð Þ,
exp μð Þ ¼ col exp μ1ð Þ, exp μ2ð Þ, … , exp μnð Þð Þ

or in coordinate form

uk Mð Þ ¼
Xn
i¼1

vk,i x, tð Þψ i tð Þ þ
X2

l¼1

Xn
i¼1

yk,li Nl
i

� �
bi xð Þ (33)

þ
Xn
i,j¼1

cki,j x, tð Þψ i tð Þ þ
X2

l¼1

zk,li,j Nl
i

� �
bi xð Þ

( )
exp μj

� �
þ
Xn
i¼1

pki xð Þψ i tð Þ exp μið Þ:

The vector-functions bi xð Þ,ψ i tð Þ included in these classes are eigenfunctions of the
matrices A xð Þ and D tð Þ, respectively

A xð Þbi xð Þ ¼ λi xð Þbi xð Þ, D tð Þψ i tð Þ ¼ βi tð Þψ i tð Þ, i ¼ 1,n: (34)

Moreover, according to condition (1), they are smooth in their arguments.
Along with the eigenvectors bi xð Þ and ψ i tð Þ, the eigenvectors b ∗

i xð Þ,ψ ∗
i tð Þ, i ¼ 1,n

of the conjugate matrices A ∗ xð Þ, D ∗ tð Þ will be used

A ∗ xð Þb ∗
i xð Þ ¼ λi xð Þb ∗

i xð Þ, D ∗ tð Þψ ∗
i tð Þ ¼ βi tð Þψ ∗

i tð Þ
and they are selected biorthogonal

bi xð Þ, b ∗
j xð Þ

� �
¼ δi,j, ψ i tð Þ, ψ ∗

j tð Þ
� �

¼ δi,j, i,j ¼ 1,n,

where δi,j is the Kronecker symbol.
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We calculate the action of the operators T0,T1,Lξ,Lx on the function uk M, εð Þ from
(34), taking into account relations (35) and

φ02
i,l xð Þ ¼ 1

λi xð Þ ,i ¼ 1,n

we have

T0uk Mð Þ �
Xn
i¼1

X2

l¼1

∂τyk,li Nl
i

� �� ∂
2
ξi,l
yk,li Nl

i

� �n
(35)

þ
Xn
j¼1

∂τzk,li,j Nl
i

� �� ∂
2
ξi,l
zk,li,j Nl

i

� �h i
exp μj

� �o
bi xð Þ;

or vector form

T0uk Mð Þ �
X2

l¼1

B xð Þ ∂τYk,l Nl� �� ∂
2
ξl
Yk,l Nl� �n

þ ∂τZk,l Nl� �� ∂
2
ξl
Zk,l Nl� �h i

exp μð Þ
o
,

Yk,l Nl� �
is n-vector, Zk,l Nl� �

is n� n-matrix. Here B xð Þ is a matrix function n� nð Þ
whose columns are the eigenvectors bi xð Þ of the matrix A xð Þ. We calculate

T1uk ¼ t∂tuk þ
Xn
j¼1

βj 0ð Þ∂μjuk �D tð Þuk

¼ t
Xn
i¼1

∂tvk,i þ
Xn
r¼1

αr,i tð Þvk,r xð , tÞ
" #

ψ i tð Þ þ
X2

l¼1

∂tyk,li Nl
i

� �
bi xð Þ

(

þ
Xn
j¼1

∂tckij x, tð Þ þ
Xn
r¼1

αri tð Þckr,j xð , tÞ þ αji tð Þpkj xð Þ
 !

ψ i tð Þ
"

(36)

þ
X2

l¼1

zk,lij Nl
i

� �
bi xð Þ

#
exp μj

� �)

þ
Xn
i,j¼1

βj 0ð Þckij x, tð Þψ i tð Þ exp μj

� �
þ
Xn
i¼1

βi 0ð Þpki xð Þψ i tð Þ exp μið Þ

þ
X2

l¼1

Xn
i,j¼1

βj 0ð Þzk,li,j x, tð Þbi xð Þ exp μj

� �

�
Xn
i¼1

βi tð Þvkiðx, tÞψ i tð Þ þ
X2

l¼1

Xn
r¼1

γr,i xð , tÞyk,li Nl
i

� �
bi xð Þ

( )

�
Xn
i,j¼1

βj tð Þcki,j x, tð Þψ i tð Þ exp μj

� �
�
Xn
i¼1

βi tð Þpki xð Þψ i tð Þ exp μið Þ

�
X2

l¼1

Xn
i,j¼1

Xn
r¼1

γr,i x, tð Þzk,lr,j Nl
i

� �
bi xð Þ exp μj

� �
:

Here αi,r ¼ ψ 0
i tð Þ, ψ ∗

r tð Þ� �
, γi,r x, tð Þ ¼ D tð Þbi xð Þ, b ∗

r xð Þ� �
:
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It will be shown below that the scalar functions yk,li Nl� �
and zk,li,j Nl� �

are represent-
able in the form

yk,li Nl
i

� � ¼ dk,li x, tð Þyk,li ξl, τð Þ, zk,li,j Nl
i

� � ¼ ωk,l
i,j x, tð Þzk,li,j ξl, τð Þ:

Given these representations, we calculate

Lξuk Mð Þ ¼
X2

l¼1

A xð Þ
Xn
i¼1

2φ0
i xð Þ bi xð Þdk,li xð , tÞ
� �

x

hn
(37)

þφ00
i xð Þ bi xð Þdk,li xð , tÞ
� �i

∂ξi,l y
k,l
i ξi,l, τ
� �

þ
Xn
j¼1

2φ0
i xð Þ bi xð Þωk,l

i,j xð , tÞ
� �

x

h
þφ00

i xð Þ bi xð Þωk,l
i,j xð , tÞ

� �i
∂ξi,l z

k,l
i,j ξi,l, τ
� �

exp μj

� �o
,

Lxuk Mð Þ ¼ A xð Þ ∂
2
x Vk x, tð Þð Þ þ

X2

l¼1

∂
2
x B xð ÞYl,k Nl� �� �"

þ∂
2
x Ψ tð ÞCk,0 xð , tÞ� �

exp μð Þ þ
X2

l¼1

∂
2
x B xð ÞZl,k Nl� �� �

exp μð Þ
#
:

Satisfy the function (34) of the boundary conditions from (29)

yk,li Nl
i

� �
t¼τ¼μ¼0 ¼ 0, zk,li,j Nl

i

� ����
���
t¼τ¼μ¼0

¼ 0, (38)

ckii x, 0ð Þ ¼ �vk,i x, 0ð Þ � pki xð Þ �
X
i 6¼j

ckij x, 0ð Þ,

yk,li Nl
i

� �
ξi,l¼0 ¼ dk,li xð , tÞ, dk,li xð , tÞbi xð Þ
���

���
x¼l�1

¼ �vi l� 1, tð Þψ i tð Þ,

zk,li,j Nl
i

� �
ξi,l¼0 ¼ ωk,l

i,j xð , tÞ, ωk,l
i,j xð , tÞbi xð Þ

���
���
x¼l�1

¼ � ci,j l� 1, tð Þ þ pi l� 1ð Þ� �
ψ i tð Þ:

In general form, the iterative Eqs. (32) are written as

T0uk Mð Þ ¼ hk Mð Þ: (39)

Theorem 1: Let hk Mð Þ∈U and conditions (2) and (3) on hold. Then Eq. (40) has a
solution uk Mð Þ∈U, if the equations are solvable

∂τyk,li Nl
i

� �� ∂
2
ξi,l
yk,li Nl

i

� � ¼ hk,1i Nl
i

� � � hi
k,1

x, tð Þhi
k,1

ξi,1, τ
� �

, (40)

∂τzk,li,j Nl
i

� �� ∂
2
ξi,l
zk,li,j Nl

i

� � ¼ hk,2ij Nl
i

� � � h
k,2
ij x, tð Þhi

k,2
ξi,2, τ
� �

:

Proof: Let hk Mð Þ ¼P2
l¼1
Pn

i¼1 hk,1i Nl
i

� �þPn
j¼1h

k,2
ij Nl

i

� �
exp μj

� �h i
bi xð Þ∈U. Pose

(34) into Eq. (40), then, on the basis of calculations (38), with respect
yk,li Nl

i

� �
, zk,lij Nl

i

� �
, we obtain Eqs. (41). These equations, under appropriate boundary

value conditions
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yk,li Nl
i

� �
t¼τ¼μ¼0 ¼ 0, yk,li Nl

i

� ����
���
ξi,l¼0

¼ dk,li x, tð Þ,

zk,li,j Nl
i

� �
t¼τ¼μ¼0 ¼ 0, zk,li,j Nl

i

� ����
���
ξi,l¼0

¼ ωk,l
i,j x, tð Þ:

Solutions are represented in the form

yk,li Nl
i

� � ¼ dk,li x, tð Þerfc ξi,l
2
ffiffiffi
τ

p
� �

þ hi
k,1

x, tð ÞI1 ξi,l, τ
� �

,

zk,li,j Nl
i

� � ¼ ωk,l
i,j x, tð Þerfc ξi,l

2
ffiffiffi
τ

p
� �

þ hij
k,2

x, tð ÞI2 ξi,l, τ
� �

,

Ir ξi,l, τ
� � ¼ 1

2
ffiffiffi
π

p
ðτ
0

ð∞
0

h
k,r

i η, sð Þffiffiffiffiffiffiffiffiffiffi
τ � s

p exp � ξi,l � η
� �2
4 τ � sð Þ

 !"

� exp � ξi,l þ η
� �2
4 τ � sð Þ

 !#
dηds, r ¼ 1,2,

where h
k,r
i x, tð Þ,hk,ri η, sð Þ are known functions. Evaluation of the integral

Ir ξi,l, τ
� ��� ��≤ c exp � ξ2i,l

8τ

 !
:

Theorem 2: Let conditions (1)–(4) be satisfied, then Eq. (32) under additional
conditions

1.uk t¼μ¼τ¼0 ¼ 0, uk
�� ��

x¼l�1,ξi,l¼0 ¼ 0, l ¼ 1,2;

2.�T1uk � ∂tuk�2 þ Lxuk�4 ∈U2 ⊕U4;

3.Lξuk ¼ 0,

has a unique solutionin U.
Proof: Satisfying the function uk Mð Þ∈U with the boundary conditions from (26)

we obtain (39). Based on calculations (36–38) we have

�T1uk � ∂tuk�2 þ Lxuk�4 ¼ �t
Xn
i¼1

∂tvk,i x, tð Þψ i tð Þ
(

þ
Xn
r¼1

αri tð Þvk,r x, tð Þψ i tð Þ þ
Xn
r¼1

αri tð Þpkr xð Þψ i tð Þ exp μrð Þ

þ
Xn
j¼1

∂tckij þ
Xn
r¼1

αr,i tð Þckr,j xð , tÞ
" #

ψ i tð Þ exp μj

� �

þ
X2

l¼1

∂tyk,li Nl� �þ
Xn
j¼1

∂tzkij N
l� �
exp μj

� �" #
bi xð Þ

)
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�
Xn
i,j¼1

ψ i tð Þcki,j x, tð Þ βj 0ð Þ � βj tð Þ
� �

exp μj

� �

�
Xn
i¼1

ψ i tð Þpki xð Þ βi 0ð Þ � βi tð Þð Þ exp μið Þ

þ
X2

l¼1

Xn
i¼1

Xn
r¼1

γir x, tð Þbr xð Þyk,li Nl� �þ
Xn
j¼1

Xn
r¼1

γi,r xð , tÞbr xð Þzk,li,j Nl� �
exp μj

� �( )

�
Xn
i¼1

Xn
r¼1

αr,i tð Þpk�2
r xð Þ exp μrð Þψ i tð Þ

�
Xn
i¼1

∂tvk�2,i þ
Xn
r¼1

αr,i tð Þvk�2,r þ
Xn
j¼1

∂tck�2
i,j þ

Xn
r¼1

αr,i tð Þck�2
r,j xð , tÞ

" #
exp μj

� �( )
ψ i tð Þ

�
X2

l¼1

Xn
i¼1

∂tyk,li Nl� �þ
Xn
j¼1

∂tzk,li,j Nl� �
exp μj

� �( )
bi xð Þ

þA xð Þ
Xn
i¼1

∂
2
xvk�4,i þ

Xn
j¼1

∂
2
x ck�4

i,j x, tð Þ þ pk�4
i xð Þ

h i
exp μj

� �( )
ψ i tð Þ

þA xð Þ
X2

l¼1

Xn
i¼1

∂
2
x yk,li Nl� �þ

Xn
j¼1

zk,li,j Nl� �
exp μj

� �" #
bi xð Þ

 !
:

Providing the condition of Theorem 1, we set

t ∂tVk þ AT tð ÞVk
� � ¼ �∂tVk�2 � LxVk�4 x, tð Þ, (41)

t ∂tCk þ AT tð Þ Ck x, tð Þ þ Λ Pk xð Þ� �� �� �þ Ck x, tð Þ þ Λ Pk xð Þ� �� �
Λ β 0ð Þð Þ

�Λ β tð Þð Þ Ck x, tð Þ þ Λ Pk xð Þ� �� �
(42)

¼ �∂tCk�2 � AT tð Þ Ck�2 þ Λ Pk�2 xð Þ� �� �þ Lx Ck�4 þ Λ Pk�4 xð Þ� �� �
,

Eq. (43) is solved without an initial condition and uniquely determines the
function Vk x, tð Þ [27].

Providing the solvability of Eq. (44) we set

Ck x, tð ÞΛ β 0ð Þð Þ � Λ β tð Þð ÞCk x, tð Þ
����
t¼0

¼ �∂tCk�2 � AT tð ÞCk�2 x, tð Þ � AT tð ÞΛ Pk�2� �þ Lx Ck�4� �����
t¼0

AT tð ÞΛ Pk�2 xð Þ� � ¼ �∂tCk�2 � AT tð ÞCk�2 � Lx Ck�4 x, tð Þ þ Λ Pk�4 xð Þ� �� �� �

or in coordinate form
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ckij x, tð Þ
���
t¼0

¼ � 1
βj 0ð Þ � βi tð Þ

∂tck�2
ij þ

X
r 6¼j

αri tð Þck�2
rj xð , tÞ � qij x, tÞð �t¼0,

2
4

pk�2
i xð Þ ¼ � 1

αii tð Þ ∂tck�2
ii þ αii tð Þck�2

ii � qii xð , tÞ� �
t¼0,

where qij x, tð Þ is known function included in A xð Þ∂2x Ck�4 x, tð Þ þ Λ Pk�4 xð Þ� �� �
.

On the basis of (38), condition (3), Theorem 2 is ensured if arbitrary functions
dl,ki x, tð Þbi xð Þ,.

ωk,l
ij x, tð Þbi xð Þ are solutions to the problems

2φ0
i,l xð Þ dl,ki x, tð Þbi xð Þ

� �
x0
þ φ00

i,l xð Þ dl,ki x, tð Þbi xð Þ
� �

¼ 0,

dl,ki x, tð Þbi xð Þ
���
x¼l�1

¼ �vk l� 1, tð Þψ i tð Þ, i ¼ 1,n,

2φ0
i,l xð Þ ωl,k

i,j x, tð Þbi xð Þ
� �

x0
þ φ00

i,l xð Þ ωl,k
i,j x, tð Þbi xð Þ

� �
¼ 0,

ωl,k
i,j x, tð Þbi xð Þ

���
x¼l�1

¼ � ckij l� 1, tð Þ þ pi l� 1ð Þ
h i

ψ j tð Þ:

Thus, arbitrary functions dl,ki x, tð Þ, ωk,l
ij x, tð Þ, vki x, tð Þ, ck,lij x, tð Þ included in (34)

are uniquely determined.
Iterative Eq. (32) for k ¼ 0,1 is homogeneous; therefore, by Theorem 1, it has a

solution uk Mð Þ∈U if the functions yl,ki Nl
i

� �
,zl,ki,j Nl

i

� �
are solutions of the equations

∂τyk,li Nl
i

� � ¼ ∂ξ2i,l
yk,li Nl

i

� �
, ∂τzk,li,j Nl

i

� � ¼ ∂ξ2i,l
zk,li,j Nl

i

� �

for boundary value conditions

yk,li Nl
i

� �
t¼τ¼0 ¼ 0, yk,li Nl

i

� ����
���
ξi,l¼0

¼ dk,li x, tð Þ,

zk,li,j Nl
i

� �
t¼τ¼0 ¼ 0, zk,li,j Nl

i

� ����
���
ξi,l¼0

¼ ωk,l
i,j x, tð Þ:

From this problem, we find

y0,li Nl
i

� � ¼ d0,li x, tð Þerfc ξi,l
2
ffiffiffi
τ

p
� �

, z0,li,j Nl
i

� � ¼ ω0,l
i,j x, tð Þerfc ξi,l

2
ffiffiffi
τ

p
� �

:

The functions d0,li x, tð Þ,ω0,l
i,j x, tð Þ are determined from problems (44) which ensure

that condition Lξu0 ¼ 0 is satisfied. Using calculations (37), the free term of iterative
Eq. (32) at k ¼ 2 is written as F2 Mð Þ ¼ �T1u0 Mð Þ þ f x, tð Þ by Theorem 1, an equation
with such a free term is solvable in U, if

t
Xn
i¼1

∂tv0,i x, tð Þ þ
Xn
r¼1

αri xð Þv0,r xð , tÞ
" #

� βi tð Þv0,i xð , tÞ
( )

¼ f x, tð Þ
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t
Xn
i,j¼1

∂tc0ij x, tð Þ þ
Xn
r¼1

αri tð Þc0rj xð , tÞ
" #

þ αji tð Þp0j xð Þ
( )

þ
Xn
i,j¼1

βj 0ð Þ � βi tð Þ
h i

c0ij x, tð Þ þ
Xn
i¼1

βi 0ð Þ � βi tð Þ½ �p0i xð Þ ¼ 0: (43)

From (47) we uniquely determine c0i,j x, tð Þ ¼ 0,∀i 6¼ j and the function c0i,i x, tð Þ is
determined from the equation

t ∂tc0ii x, tð Þ þ αii tð Þc0ii xð , tÞ� �þ βi 0ð Þ � βi tð Þð Þc0ii x, tð Þ þ βi 0ð Þ � βi tð Þ½ �p0i xð Þ ¼ 0

under the initial condition

c0ii x, 0ð Þ ¼ �v0,i x, 0ð Þ � p0i xð Þ:

The first equation from (47), by virtue of condition (2), has a solution satisfying
the condition [27] v0 x, 0ð Þ�� ��<∞: We calculate the free term of Eq. (32) at k ¼ 3:

F3 Mð Þ ¼ �T1u1,

which has the same view as T1u0. Providing the solvability of equation T0u3 ¼
�T1u1 in U, with respect to c1ij x, tð Þ,v1i x, tð Þ we obtain Eqs. (47).

In the next step, k ¼ 4ð Þ the free term has the view

F4 Mð Þ ¼ �T1u2 � ∂tu0 þ Lξu1:

The functions d1,li x, tð Þ,ω1,l
i,j x, tð Þ entering the u1 Mð Þ provide the condition Lξu1 ¼ 0.

Providing the solvability of the iterative equation at k ¼ 4, we set

t ∂tv2i x, tð Þ þ
Xn

k¼1

αki xð Þv2,k xð , tÞ
" #

� βi tð Þv2,i x, tð Þ ¼ �∂tv0,i x, tð Þ:

For c2ij x, tð Þ we obtain the same equation of the form (47), but with the right-hand

side ∂tc0i,j x, tð Þ þPn
k¼1αk,i xð Þ c0k,j x, tð Þ þ αj,i xð Þp0j xð Þ

� �
. Taking off the degeneracy of

this equation as t ¼ 0, we set p0i xð Þ ¼ � 1
αii tð Þ ∂tc0ii þ αii xð Þc0ii

� �
t¼0. Further repeating the

described process, using Theorems 1 and 2, sequentially determining uk Mð Þ, k ¼
0,1,… ,n, we construct a partial sum

uεn Mð Þ ¼
Xn

k¼0

εk=2uk Mð Þ: (44)

2.4 Estimate for the remainder

For the remainder term

Rεn Mð Þ ¼ u M, εð Þ � uεn Mð Þ ¼ u M, εð Þ �
Xnþ2

k¼0

εk=2uk Mð Þ þ
X2

l¼1

ε
nþl
2 unþl

we get the problem
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~LεRεn Mð Þ ¼ ε
nþ1
2 gεn Mð Þ,

Rεn Mð Þ t¼τ¼μ¼0 ¼ Rεn
�� ��

x¼l�1,ξ¼0 ¼ 0, l ¼ 1,2,

where

gnε Mð Þ ¼ �
X1

l¼0

T1unþ1þlð Þεl=2 �
X3

l¼0

εl=2∂tun�1þl þ
X5

l¼0

εl=2Lxun�3þl �
X1

l¼0

εl=2~Lεunþ1þl:

From the form (34) of the function U, based on conditions (1)–(3) and the form of
regularizing variables from (27), we conclude that

gnε Mð Þ�� ��<C:

In the equation for R, we make the restriction by means of regularizing functions,
then, based on (30), we obtain the problem

LεRεn x, t, εð Þ ¼ ε nþ1ð Þ=2gnε x, t, εð Þ,
Rεnjt¼0 ¼ Rεn x¼0 ¼ Rεnj jx¼1 ¼ 0:

We divide both sides of this equation by tþ εð Þ, while the properties of the
matrices A are preserved. Therefore, using Theorem 5.5 of [33], we obtain the
estimate

Rεn x, t, εð Þk k< cε nþ1ð Þ=2:

Passing to Euclidean norms, like [28], or the same estimate can be obtained using
the maximum principle [33], p. 23.

By narrowing this problem by means of regularizing functions. Following [33] and
[28], passing to Euclidean norms, we obtain a problem that is limited by the maximum
principle

Rεn x, t, εð Þk k< cε
nþ1
2 : (45)

Theorem 3: Let conditions (1)–(4) be satisfied. Then the restriction of the
constructed solution (44) is an asymptotic solution to the problem (26), that is,
∀n ¼ 0,1,… the estimate (45) holds at ε ! 0.

Proof: Let us rewrite the problem (31)

∂tu� ε2
1

tþ ε
A xð Þ∂2xu� 1

tþ ε
D tð Þu ¼ 1

tþ ε
f x, tð Þ

here, the expression tþ εð Þ does not affect sufficiently small ε the properties of the
matrices A xð Þ,D tð Þ for which the conditions of the maximum principle theorem are
valid [28], p. 20]. Therefore, on the basis of this theorem, it is easy to establish an
estimate (45).
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Chapter 7

Wind Tunnel Experiments on 
Turbulent Boundary Layer Flows
Adrián R. Wittwer, Acir M. Loredo-Souza, Jorge O. Marighetti 
and Mario E. De Bortoli

Abstract

The knowledge and experimental development of boundary layer turbulent flows 
is extremely important in applications related to the building aerodynamics, wind 
comfort, atmospheric dispersion, and even aeronautics. The Aerodynamic Laboratories 
of the UFRGS and UNNE have been making joint activities related to wind engineering 
such as those mentioned earlier for more than 25 years. In this work, a compilation of 
different experiments on turbulent boundary layer flows realized in these both labora-
tories is carried out. The characteristics of flows that develop on a smooth surface of the 
wind tunnel are experimentally evaluated. Then, reduced-scale models of atmospheric 
boundary layer flows are analyzed including the effects of turbulence generators and 
surface roughness. Special attention on the behavior of the turbulent parameters in the 
case of experimental studies using low mean velocity is paid. Finally, some comments 
referring to recent studies on thermal effects in turbulent boundary layer flows and the 
development of reduced-scale models of convective flows are included.

Keywords: wind engineering, aerodynamics, turbulence, scale models, smooth and 
roughness surface effects

1. Introduction

The wind tunnel is an experimental device for aerodynamic studies. Turbulent 
boundary layer flows are modeled within the test section of a wind tunnel in order to 
apply them to complex experimental studies. The physical simulation of atmospheric 
boundary layer (ABL) flows is one of the bases of wind engineering. That type of 
experimental procedure requires a careful investigation of the characteristic param-
eters of mean flow and turbulence. Different measurements must be carried out with 
specific equipment to be able to evaluate the velocity fluctuations of the turbulent flow.

Boundary layer flows are commonly characterized by their mean velocity and 
turbulent intensity profiles. The Prandtl logarithmic law (Eq. (1)), proposed from 
similarity theories, can be used can be used to compare experimental results. In this 
mathematical expression, U is the mean velocity, u* is the friction velocity, k is 0,4 
(Kármán constant), and z0 is known as the roughness height:

 ( ) ( ) ( )∗ = 0/ 1 / ln /U z u k z z  (1)
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Effects of the surface roughness, temperature, and others properties are transmit-
ted by turbulent flows in case of the atmospheric boundary layer (ABL). Turbulent 
exchanges are very weak when there are very stable thermal stratification wind 
conditions [1]. The atmospheric boundary layer over nonhomogeneous terrain is not 
well defined because topographical features generate highly complex flows. The depth 
of the atmospheric boundary layer is only 100 m during stable nighttime conditions 
and could reach 1 km during unstable daytime conditions [2]. The aforementioned 
expression of Prandtl’s law is modified when applied near the surface in the case of a 
neutral boundary layer (Eq. (2)). The zero-plane displacement zd is then included for 
very rough surface:

 ( ) ( ) ( )∗ = −  0/ 1 / ln /dU z u k z z z  (2)

Another widely used expression used to characterize the vertical profile is the 
power law (Eq. (2)). The exponent α varies between 0.10 and 0.43, and the thickness 
of the boundary layer zg ranges from 250 to 500 m, depending on the type of terrain 
[2]. This type of vertical velocity distribution is verifiable under conditions of neutral 
stability, which are those to be considered for the analysis of wind loads:

 ( ) ( ) ( )α=/ /g gU z U h z h  (3)

The turbulence spectrum is the analytical tool used to investigate the velocity fluc-
tuation characteristics of laboratory turbulent flows. Experimental spectra are fitting 
to some functional form to define dimensionless turbulence spectra in accordance 
with a similarity theory [3, 4]. Using similarity theory will allow the dimensionless 
spectra of atmospheric and laboratory flows to collapse, if the dimensionless spectra 
were formulated with the appropriate parameters [5].

2. Boundary layer wind tunnels

The most efficient tool to experimental study of aerodynamic phenomena is the 
wind tunnel. Basically, there are three types of wind tunnels. Aerodynamic tunnels, 
called the “first generation” of wind tunnels, are mainly used in aeronautics and 
vehicular applications. Boundary layer tunnels, called “second generation,” are used 
for studies involving atmospheric boundary layer (ABL) flows. Finally, the “third 
generation” of wind tunnels is beginning, the three-dimensional tunnels, in which 
different types of flow can be simulated. An example of the “third generation” of 
wind tunnels is the WindEEE Dome [6, 7], a hexagonal wind tunnel with 25 m in 
diameter and 40 m in diameter for the external return built in recent years in Canada.

In this work, measurements of flow velocity realized in two different boundary layer 
wind tunnels will be used for the experimental analysis. The closed-return wind tunnel 
“Prof. Joaquim Blessmann” of the Laboratório de Aerodinâmica das Construçoes, 
Universidade Federal de Rio Grande do Sul, UFRGS, Brazil [8] and the “Jacek Gorecki” 
open-circuit wind tunnel of the Laboratorio de Aerodinámica, Universidad Nacional 
del Nordeste, UNNE [9] are the boundary layer tunnels employed to develop the 
experiments. Both wind tunnels can be considered as low-speed tunnels.
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The “Prof. Joaquim Blessmann” wind tunnel of UFRGS has a cross section of 
1.30 m 0.90 m at downstream end of the main working section that has 9.32 m long 
(Figure 1). Characteristics and performance of this wind tunnel are described by 
Blessmann [9]. The “Jacek Gorecki” UNNE wind tunnel is a 39.56 m-long channel, 
and the test section is a 22.8-m-long rectangular chamber (2.40 m width × 1.80 m 
height) with two rotating tables to place test models (Figure 2).

3. Boundary layer flows on smooth surface

In this first part, we show the behavior of the boundary layer that develops on the 
smooth surface (floor) of a wind tunnel. Different measurements were made in both 
wind tunnels, the J. Blessmann tunnel at UFRGS and the J. Gorecki tunnel at UNNE, 
where different wind speeds were used. Figure 3 shows the general characteristics of 
the interior of both tunnels, with the dimensions of the test chamber being 1.30 m 
width × 0.90 m high × 9.32 m long for the UFRGS tunnel and 2.40 m width × 1.80 m 
high × 22.8 m long for the UNNE tunnel, respectively.

Figure 1. 
The “Prof. Joaquim Blessmann” boundary-layer wind tunnel of the UFRGS.

Figure 2. 
The “Jacek Gorecki” boundary-layer wind tunnel of the UNNE.
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The different experiments used to characterize the smooth surface boundary layer 
flow are described in Table 1. TI and TII refer to rotating Tables I and II of each tun-
nel (positions of rotating tables are indicated in Figures 1 and 2). Most of the mea-
surements were made in the central position of the test chamber, but for the UNNE 
tunnel, two measurements are indicated at 0.6 m to the left (L) and right (R) of the 
central position in order to illustrate the lateral homogeneity. Each experiment is 
considered stationary, and it is characterized by the reference velocity Uref measured 
at the top of the boundary layer, the boundary layer height HBL, and the Reynolds 
number ReH.

All measurements were made with a constant temperature hot-wire anemometer. 
Acquisition time and sampling frequency of the velocity records were modified in 
each case according to the type of boundary layer flow and the reference speed of the 
experiment. These values are indicated later in the text where the description and 
analysis of the different experiments are made. In the case of the experiments carried 
out at UFRGS, the CTA System Data Acquisition System—DANTEC-Stream-Line 
Pro [10] was used. On the other hand, the measurements at UNNE were made by 
a Dantec 56C constant temperature hot-wire anemometer connected to a Stanford 

Experiments. Position Uref [m/s] HBL [m] ReH

UFRGS -TI Center line 38.9 0.075 1.95 × 105

UNNE –TI Center line 22.7 0.130 1.97 × 105

UFRGS -TII Center line 39.5 0.125 3.29 × 105

UNNE –TII – 00 Center line 24.5 0.300 4.90 × 105

UNNE –TII – 06(L) Left side 24.5 0.300 4.90 × 105

UNNE –TII – 06(R) Right side 24.5 0.300 4.90 × 105

UFRGS-LV1 Center line 0.9 0.175 1.05 × 104

UFRGS-LV2 Center line 2.1 0.150 2.10 × 104

UFRGS-LV5 Center line 4.7 0.150 4.70 × 104

Table 1. 
Characteristic parameters of the smooth surface experiments.

Figure 3. 
Test sections for smooth surface experiments at the UFRGS wind tunnel (left) and at the UNNE wind tunnel 
(right).
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amplifier with low- and high-pass analogic filters. Hot-wire signals were digitalized 
by a DAS-1600 A/D converter board controlled by a computer which was also used 
for the analysis of the results. Voltage output from hot wires was converted in mean 
velocity and velocity fluctuations [11, 12] by the probe calibration curves previously 
determined.

3.1 High-velocity measurements

Firstly, the mean speed and turbulence intensity profiles obtained with relatively 
high speeds, between 20 and 30 m/s, shown in Figure 4 are analyzed. Velocity profiles 
are dimensionless with the reference velocity measured “outside” the boundary layer, 
where the mean velocity remains approximately constant. The vertical coordinate z 
is not dimensionless in order to show how the height of the boundary layer varies in 
each case. In this way, we can observe that the UNNE tunnel, where the cross section 
of the test section has larger dimensions, the thicknesses of the boundary layer gener-
ated are relatively greater. Likewise, it is observed that in the rotating Table I, located 
at the beginning of the test section, the boundary layer thicknesses developed in both 
tunnels are less than the thicknesses obtained in the rotating Table II.

The fluctuating speed records measured with a hot-wire anemometer have a 
duration of 60 seconds in the tests carried out in the UFRGS tunnel and 90 seconds 
in the tests carried out in the UNNE tunnel. The acquisition frequency of the velocity 
records is 2048 Hz for the UFRGS measurements and 3000 Hz for the UNNE mea-
surements. Finally, low-pass filtering was implemented for the analog signals mea-
sured at UNNE, while low-pass filtering was not used for the UFRGS measurements.

Velocity profiles indicate a fairly harmonic velocity distribution and even good lat-
eral homogeneity, with respect to flow quality. The maximum turbulence intensities 

Figure 4. 
Mean velocity and turbulence intensity profiles for smooth surface experiments (high velocity).
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measured at distances of 15 to 30 mm from the floor do not exceed values of 10% and 
“outside” the boundary layer are less than 1%. In general, the vertical distribution 
shows a fairly harmonic behavior, except in the measurements corresponding to rotat-
ing Table I—UFRGS wind tunnel, where a localized increase is observed for height 
z = 100 mm, possibly due to a vortex shedding phenomena located at the convergent.

3.2 Low-velocity measurements

The mean velocity and turbulence intensity profiles for relatively lower mean 
velocities are now analyzed. All fluctuating speed records used for the low-speed analy-
sis have a duration of 180 seconds, and the acquisition frequency for the speed records 
is 2048 Hz. These records come from the tests carried out on the rotating Table II of the 
UFRGS tunnel, and the corresponding analog signals do not include low-pass filtering.

The analysis of the vertical distribution of the mean velocity (Figure 5) shows 
an increase in the thickness of the boundary layer when the velocity decreases from 
150 mm (Uref =4.7 m/s - LV5) to approximately 200 mm (Uref =0.9 m/s - LV1). The 
profile obtained with the lowest speed (LV1) presents a more irregular behavior than 
the others, probably because the effects of viscosity are more noticeable. Figure 5  
also includes the profile obtained on Table II of the UFRGS tunnel at high speed  
(Uref =39.5 m/s – TII - HV) to compare and verify a more harmonic behavior when 
the mean flow speed is higher.

The turbulence intensity profiles accompany the behavior shown by the average 
speeds. The highest values of Iu obtained up to 200 mm height correspond to the 
measurements of lower speed (LV1). However, the measurement point closest to the 
tunnel floor shows a slight decrease in Iu with respect to the one immediately above it 
(from 0.13 to 0.10) as a result of viscous effects.

Figure 5. 
Mean velocity and turbulence intensity profiles for smooth surface experiments (low velocity).
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3.3 Spectral analysis

Spectral results from longitudinal velocity fluctuations were obtained by Fourier 
analysis applied to different sampling series, obtained in the UNNE wind tun-
nel (high velocity) and UFRGS wind tunnel (low velocity). Time acquisition and 
sampling frequency are given in Table 2. The obtained series were divided in blocks 
to which a fast Fourier transform (FFT) algorithm was applied [13]. Three spectra 
obtained at the UFRGS wind tunnel and a spectrum measured at the UNNE wind 
tunnel are shown in Figure 6. Values of the spectral function decrease as the mean 
velocity also decreases. The spectrum obtained at the measurement point closest to 
the tunnel floor with low speed allows verification of the behavior observed in the 
turbulence intensity profile (it shows a slight decrease in Iu at this point with respect 
to the immediately higher one). Viscous attenuation effects start around 10 Hz at 
this measurement point. An important characteristic of the spectra measured with 
high velocity is the presence of a clear region with a − 5/3 slope, characterizing 
Kolmogorov’s inertial subrange.

4. Physical models of the atmospheric boundary layer

Jensen [14] established in 1958 that: “The correct model test with phenomena 
in the wind must be carried out in a turbulent boundary layer, and the model-law 
requires that this boundary layer be to scale as regards the velocity profile.” Later 
studies on physical reduced-scale models of atmospheric boundary layer attempted to 
reproduce as closely as possible the mean flow and turbulence structure of the atmo-
spheric flow, in particular, those properties related to neutral atmospheric boundary 
layer and wind loading effects.

In the preceding section, it was verified that the boundary layer thickness achieved 
with a smooth surface is relatively small. Structural model tests require higher bound-
ary layer thicknesses and turbulence structures representative of atmospheric winds. 
This problem gave rise to different methods of physical simulation of atmospheric 
flows in a wind tunnel.

The general similarity requirements for reproducing ABL flows in wind tunnels 
are geometric, kinematic, dynamic, thermal, and boundary conditions similar-
ity. In terms of dimensionless parameters, it is necessary to maintain the equality 
of Reynolds, Richardson, Rossby, and Prandtl numbers, in addition to geometric 
similarity and boundary conditions [15].

The fluid used in wind tunnels for ABL simulation is air, so the Prandtl number 
is automatically the same in the model and prototype. On the other hand, Rossby 
number equality cannot be considered in conventional tunnels, so applications are 
restricted to flow conditions where the effects of terrestrial rotation are negligible. 

Experiments Time [s] Sampling frequency [Hz] Low-pass filter [Hz]

UFRGS –TII – LV1 180 2048 —

UFRGS –TII – LV5 180 2048 —

UNNE – TII – HV 60 3000 1000

Table 2. 
Characteristic parameters of time series for spectral analysis.
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The Reynolds number is usually much smaller in the wind tunnel than the real 
scale, so the equality condition is relaxed. The aim is simply to reach values high 
enough to obtain the aerodynamic similarity of the phenomenon. Finally, the 
Richardson number describes the relationship between thermal and mechanical 
turbulence [16], establishing the difference between thermally stratified and 
neutral boundary layers.

4.1 Wind tunnel simulation of atmospheric neutral boundary layer

Counihan [17] and Standen [18] have developed simulation techniques particu-
larly suitable for reproducing ABL’s in neutral stability employing the roughness, 
barrier, and blending methods. These techniques make it possible to obtain represen-
tations of the boundary layer flows that are generated over rural and urban terrains. 
Particularly, Standen technique allows the full-depth and part-depth simulations of 
ABL. Thus, it is possible to change the model scales for the tests.

These physical models of ABL under neutral stability conditions behave well at 
the relatively high speeds used in wind tunnels for aerodynamic loading studies. 
Atmospheric dispersion tests must be carried out at lower speeds, and it is normal for 
exaggerated speed fluctuations to occur in the low-frequency region of the turbulence 
spectrum. These fluctuations do not reproduce the characteristics of atmospheric 
wind [19]. For this reason, it is necessary to make a more thorough evaluation of  
the wind tunnel performance before carrying out diffusion studies [20]. Most studies 
in wind tunnels are carried out using simulations of neutral ABL; however, atmo-
spheric thermal stratification must be considered in some cases. The drawback of 
modeling thermal stratification is the requirement of a large investment in equipment 
for its development. A relatively simple way of considering some non-neutral flow 
characteristics was proposed by Janssen [21] by modifying the layout and roughness 
elements of a simulation of neutral characteristics.

Next, some experimental results obtained in ABL simulations carried out in the 
UFRGS and UNNE wind tunnels are shown and analyzed.

Figure 6. 
Spectra for smooth surface experiments (low and high velocity).
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4.2 Experimental analysis on atmospheric boundary layer models

A first ABL simulation method (UFRGS – S1) was applied at the UFRGS wind 
tunnel. Four perforated spires, a barrier and surface roughness elements were used to 
simulate a full-depth boundary layer. The arrangement of the simulation hardware is 
shown in Figure 7 (left).

Then, an ABL full-depth simulation (UNNE – S2) was implemented in the UNNE 
tunnel based on the Counihan method. Four high elliptic vortex generators and a bar-
rier were used, together with prismatic roughness elements placed on the test section 
floor along 17 m (see Figure 7—center). Finally, two Irwin-type generators separated 
1.5 m were used to simulate the part-depth boundary layer by means of the Standen 
method (UNNE – S3). The windward plate of the simulator has a trapezoidal shape. 
The roughness elements distributed on the test section floor are the same that were 
used for the Counihan method (Figure 7—right).

Five experiments were analyzed to characterize the modeled boundary layer 
flow in each simulation. Different average speeds were evaluated only for simulation 
UFRGS – S1. Characteristic parameters of the different experiments on ABL simula-
tions are indicated in Table 3.

Figure 8 shows the mean speed and turbulence intensity profiles for the five cases 
analyzed. The vertical z positions are dimensionless (the reference height Href is the 
boundary layer thickness). The vertical non-dimensionalization allows a better com-
parison of the profiles obtained in both wind tunnels and also of the different simula-
tion methods used. The velocity profiles show a fairly harmonic behavior and the 
values remain consistent with those obtained by the power law using exponents 0.23 
and 0.25. The Iu profiles indicate a distortion of the values in the two low-speed cases, 

Figure 7. 
Simulation hardware: Perforated spires, barrier, and roughness (UFRGS – S1); Counihan method (UNNE – S2); 
Standen method (UNNE – S3).

Experiment Position Uref [m/s] Href [m] ReH

UFRGS –S1 - HV Center line 35 0.60 1.40 × 106

UFRGS –S1 – LV1 Center line 1 0.60 4.00 × 104

UFRGS –S1 – LV2 Center line 3.5 0.60 1.40 × 105

UNNE – S2 – HV Center line 27.5 1.17 2.15 × 106

UNNE – S3 – HV Center line 25.3 1.21 2.04 × 106

Table 3. 
Characteristic parameters of the experiments on ABL models.
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Figure 8. 
Mean velocity and turbulence intensity profiles for atmospheric boundary layer models.

Figure 9. 
Spectra for atmospheric boundary layer models (low and high velocity).
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mainly in the lowest speed one (UFRGS – S1 – LV1). On the other hand, an increase in 
turbulence levels is observed from z/H ≈ 0.3 for the profile corresponding to part-
depth simulation. This is consistent with the proposed model (part-depth) that aims 
to simulate the lower part of the ABL where the turbulence intensities are higher.

Two spectra obtained at low speed at the position z/H = 0.25 are shown in Figure 9 
to verify the energy distribution when the mean velocity decreases. Fluctuating veloc-
ity records used for the spectral analysis were acquired with a sampling frequency of 
1024 Hz. These two spectra are compared with the spectrum obtained at high speed 
at the position z/H = 0.15. A poor definition of the Kolmogorov’s inertial subrange is 
observed for the spectra measured at velocity Uref = 1 m/s.

The objective of the evaluation of the mean flow, the turbulent parameters, and 
the spectral analysis is the general comparison between simulations carried out in two 
different tunnels, implemented with different methods and analyzed for different 
mean speeds. A comparison with data measured in the atmosphere is not intended. 
This type of analysis requires the non-dimensionalization of the spectra for their 
comparison with atmospheric spectra (see [22, 23]).

4.3 Some comments about stratified boundary layer

Most of the wind tunnel simulations do not include some effects measured in field 
experiments, such as vertical thermal flows due to the presence of solar radiation and 
other thermal sources [24–26]. The physically relevant quantities in turbulent winds 
are horizontal and vertical wind speeds, vertical temperature, pressure profile, and 
humidity distribution. These quantities are subject to fluctuations due to the flow 
dynamics and due to the complex conditions of the boundary layer [27]. The experi-
ments in the wind tunnel use mechanical and thermal forces to simulate realistic ABL 
as observed in the literature [28, 29].

A recent study carried out in the UFRGS wind tunnel includes thermal effects 
in experiments that simulate a boundary layer. To carry out this work, a sector of 
the wind tunnel test section was equipped with a metal sheet and Peltier elements 
attached to it. Peltier elements heat or cool the floor of the wind tunnel depending on 
the polarity. Thus, heating the floor simulates the effects of solar radiation. Thermal 
effects generating new flow patterns become feasible to realize comparisons of wind 
tunnel simulations to stratified boundary layer conditions [30].

This work realized in the UFRGS Aerodynamics Laboratory presents and discusses 
the turbulent energy spectrum of the velocity fluctuations obtained with different 
mean incident wind velocities [31]. Smooth wind tunnel floor measurements were 
repeated under the same conditions with floor roughness. The time series of the lon-
gitudinal velocity component is determined with hot-wire anemometry and analyzed 
using the Hilbert-Huang transform method. Both neutral and convective wind tunnel 
boundary layers are considered in this study.

5. Final considerations

This work presents a compilation of different experiments on turbulent bound-
ary layer flows realized in the UFRGS and UNNE wind tunnels. First, boundary layer 
flows developed on a smooth surface of the wind tunnel test section are experimentally 
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evaluated; next, some scale models of neutral ABL developed by different methods are 
analyzed. General characteristics and turbulence spectra are determined considering 
the effects of the average velocity variation and the influence of the dimensions of 
the test section. Finally, some studies on thermal effects in turbulent boundary layer 
flows developed in wind tunnels are analyzed. Specifically, a work recently carried out 
in the UFRGS tunnel to evaluate the thermal and roughness effects is analyzed and 
commented.

Acknowledgements

The authors acknowledge the technical personnel of the Laboratório de 
Aerodinâmica das Construções, Universidade Federal de Rio Grande do Sul (UFRGS, 
Brazil) and of the Laboratorio de Aerodinámica, Universidad Nacional del Nordeste 
(UNNE, Argentina).

This research was partially funded by Conselho Nacional de Desenvolvimento 
Científico e Tecnológico (CNPq, Brazil), Secretaría General de Ciencia y Técnica of 
the Universidad Nacional del Nordeste (SGCYT-UNNE, Argentina) and Facultad de 
Ingeniería of the Universidad Nacional del Nordeste (FI-UNNE, Argentina).

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 



Wind Tunnel Experiments on Turbulent Boundary Layer Flows
DOI: http://dx.doi.org/10.5772/intechopen.106544

153

References

[1] Arya S. In: Plate EJ, editor. Atmospheric 
Boundary Layers over Homogeneous 
Terrain. Engineering Meteorology. 
Amsterdam: Elsevier Scientific Publishing 
Company; 1982. pp. 233-266

[2] Vento BJO. na Engenharia Estrutural. 
Editora da Universidade. Porto Alegre. 
Brazil: UFGRS; 1995

[3] Kaimal JC, Wyngaard JC, Izumi Y, 
Cote OR. Spectral characteristics of 
surface-layer turbulence. Quarterly 
Journal of the Royal Meteorological 
Society. 1972;98:563-589

[4] Kaimal JC. Atmospheric Boundary 
Layer Flows: Their Structure and 
Measurement. New York: Oxford 
University Press, Inc.; 1994

[5] Cook NJ. Determination of the 
model scale factor in wind-tunnel 
simulations of the adiabatic atmospheric 
boundary layer. Journal of Industrial 
Aerodynamics. 1978;2:311-321

[6] Hangan H. The WindEEE research 
institute and the WindEEE dome. In: 
Wind EEE Scientific Symposium. London, 
Canadá: Western University; 2013, 2013

[7] Loredo-Souza AM, Rocha MM, 
Wittwer AR, Oliveira MK. Modelagem 
de edifícios altos em túnel de vento. 
Concreto & Construções. Revista do 
IBRACON - Instituto Brasileiro do 
Concreto. 2020;99:48-63

[8] Blessmann J. The boundary layer 
TV-2 wind tunnel of the UFGRS. Journal 
of Wind Engineering and Industrial 
Aerodynamics. 1982;10:231-248

[9] Wittwer AR, Möller SV. 
Characteristics of the low speed wind 
tunnel of the UNNE. Journal of Wind 

Engineering & Industrial Aerodynamics. 
2000;84:307-320

[10] Single Sensor Miniature Wire Probes. 
Dantec Dynamics. 2019. Available online: 
https://www.dantecdynamics.com/
productsand-services/single-sensor-
miniature-wire-probes. [Accessed: 
September 6, 2019]

[11] Vosáhlo L. Computer Programs for 
Evaluation of Turbulence Characteristics 
from Hot-Wire Measurements. Karlsruhe: 
KfK 3743, Kernforschungszentrum 
Karlsruhe; 1984

[12] Möller S. Experimentelle 
Untersuchung der Vorgänge in engen 
Spalten zwischen den Unterkanälen von 
Stabbündeln bei turbulenter Strömung. 
Dissertation. Karlsruhe. RFA. 1988; KfK 
4501: Universität Karlsruhe (TH); 1989

[13] Press WH, Flannery BP, 
Teukolsky SA, Vetterling WT. Numerical 
Recipes: The Art of Scientific 
Computing. New York: Cambridge 
University Press; 1990

[14] Jensen M. The model law phenomena  
in natural wind. Ingeniøren. 1958;2: 
121-128

[15] Cermak JE. Laboratory simulation of 
the atmospheric boundary layer. AIAA 
Journal. 1971;9(9):1746-1754

[16] Ruscheweyh H, Fisher K. 
Aerodinamic effects of large natural-
draught cooling towers on the 
atmospheric dispersion from a stack. 
Journal of Industrial Aerodynamics. 
1979;4:399-413

[17] Counihan J. An improved method 
of simulating an atmospheric boundary 
layer in a wind tunnel. Atmospheric 
Environment. 1969;3:197-214



Boundary Layer Flows - Modelling, Computation, and Applications of Laminar, Turbulent...

154

[18] Standen NM. A Spire Array for 
Generating Thick Turbulent Shear Layers 
for Natural Wind Simulation in Wind 
Tunnels. National Research Council 
of Canada, National Aeronautical 
Establishment (NAE), Laboratory 
Technical Report LTR-LA-94. 1972

[19] Isymov N, Tanaka H. Wind tunnel 
modelling of stack gas dispersion – 
Difficulties and aproximations. Wind 
engineering. In: Cermak JE, editor. 
Proceedings of the Fifth International 
Conference. Fort Collins, Colorado, USA: 
Pergamon Press Ltd; 1979

[20] Meroney R, Neff D. Laboratory 
simulation of liquid natural gas vapour 
dispersion over land or water. Wind 
engineering. In: Cermak J, editor. 
Proceedings of the Fifth International 
Conference. Vol. 2. Fort Collins, 
Colorado, USA: Pergamon Press Ltd; 
1980. pp. 1139-1149

[21] Janssen LAM. Wind tunnel 
modelling of dispersion of Odours in the 
neighborhood of pig houses. Journal of 
Industrial Aerodynamics. 1979;4:391-398

[22] Wittwer A, Welter G, 
Loredo-Souza A. Statistical analysis of 
wind tunnel and atmospheric boundary 
layer turbulent flows. In: Wind Tunnel 
Designs and their Diverse Engineering 
Applications, book edited by N. A. 
Ahmed, ISBN 978-953-51-1047-7. 
London, UK: INTECH; 2013

[23] Wittwer A, Loredo-Souza A, 
De Bortoli M, Marighetti J. Physical 
models of atmospheric boundary layer 
flows: Some developments and recent 
applications. Book chapter in: Boundary 
Layer Flows - Theory, Applications and 
Numerical Methods (ISBN 978-1-83968- 
186-8). Book edited by: Vallamapati 
Ramachandra Prasad. London, UK: 
INTECH OPEN; 2019

[24] Chamorro LP, Porté-Agel F. Effects 
of thermal stability and incoming 
boundary-layer flow characteristics on 
wind-turbine wakes: A wind-tunnel 
study. Boundary-Layer Meteorology. 
2010;136:515-533

[25] Demarco G, Puhales F, Acevedo OC,  
Costa FD, Avelar AC, Fisch G.  
Dependence of turbulence-related 
quantities on the mechanical forcing for 
wind tunnel stratified flow. American 
Journal of Environment Enginerring. 
2015;5:15-26

[26] Puhales FS, Demarco G,  
Martins LGN, Acevedo OC, Degrazia GA,  
Welter GS, et al. Estimates of turbulent 
kinetic energy dissipation rate for 
a stratified flow in a wind tunnel. 
Physica A: Statistical Mechanics and its 
Applications. 2015;431:175-187

[27] Arya SPS. Buoyancy effects in a  
horizontal flat-plate boundary layer.  
Journal of Fluid Mechanics. 
1975;68:321-343

[28] Williams O, Hohman T, Van 
Buren T, Bou-Zeid E, Smits AJ. The 
effect of stable thermal stratification 
on turbulent boundary layer 
statistics. Journal of Fluid Mechanics. 
2017;812:1039-1075

[29] Doosttalab A, Araya G,  
Newman J, Adrian RJ, Jansen K, 
Castillo L. Effect of small roughness 
elements on thermal statistics of a 
turbulent boundary layer at moderate 
Reynolds number. Journal of Fluid 
Mechanics. 2016;787:84-115

[30] Kabir IFSA, Ng E. Effect of different 
atmospheric boundary layers on the 
wake characteristics of NREL phase 
VI wind turbine. Renewable Energy. 
2019;130:1185-1197



Wind Tunnel Experiments on Turbulent Boundary Layer Flows
DOI: http://dx.doi.org/10.5772/intechopen.106544

155

[31] Demarco G, Martins LGN, 
Bodmann BEJ, Puhales FS, Acevedo OC, 
Wittwer AR, et al. Analysis of thermal 
and roughness effects on the turbulent 
characteristics of experimentally 
simulated boundary layers in a wind 
tunnel. International Journal of 
Environmental Research and Public 
Health. 2022;19:5134





Chapter 8

Hypersonic Flow over Closed
and Open Nose Missile Bodies:
Raw and SVD-Enhanced Schlieren
Imaging, Numerical Modeling,
and Physical Analysis
Tyler Watkins, Jesse Redford, Franklin Green, Jerry Dahlberg,
Peter Tkacik and Russell Keanini

Abstract

Understanding and mitigating against high heat loads at leading and blunt
aerodynamic surfaces during hypersonic flight represents an ongoing technological
challenge. Recent work has shown that the commercial software package, STAR CCM+,
can provide reliable predictions of hypersonic aerothermodynamic flow and heating,
under a wide range of complex, but common conditions. This chapter presents a
preliminary experimental and numerical investigation of hypersonic flow over closed-
and open-nose missile bodies, where the latter have been proposed as a means of
reducing leading edge heat transfer. Four contributions are presented. First, a novel
singular value decomposition (SVD)-based image processing technique is introduced,
which significantly enhances the quality of raw schlieren images obtained in high-speed
compressible flows. Second, numerically predicted hypersonic flow about a scale-model
missile body, obtained using STAR-CCM+, is validated against experimental schlieren
image data, an empirical correlation connecting bow shock stand-off distance and shock
density ratio, and estimated drag forces. Third, scaling and physical arguments are
presented as a means of choosing appropriate gas equations of state and for interpreting
results of numerical simulations and experiments. Last, numerical experiments show
that the forward facing cavity used in our wind tunnel experiments functions as a heat
sink, reducing heat fluxes on the missile body downstream of the cavity.

Keywords: hypersonics, aerothermodynamics, forward facing cavity, hypersonic
heat loads

1. Introduction

Hypersonic flight is often described as flight at free stream Mach numbers
exceeding five. However, from a physical standpoint, hypersonic flight refers to
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conditions in near-body boundary layers where a variety of complex, Mach-number
dependent processes can emerge, including non-equilibrium flow of gas constituents,
ionization and recombination of gas species, emission and absorption of radiation
both within the gas and at the aerodynamic surface, difficult-to-predict laminar-to-
turbulent boundary layer flow transition, conversion of high gas enthalpy and kinetic
energy into high intensity surface heating, thermal ablation of aerodynamic surfaces,
generation of high frequency screech modes, excitation of high frequency in-solid
flutter, and various shock-boundary layer interactions.

Predicting and mitigating against intense surface heating and surface stress, par-
ticularly at the leading edges of aerodynamic bodies, remains a central challenge in
hypersonic aerodynamics. High heat loads and stresses can ablate the leading edge,
destabilizing the high speed flow, threatening the integrity of the aerodynamic body,
and placing the body well outside its design envelope.

These phenomena are visually represented in Figure 1. As shown, large heat
loads exist along all leading edges, being highest at the nose and decaying, due to
boundary layer thickening and reduction of viscous heating, with distance from
the nose.

The aerothermodynamic phenomena that arise during hypersonic flight make for
very difficult mechanical design. This study focuses on the problem of leading edge
heating. Here, a potential approach for mitigating against leading edge heating, intro-
duction of a forward facing cavity, placed at the nose of a missile-shaped test body, is
investigated in preliminary fashion.

1.1 Chapter overview and main results

Due to the complexity of hypersonic aerodynamic flows, numerical modeling and
experimental diagnostics remain active areas of research. This Chapter presents a
preliminary experimental and numerical investigation of heat transfer and flow
structure produced by hypersonic flow over a missile shaped body, having both a solid
nose and an on-nose forward-facing cavity.

An overview of the work performed and the results obtained is as follows:

Figure 1.
Hypersonic glide vehicle, leading edges experiencing high friction and heat loading [1].
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a. Hypersonic flow experiments are carried out in the Hypersonic Wind Tunnel
facility recently designed and built at UNC Charlotte [2–4]. Time-dependent
schlieren images are obtained for Mach 4.5 flow about a small, solid nosed,
missile-shaped body, as well as for Mach 3.5 flow over the same body, modified
with an on-nose forward facing cavity.

b. A numerical model simulating these experimental flows is developed using STAR
CCM+, a commercial software package that has recently been validated [5]
against experimental heat transfer measurements in a range of hypersonic flows,
including laminar and turbulent boundary layer flows [5], flows dominated by
large separation bubbles [5], and flows featuring both boundary layer-shock
interactions [5] and shock-shock interactions [5]. The present study appears to
be one of the first to implement the modeling best practices documented in Cross
and West’s wide ranging investigation [5]. Following [5], we highlight
procedures for setting up high fidelity adaptive grids, setting up grids for
resolving turbulent boundary layers, and for diagnosing solution convergence.

c. The Chapter introduces a new technique for significantly enhancing Schlieren
images obtained in high speed flows. The technique replaces an array of raw,
time-dependent, pixelated Schlieren images with a k-rank singular value image
decomposition (SVD) [6], which suppresses static background and enhances
time-varying flow features, such as oscillating bow shocks and body-generated
Mach waves.

d. The numerical model is validated, in preliminary fashion, via three tests: (i) the
computed drag force on the solid nose test article is compared against the drag
estimated via Newton’s drag law, (ii) computed schlieren images of the near-
body density gradient field are compared against experimental schlieren
images, and (iii) computed bow shock standoff distances are compared against
a correlation that connects the standoff distance to the cross-shock density ratio.

e. The complexity of hypersonic aerodynamic flows suggests that order of
magnitude analyses can play an important role in interpreting experimental
results, and in testing the physical consistency of numerical solutions. Here, we
use scaling arguments to: (i) explain Newton’s drag law for hypersonic flow [7],
and (ii) show that time scales for relaxation of excited vibration modes in shock
layer molecular N2 and O2 exceed N2ð Þ, and are of the same order of magnitude
O2ð Þ as the shock layer flow time scale.

2. Experiment: hypersonic flow over solid nose and open nose missile
shapes

Between 2019 and 2021, a blow down hypersonic wind tunnel was designed, built
and tested at UNC Charlotte [2–4]; see Figure 2. The wind tunnel facility, pictured in
Figure 2, consists of a modular/interchangeable bench top de Laval nozzle, a rectan-
gular 25 in2 cross-section test section, a diffuser, and near-exit silencer/noise baffle.
The test section, 49.5 cm in length, 27.3 cm wide and 25.4 cm in height, has a
removable top plate, allowing convenient placement of aerodynamic models within
the test section. The test chamber is fitted with a pressure sensor, two thermocouples,

159

Hypersonic Flow over Closed and Open Nose Missile Bodies: Raw and SVD-Enhanced Schlieren…
DOI: http://dx.doi.org/10.5772/intechopen.105617



and a reinforced static pressure Pitot tube which can be swept across the test chamber
inlet. To allow visual access, the lateral sides of the test chamber are fitted with square
(15 cm � 15 cm) high strength glass windows.

Compressed room air is stored in twelve high pressure cylinders, each connected to
a single high pressure manifold, located immediately upstream of the nozzle plenum.
The cylinders, rated for pressures up to 10,000 psi, are charged before each run using
a commercial compressor. Prior to any given experimental run, a pressure-actuated,
fast response ball valve, separating the manifold and plenum, is closed and manifold
pressure is set at a magnitude that produces a pre-specified run time plenum pressure.
Plenum/stagnation pressure and temperature are monitored using an in-plenum pres-
sure sensor and thermocouple.

A schlieren system is used to image density gradient fields within the test section;
experimental details are available in [3, 4, 8]. For this study, density gradient fields
were imaged about a missile body having a solid nose, shown in Figure 3, and an open
nose missile body, shown in Figure 4.

2.1 Test article geometry

As depicted in Figure 3, the solid nose test piece investigated in this study is a
pseudo-blunt body that mimics a missile-shaped body. The total length is 1.35 inches
(3.43 cm), the forward diameter is 0.5 inches (1.26 cm), and the aft diameter is 0.6
inches (1.52 cm). The same body dimensions and shape are used in construction of
all numerical models. Geometric specifications for the open-nose/forward-facing
cavity body are shown in Figure 4. A simple cavity shape was chosen in which
the depth and diameter of the circular cavity are the same, 0.2 inches (0.508 cm).
Again, these dimensions are used in all numerical models of flow over the open-nose
body.

Figure 2.
UNC Charlotte hypersonic wind tunnel [2, 3, 8].

Figure 3.
Solid nose model geometry used in wind tunnel experiments and numerical models.
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3. Experimental results

Density gradient fields and test chamber pressure histories captured during Mach
4.5 flow over the solid nose missile body are shown in Figure 5. The rapid rise and fall in
chamber Mach number is produced by opening and closure of the fast response (0.25 s
response time) ball valve separating the high pressure manifold and nozzle plenum. The
noisy variations in pre- and post-run Mach numbers reflect leakage of high pressure air
from the pressurized manifold through the ball valve into the nozzle plenum.

The raw schlieren image clearly indicates the presence of a bow shock, as well as
Mach waves emanating from the quasi-cylindrical portion of the missile body. The
latter are induced by small grooves in the body surface, produced during machining of
the shape. In addition, a (conical) expansion fan is indicated at the trailing (circular)
base of the missile body. The somewhat coarse nature of the images, here and below,
reflects the nature of these early experiments, designed to shake down and optimize
the wind tunnel. Note, that the solid body on the aft side of the test body is a stinger to
which the body is attached.

Similar results, shown in Figure 6, are observed for Mach 3.5 flow past the open-
nose missile body. Here, the schlieren image is darker and more monochrome than in
Figure 5, reflecting slight misalignment of the schlieren system. Due to failure of an
early Pitot tube at Mach 4.5, these tests were run at Mach 3.5.

3.1 Singular value decomposition (SVD) compression for improved schlieren
imaging

Singular value decomposition (SVD) has found wide application in image
processing [9], where the common theme centers on obtaining a sparse

Figure 4.
Open nose/forward facing cavity geometry used in experiments and numerical models.

Figure 5.
Schlieren imaging and Mach number measurements in Mach 4.5 flow over solid nose missile body.
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representation, via SV decomposition, of a raw image or a time sequence of raw
images, i.e., a video. This study introduces what we believe to be the first application
of SVD to the enhancement of raw schlieren images, here obtained in our hypersonic
wind tunnel experiments.

The technique, described in [6], proceeds as follows:

a. Raw, digitized schlieren video images, taken during any given experimental
run, are sequentially arranged into a time series matrix, ~A, of dimension
M ∗N � T, where each (nominally instantaneous) vectorized digital video
frame contains M�N pixels, and where T is the total number of frames
obtained during the experiment.

b. Perform SV decomposition on matrix ~A.

c. Remove static (time-invariant) features from ~A by performing a rank-k
background subtraction,

Â ¼ ~A� ~Ak (1)

where ~Ak is the rank-k approximation of ~A, and where k≤T ≤M ∗N: For imaged
processes in which a ‘visually dominant’ static background obscures time-varying
events, this step suppresses the background, effectively enhancing obscured, time-
varying features [6].

Applying this image enhancement technique to our raw schlieren video images,
single frames of which are shown in Figures 5 and 6, we obtain the images in
Figures 7 and 8. Roughly speaking, in the present application, choosing a larger rank k
effectively removes more static background. Comparing Figure 5 with Figures 7 and
8, we observe that an appropriate selection of rank k significantly improves resolution
of the density gradient fields extant in our experiments. This feature is particularly
apparent in Figure 8, where large scale unsteadiness and turbulence—apparently
reflecting high-frequency fluid oscillations in and near the on-nose cavity
(see below)—appears to produce an oscillating bow shock, as well as turbulent flow
downstream of the shock.

Further details and results obtained by this method will be reported in a separate
publication.

Figure 6.
Schlieren imaging and Mach number measurements in Mach 3.5 flow over open nose missile body.
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4. Computational model

Computational models of unsteady, three-dimensional hypersonic flow over the
closed and open nose missile bodies used in our experiments were developed. As
noted, and based on the recent validation studies reported by Cross and West [5], the
commercial CCM+ package was employed. The objectives of this effort were two-fold:

a. Determine appropriate turbulence models and adaptive meshing strategies that
provide consistent predictions of experimentally observed density gradient
fields, as revealed by schlieren imaging.

b. Use the experimentally validated computational model to investigate, in
preliminary fashion, surface heat transfer to closed and open nose missile bodies.

A secondary objective centered on investigating the effects of three gas models –
ideal gas, equilibrium real gas, and non-equilibrium, two-specie (nitrogen and
oxygen) models – on computed flow fields and surface heat transfer.

Figure 7.
SVD-enhanced imaging of Mach 4.5 flow over closed nose missile body; left image is a rank 1 representation of a
raw schlieren image and the right is a rank 20 representation.

Figure 8.
SVD-enhanced imaging of Mach 3.75 flow over open nose missile body; left image is a rank 1 representation of a
raw schlieren image and the right is a rank 20 representation.
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In this section, we briefly describe the general flow model, then highlight three
modeling features that are crucial to obtaining physically reasonable computed
results, and finally discuss a limitation associated with both the present model and the
model developed by Cross and West [5].

4.1 Model description

The model solution domain is depicted in Figure 9. The missile body is placed
forward of center in a spherical domain. As is often the case in aerodynamic flow
models, the size of the solution domain is somewhat arbitrarily chosen; the goal in this
study is to make the domain large enough that free stream boundary conditions can be
reasonably imposed on the far field boundary. [Model validation against experimental
data, here, experimental schlieren images, implies that the chosen domain size is
appropriate.]

No slip and no penetration conditions are imposed on the missile body surface.
Mirror flow (and thermal transport) symmetry is assumed about any plane passing
through the center of the sphere. Thus, on the (deep blue) circular symmetry bound-
ary, derivatives of all field variables with respect to the azimuthal angle, ϕ, are zero.
Based on the experimentally validated STAR-CCM+ hypersonic flow simulations in a
study conducted by Cross and West [5], the full, variable property Navier-Stokes
equations, including the continuity and energy equations, are solved. Technical details
concerning model set-up, which followed the best practices outlined in [5], can be
found in [8].

4.2 Adaptive meshing and resolution of shocks and turbulent boundary layers

STAR-CCM+ provides a number of utilities that allow high fidelity modeling of
stationary hypersonic aerodynamic flows. The most important of these, adaptive
meshing, iteratively refines meshes in regions where pressure gradients are high, e.g.,
in and near shocks. Similarly, in high velocity gradient regions, e.g., turbulent
boundary layer viscous sublayers, buffer layers, and logarithmic regions, STAR CCM+
continuously monitors and alters mesh thicknesses.

STAR-CCM+ constructs stationary turbulent solutions of the Navier-Stokes
equations in two steps. First, beginning from a specified initial condition and a user-

Figure 9.
Solution domain.
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specified initial coarse mesh, STAR CCM+ incrementally increases the free stream
Mach number, solves the inviscid Navier-Stokes equations, and, using computed
pressure gradient and velocity fields, refines the mesh in high pressure and velocity
gradient regions. The initial condition and mesh can be somewhat arbitrarily specified:
a global zero or low speed velocity can be imposed, for example, while the initial mesh
is constructed via a few user-specified mesh parameters [5]. Examples of inviscid
construction of the initial mesh are shown in Figure 10.

Once an inviscid solution is obtained at the desired free stream Mach number,
STAR CCM+ then iteratively solves the full Navier-Stokes equations, continuing to
adapt the mesh as a converged stationary solution is approached. Regarding conver-
gence, in all numerical experiments, we monitor both computed drag force and mesh
cell count, stopping a simulation when these have reached nominally steady magni-
tudes. Figure 11 shows an example.

Cross and West [5] provide detailed guidance on choosing software settings
designed to ensure third order solution accuracy (except within shocks, where second
order accuracy is achieved), solution stability, and proper resolution of boundary
layers.

4.3 Qualitative validation of computational model

Comparing model predictions against experimental data represents the gold
standard in code validation. In this study, we are limited to presenting three
semi-quantitative checks and one consistency check on our computational model.

Figure 10.
Automated mesh refinement based on inviscid flow solution, obtained at 1000, 3000 and 6000 iterations,
respectively; the final inviscid mesh provides the initial mesh for the complete viscous solution.

Figure 11.
Solution convergence is determined by monitoring mesh cell count and net computed drag during iterative solution
of the full viscous flow problem.
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First, based on the experimental stagnation temperature and pressures, T01 and
P01, and the missile body geometry used in the model, the predicted drag force on the
body, shown in Figure 11, is Dmodel ≈ 30 N: As a rough check on this result, we can
estimate the actual drag, Dest, as follows. First, we note that the pressure at the base of
the body is approximately equal to the free stream/test section pressure, Pbase � P1:
This is shown by recognizing that the flow over the trailing edge of the quasi-
cylindrical missile produces a thin shear layer immediately downstream of the body. A
(conical) expansion fan emanating from the trailing edge bends the shear layer inward
toward the body’s axial centerline. Thus, define a local coordinate system within the
shear layer, labeling the cross-layer coordinate as n, and layer-parallel coordinate as t,
where n and t are orthogonal. Consider the time-average n-component of the
momentum equation. Since the average velocity in the n-direction is negligible, and
the turbulent flow is stationary, time-average n-direction inertia and time-average
viscous forces are likewise negligible. Thus, the time-average pressure gradient in the
n-direction—across the shear layer—is small, on the order of the n-direction gradient
in (turbulent) Reynolds stresses: Pbase � P1.

Next, estimate the drag force on the body as

Dexp � P1 þ ρ1u
2
1

� � � A� Pbase � A (2)

or

Dexp � P01 � A� P1 � A (3)

where P1, ρ1, and u1 are the free stream/test section pressure, density, and velocity
upstream of the bow shock, and A is the projected area of the missile body (in the
direction of the free stream flow). For isentropic flow between the nozzle plenum and
upstream face of the bow shock, and for the test section Mach number of 4.5,
P01=P1 ≈ 289: Thus, Dest � P01 � A≈ 27 N, or,

Dmodel � Dest (4)

As a second check, and as shown in Figure 12, we compare a computed density
gradient field, as indicated by the numerical schlieren image shown, against a
corresponding (raw) experimental schlieren image, both obtained for Mach 4.5 flow
over the solid nose missile body. Comparing the distances from the bow shock nose to
the locations on the upper and lower image boundaries where the bow shock meets
the boundary, we find that

∣Lupper, exp � Lupper,model∣
Lupper, exp

≈0:02 (5)

and

∣Llower, exp � Llower,model∣
Llower, exp

≈0:02 (6)

Since computed density gradient fields require accurate solutions for velocity,
pressure, temperature, and density fields, this rough comparison indicates the physi-
cal fidelity of computed results. Note that the validation case implemented the ideal
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gas equation of state. As discussed below, improved results would likely be observed
using STAR-CCM+’s two-specie nonequilibrium gas model.

As a third check on our model, we compare computed shock displacement dis-
tances, Δbow,model, against an order of magnitude estimate, Δest: As shown in Table 1,
all three gas models, for both the closed nose and open nose missile bodies, predict
Δmodel ≈ 1 mm: A simple order of magnitude estimate for Δ follows from a theoretical
expression for shock standoff distance adjacent blunt bodies [10–12]

Δ
Rnose

¼ 0:82
ρ1
ρ2

(7)

where ρ1 and ρ2 are densities immediately upstream and downstream of the
(locally normal) shock, and Rnose is the radius of the missile body nose. Assuming
isentropic flow between the nozzle plenum and test section,

ρ1 ¼
P01

RT01
1þ k� 1

2
M2

1

� � �1
k�1

(8)

while ρ2 is obtained using the normal shock relations, given ρ1 and M1.

Figure 12.
Numerical Schlieren image versus experimentally observed Schlieren for Mach 4.5 flow over solid nose missile
body.

Geometry Equation of state Shock detachment distance (mm)

No cavity Ideal gas 0.9

Real gas 1.0

Thermal non-equilibrium 1.1

Cavity Ideal gas 1.1

Real gas 1.2

Thermal non-equilibrium 1.5

Table 1.
Shock standoff distance as predicted by each equation of state.
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Using experimental/model parameters: P01 ¼ 1:63 Pa, T01 ¼ 291 K, andM1 ¼ 4:5
(for the closed nose body), we obtain

Δest � 1 mm (9)

which, as shown in Table 1, is comparable to Δ magnitudes predicted by all three
gas models.

Finally, a consistency check on the model’s resolution of the body-adjacent turbu-
lent boundary layer is obtained via plots of the dimensionless thickness, yþo , of the
first mesh layer adjacent the body. The parameter yþo ¼ yo=δsublayer, represents the
Reynolds number associated with the first mesh layer (located well within the viscous
sublayer), where yo is the dimensional thickness of the first cell, δsublayer ¼ ν=u ∗ , is the

characteristic sublayer thickness, and u ∗ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τwall=ρ

p
is the friction velocity. Proper

resolution of the viscous sublayer, and by implication, the entire turbulent boundary
layer, is indicated by yþo magnitudes smaller than 1. A typical plot of surface yþo
magnitudes, showing yþo < � 0:1 at all locations, is shown in Figure 13.

5. Computational experiments

Experimental test section Mach numbers range from 3.5 to 4.5. Thus, according to
[5, 13], molecular vibration modes are collisionally excited in N2 and O2 molecules,
both within the test section and downstream of the bow shock. In this section, we first
present scaling arguments to: (a) explain the Mach number-vibration nonequilibrium
criterion in [5], (b) estimate the time scale, τrlxn, for relaxation of excited vibration
modes, and (c) show that τrlxn, for N2 is orders of magnitude longer than the (bulk)
flow time scale, τflow, downstream of the bow shock.

Importantly, the scaling arguments indicate that the two-specie N2 and O2ð Þ
nonequilibrium gas model in STAR CCM+ is the appropriate equation of state—as
opposed to available ideal gas and real gas models—for investigating flow and heat
transfer about our closed and open nose missile bodies.

Figure 13.
Distribution of at-surface viscous sublayer Reynolds numbers, as given by yþo —solid nose missile body.
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5.1 Scaling arguments: physical origin of near-nose high temperature gas region,
vibrational excitation of molecular N2 and O2, and estimated (long)
relaxation times

5.1.1 Physical origin of near-nose high temperature gas region

Anderson [13] provides a useful graph indicating temperature ranges over which
vibrational excitation, dissociation N2 ! 2N and O2 ! 2Oð Þ, and ionization.

N ! Nþ þ e� and O ! Oþ þ e�ð Þ (in air at 1 atm) take place. Theoretically,
minimum, pressure-dependent temperatures marking initiation of these processes can
be worked out using molecular collision theory; see, e.g. [14].

As shown in Figure 14, for Mach 4.5 flow over the solid missile body, all
three gas models predict similar temperature distributions, with most of the
thin gas layer between the shock and body exhibiting temperatures well in excess
of 800 K. Physically, there are three possible sources generating this high temperature
gas layer:

a. viscous heating within the bow shock, produced by a large reduction in gas
velocity—of order 102 m=s, as estimated via simple normal shock theory—over
a shock thickness of order of 0:1 μm [15];

b. viscous heating within the gas layer; and

c. pressure heating, taking place between the upstream face of the bow shock,
where P1 ≈0:58 atm, and the missile body nose, where P ¼ P02 ≈ 15 atm:

Focusing on the energy equation and introducing appropriate length, time, and
velocity scales, estimates for temperature increases produced by the first two mecha-
nisms are obtained by balancing the temporal change in fluid enthalpy, against the
dominant (streamwise) term in the viscous dissipation function:

ρCp
∂T
∂t

� μ
∂
2u
∂x2

(10)

Estimating the time scales for mechanisms (a) and (b), respectively, as τshock �
δshock=u1, and τgaslayer � Δ=u2, we obtain associated estimated temperature increases as
follows:

Figure 14.
Computed temperature distributions for Mach 4.5 flow over solid nose missile body.

169

Hypersonic Flow over Closed and Open Nose Missile Bodies: Raw and SVD-Enhanced Schlieren…
DOI: http://dx.doi.org/10.5772/intechopen.105617



ΔTviscshock � μ1
ρ1Cp1

u1
δshock

� 10 K (11)

ΔTviscgaslayer � μ2
ρ2Cp2

u2
Δ

� 0:01 K (12)

Clearly, viscous dissipation, both within the shock and within the near-body gas
layer, plays a minimal role in generating the high temperatures observed between the
shock and nose.

By contrast, balancing the temporal enthalpy change (of a fluid particle) against
the temporal pressure heating term,

ρCp
∂T
∂t

� ∂P
∂t

(13)

and again estimating the gas layer (flow) time scale as τgas layer � Δ=u2 (which
cancels), we obtain:

ΔTpressure � P02 � P2

ρ2Cp2
� 102 K (14)

where again, from normal shock theory, P02 ≈ 15 atm and P1 ≈0:56 atm: Since
ΔT ¼ Tsurf � T2, where T2 ≈ 300 K, then the estimated maximum temperature,
Tsurf , observed at the missile body surface, is approximately 400 K. While this is
approximately one third to one fourth of the maximum temperature magnitudes
observed in our numerical experiments, given the approximate nature of our estimate,
we can plausibly argue that pressure heating plays the dominant role in generating
near nose, elevated gas temperature and missile surface heat transfer.

A similar analysis helps explain the high temperature gas layer observed in flow
over the open nose missile body. See Figure 15.

5.1.2 Slow relaxation of collision-induced molecular vibration modes

Within the near-nose gas layer, all three gas models predict temperatures well in
excess of the approximate (1 atm) 800 K threshold [5, 13] where vibration modes in
N2 and O2 become significantly excited. Two questions immediately arise:

a. What is the physical origin of the criterion in [5, 13] concerning the
temperature-dependent threshold for significant vibrational excitation?

Figure 15.
Computed temperature distributions for Mach 4.5 flow over open nose missile body.
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b. Since the mean pressure in the layer is on the order of 10 atm � P01 þ P1½ �=2ð Þ,
how does pressure affect the 800 K excitation threshold?

Since collisions induce vibrational excitation, then considering the equilibrium
kinetic energy,

ekinetic ¼ 3kBT=2 (15)

and equilibrium vibrational energy [16]

evib ¼ hν
2
þ hν

exp hν=kBTð Þ � 1
(16)

of individual N2 and O2 molecules at temperature T, then for T ¼ 800 K,

ekinetic 800 Kð Þ≈ evib 800 Kð Þ=2 (17)

where kB, h, and ν are, respectively, Boltzmann’s constant, Planck’s constant, and
the ground state vibration frequency. Thus, in an order of magnitude sense, the 800 K
threshold corresponds to the temperature at which kinetic energy is high enough to
excite significant vibration.

Considering the second question, since ekinetic and evib only depend on T, while the
collision frequency is proportional to pressure, νcol∝P=

ffiffiffiffi
T

p
[5], we see that the 800 K

excitation threshold does not significantly shift in the high temperature/elevated
pressure gas layer.

5.1.3 Slow vibrational relaxation of N2 and O2 in the near-nose region

Considering relaxation of vibrationally excited N2 and O2 within and downstream
of the high temperature near-nose gas region, the Landau-Teller model of vibrational
relaxation [17], provides a relatively straightforward description. In order to estimate
the time scale, τrlxn, on which excited molecules relax to a new, elevated equilibrium
temperature, the following empirical relationship can be used [13]:

τrlxn ¼ C1

P
exp C2=Tð Þ1=3 (18)

where, for N2 and O2, the empirical constants are given by: C1,N2 ¼ 7:12� 10�3

atm� μs, C1,O2 ¼ 5:42� 10�5 atm� μs, C2,N2 ¼ 1:91� 106 K, and C2,O2 ¼
2:95� 106 K: Using P � P02 ≈ 15 atm, T � 103 K (based on numerically observed
near-nose temperatures), approximate relaxation times are:

τrlxn,N2 � 102 μs τrlxn,O2 � 10 μs (19)

Importantly, in the high temperature, near-nose gas region, the relaxation time for
N2, comprising 78% (mole fraction) of air, is an order of magnitude longer than the
bulk flow time scale, τflow ¼ τgas layer � Δ=u2, where u2 � u1ρ1=ρ2 ≈ 1:2 Δ=Rnose

Eq. (7), or

τflow � 10 μs (20)
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Physically, while O2 relaxes relatively quickly – τrlxn,O2 � τflow – N2 relaxes much
more slowly, τrlxn,N2 � 10� τflow, so that significant vibrational energy, again excited
by pressure heating between the bow shock and nose, is transported downstream of
the nose, consistent with the predicted gas temperature distributions in Figure 14.

Finally, and importantly, the close qualitative and quantitative agreement
observed between predicted temperature distributions in Figures 14 and 15, provides
strong evidence that the empirical relations introduced in STAR CCM+’s ideal and real
gas models [5] are physically reasonable.

5.2 Boundary layer transition and a near-nose ‘ring of fire’

Our numerical experiments indicate that within approximately 50 μm, of the solid
nose, a rapid laminar to turbulent boundary layer transition takes place. Evidence of
transition, predicted by all three gas models, is captured in Figures 16 and 17. Focus-
ing on the nonequilibrium model prediction in Figure 16, a rapid, micron-scale drop
in near-nose surface heat flux is followed by a slower, millimeter-scale rise. Similar
qualitative behavior, although less apparent, is also predicted by the ideal and real gas
models. As shown in Figure 17, transition produces a nominally circular, localized
region of elevated surface heat fluxes. The nonequilibrium and real gas models predict
comparable maximum heat flux magnitudes within this zone, while the maximum
flux predicted by the ideal gas model is approximately 70 to 75% of these. Interest-
ingly, and likely reflecting the presence of nonequilibrium N2, the nonequilibrium gas

Figure 16.
Boundary heat flux distribution for each gas equation of state—Mach 4.5 flow over solid missile body.

Figure 17.
Boundary heat flux distribution for each gas equation of state—Mach 4.5 flow over solid missile body—three-
dimensional view.
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model exposes a highly localized, on-nose, heat flux approximately 50% larger than
off-nose qmax magnitudes (predicted by the nonequilibrium and real gas models). At
locations downstream of the (hemispherical) nose shoulder, all three models predict
similar, relatively low magnitude, nominally fixed heat flux distributions. For refer-
ence, near nose predicted surface fluxes are comparable to those measured during
atmospheric reentry of lunar mission Apollo capsules during the 1970s [18].

Interestingly, experimentally observed heat flux distributions on solid nose pro-
jectile bodies in [19]—having similar shapes as those used in the present study—were
too (spatially) coarse to resolve both the near-nose turbulent boundary layer transi-
tion and the resulting ring of intense heat transfer observed here.

The physical origin of the rapid transition to the near-nose turbulent boundary
layer, taking place on a ten micron length scale, remains an open question. Based on
observed subsonic conditions within the hemispherical gas layer of radius � R, and
thickness � Δ, between the bow shock and nose—see Figure 18—we postulate that
an acoustic feedback mechanism underlies the fast transition. Specifically, upstream-
going acoustic disturbances, generated by the near-nose turbulent boundary layer,
generate random, small amplitude oscillations in the bow shock. The latter, in turn,
generate down-stream going pressure and density waves that drive the fast transition.
We note that unsteady bow shocks in hypersonic flow over axisymmetric cone-tipped
cylindrical bodies have recently been observed [20]. Intriguingly, in that study, shock
oscillations required an unsteady separation bubble and an unstable shear layer pass-
ing over the bubble. In our numerical experiments, the unsteady subsonic hemispher-
ical layer may play an analogous role in driving presumed oscillatory shock dynamics.

5.3 Heat sink effect of forward facing cavities

Our numerical experiments reveal that along the cylindrical walls, as well as the
circular base of our forward facing cavity, surface heat fluxes exceed the maximum
flux observed on the solid nose body; compare Figures 16 and 19. The free stream
Mach number in both cases is 4.5; since the ideal gas and real gas models appear to
under-predict in-cavity heat transfer—see [8]—the results shown in Figure 19 are
obtained using the two-specie non-equilibrium gas model.

We surmise that concentration of thermal energy within the cavity is produced by
relatively low in-cavity velocities—see Figure 20—which extend residence/flow time
scales, thus enhancing deposition of decaying vibrational energy. As discussed in [8],
and in contrast to the quantitatively consistent flux predictions for flow over the
cavity-free body—see Figure 16—STAR CCM+’s ideal and real gas models apparently
under-predict this effect when the ratio of flow to (vibration) relaxation time scale
becomes too large.

Figure 18.
Computed Mach number fields for Mach 4.5 flow over closed and open nose missile shapes.
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As shown in the numerical experiments in [8], and consistent, for example, with
the numerical simulations in [21], introduction of a forward facing cavity reduces heat
transfer to the aerodynamic body at all points downstream of the cavity. Physically,
this appears to reflect the cavity functioning as a heat sink, transferring gas enthalpy
to the walls of the cavity. Clearly, this heat sink effect must be accommodated for in
designing open nose hypersonic aerodynamic bodies.

6. Conclusions

1.Schlieren images of Mach 4.5 and 3.5 flow, about closed and open nose missile
bodies, respectively, were obtained in the hypersonic wind tunnel at UNC
Charlotte.

2.Comparisons between numerically predicted and experimentally observed as
well as between numerically calculated and physically estimated drag forces and
shock standoff distances suggest that the STAR CCM+ software package provides

Figure 19.
Computed boundary heat flux distribution for Mach 4.5 flow over open nose body; two-species thermal non-
equilibrium gas model.

Figure 20.
Computed instantaneous in-cavity and near-nose velocity fields for Mach 4.5 flow over open nose body; two specie,
non-equilibrium gas model.
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high quality predictions of hypersonic aerodynamic flows, consistent with the
results reported in [5].

3.A new technique, based on static background removal and SVD decomposition
of raw digital schlieren images, provides significantly enhanced detail of
experimentally imaged high speed flow fields.

4.Numerical experiments reveal that in hypersonic (Mach 4) flow over solid nose
bodies, turbulent boundary layer transition takes place on tens of micron length
scales. The physical origin of this extremely rapid transition remains an open
question. Near-nose transition produces a ring-shaped zone of enhanced heat
transfer immediately downstream of the missile nose.

5.Numerical experiments also reveal that forward facing cavities function as heat
sinks, absorbing elevated near-nose gas enthalpy and reducing heat transfer to
the body downstream of the cavity.
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Chapter 9

The Effects of Blade Configurations
on Performance of a Tidal Vertical
Axis Turbine
Sepideh Amiri Tavasoli, Seyed Jalal Hemmati, Saeed Niazi
and Ali Jalali

Abstract

Hydrokinetic energy contains the major uncontrolled source of renewable marine
energy. The highest level of converter technology readiness offered in the last three
decades is TRL8–9, which is related to the first-generation horizontal axis converters.
In low-depth calm waters, one of the best options to harvest tidal energy is vertical
axis turbines. About 16% of the conceptual designs presented in the last 30 years apply
this type of converter, which does not have a high level of technological readiness. In
this study, a laboratory-designed vertical axis turbine has been introduced in which
the effects of the number of blades, the blade profile, and attack angle on the perfor-
mance of the turbine were analyzed. A 3D incompressible viscous turbulent compu-
tational finite volume approach is applied, with the spatial second-order and temporal
first-order accuracies. The turbulent model k-ω SST was used to obtain the flow inside
the turbine. Rotors include two, three, and six blades with three different profiles,
including NACA2421, NACA16021, and NACA0020. Computational results reveal
that the turbine with three blades and an angle of attack of +8 using the NACA2421
profile has a maximum generation capacity of about 4 kW, with a strength factor of
0.4 and a power factor of about 20%. The capacity, however, was lower for a higher
number of blades.

Keywords: renewable tidal energy, in-stream tidal turbine, CFD, vertical axis turbine

1. Introduction

Tidal energy technology is a cluster of four technologies, namely tidal dams, tidal
lagoons, tidal current converters (TISECs), and dynamic tidal power (DTP) that use
tidal cycles to generate electricity [1]. The greatest unrestrained potential of tidal energy
is from the tidal current source. This unlimited source of clean energy can be estimated
with high accuracy and reliability. Practically, to extract the tidal energy, the average
flow velocity in the spring tide of neighborhoods should be faster than 1.5–2.5 m/s.
Nevertheless, in nearly 10 regions in the world, the flow velocity is relatively high.

Zeiner-Gundersen [2] proposed a simple and cost-effective vertical axis turbine
with flexible foils designed based on inspiration from hydrodynamic thrust
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characteristics of aquatic creatures. These novel aspects resulted in a high-
performance turbine that attained up to a 0.37 power coefficient in a confined channel
and could self-start at low inflow water velocities.

Pongduang et al. [3] studied the helical tidal current turbine and reported its
performance and characteristics, aiming to develop the free water flow electric
turbine. The scaled model of the tidal turbine was built as 0.5 and 0.6 m in diameters
and 1.25 m in length. The turbine cross-section blade was symmetric NACA0020 with
a 0.07 m chord length and three blades with the helical angle of 120°, 135°, and 150°.
The model was tested in a towing tank.

Priegue and Stoesser [4] investigated the influence of blade roughness on the
performance of a vertical axis tidal turbine. In this design, the vertical axis of turbines
undergoes stall at some periods, that is, the flow separates from the blade during each
revolution. In this study, it is hypothesized that roughening turbine blades causes a
delay of the flow separation (similar to flows over rough bluff bodies), which in turn
diminishes the turbine stall, and ultimately results in an increase in the performance
of the turbine.

Based on an experimental study, Harries et al. [5] analyzed the performance and
optimization of a prototype novel drag-driven vertical axis a tidal stream turbine.
Hamidi et al. [6] also investigated the power and momentum coefficients of a three-
blade vertical tidal turbine using a laboratory model. Bouzaher et al. [7] investigated a
vertical axis tidal turbine with flexible blades, with the focus on analyzing the effect of
flexible airfoil types and the blade flexibility on the net output power of the turbine.
Delafin et al. [8] used the variable pitch in order to control the angle of the attack of
blades continuously during their rotation. The same approach is also considered in this
study. Based on the 2D blade-resolved unsteady Reynolds-Averaged Navier-Stokes
(RANS) simulations, the improvement caused by pitching the blades is evaluated in a
three-straight-blade vertical axis tidal turbine. Three pitching laws are defined and
tested, aiming to reduce the angle of the attack of the blades in the upstream half of
the turbine, but no pitching motion in the downstream half.

Airfoil is a geometric structure to generate mechanical force from the relative
motion between the airfoil and the airflow around the airfoil structures. The first wind
turbine blades were also designed by airfoils used in aviation applications. However,
in the 1980s, due to defects in aeronautical airfoils applied to a wind turbine, special
air airfoils were assigned to wind turbines. A wind turbine has been created with the
help of special airfoils. The airfoil series for controlled wind turbines, with variable
level adjustment by stations, was developed by the National Renewable Energy
Laboratory in 1984 [9].

Vertical axis turbines and their hydrodynamic performances have not been well
investigated. This type of turbine is very suitable for calm and shallow water condi-
tions, which are very common around the world. In this study, the flow in a
microturbine under calm and shallow water conditions is examined based on a simu-
lation. Using the hybrid mesh and finite volume approach simulation methods, the
effects of the number and profile and angles of the attack of turbine blades on the
performance of vertical axis turbines are studied.

2. Numerical method

The governing equations to solve the 3D incompressible flow are the time-
averaged continuity equation and the time-averaged momentum equations:
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∂u
∂x

þ ∂v
∂y

þ ∂w
∂z

¼ 0 (1)

ρD v
!
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¼ ρ g! � ∇

!
p
!þ ∇

!
:τ0 þ f

!
(2)

where g! is the force of gravity, f
!
is the volumetric force, and τ0 is the stress tensor,

which is presented as follows:

τ0 ¼ μþ nð Þ ∂�ui
∂xj

þ ∂�uj
∂xi

� �
(3)

In Eq. (3), both the viscous shear stress and the turbulent or eddy shear stress are
included. The time average method is used to simulate turbulence effects. In these
models, new terms are introduced to simulate turbulence of the mean flow instead of
explicitly examining the turbulence behavior. These are the time-averaged Navier-
Stokes equations that are applied for a larger-scale modeling of turbulence problems.

Turbulent modeling is relatively difficult because it requires detailed information
about the structure of the turbulence phenomenon in the fluid, which is often not
available. Therefore, one of the available turbulence models can be used to determine
the magnitude of the stresses. In this study, the k-ω SST1 model is used as the
turbulence model. The k-ω SST model is based on two equations, which is actually a
combination of two models—standard k–ω and k–ε. The k-ω SST model effectively
uses the high precision of the standard k–ω formulation near walls, as well as the
independence of the k–εmodel, and for this reason, it has gotten rid of the problem of
the k-ω standard model, which is highly sensitive to the turbulent properties of the
input current. For this reason, the k-ω SST model has better performance than both
k–ε and k–ω models.

The operational performance of marine turbines can be defined as dimensionless
coefficients. These coefficients are the tip speed ratio (TSR), thrust coefficient (CT),
and power coefficient (CP):

TSR ¼ ωR
V

(4)

CT ¼ T
1
2 ρ V2A

(5)

CP ¼ TSR� CT (6)

where ω is the rotational speed of the turbine, R is the radius of the blade, V is the
inlet axial flow velocity, A is the hypothetical surface of the turbine disk, and T
denotes the turbine thrust [10]. One of the most important variables, which indicates
the effect of the number of blades, is the solidity ratio:

σ ¼ NC
πD

(7)

where N is the number of blades and C is the length of their airfoil chord.

1 Shear stress transport.
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In this chapter, a 3D laboratory-designed vertical turbine is modeled, and a finite
volume method is used to simulate the hydrodynamic performance of the turbine. The
length of the airfoil chord is 120 mm, the spiral angle (the angle between the blade and
the horizontal plate) is 60°, the height and the diameter of the turbine are both
300 mm, and the number of blades is two, three, and six (Figure 1). Among the
available options, profiles of the NACA2421, NACA0020, and NACA16021 are cho-
sen. Figure 2 illustrates the cross-sectional shape of each of the three selected profiles.

The outer part of the model is considered similar to that used by Revuz et al. [11].
As shown in Figure 3, the computational domain has a length of 4500 mm, width of
3000 mm, and height of 1500 mm, which includes a rotating part with a diameter of
400 mm and a height of 320 mm. The diameter of the internal section is 200 mm and
its height is 320 mm.

Figures 4–6 show grids, the turbine blade, and total solution domain meshes,
respectively. As mentioned before, the moving mesh was employed, and the adjacent
areas to the object have smaller mesh size than the other areas. The mesh sensitivity
analysis was also performed; the results of which are presented in Figure 7. Optimally,
the number of computational cells was about 3.5 million. The Ansys fluent software is
used. A high-performance (HP) server with five nodes, each with the ability to
connect to 56 clients and 256 Gbyte ram, and a total of 5 terabyte hard disk space were
used. Each performance took between 2 and 8 days.

Simulations are performed for different TSRs and the results are compared. A
complete cycle of sea tides lasts for 14 days, during which every 6 hours, the

Figure 1.
3D model of a rotor designed with three blades.

Figure 2.
A top view of the blade section with profiles of (a) NACA0020, (b) NACA16021, and (c) NACA2421.
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horizontal velocity of the current rises to the maximum from zero, and then falls back
to zero. Figure 8 depicts an example of speed series on the Qeshm channel in the
Persian Gulf [12].

Laboratory results reported by Talukdar et al. [13] were used to validate our
results. In their study, the water flow velocity was 0.87 m/s, and the density of
seawater was 1.025 kg/m3. Torque coefficients and computational power obtained in
our study are compared against the laboratory data present in a study by Talukdar
et al. [13] and presented in Figures 8 and 9. As can be seen, for the NACA0020 type,
the profiles are similar in both studies. A comparison of analytical and experimental
results reveals that the maximum relative error for the torque coefficient and the
computational power coefficient was 18% and 20% less than the experimental values,
respectively. The way the generator is connected to the blade, as well as uncertainties
in experimental data, contributed to some errors, but changes in torque and power
coefficients in different TSRs were similar in both cases.

Figure 3.
Computational domain of the simulation of the hydrodynamic turbine.

Figure 4.
Internal computational grids.
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Figure 5.
Grids of the turbine blade.

Figure 6.
Total solution of the domain mesh.

Figure 7.
The grid sensitivity analysis.
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3. Results and discussion

Figures 10–16 depict simulated velocity and pressure and the velocity vector
around the blades for different blade numbers and profiles. Only results of the simu-
lations under the maximum velocity (1.8 m/s) are shown. In these figures, it is
assumed that the stream enters horizontally from the left side at a constant mean
speed and exits from the right side.

Figure 10 shows that the maximum flow velocity inside the turbine when collides
with blades is 3.7 m/s for turbines with two blades. This value is 3.6 and 2.8 m/s for
turbines with three and six blades, respectively. The most turbulent flow is behind the
turbine with six blades, as illustrated in Figure 10c.

Analysis of the velocity distributions for the turbines with different blade numbers
indicates that the current deviation in the increasing order is for the two-, three-, and,

Figure 8.
Comparison of torque coefficient for different TSRs with experimental data [13].

Figure 9.
Comparison of power factor for different TSRs with experimental data [13].
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six-blade turbines, respectively (Figure 10). If the turbine has a large flow deviation,
more energy should be consumed. Thus, the smaller the flow deviation, the better the
turbine in terms of energy production. From the edge of the attack to the tail of the

Figure 10.
A top view of the velocity contour for (a) two-blade, (b) three-blade, and (c) six-blade turbines with a speed of
1.8 m.
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Figure 11.
Speed vector around the blade for the input speed of 1.8 m/s in the profile mode of (a) NACA16021, (b)
NACA2421, and (c) NACA16021.
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Figure 12.
Speed vector around a blade for the input speed of 1.8 m/s in the angle of the attack mode (a) The angle of +4°
(b) The angle of +8° (c) The angle of +12° (d) The angle o�� 4° (e) The angle of �8° (f) The angle of- 12°.
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airfoil, pressure initially decreases but then begins to increase, and the increase in
pressure leads to the separation of the boundary layer, which increases the pressure
gradient and may cause problems in the turbine blades.

Figure 11 shows the velocity distribution for turbines with different blade profiles,
but the inlet maximum speed of 1.8 m/s. Flow deviation in the turbine with the
NACA2421 profile is less than the others, causing the extraction of more energy from

Figure 13.
Tidal energy versus stream velocity for different blade numbers.

Figure 14.
The solidity coefficient for different number of blades.

Figure 15.
Tidal energy versus stream velocity for different blade profiles.
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the tidal water. Figure 11 also shows that the vorticity value in the turbine with the
NACA2421 profile is less than the other two types, which improves the performance
of the turbine.

As a turbine with the NACA2421 profile is the most optimal at the flow velocity of
1.8 m/s, it was designed and shaped under different angles.

One of the issues that always complicates the simulation of vertical axis turbines is
the continuous interaction of the fluid with blades in each section of the rotor. In fact,
a fluid that is affected by a blade in the upstream area should hit the blades in the
lower half of the rotor.

In general, by reducing the angle of the attack of both negative and positive angles
at upstream, some current separation occurs at the end of the airfoil, which causes a
severe pressure difference at the upper and lower levels of the airfoil (Figure 12),
which leads to an increase in the return time of the current from turbulence to
laminar. This pressure difference, along with the destructive phenomenon of dynamic
fatigue and the circular currents of the airfoil tip, leads to the destructive drag force.
In response to this force, the speed may be reduced and some severe vibrations may be
created in the turbine. If this condition continues to increase, the pressure on the blade
structure can have far more dangerous effects, such as breaking the blades. These
vortices will be increased in the negative angles as far as the reverse pressure is
observed. There is also increased in positive angles with increasing the angle of these
vortices. At an angle of +8°, which is in line with the flow direction, the end of the
blade is covered with vortices, but at an angle of +4°, it can be seen that in addition to
the end of the blade, vortices are formed on the curvature of the blade.

Figure 13 presents the amount of tidal energy obtainable for different velocities of
flow for turbines with two, three, and six blades. As the speed increases, the output
power increases, but the increase in the two-blade mode is greater than that of three
or six blades. This result can also be seen in Figure 10. In general, with increasing the
number of blades, the speed of the rotor rotation decreases, but torque increases.
Similarly, as the number of blades increases, the solidity of the turbine increases
(Figure 14). As in the case of a three-blade turbine, the solidity factor is more than
two blades and the power that can be produced does not decrease considerably when
the number of blades increases, the pressure distribution decreases. Thus, the fatigue
stress with oscillating loads created in turbines with fewer blades causes the blades to
break and damage. The two-blade turbine produces more energy than a three-blade

Figure 16.
Power coefficient versus stream speed for different blade profiles.
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turbine, but because of the high pressure on its blades, it causes the turbine to sag.
Naturally, this loosening motion causes stability problems for the turbine. It also
increased stress on the components of the turbine, such that they may break down
over time. The two-blade turbine generally causes environmental problems due to
issues such as loss of components and the need for repair and also increases the
maintenance costs of the turbine. However, the amount of power produced in a three-
blade turbine is not that much different from that in a two-blade turbine. The cost of a
three-blade turbine is also lower, and it leads to less environmental impact. On the
other hand, when blades are more than three, there is more water resistance and the
power generation is slower. Thus, a three-blade turbine is more efficient. For these
reasons, a three-blade turbine is ideal because of its high-energy performance, greater
stability, and durability. As a result, a three-blade turbine is selected as the most
optimal turbine in terms of the blade number.

Airfoil is a geometrically shaped structure for mechanical force generation from
the relative movement between the airfoil and the surrounding airflow of the airfoil
structures [14]. For wind turbines, the airfoil shape of the blades influences the
turbine power production. The lifting efficiency of blades determines the effective-
ness of rotor rotation for the productive energy conversion from wind kinetics to rotor
rotation, which leads to higher electricity generation from the drive unit.

The boundary layer of the airfoil is exerted by additional pressure generated by the
curvature shape of the airfoil compared to the constant pressure on the boundary
layer made of the plate with zero incidences. The pressure distribution on the edge of
the boundary layer is the same as the pressure distribution on the wall in the plate.
However, due to the streamline curvature of the airfoil surface, pressure gradients and
compensation for the centrifugal force of the streamline flow are generated inside the
boundary layer. Furthermore, the transition point of the boundary layer on the airfoil
is determined by the outer flow and its pressure difference generated by the curvature
shape of the surface [15].

As each profile is from different NACA series, there are some differences. In the
NACA0020, the thickness of the profile was 20%, while in the NACA2421 and
NACA16021, it was 21%.

As can be seen in Figure 15, the NACA2421, which is thicker than the NACA0020
and is more curved than both the NACA0020 and NACA16021, produced more
energy. On the other hand, the NACA0020, which is less thick than the NACA16021,
produced more energy. As a result, the amount of energy production decreases with
increasing the thickness and increases with increasing the curvature. As a result, the
most optimal type of profile among the studied profiles is the NACA2421, which is a
four-digit and asymmetric NACA series. Thus, this profile is selected as the optimal
profile.

As expected, power generation by different profiles increases when the speed
increases, but for the NACA2421 profile, this increase is the most. Hence, in the
maximum current velocity of 1.8 m/s, it is predicted that a power of 2.5 kW can be
obtained.

Figure 16 shows the tidal energy in terms of stream velocity in turbines with
different profiles. A turbine with three blades (NACA2421) generates the highest
power at different speeds, with a maximum of 20%.

Figures 17 and 18 show the coefficient of power and extractable power relative to
the ratio of different tip velocities for different attack angles, and Figures 19 and 20
show the extractable power and power factor relative to different attack angles for
different velocity ratios.
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As shown in Figures 17–20, the turbine has the highest power factor at a certain tip
speed ratio, which is the optimal tip speed ratio, and changes depending on the blade
angle of the attack. The optimal tip velocity ratio changes with the angle of the attack
relative to the reference mode, so that the maximum increase is at the angle of the
attack of +8°. At negative angles, it first increases at the angle of the attack of �4°, but
then it decreases. As the airfoil angle of the attack increases, the power factor
decreases over time.

Figure 17.
Power factor diagram of the tip speed ratio for different attack angles.

Figure 18.
Power diagram based on the tip speed ratio for different attack angles.

Figure 19.
Power diagram of different attack angles for the tip speed ratio.
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According to these diagrams, it can be seen that the optimum power output of the
turbine in terms of the attack angle is a turbine with an attack angle of +8, which
produces a power of about 4000 watts, about 1.5 times more than the power that can
be produced by a turbine with the zero-degree angle of the attack. Nevertheless, the
pressure on the turbine blades increases by 7% in the turbine with the optimum power
output compared to that with the zero-degree angle of the attack, although this
increase in pressure is negligible.

4. Conclusion

Figure 21 shows the power factor in two turbine rotation cycles for different speed
ratios. It can be seen that for different tip speed coefficients, the amount of power
extracted from the three-blade turbine was the most. With increasing the speed of the
tip, the amount of power further increased, but decreased for three-blade and two-
blade turbines, respectively.

According to Figure 22, at different blade tip speeds, the power factor in a turbine
with the NACA2421 blade profile is higher than a turbine with the NACA0020 profile.
According to Figure 22, the optimal tip velocity ratio is equal to TSR1 because it has
the highest output power factor.

According to Figure 23, the power factor has changed for angles of 0 and +8°, with
the maximum value in TSR 1.2 for the angle of +8°. Increasing the angle of the attack
from 0 to +8° increases the power factor, but at the angle of +12, it decreases. The
maximum power belongs to the turbine with the attack angle of +8° and the tip speed
ratio of 1.2 (Figure 24).

Our analysis showed that an increase in the number of blades negatively affects the
obtainable power. In other words, the solidity coefficient increases with increasing
the number of blades. This increase has destructive environmental impacts, including
the noise generated by the blades, as well as the pollution during construction, trans-
mission, and installation of the blades [16]. As a result, according to the simulations,
the turbine axis with three blades yields better performance.

The simulation results also predict that the curvature and thickness of the blade
profile affect the production capacity. The production capacity is directly related to
the increase in the curvature of the blade profile and is inversely related to its

Figure 20.
Power factor diagram of different attack angles for the tip speed ratio.
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Figure 21.
Comparison of power factor diagram of a torsion angle at different tip speed ratios for a turbine with two, three,
and six blades. (a) TSR 0.6, (b) TSR 0.8 (c) TSR 1 (d) TSR 1.2.
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Figure 22.
Comparison of power factor diagrams in two turbine revolutions for the NACA0020 and NACA2421 profiles at
different tip speeds. (a) TSR 0.6, (b) TSR 0.8 (c) TSR 1 (d) TSR 1.2.
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thickness. The production capacity in this study was estimated to be 4 Kw for a
three-blade turbine and the NACA2421 profile.

Although in experimental tests [13], the experimental power has been reported to
be higher than the computational value in the current research, trend changes in
design indicators and the amount of existing error are acceptable. This method can be
used to design suitable microturbines at the entrance of bays, shrimp ponds, and in
the water outlet of boilers.
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Chapter 10

Air Pollution Dispersion Using
Coupled AERMOD-WRF Modeling
System and Generation of Gridded
Emission Inventory of NOX over
Nagpur
Rahul Boadh, Yogendra Kumar Rajoria
and Vallampati Ramachandra Prasad

Abstract

This study, a work used to distinguish the dispersion patterns of air pollutants, is
designs particularly NOX because of vehicular and modern sources over a quickly
creating metropolitan city, Nagpur (21.15° N, 79.09° E), India, during winter and
summer representativemonths, that is, January and April respectively in 2009. Utilizing
the emission variables of industry and various vehicles, 1 km x 1 km high-resolution
Gridded Emission Inventory (GEI) has produced over Nagpur city. Here, two PBL
schemes formWRF model viz., local (MYJ) and non-local (YSU) schemes considered
for obtaining the PBL as well as meteorological parameters. Both the schemes MYJ and
YSU representing the boundary layer parameters are reasonably well and measured for
generating the input parameter for AERMODmodel. During the winter and summer
month’s fundamentally unique scattering patterns of NOX have been observed. After
carefully examining the NOX concentration from the AERMODmodel, the reasonable
well-by integrated YSU schemes of WRF were found to be superior to the other
schemes. The current review advocates the utility of the created GEI of NOX with
coupled AERMOD-WRF offline model for air quality appraisal over Nagpur.

Keywords: gridded emission inventory, air quality, AERMOD, PBL schemes, WRF
model

1. Introduction

Air pollution is a not unserious risk to the climate influencing human’s health [1–3],
and horticulture and normal biological systems [4]. There are many wellsprings of air
pollution, viz., usual sources, transportation, horticultural, and generation of power and
industrial industries. According to World Health Organization (WHO) standards,
among many Indian urban communities with populace of over a million, air
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contamination levels surpassed the edge. It is revealed byWHO [5] that nearly 500,000
premature deaths are in India due to only indoor air pollution. Mesoscale atmospheric
flows play significant character in dispersion of air pollutants, local air quality problems,
and transference [6–12]. Emission estimates and trends during 1990 to 2000 and its
implications over Delhi have been reported [13]. AERMOD [14–16], a Gaussian plume
air dispersion model with explicit representation of PBL processes, is widely being used
for the assessment of air pollution dispersion of various pollutants and estimation of
ground-level concentrations (GLC) as well. WRF-AERMOD coupling is employed for
the methodology to study the dispersion patterns of PM10 over Pune [17]. Gurjar et al.
[18] have evaluated emission and air quality in selected mega-cities of different coun-
tries. Mohan et al. [19] implemented AERMOD dispersion model in standalone mode
for the exposure assessment of particulate matter pollution over Delhi. Goyal et al. [20]
have developed grid-based mobile source emission inventory over Delhi using IVE
modeling tool. It is appraised the enactment of WRF, for the situation usage as the
meteorological pre-processor aimed at investigative modeling of air quality using
AERMOD over Cuba [21]. A sensitivity study of different PBL schemes of parameteri-
zation schemes of WRF model coupled with AERMODNOX dispersion over a shoreline
city of Visakhapatnam [22] and over Gurugram [23] was conducted.

The good activist resolution of various parameters such as upper air meteorological
and surface parameters in standalone mode is required by AERMOD model. In max-
imum Indian cities, this type of the PBL data is absent and over Nagpur such data are
not available. The high resolution (3 km) has been utilized for integrating the meteo-
rological variables from WRF model, which is required in air quality simulation. The
result obtained is used with offline coupler [22]. The presented coupler in the present
work originates the PBL and surface meteorological parameters over Nagpur and
generates required input variables for the integration of AERMOD. It is obviously true
that PBL processes assume a significant part in the scattering of air toxins and is
crucial for utilizing reasonable PBL plot in WRF-ARW model. It has been reported
that YSU followed by MYJ has shown better simulation PBL processes after validating
it with available observations over Nagpur region [22, 23].

In this study, AERMOD [24, 25] and a Mesoscale weather prediction model WRF-
ARW [26, 27] with YSU and MYJ schemes are employed for calculation of NOX

dispersion and estimation of ground-level concentrations (GLC), due to vehicular
traffic during two contrast seasons such as winter and summer during the year 2009
over Nagpur city. January has been chosen as a representative month of winter and
April as summer month following the criteria of India Meteorological Department,
India. In this study, GEI with high resolution (1 km � 1 km) using emission factors of
different types of vehicular traffic over the study area has been developed. An addi-
tional NOX emission from a thermal power plant (TPP) located in the north direction
which is 11 km away from Nagpur city has also been considered. The model-simulated
NOX concentrations are validated using the monitored observations by CPCB to assess
the presentation of the displaying framework with two distinct PBL plans during
summer and winter.

2. Study area

Nagpur (21.15° N, 79.09° E) is the biggest city in focal of India and the second
capital of the territory of Maharashtra. Nagpur is the quickly developing city and third

202

Boundary Layer Flows - Modelling, Computation, and Applications of Laminar,Turbulent…



most crowded city after Mumbai and Pune in Maharashtra. Additionally, it is the
Center for advancement, industrialization, urbanization, and business action
(Figure 1). The main sources of air pollution are vehicular, and industrial and
domestic sources. Over Nagpur city, according to the National Ambient Air Quality
Standards (NAAQS)—2008, suspended particulate matter (SPM), and respirable
suspended particulate matter (RSPM) fundamentally high, the degree of nitrogen
dioxide (NO2) is moderate [28]. NOX is of specific worry as it is radiated from
industrial and vehicle cycles that consume non-renewable energy sources. NOX draws
consideration as it responds with volatile organic compounds (VOCs) to shape
ground-level ozone and it likewise responds with different constituents in air to frame
nitrates and corrosive vapor sprayers. Nitrogen dioxide disturbs the nose and throat,
and it seems to build vulnerability to respiratory diseases separated from nearby
wellsprings of air contamination. Territorial and metropolitan air quality peculiarities
are affected by a few different factors like the local meteorology.

According to climate classification by Köppen, the dry climate and tropical wet
climate with dry conditions found for throughout year over Nagpur. Nagpur is situ-
ated at a height of 312.42 meters above sea level. Over Nagpur region, the winter
season lies from late November to January and the temperature can goes below 10°C.
Summer lies from late March to June and it is extremely hot and May being the hottest
month over Nagpur region. On May 22, 2013, highest temperature (47.9°C) was
recorded in Nagpur city.

Figure 1.
Study area (30 km � 30 km) over Nagpur [monitoring locations (ML1 = .MIDC industrial area, ML2 = MIDC
office, ML3 = Govt. polytechnic college, ML4 = Institute of Engineering, ML5 = Maskasath, and ML6 = NEERI
lab)].
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3. Data and methodology

The data required for running WRF-ARMOD coupled modeling system and meth-
odology of emission inventory and prediction of pollutant concentrations over Nagpur
city using integrated WRF-ARMOD coupler are described in the following sections.

3.1 Data

In the present section, the mandatory data for offline coupled modeling system,
gridded data of emission inventory from area and point sources over Nagpur, and
ambient air quality monitored by CPCB are described in detail.

3.1.1 Data required for WRF-ARW model

In the current review, here accessible 6-h global final analysis (FNL) utilized with
1.0° � 1.0° grid resolution produced by the National Center for Environmental Pre-
diction (NCEP’s) global forecast system (GFS) as initial conditions, during study
period in January and April 2009.

3.1.2 Emission data

In this study, two types of emission data have been used. One is the vehicular data
along with exhaust emissions considered as an area emission and the other is thermal
power plant (TPP) data considered as point source over the Nagpur city. The CPCB
has six monitored stations over Nagpur city. They are MIDC industrial area, MIDC
office, Government Polytechnic College, Institute of Engineering, Maskasath, and
NEERI Lab. The NOX-monitored data are accessible as 24 h average from CPCB,
designed for all above six monitoring locations.

The data are not uniform w. r. to time at all monitoring locations; that is, the
monitored data at each location are available on different days. Hence, in the current
study, the comparison of observed and predicted concentrations has been done at
those monitoring locations where data are available for the days, the concentrations
are estimated.

3.1.3 Estimating number and types of vehicles pursuing over Nagpur

In this study, a number of vehicles plying in Nagpur city are calculated using RTO
(Regional Transport Office) report for Maharashtra state [29]. Based on this report,
there is an increase in the number of vehicles registered at the rate of 7.21% per year.
Accordingly, we have estimated the number of vehicles at Nagpur city from the base
year 2011. The yearly vehicular growth during the last 16 years is shown in Figure 2.
According RTO, vehicles registered before 15 years from the current year will not be
allowed to play on the road.

We considered this as assumption that the vehicles registered in 1994 were not
plying on the roads in 2009. For year 2009 (base year), diverse types of vehicles with
pollutant emission factor for NOX obtained from Automotive Research Association of
India (ARAI) are shown in Table 1 [30]. The TPP located at Koradi area of Nagpur is
11 km away from Nagpur city zero miles, which is considered as point source.
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For the calculation of NOX emissions from the area sources, the Nagpur city (9 km
� 8 km) area of 72 km2 has been considered with 1 km � 1 km grid resolution. The
selected area covers all six monitoring stations of CPCB, where urban activities take
place due to different sources, and predominantly vehicular exhaust is the main
source of air pollution in Nagpur city. Considering this criterion, emissions from 64
grid cells were used as input into the model.

The calculation of emissions from vehicles is based on the emission factors for
different types of vehicles according to ARAI 2007, vehicles explicit kind [29], the
distance went by a specific vehicle, and their appropriation in light of the sort of the
fuel utilized. The methodology to obtain emission from vehicular estimates was based
on an earlier work [13, 19, 31];

Ei ¼
X

Vehj �Dj
� �� Ei; j; km

The emission of the compound (i) is denoted by Ei, per type of vehicles numbers
denoted by Vehj and different vehicle type (j) traveled distance defined by Dj in a grid
box. This study has assumed based on the previous study according to ARAI, Ei;j; km
the emission factor (g km�1) of different vehicles of compound (i) and vehicle type
(j) per driven kilometer. The GEI of NOX over Nagpur city is shown in Figure 3.
Based on the previous study, this study assumed only 50% vehicles are moving on

Figure 2.
Yearly vehicle growth for the past 16 years over Nagpur city.
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road in per grid box. According of ARAI emission factors, vehicular emissions of NOX

are designed for different types of the vehicles in each 1 km � 1 km grid box.

3.2 Methodology

3.2.1 Air pollution dispersion model

AERMOD [14] is a consistent state Gaussian plume model valuable for the calcu-
lation of contamination scattering relevant to metropolitan and provincial region and
several sources (volume, point and area) of emissions [14–16].

AERMOD expects the likelihood circulation work for the toxin concentration to be
Gaussian in the both horizontal and vertical steady boundary layers. Then, at that

Vehicle type Number of vehicles Fraction Emission factor (gkm�1)

Motor Cycles (Petrol) 226,558 113,279 0.15

Scooters (Petrol) 170,702 85,351 0.14

Mopeds (Petrol) 164,827 82,413 0.02

Personal Cars (Petrol) 52,266 26,133 0.09

Multi Utility Vehicles (Diesel) 16,892 8446 0.67

Personal Cars (Diesel) 1545 773 0.28

Three Wheelers (Petrol) 9534 4767 0.16

Three Wheelers (Diesel) 3578 1789 0.51

Busses (Diesel) 1772 886 6.53

Heavy Commercial Vehicles (Diesel) 8672 4336 9.3

Light Commercial Vehicles (Diesel) 8238 4119 2.12

Table 1.
Different types of vehicles based on ARAI-2007 and emission factor over Nagpur city in 2009.

Figure 3.
(a) Nagpur city map (9 km � 8 km) and (b) emission inventory (gs�1 m�2) over Nagpur city.
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point, in present instance of the convective boundary layer, while the flat scattering is
Gaussian, the upward dissemination is addressed by a bi-Gaussian likelihood convey-
ance function.

In light of perceptions of meteorological predictions using a similarity connection,
the rising profiles of the essential components, such as wind and temperature, are
constructed.

AERMOD represents the vertical in-homogeneity of the PBL in its scattering
estimation by averaging the boundaries of real PBL into successful boundaries of an
identical homogeneous PBL. The AERMOD meteorological preprocessor, recognized
as AERMET, calculates the PBL boundaries, viz., friction velocity, temperature scale,
Monin-Obukhov length, surface heat flux, convective speed scale, blending tallness by
involving nearby surface attributes as unpleasantness of surface, and Bowen propor-
tion in mix with the standard meteorological perceptions [22, 32]. AERMOD is an
analytic model and uses limit layer boundaries alongside routine meteorological
information as contribution for assessing the contamination focuses. The
overproduction of concentrations of pollutants is because of the lower reversal/
blending stature under solid stable circumstances anticipated by WRF.

For predicting 24 hourly normal NOX concentration utilizing metropolitan scattering
choice, the model has been utilized in this study. In this work, two different domains
were chosen: Domain-1 with 30 km � 30 km with 1-km grid resolution considering the
entire city including TPP and Domain-2 a finer 12 km� 12 kmwith 1-km grid resolution
without considering TPP emissions. This exercise has been conducted so as to assess
whether TPP emission does have any influence in the concentration of NOX over
Nagpur. The consequences of the integrated concentration of NOX are approved against
CPCB information on 24-h noticed concentration of NOX over Nagpur.

3.2.2 Weather research and forecast model

WRF version 3.6 mesoscale model established by the National Center for Atmo-
spheric Research (NCAR) is utilized in the existing study [26, 27, 33]. This model
contains the bother amounts of tension, scalars (cloud water, water vapor mixing ratio
etc.), turbulent kinetic energy, surface pressure, geo-potential, three-dimensional
wind, and potential temperature and includes the prognostic variables. WRF is also
completely squeezable with non-hydrostatic equations. From the literature, one can
say that PBL cycles and land surface affect the incorporation of winds, choppiness,
and other state factors in the lower atmosphere.

The two PBL schemes YSU and MYJ both have shown better performance than the
other schemes of WRF-ARW chosen based on the works over the Nagpur region and
three nested domains used in study (Figure 4) [22, 25]. The complete model over view
consists of model domain; different parameterizations used are presented in Table 2.

3.2.3 Offline coupler of WRF and AERMOD models

Hourly meteorological observations of surface and upper air remain mandatory to
AERMOD. The model acknowledges a solitary station information and expects that
the condition of the weather is evenly homogenous over the whole study region. In
any case, the sort of meteorological information, which is fundamental to process the
necessary boundary layer variables that can fill in as contribution to AERMOD, is not
sweeping the study region. Subsequently, in the current work, we have utilized the
offline coupler to incorporate the weather research forecast and AERMOD models.
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Figure 4.
WRF-ARW model domain used over Nagpur.

PBL scheme 1) YSU [34]
2) MYJ [35, 36]

Vertical coordinates Terrain-following hydrostatic pressure
vertical coordinate with 27 vertical levels

Covered area 13.8°-27.4° N and 71.9°-86.2° E

Interval 6 hrs

Spatial differencing scheme 6th order center differencing

Microphysics Eta microphysics [37]

Horizontal grid system Arakawa-C grid

Map projection Mercator

Surface layer parameterization Noah land Surface Scheme

Integration time step 90 sec

Data NCEP FNL

Time integration scheme 3rd-order Runga-Kutta Scheme

Long-wave radiation RRTM scheme radiation [38]

Short-wave radiation Dudhia scheme [39]

Dynamics Non-hydrostatic

Resolution Domain1: 27 km � 27 km
Domain2: 9 km � 9 km
Domain3: 3 km � 3 km

Grid size Domain1: (60� 60) � 27
Domain2: (91� 91) � 27
Domain3: (112� 112) � 27

Cumulus parameterization Kain-Fritsch scheme [40]

Table 2.
Overview of the WRF-ARW modeling system.
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Presented coupler directly generates meteorological input files mandatory in
AERMOD model [22] from the surface and PBL parameters over Nagpur from the
output of WRF model.

4. Results and discussion

The current section approval of GLCs and scattering patterns of NOX acquired by
utilizing the coordinated coupler of WRF-AERMOD are examined.

4.1 Simulation and dispersion of NOX

In segment, the coupled WRF-AERMOD displaying framework reenacted disper-
sion patterns and GLCs of NOX utilizing the different information (presented in
Section 3) and Emission Inventory (EI); approval practices utilizing the accessible
checked perceptions from factual investigation are introduced. The meteorological
information obtained from WRF-ARW by utilizing PBL plans YSU (consequently
alluded to as Model-1) and MYJ (hereafter alluded to as Model-2) are utilized in the
coupled modeling framework for foreseeing NOX concentrations over the review area.
The exhibition assessments of integrated NOX concentrations by Model-1 and Model-2
are learned through the accessible perceptions. The investigation and approval of the
obtained GLC of NOX subsequent to coordinating the modeling framework more than
two chosen domains (Domain-1 and Domain-2) of Nagpur city are presented in
Section 3.2.1 with the accessible observations (given in Section 3.1.3).

4.2 Validation and GLCs of NOX

For the model combination, we utilized EI of area sources over Nagpur (without
TPP in Domain-2) for integrating the concentrations of NOX pollutant. Concentra-
tions of NOX pollutant in January and April 2009 anticipated by Model-1 and Model-2
with the accessible CPCB checked information are portrayed in Figures 5 and 6,
individually.

The convergence of NOX anticipated by Model-1 shifts 52 to 110 μgm�3, though by
Model-2 fluctuates between 53 and 180 μgm�3, while the noticed focus differs from 28

Figure 5.
Validation of model predicted 24-hour NOX concentration (μgm�3) with CPCB observation in January 2009 over
Nagpur (with the monitoring location number given in Figure 1).
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to 54 μgm�3 during winter. On the correlation with the observed qualities, over-
forecast of re-enacted convergence of NOX by both Model-1 and Model-2 is seen
(Figure 5). This might be credited to that reality the more grounded stable soundness
conditions and low breezes reproduced by the WRF-ARW model prompting more
catching of contamination interface of NOX.

During summer month, the anticipated fixation by Model-1 and Model-2 shifts
between 20 to 85 μgm�3 and 28 to 80 μgm�3 separately. During same month, CPCB
perception of NOX fixations fluctuates somewhere in the range of 18 and 61 μgm�3.
On the nearby assessment of the outcomes presented in Figure 6 uncovers, the scope
of fixations by the Model-1 and Model-2 is practically identical with the perceptions,
with generally better execution by Model-1. The primary explanation of the over
expectation of the NOX focus could be because of the exclusion of metropolitan
geology in the current review since this sort of information getting is extremely
intense in India. The metropolitan regions would adjust the thermo-dynamical design
of the barometrical limit layer and changes the strength definition. Because of the
avoidance of metropolitan elements, there are potential outcomes of over assessment
of stable circumstances by the models and prompts more catching of NOX results in
over forecast more. To find out the best execution of the models, factual examination
is directed as given in the accompanying section.

4.3 Statistical analysis

The model presentation was assessed utilizing classical statistical [41] parameters
such as geometric variance (VG), normalized root mean square error (NMSE), frac-
tional bias (FB), mean absolute error (MAE), correlation coefficient (CC), root mean
square error (RMSE), and fraction of two (FAC2) (prediction and observations). The
results for the performance of statistical indicators have been shown in Table 3.

It is found from these results that the RMSE and MAE of Model-1 are less as
compared to Model-2 during winter month and summer month, as reported in previ-
ous studies [19, 23, 42, 43]. The statistical parameters, for example, FB and NMSE
would give the necessary dependability rules in the model execution assessment.
Chang and Hanna [43] examined the correlation of execution north of five field tests
for three models specifically AERMOD, AMDS, and ISC-3. Hanna et al. [44] contem-
plated and observed and getting error VG and FAC2 separately 2.9 and 0.46 from

Figure 6.
Validation of model predicted 24-hour NOX concentration (μgm-3) with CPCB observation in April 2009 over
Nagpur (with the monitoring location number given in Figure 1).
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AERMOD. This is comparable to model-1 error for both of the month as compared to
model-2.

The performance of AERMOD model is examined over Delhi [19]. They observed
that RMSE error is higher for each of the seven stations, and the scope of the error lies
between 90.05 and 245.66. In the current work, RMSE error is sensibly well in
contrast to the past review and this is given affirmation that model-1 is given better
performance in contrast to the model-2.

Less values of FB and NMSE indicate that the overall deviation is less by Model-1
compared to Model-2. These boundaries uncover that exhibition of Model-1 is supe-
rior to the Model-2 during winter and summer months. FB demonstrates how well the
calculation creates the normal qualities around the normal upsides of observed factors.
The ideal value is zero of FB, but it can range from �2 to 2. An absolute value of 0.67
corresponds to a prediction inside an influence of two of observation [45]. Interest-
ingly, correlation coefficient of Model-2 is to found better as compared to Model-1 for
during winter and summer months. Yet, in light of the in general factual assessment,
the presentation of expectation of NOX concentrations utilizing the meteorological
factors integrated from Model-1 is superior to Model-2. Large values of MAE, RMSE,
NMSE, FB, and VG1 indicate overprediction of concentrations by both models due to
low wind conditions.

4.4 Spatial dispersion of GLC NOX concentrations

In the current segment, spatial scattering examples of GLC NOX concentrations are
obtained from WRF-AERMOD modeling system utilizing two definition plans; spe-
cifically, YSU and MYJ are introduced over Domain-1 and Domain-2 over Nagpur city
(as presented in Section 3.2.1). The coupled demonstrating framework has been
incorporated for the entire long periods of winter and summer months over the picked
spaces at whatever point the CPCB monitoring of GLC perceptions is accessible
during winter- and summer-represented months. In this chapter, the aftereffects of 1
day each from these 2 months, January 8 and April 21, 2009 are just introduced.

The dispersion of 24-hourly averaged NOX concentrations for 30 km � 30 km
domain on January 8 by utilizing PBL schemes of YSU and MYJ is represented in
Figure 7a–e along with wind roses. On January 8, 2009, the most extreme GLCs are
anticipated by MYJ plot (Figure 7b) contrasted with the YSU (Figure 7a), in light of

Parameter (ideal value) January 2009 (Winter) April 2009 (Summer)

YSU scheme MYJ scheme YSU scheme MYJ scheme

MAE (0) 48.61 77.38 18.52 21.85

RMSE (0) 54.34 87.90 24.73 28.92

CC (1) 0.12 0.36 0.55 0.50

NMSE (0) 0.99 1.94 0.35 0.44

FB (0) 0.80 1.03 0.34 0.42

FAC2 (1) 0.43 0.32 0.71 0.66

VG(1) 2.02 3.23 1.07 1.22

Table 3.
Statistical analysis of NOX concentrations during winter and summer months over Nagpur city.
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the fact that MYJ (Figure 7d) re-enacted low breezes than that of YSU as displayed in
Figure 7c. The extent of winds obtained from MYJ is lesser as compared with YSU.

This clearly shows that the winds stay improved arrested by YSU upon an evalua-
tion by the observations (Figure 7e) with MYJ. Maximum concentrations of NOX by
using both schemes (YSU and MYJ) inside the city stay only due to vehicular emis-
sion. From the concentration patterns, it is clearly seen that nearby is nope influence
of TPP-generated NOX over Nagpur as seen in Figure 7a and b.

The NOX concentrations of April 21, 2009 are depicted in Figure 8a–e along with
wind roses. The similar patterns of the wind roses are shown by both schemes YSU
and MYJ, respectively (as seen in Figure 8c and d) as shown in observations
(Figure 8e). The wind simulations of MYJ scheme are showing the low winds in
comparison with YSU scheme but are in better arrangement with the observation. The
GLCs of NOX predicted by both schemes YSU and MYJ are presented in Figure 8a and
b, respectively. MYJ predicted higher concentration compared to YSU, because MYJ
simulated low wind compared with YSU. This is on the grounds that the impact of
wind speed is contrarily corresponding to the centralizations of the pollutants
[46, 47].

In comparison to the winter day, there is significantly less NOX emission from TPP
over Nagpur during this summer day. Comparative sort of results is seen during every
one of the times of the both study months. Henceforth, we can infer that the impact of
the power plant emissions of NOX concentrations is negligible over Nagpur city for
both winter and summer months. Based on this result, a fine resolution of 12 km �
12 km domain was selected for predicting the GLCs of NOX over the Nagpur city for
these two contrasting months and results during January 8, 2009 and April 21, 2009
are presented.

Figure 7.
Spatial distribution of 24-hour predicted NOX GLCs (μgm-3) (a) YSU, (b) MYJ (c) wind roses of YSU (d) wind
roses of MYJ and (e) OBS wind roses on January 8, 2009, over Nagpur by using 30 km �30 km domain.
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The forecasted concentration on January 8, 2009 from both (YSU and MYJ)
schemes along with wind roses is presented in Figure 9. The determined NOX con-
centration forecasted by PBL schemes YSU and MYJ (Figure 9a and b respectively)
on January 8 is mostly in western part of the city, because the predominant wind
directions are east northeasterly and southeasterly (Figure 9c and d). The predicted
concentration of NOX by both (YSU scheme and MYJ scheme) the schemes on April
21, 2009 is presented in Figure 10. The predominant wind direction is northwesterly
(Figure 10c and d) and the results (the maximum concentration of the NOX)
predicted by YSU (Figure 10a) and MYJ (Figure 10b) schemes are in southeastern
quadrant of the Nagpur city.

Similar kind of signatures of maximum concentrations is noticed during study
period of these two contrasting months. These varieties of scattering of concentrations
of NOX are critical during these two differentiating months’ outcomes in particular
unique air quality over Nagpur. In light of the model inferred most extreme NOX

concentrations, not many spots of the Nagpur city are distinguished as area of interest
areas meaning decayed air quality and are displayed in Table 4.

The recognized hotspot sites are Sita Buldi, Central bazaar road, North Ambazari
road, Anjumna square, Liberty square, Low College square, Katol road, police com-
missioner office, and Sankar Niger square located in the western part to Nagpur city.
These locations have high concentrations in January month and low concentrations in
April month. Other locations such as medical chowk, Baidwanath chowk, Great nag
road, NMC office Mahal, Sakkardara road, and Rajendra nagar are in north and
southeastern part of the Nagpur city. These locations have higher concentrations of
NOX in January and low concentrations in April 2009. These changes in concentra-
tions in the different locations of the Nagpur city during these two representative

Figure 8.
Spatial distribution of 24-hour predicted NOX GLCs (μgm-3) (a) YSU, (b) MYJ (c) wind roses of YSU (d) wind
roses of MYJ, and (e) OBS wind roses on April 21, 2009 over Nagpur by using 30 km �30 km domain.
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Figure 9.
Spatial distribution of 24-hour predicted NOX GLCs (μgm�3) (a) YSU, (b) MYJ (c) wind roses of YSU (d) wind
roses of MYJ and (e) OBS wind roses on January 8, 2009 over Nagpur by using 12 km � 12 km domain.

Figure 10.
Spatial distribution of 24-hour predicted NOX GLCs (μgm�3) (a) YSU, (b) MYJ (c) wind roses of YSU (d) wind
roses of MYJ and (e) OBS wind roses on April 21, 2009 over Nagpur by using 12 km �12 km domain.
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months of summer and winter season have discovered the monthly variability of
deteriorated air quality locations in relations to extreme concentrations of NOX.

5. Conclusions

WRF-ARW model is combined with AERMOD for processing GLCs of NOX over
Nagpur city. Scattering of NOX by utilizing YSU and MYJ planetary limit layer plans
of WRF-ARW model over Nagpur has been assessed.

Accurate assessment of the air pollution dispersion as well as air quality issues
requires high-resolution emission inventory and air pollution dispersion models with
better representation of the PBL parameters. One of the contributions emanated from
this study is the preparation of gridded emission inventory using the vehicular traffic
data over Nagpur city with 1-km resolution. The offline coupled modeling system of
WRF-AERMOD reasonably simulated GLCs concentrations of NOX during both rep-
resentative months of winter and summer seasons over Nagpur city.

The coarse resolution of the (30 km � 30 km) has shown negligible impact of NOX

emission released from Thermal Power Plant in both the contrasting. The GLCs
obtained from the finer resolution (12 km � 12 km) over of the Nagpur city has
revealed significant dispersion patterns during the 2 months. Deteriorated air quality
locations referred to as hotspot locations, based on the maximum NOX concentrations,
are identified for Nagpur. Significant variations in the concentrations are noticed

Hotspot locations over Nagpur City
based on higher NOX concentrations

Average NOX Concentration
(μgm�3) of January 2009

(Winter)

Average NOX

Concentration (μgm�3)
of April 2009 (Summer)

YSU MYJ YSU MYJ

Sita Buldi 92 105 41 44

Central Bazar Road 80 90 38 25

North Ambazari Road 65 87 32 28

Anjuman Square 78 96 30 24

Liberty Square 62 84 29 26

Sankar Nagar Square 78 98 34 28

Low College Square 75 84 37 23

Katol Road 65 75 28 22

Police Com. Office 73 96 35 26

Medical Chowk 48 52 34 36

Baidwanath Chowk 35 48 29 34

Great Nag Road 54 62 33 35

NMC Office Mahal 62 67 38 29

Sakkardara Chowk 38 43 30 31

Rajendra Nagar 29 35 21 29

Table 4.
Identified deteriorated air quality (hotspot) locations over Nagpur City.
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during these two seasons. This study advocates the better representation of air pollu-
tion dispersion has shown by offline coupled modeling system of WRF-AERMOD and
given confidence for its utility in the air quality assessment.
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Chapter 11

Thermo-Rheological Effect on
Weak Nonlinear Rayleigh-Benard
Convection under Rotation Speed
Modulation
S.H. Manjula and Palle Kiran

Abstract

The effects of rotation speed modulation and temperature-dependent viscosity on
Rayleigh-Benard convection were investigated using a non-autonomous Ginzburg-
Landau equation. The rotating temperature-dependent viscous fluid layer has been
considered. The momentum equation with the Coriolis term has been used to describe
finite-amplitude convective flow. The system is considered to be rotating about its
vertical axis with a non-uniform rotation speed. In particular, we assume that the
rotation speed is varying sinusoidally with time. Nusselt number is obtained in terms
of the system parameters and graphically evaluated their effects. The effect of the
modulated system diminishes the heat transfer more than the un-modulated system.
Further, thermo-rheological parameter VT is found to destabilize the system.

Keywords: rotation speed modulation, Coriolis force, thermo-rheological parameter,
weak nonlinear theory

1. Introduction

For the past few decades, researchers are trying to explore various possibilities of
controlling convective phenomena in a horizontal fluid layer by imposing external
physical constraints. Some of them are temperature modulation, gravity modulation,
magnetic field modulation and rotation speed modulation, etc. Motivated by the
experiments of Donnelly [1], about the effect of rotation speed modulation on the
onset of instability in fluid flow between two concentric cylinders, Venezian [2] was
the first to perform a linear stability analysis of Rayleigh-Benard convection under
temperature modulation by considering free-free surfaces. Later on, Rosenblat and
Tanaka [3] studied the same problem of temperature modulation for rigid-rigid
boundaries, using the Galerkin method. Bhadauria and Kiran [4] investigated thermal
modulation on an-isotropic porous media. Their investigation reveals that an-isotropy
of the medium and modulation has been used to regulate heat transfer in the system.
It was concluded that an-isotropy play a role in instability of the porous media.

223



The study of rotation and thermal modulation on onset convection in a rotating
fluid layer was investigated by Rauscher and Kelly [5]. Their results conclude that, for
small values of Pr an oscillatory mode exists. However, they found that deviation of
instability occurs at Pr =1. Liu and Ecke [6] analyzed heat transport of turbulent
Benard convection under rotational effect. Malashetty and Swamy [7], investigated
the thermal instability of a heated fluid layer subjected to both boundary temperature
modulation and rotation. Kloosterziel and Carnevale [8] investigated the thermal
modulation effect on the stability analysis of the modulated system. They have ana-
lytically determined critical points on the marginal stability boundary above which an
increase of either viscosity or diffusivity is destabilizing. They also show that, if the
fluid has zero viscosity the system is always unstable, in contradiction to
Chandrasekhar’s conclusion. Bhadauria [9] studied the effect of rotation on thermal
instability in a fluid-saturated porous medium under temperature modulation. Fur-
ther, Bhadauria [10] studied the double-diffusive convection in a rotating porous
layer with temperature modulation of the boundaries. Also, Bhadauria [11] studied
the magneto fluid convection in a rotating porous layer under modulated temperature
on the boundaries. Malashetty and Swamy [12] studied the effect of thermal modula-
tion on the onset of instability in a rotating fluid layer. Bhadauria [13] investigated the
rotational influence on Darcy convection and found that both rotation and perme-
ability suppress the onset of thermal instability. Bhadauria et al. [14] investigated the
nonlinear thermal instability in a rotating viscous fluid layer under temperature/
gravity modulation. They have concluded that both modulations may use alternatively
to regulate heat transfer in the system.

The idea of rotation speed modulation was the originating idea of thermal as well as
gravity modulation, but research work in this field is scarce. There are many studies
that reported only linear thermal instability than nonlinear thermal instability. The
effect of temperature modulation and the effect of rotation speed modulation on
thermal instability has been investigated in detail both theoretically and experimentally
by Niemela and Donnelly [15], Kumar et al. [16], Meyer et al. [17], Walsh and
Donnelly [18]. In general, the effect of thermal modulation is supposed to stabilize
conduction state. Also, it breaks the reflection symmetry about the mid-plane and
forms hexagons, rather than cylinders. Then it constitutes the convection plan form
immediately above the threshold. However, the above problem may be avoided if the
rotation speed is modulated. Amongst the literature, the study due to Bhattacharjee
[19] is of great importance, in which he studied the effect of rotation speed modulation
on Rayleigh-Benard convection in an ordinary fluid layer. He found that the effect of
modulation is to stabilize for most of the configurations. Bhadauria and Suthar [20]
investigated the effect of the rotation speed modulation on the onset of free convection
in a rotating porous layer placed farther away from the axis of rotation. Further, Om
et al. [20] investigated the effect of rotation speed modulation on the onset of free
Darcy convection. It is found that by applying modulation of proper frequency to the
rotation speed, it is possible to delay or advance the onset of convection.

It is known that viscosity [4] plays a significant role in the study of fluid flows. It is
mainly affected by temperature fluctuation due to its nature. From the above litera-
ture, the fluid viscosity is considered to be constant. However, in certain situations,
fluid viscosity is not constant. This may vary with temperature, pressure, and dis-
tance. In most of the applications related to thermal transportation problems the
temperature distribution is not uniform, i.e., the fluid viscosity may change noticeably
if large temperature differences exist. That is why one needs to consider temperature-
dependent viscosity in the energy equation.
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The top and bottom structures of the fluid layer are different when the fluid
viscosity varies with temperature. Kafoussius and Williams [21], investigated the
effect of variable viscosity on the free convective boundary layer flow along with a
vertical isothermal plate. It is concluded that when the viscosity of a working fluid is
sensitive to the variation of temperature, care must be taken to include this effect,
otherwise, considerable error can result in the heat transfer processes. Kafoussius et al.
[22] examined the effect of temperature-dependent viscosity on the mixed convection
laminar boundary layer flow along with a vertical isothermal plate. Molla et al. [23],
studied the natural convection flow from an isothermal circular cylinder with
temperature-dependent viscosity. Pal and Mondal [24] examined the influence of
temperature-dependent viscosity and thermal radiation on MHD-forced convection
over a non-isothermal wedge. Ching and Cheng [25], investigated temperature vis-
cosity effects on natural convection for boundary layer flow. Nadeem and Akbar
[25, 26], studied the effects of temperature-dependent viscosity on the peristaltic flow
of a Jeffrey-six constant fluid in a uniform vertical tube. However, most of these
studies are done with a steady temperature gradient across the fluid layer. Nield [27]
investigated the effect of temperature-dependent viscosity on the onset of convection
in a saturated porous medium. There is a stabilizing effect when the Rayleigh number
is a function of mean viscosity.

Bhadauria and Kiran [28] investigated weak nonlinear analysis of magneto-
convection [29] under magnetic field modulation. Using Landau mode, the effect of
rotational speed modulation on heat transport in a fluid layer with temperature-
dependent viscosity and internal heat source has been studied by Bhadauria and Kiran
[29]. Centrifugally driven convection in a nanofluid saturated rotating porous
medium with modulation has been investigated by Kiran and Narasimhulu [30]. The
effect of gravity modulation on different flow models has been presented in [31–37].
These studies present results of gravity modulation on thermal instability in fluid or
porous layer. Also, the effect of thermal modulation on convective instability has been
investigated in [38–56]. The effect of thermal modulation on chaotic convection [38],
throughflow effects in the presence of thermal modulation [39, 41, 42, 49, 56],
thermal modulation with internal heating [40], thermal modulation on magneto-
convection [43, 45, 48, 54, 55] have been investigated. The effect of rotation on
nonlinear fluid convection under temperature modulation has been reported by Kiran
and Bhadauria [57].

In most of the previous studies, only linear theory has been considered. This linear
theory is not supportive to quantify heat/mass transfer. Also, other studies in the
literature provide gravity modulation and thermal modulation on convective flows
than rotation modulation. To the best of the authors’ knowledge, no nonlinear study is
available in the literature in which the effect of rotation speed modulation has been
considered in a temperature-dependent viscous fluid layer. This situation motivated
us to study a rotational speed modulation on temperature-dependent viscous fluid
layer.

2. Governing equations

An infinitely and horizontally extended viscous-incompressible fluid layer has
been considered. It is confined between two parallel planes which are at z = 0, lower
plane and z = d, upper plane. The lower surface is heated and the upper surface is
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cooled to maintain an adverse temperature gradient across the fluid layer. We assume

that the system is rotating with variable rotation speed Ω
!

tð Þ ¼ 0, 0,Ω tð Þð Þ, about the
z-axis as shown in Figure 1. The effect of rotation speed is restricted to the Coriolis
term; thus, we neglect the centrifugal force term. The effect of density variation is
given by the Boussinesq approximation. With these assumptions the basic governing
equations are:

∇:q! ¼ 0 (1)

∂q!

∂t
þ q!:∇
� �

q! þ 2 Ω
!

tð Þ � q!
� �

¼ � 1
ρ0

∇p� ρ

ρ0
g! þ μ Tð Þ

ρ0
∇2q! (2)

∂T
∂t

þ q!:∇
� �

T ¼ κT∇2T (3)

ρ ¼ ρ0 1� αT T � T0ð Þð (4)

μ Tð Þ ¼ μ0
1þ ε2δ0 T � T0ð Þ (5)

Eq. 5 has been considered by many authors [4, 25–27, 29]. The rotation speed is
assumed to vary sinusoidally with respect t to time, as

Ω
!

tð Þ ¼ Ω0 1þ ε2δ cos ω tð Þ� �
k
!

(6)

where q! is velocity, ν is a kinematic viscosity,T is temperature, p is reduced
pressure, κTis the thermal diffusivity, αT is thermal expansion coefficient, ρ is the
density, ρ0 and T0 are the reference density and temperature, g! ¼(0,0,-g) is gravita-
tional acceleration, δ, ω are the small amplitude and frequency of modulation, ε2 is a
quantity that indicates the smallness in order of magnitude of modulation and t is the
time. The gravity is being considered in the downward direction.

The constants and variables used in the above Eqs. (1)–(5) have their usual
meanings and are given in the nomenclature. The thermo-rheological relationship in
Eq. (5) is guided by Nield [27] and Bhadauria and Kiran [29]. The considered thermal
boundary conditions are:

Figure 1.
Physical configuration of the problem.
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We consider the following steady thermal boundary conditions are:

T ¼ T0 þ ∇T at z ¼ 0

T ¼ T0 at z ¼ d
(7)

The conduction state is assumed to be quiescent i.e. qb = (0,0,0). The other
quantities of the basic state are:

ρ ¼ ρb zð Þ, p ¼ p0 zð Þ and T ¼ Tb zð Þ (8)

Substituting the Eq. (8) into Eqs. (1)–(5), we get the basic state equations, respec-
tively for pressure and temperature, as

∂pb
∂z

¼ �ρbg (9)

d2Tb

dz2
¼ 0 (10)

ρb ¼ ρ0 1� αT Tb � T0ð Þð (11)

where “b” refers the basic state. The Eq. (10) is solved for Tb zð Þ subject to the
boundary condition Eq. (7), we get

Tb ¼ T0 þ ΔT 1� z
d

� �
(12)

The perturbations on the basic state are superposed in the form

q! ¼ qb þ q!
=
,T ¼ Tb þ T=, ρ ¼ ρb þ ρ= and p ¼ pb þ p= (13)

where the perturbations are of finite-amplitude. Substituting Eq. (13) i in
Eqs. (1)–(5) and using the basic state results Eqs. (9)-(12), we obtain

∇:q!
= ¼ 0 (14)

∂q!
=

∂t
þ q!

=
:∇

� �
q!
= þ 2 Ω

!
tð Þ � q!

=
� �

k ¼ � 1
ρ0

∇pþ αTgT= þ μ Tð Þ
ρ0

∇2q!
=

(15)

∂T=

∂t
þ w

dTb

dz
þ q!:∇
� �

T= ¼ κT∇2T= (16)

We consider, two-dimensional convection in our study, introducing, stream
function ψ as u ¼ ∂ψ

∂z and w ¼ � ∂ψ
∂x :Non-dimensionalizing the physical variables

x, y, zð Þ ¼ x ∗ , y ∗ , z ∗ð Þ t ¼ d2
kt
t ∗ , q! ¼ κT

d q!
∗
, ψ ¼ κTψ ∗ ,T= ¼ ΔT T ∗ and ω ¼ κT

d2
ω ∗ by

eliminating the pressure term and finally dropping the asterisk, we obtain:

1
Pr

∂

∂t
∇2ψ � 1

Pr
∂ ψ ,∇2ψ
� �
∂ x, zð Þ ¼ �RaT

∂T
∂x

þ μ Tð Þ∇4ψ þ
ffiffiffiffiffiffi
Ta

p
1þ ε2δcos ω tð Þ� �∂V

∂z

þ dμ Tð Þ
dz

∂

∂z
∇2ψ

(17)
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� dTb

dz
∂ψ

∂x
�∇2T ¼ � ∂T

∂t
� ∂ ψ ,Tð Þ

∂ x, zð Þ (18)

1
Pr

∂V
∂t

� μ Tð Þ∇2V ¼ �
ffiffiffiffiffiffi
Ta

p
1þ ε2δcos ω tð Þ� � ∂ψ

∂z
þ 1
Pr

∂ ψ ,Vð Þ
∂ x, zð Þ (19)

The non-dimensional parameters which are obtained in the above equations are

Pr ¼ ν
κT
is the Prandtl number, RaT ¼ αTgΔTd3

κTν
is thermal Rayleigh number, Ta ¼ 4Ω4

0d
4

ν2 is
the Taylor number, ν ¼ μ

ρ0
is the kinematic viscosity. We assume small variations of

time and re-scaling it as t ¼ ε2τ to study the stationary convection of the system. It is
to be noted that in our study we are not considering overstable solutions of the system.
To solve Eqs. (17)–(19) we considering stress-free and isothermal boundary condi-
tions as given bellow

ψ ¼ ∂
2ψ

∂z2
¼ ∂V

∂z
¼ T ¼ 0 at T ¼ 0 and T ¼ z (20)

The above boundary conditions are free-free and stress-free isothermal, they are
used by [28, 29, 32, 45, 54, 55].

3. Heat transport for stationary instability

We introduce the following asymptotic expansions (also used in [31–36]) in the
above Eqs. (17)–(19):

RaT,ψ, T, Vð Þ ¼ R0c þ ε2R2 þ ε2R2 þ … , εψ1 þ ε2ψ2 þ … ,

εT1 þ ε2T2 þ … εV1 þ ε2V2 þ …
(21)

Where R0c is the critical value of the Rayleigh number at which the onset of
convection takes place in the absence of modulation. Now we solve the system for
different orders of ε: For reference see the studies of [28, 29, 32, 45, 51].

At the lowest order, we get the following system:

�∇4 R0c
∂

∂x
� ffiffiffiffiffiffi

Ta
p ∂

∂z
∂

∂x
�∇2 0

ffiffiffiffiffiffi
Ta

p ∂

∂z
0 �∇2

0
BBBBB@

1
CCCCCA

ψ1

T1

V1

0
B@

1
CA ¼

0

0

0

0
B@

1
CA (22)

The solution of the lowest order system subject to the boundary conditions
Eq. (20), is

ψ1 ¼ A τð Þ sin kcxð Þ sin πzð Þ

T1 ¼ � kc
β2

A τð Þ cos kcxð Þ sin πzð Þ

V1 ¼ � π
ffiffiffiffiffiffi
Ta

p

β2
A τð Þ sin kcxð Þ cos πzð Þ (23)
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where β2 ¼ π2 þ k2c is the total wavenumber. The critical value of the Rayleigh
number for the onset of stationary convection is calculated numerically and the
expression is given by

R0c ¼ β6 þ π2Ta
k2c

(24)

For the system without rotation i.e. Ta = 0, we get R0c ¼ β6

k2c
and it’s critical wave

number is given as kc ¼ πffiffi
2

p , which is the classical results obtained by Chandrasekhar
[58]. At the second order, we have the following terms on RHS (similar to the system
Eq. (22)).

R21 ¼ 0 (25)

R22 ¼ ∂ ψ1,T1ð Þ
∂ x, zð Þ (26)

R23 ¼ ∂ ψ1,V1ð Þ
∂ x, zð Þ (27)

The second order solutions subjected to the boundary conditions Eq. (20), is
obtained as follows

ψ2 ¼ 0 (28)

T2 ¼ � k2c
8πβ2

A τð Þ2 sin 2πzð Þ (29)

V2 ¼ π2
ffiffiffiffiffiffi
Ta

p

8kc Prβ2
A τð Þ2 sin 2kcxð Þ (30)

The horizontally averaged Nusselt number Nu(τ), for the stationary mode of
convection is given by:

Nu τð Þ ¼ 1þ

kc
2π

ðkc2π

0

dT2

dz
dx

kc
2π

ðkc2π

0

dTb

dz
dx

0
BBBBBBBB@

1
CCCCCCCCA

z¼0

(31)

Substituting the expression of T2,Tb in the Eq. (31) and simplifying we get:

Nu τð Þ ¼ 1þ k2c
4β2

A τð Þ2 (32)

At third order system the expressions in RHS (Eq. (33)) will have many terms and
it is difficult to simplify and find expressions for ψ3,T3,V3ð Þ:
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�∇4 R0c
∂

∂x
� ffiffiffiffiffiffi

Ta
p ∂

∂z
∂

∂x
�∇2 0

ffiffiffiffiffiffi
Ta

p ∂

∂z
0 �∇2

0
BBBBB@

1
CCCCCA

ψ3

T3

V3

0
B@

1
CA ¼

R31

R32

R33

0
B@

1
CA (33)

The expression given in the Eq. (33) may be obtained at third order system as:

R31 ¼ 1
Pr

∂

∂t
∇2ψ1 � R2

∂T1

∂x
þ

ffiffiffiffiffiffi
Ta

p
1þ δcos ω tð Þð Þ ∂V1

∂z
þ VTTb∇4ψ1 (34)

R32 ¼ � ∂T1

∂t
þ ∂ψ1

∂x
∂T2

∂z
(35)

R33 ¼ � 1
Pr

∂V1

∂t
�

ffiffiffiffiffiffi
Ta

p
VTTb þ δcos ω tð Þð Þ ∂ψ1

∂z
þ 1
Pr

∂ψ1

∂z
∂V2

∂x
(36)

Substituting the first and second order solutions into Eqs. (34)–(36), we can easily
simplify the expressions R31,R32 and R33. Now, by applying the solvability condition
for the existence of third order solution, we get the Ginzburg-Landau equation for
stationary mode [28–36, 38–45, 52–56] of convection, with time-periodic coefficients,
in the form:

Q1
∂A τð Þ
∂τ

�Q2A τð Þ þ Q3A τð Þ3 ¼ 0 (37)

Where Q1 ¼ β2

Pr þ R0ck
2
c

β4
� π2Ta

Prβ4, Q2 ¼ R0ck
2
c

β2
� 2πTa

β2
δcos ω tð Þ �H1, and Q1 ¼ R0ck

4
c

8β4
þ π4Ta

4Pr
2
β4
,

H1 ¼ R0cVTk
2
c

β2
� 3VTπ2Ta

β2
þ 2VTπβ

2Ta�VTβ
4ð Þ

2:

The equations given by Eq. (37) is known as the Bernoulli equation. This equation
is solved numerically using NDSolve of Mathematica 8. A suitable initial condition
A 0ð Þ ¼ a0 maybe chosen to solve the amplitude equation. In our calculations we take
R2 ¼ R0c to analyze instability near to critical Rayleigh number.

4. Analytical solution for un-modulated case

In the case of un-modulated system δ = 0, we obtain the following analytical
expression for Au τð Þ

Au τð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A3
2A2

þ C1e
�2A2
A1

q (38)

where C1 is an integrating constant to be calculated for a given initial condition.
The horizontal Nusselt number is obtained from the Eq. (32) substituting Au τð Þ in
place of A τð Þ.
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5. Results and discussion

In this problem, we address a weakly nonlinear Rayleigh-Benard convection with
a variable viscous liquid under rotational speed modulation. Here, we have
presented the results of weakly nonlinear stability analysis to investigate the effect
of rotational speed modulation and thermo-rheological parameters on heat transport.
The modulation of the Rayleigh-Benard system has been assumed to be of order
O ε2ð ), which shows, that we consider the only small amplitude of rotation speed
modulation (see the article of [29–36, 38–45] for different modulations at the third
order of Landau equation). This assumption will help us in obtaining the amplitude
equation in a simple manner, and much easier than the Lorenz model. The present
work is important to study nonlinear convection and quantify heat transport. Exter-
nal regulation of convection is important in the study of thermal instability in a fluid
layer, therefore, in this paper, we have considered rotational speed modulation for
either enhancing or inhibiting convective heat transport as is required by a real-life
application.

The results of rotational speed modulation on heat transport have been depicted
in the Figures 2–10. Here, we have drawn the figures Nu versus slow time. We
observe the nature of the graphs where Nu is a function of time and vary with
respect to different parameters. To see the results corresponding to the parameters
Pr, VT,Ta, δ, and ɷ, we have drawn figures with variations in slow time. The
mentioned parameters describe the convective flow of heat transport. The first two
parameters are related to the fluid layer and the next three parameters concern the
external mechanism of controlling convection. The fluid layer is not considered to be
highly viscous, therefore, only moderate values of Pr are taken for calculations.
Because of small amplitude modulation, the values of δ are considered around 0.5.
Further, modulation considers low frequency, due to maximum heat transport. The
effect of frequencies of modulation influences the onset of convection as well as on
heat transport. The thermo-rheological parameter VT, has taken to be small values.

Figure 2.
Nu verses τ for different values of Pr.
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Before writing the discussion of the results, we mention some features of the
following aspects of the problem.

1.The importance of nonlinear stability analysis to study heat transfer.

2.The relation of the problem to the real application (Temperature, viscosity).

3.The selection of all the dimensional parameters utilized in computations.

4.Numerical computation.

In Figures 2–8, we have plotted the Nusselt number Nu τð Þwith slow time τ for the
case of rotational speed modulation. From the figures, we find that for small-time τ,

Figure 3.
Nu verses τ for different values of VT.

Figure 4.
Nu verses τ for different values of Ta.
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the value of Nu τð Þ does not alter and remains almost constant, then it increases on
increasing τ, and finally becomes oscillatory on further increasing τ. It is clear from the
figure that Nu τð Þ starts with one showing the conduction state, initially.

In Figure 2, we see that Nu τð Þ increases upon increasing Pr for fixed values of
other parameters (see the studies of [46–48]). This may happen due to the dominating
role of thermal diffusivity κT over kinematic viscosity ?. As Prandtl number Pr
increases, then for no change in kinematic viscosity, probably there is a large decre-
ment in thermal diffusivity, and this makes the sudden increase in the temperature
gradient. So, convection takes place early, and there is an enhancement in heat trans-
fer. Thus, the effect of an increment in Prandtl number Pr is to advance the convec-
tion. There are few studies, which relate the effect of Pr given by [28, 29, 32, 43,

Figure 5.
Nu verses τ for different values of δ.

Figure 6.
Nu verses τ for different values of ɷ.
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45, 48, 52]. A similar effect may be observed for VT given in Figure 3. The reader
may notify that the heat transport is more in the presence of variable viscosity.
We have

NuPr¼0:5 <NuPr¼0:6 <NuPr¼0:7

NuVT¼0:1 <NuVT¼0:2 <NuVT¼0:3

From the Figure 4, we depict the effect of the Taylor number on Nu τð Þ for
fixed values of other parameters. An increment in Ta increases the value of critical
Rayleigh number R0c, and it delays the onset of convection, hence, heat transport
decreases.

Figure 4 shows that as Ta increases, the amplitude of modulation enhances. From
the Eq. (37) we observe that the rotation is multiple of amplitude modulation. This
means that the amplitude is dependent on rotation. Generally, if there is no rotation
(Ta = 0), it is meaningless to talk about rotation speed modulation. Further, for no
rotation Ta = 0, the effect of frequency diminishes, so the effect of frequency of
modulation can be seen when rotation is not there. In our study consider Ta non-zero
otherwise modulation effect disappears.

NuTa¼30 <NuTa¼25 <NuTa¼20

For reference, the reader may observe the studies of [29, 41, 50, 51]. In Figure 5,
we depict the effect of amplitude of modulation for moderate values of Ta and for the
fixed values of other parameters. On increasing the value of δ, the value of Nu τð Þ
increases, hence advancing the convection so the heat transport. This means that an
increasing amplitude of modulation increases heat transfer.

In the case of un-modulated δ = 0 system shows no influence on heat transport for
larger values of time τ. Similar results can be obtained analytically for an unmodulated
system given by Eq. (38).

Nuδ¼0:0 <Nuδ¼0:5 <Nuδ¼1:0 <Nuδ¼1:5

Figure 7.
Nu verses τ with or without Ta.
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Figure 6, shows that the effect of frequency on Nu, for small values of ɷ
heat transports is more. An increment in the value of ɷ decreases the magnitude
of heat transfer and shortens the wavelength. Upon frequency increasing from 2 to
100, Nu τð Þ decreases. Further value of ɷ, the effect of modulation disappears
altogether. Hence, the effect of ɷ is to stabilize the system. It is clear from the studies of
[29–36, 38–43] that frequency of modulation can reduce heat transfer. We have the
following inequality

Figure 8.
Streamlines at (a) τ =0.0 (b) τ =0.1 (c) τ =0.4 (d) τ =0.7(e) τ =1.0 (f) τ =1.5.
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Nuω¼70 <Nuω¼30 <Nuω¼10 <Nuω¼2

The results corresponding to δ and ɷ one can see the recent results obtained by the
studies of [49–52]. Figure 7 shows the heat transport is more when there is no rotation
Ta = 0 (which means no modulation) than in the presence of rotation and modulation.
Hence, rotation strongly stabilizes the system. The results of rotational effects on
convection may compare with the results obtained in [29, 44, 57].
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Figure 9.
Isotherms (a) τ =0.0 (b) τ =0.1 (c) τ =0.4 (d) τ =0.7(e) τ =1.0 (f) τ =1.5.
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NuTa 6¼0 <NuTa¼0,ω 6¼0

We have drawn streamlines and isotherms in Figures 8–10. The fixed values of τ =
0.0, 0.1,0.4,0.7,1.0 and 1.5 for Pr = 0.5, Ta = 20.0, δ = 0.5 and ɷ=2.0 has been consider.
We found that initially, the magnitude of streamlines is small (Figure 8a, b), and
isotherms are straight Figure 9a, b showing the conduction state. However, as time
increases, the magnitude of streamlines increases, and the isotherms lose their
evenness. This shows that convection is taking place in the system. Convection
becomes faster by further increasing the value of time τ. However, steady-state
achieves beyond τ =1.0 as there is no change in the Figures 8d–f and 9d–f. Figure 10
shows that as VT increases the isotherms lose their evenness which shows heat
transfer increasing as VT. This nature of streamlines and isotherms is quite natural
for convective flow models. Similar results can be observed from the studies of
[31–36].

6. Conclusions

Heat transfer results are obtained in terms of Nusselt number, which is derived
from Ginzburg-Landau equation and the effect of various parameters depicted

Figure 10.
Isotherms (a) VT = 0.2 (b) VT = 0.6 (c) VT = 1.0(d) VT = 1.4.
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graphically. The Prandtl number Pr and variable viscosity VT is to increase heat
transfer. The modulation loses its effect at sufficiently large values of frequency of
modulation. Overall, the effect of rotation speed modulation is highly significant and
can be used to reduce heat transfer. As the time τ passes the magnitude of streamlines
increases, and isotherms lose their evenness, showing that convection is taking place.
At τ =1.0 the system achieves an equilibrium state. Further, It was observed that
amplitude and frequency of modulation have no effect on un-modulated system but,
in the case of the modulated system shows sinusoidal behavior.
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Chapter 12

Pressure Inhomogeneities across 
Large Samples Using Gas Pressure 
Media at Low Temperatures
Juscelino Batista Leão

Abstract

In-situ inert gas high pressure vessels for neutron scattering for pressures of up to 
1.0 GPa, and temperatures as low as 1.5 K, pose a particular problem due to the P × T 
phase diagram of the pressure media. Hydrostatic pressure under constant pressure 
and volume, passing through the pressure versus temperature phase diagram (P × T) 
of the gas to achieve low temperatures (1.5 K < T < 30 K) will cause an overall pres-
sure reduction at base temperatures of at most 25% of the pressure read at the P × T. 
A methodology for pressurization to ensure minimal pressure loss as temperature 
falls below the pressure media phase change and at the same time minimizing pres-
sure inhomogeneity throughout the length of the sample is presented within this 
work. The technique proved to reduce the isochore loss of pressure by a factor of 5. 
Moreover, for the first-time direct experimental quantitative evidence of the reduc-
tion in pressure inhomogeneities across large samples is reported here, and the 
average inhomogeneity reduction in pressure across top and bottom of a 45 mm long 
sample is better than a factor of 3.

Keywords: pressure, hydrostatic, neutron scattering, helium, pressure gradient

1. Introduction

There has been a constant interest in high-pressure neutron scattering studies 
involving the in-situ application of pressure [1–9]. Techniques vary depending on 
many factors not limited to type of scattering, pressure vessel construction, and  
pressure transmitting media (PTM) (see Klotz [1] for a literature review on the 
subject). Neutron scattering is a powerful tool to investigate both the structure and 
the dynamics of molecules; however, neutron scattering under pressure poses special 
challenges associated with the need of large sample volumes to obtain acceptable 
signal-to-noise ratio in reasonable time; pressure vessels design safety; sample  
pressure determination; as well as PTM considerations to name a few.

Neutron scattering under pressure (P < 2.5 GPa) typically requires bulky samples 
as a result of large neutron beam line cross sections. With the exception of neutron 
experiments involving pressures beyond 2.5 GPa (where other pressure intensifying 
methods may be better tailor to the measurement at the cost of counting time and 
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signal-to-nose ratio), most experiments using gas as the pressure medium benefit 
from samples where large amounts are available. Powder samples are easily adaptable 
to pressure vessels that can provide a maximum in beam cross section. Single crystal 
samples may employ co-alignment of a number of specimens [10] or take advantage 
of unusually large crystals [11].

Pressure vessel construction must take into consideration extensive and conserva-
tive calculations in order to mitigate risk to personnel and facilities [12–15]. Moreover, 
a standard operating procedure (SOP) is essential for the safe operation of all high 
pressure apparatus. It must include engineered and administrative controls for the 
mitigation of operational risk. Notwithstanding the design and SOP, the high pressure 
equipment must be submitted to frequent maintenance analysis and procedures.

Not only engineered, but also administrative controls must be in place when deter-
mining a pressure vessel operational maximum pressure range. Codes and regulatory 
bodies differ from country to country and between neutron scattering facilities. The 
interpretation to these codes also differs between the researcher and their respective 
safety officers. Therefore, it is in the best interest of the experimental community 
that, at a minimal, some regulatory guidelines must be followed in the design, testing, 
and operation of pressure systems. Experiment scheduling problems may rise when 
a certain pressure apparatus for neutron scattering is to be taken from one facility 
and used at another. The hazard assessment procedure is a necessary time consuming 
process intrinsically tied to the safe operation of the system.

Monoblock thick-wall cylindrical vessels are often used in neutron scattering for 
the 360° available scattering window but pose difficulties in resolving vessel integrity 
after normal operating temperature and pressure cycling over time. During the 
manufacturing process in this design, the vessel undergoes autofrettage. The internal 
pressure is raised above the elastic limit of the construction material without reaching 
failure and, as a consequence, the inner part of the unloaded cylinder is left under 
tangential tension while the outer part is left under tangential compression after an 
initial pressurization well above the final vessel working pressure. Nevertheless, the 
residual stresses over many temperature and pressure cycles lack quantitative data 
in general. This issue may be resolved using neutron diffraction (ND) residual stress 
mapping as a non-invasive long term quality control procedure [16].

Many neutron scattering experiments under pressure focus on the study of first 
order phase transition properties, and thus require refined precision in the pressure 
determination. Unquestionably, in the range of pressures reaching 1.5 GPa, noble 
gases are particularly desirable as PTM. And among these, helium is by far the gas of 
choice [13]. The use of gases as PTM in such experiments must also take into con-
sideration the pressure media phase transition at low temperatures. Homogeneous 
hydrostatic conditions are paramount for such experiments, and this is obtained fairly 
straight forward for measurements where the gas media is in the temperature regime 
above its melting point in the P × T diagram (Figure 1).

However, for experiments where temperatures and pressures dip into the solid 
media phase, the problem of pressure inhomogeneity across large samples becomes 
obvious [11]. While the media present at temperatures above the P × T are in the gas 
phase, the media inside the pressure vessel solidifies as its temperature traverses the 
P × T curve. In this scenario the pressurization is typically done still in the gas phase 
by maintaining the temperature of the entire system just above the P × T melting 
curve for helium (PTHe). Once the target pressure is achieved, while in the gas phase, 
the temperature of the pressure vessel is allowed to drop passing through the freez-
ing point. This cooling under constant pressure (PC) attempts to minimize pressure 
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inhomogeneities but it is responsible for pressure losses due to helium gas-solid 
phase change [13]. Sherman and Stadtmuller reported a pressure loss of 20% at 
0.1 GPa [14]. There is mention, in literature, of the possibility for pressure differences 
across a sample [14]; however, to best knowledge, this has not been documented 
experimentally elsewhere. Pressure inhomogeneities across large samples are of 
significant importance for experiments, such as in the pressure-temperature phase 
diagram of URu2Si2 in helium [11] for example, where the mapping of first-order 
phase changes is significantly sensitive to pressure.

Another consideration for such neutron scattering experiments under pressure 
is the accuracy and precision of the pressure measurement. Again, in the P × T case 
where the PTM is held in the gas phase, the pressure measurement can be achieved 
fairly easily through the use of various commercially available gauges [12] as long as 
the hydrostatic condition is unimpeded by a possible “blockage” within the length of 
the capillary tube that links the pressurizing device to the pressure vessel. The sce-
nario changes once the pressure measurement temperature crosses the solid phase in 
the media P × T diagram. The pressure loss as the temperature drops from the melting 
point for helium is well known and understood [13, 14] in terms of the media isochores. 
Nevertheless, as mentioned previously, the pressure loss due to the volumetric 
changes in the PTM must be tabulated with the help of secondary pressure gauges.

The accuracy in pressure measurements depends greatly on the gauge used. 
There are primary gauges that measure the force applied on a precise area, secondary 
gauges that depend on the change of a certain property of the gauge that then can be 
translated into a pressure, and fixed points that propagate the precision of the fixed 
point measured. The topic of pressure gauges and accuracies is extensive and better 
suited elsewhere. For the pressure range at hand, the accuracy of the measurements 
is high [17] across the different gauges; however, the reliance on a single technique for 
measurement has its drawbacks.

For the case where it is not possible to use optical pressure gauges and measure-
ments other than room temperature, the use of fixed point calibration provides reli-
able data with small loss in accuracy. Due to its high degree of structural anisotropy, 
HOPG is a good choice for pressure calibration in neutron scattering experiments 
using an autofrettage monoblock vessel for pressures up to 15 GPa. The carbon atoms 

Figure 1. 
Melting curves for He, Ne, N2, Ar, and Kr (adapted from Ref. [4]).
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within the two-dimensional hexagonal lattice structure of HOPG are bound by strong 
covalent bonds, in contrast to much weaker bonding between adjacent planes [18].

Here it is discussed a methodology for pressurization using He as PTM in neutron 
scattering experiments to minimize the pressure loss in experiments that require 
temperatures below the pressure media phase change. At the same time minimiz-
ing pressure inhomogeneity throughout the length of the sample. Direct evidence 
of stacking pressure inhomogeneities presented here have not been addressed nor 
quantified until now. Pressure measurements for first-order phenomena are greatly 
influenced by these pressure differences since neutron scattering measurements 
provide an illumination area average [19]. Pressure difference across large samples 
were significantly reduced following the novel procedure here demonstrated.

2. Experimental details

A systematic approach to resolving the issue of pressure inhomogeneity requires 
replicating and quantifying the pressure differences across a sample under typical 
conditions. There is mention, in literature, of the possibility for pressure differences 
across a sample due to the irregular formation of helium crystals [14]; however, this 
has not been documented experimentally. Once quantified, a procedure to minimize 
these average pressures is demonstrated.

A typical neutron scattering experiments under gas pressure consists of a gas 
pressure intensifier (or “booster”) capable of increase the pressure of a gas cylinder 
to orders of magnitude. Connecting such “booster” to a pressure vessel requires a 
pressure gas line robust enough, and yet offering low thermal sink from room tem-
perature. Moreover, the pressure vessel and a small portion of the pressure line must 
also be inserted onto a cryostat that can provide the heat removal necessary to cool the 
pressure vessel to the desired temperature.

The apparatus consisted of a monoblock aluminum alloy Al 7075-T6 pressure 
vessels (Figure 2) [20]. The vessel was designed with a working pressure of 0.65 GPa, 
1.5 cm3 sample volume, and having a 69% neutron transmission at 2 Å. In-situ 
pressurization was achieved using helium as the pressure media. High pressure was 
achieved using a commercially available two-stage helium intensifier [21]. The pres-
sure vessel was connected to the intensifier through a high-pressure capillary brazed 
to a pressure plug and contained a line heater (LH) wound through the entire length 
of the cryostat sample well down to the immediate sample vessel connector. A com-
mercially available cryostat, or top-loading closed cycle refrigerator (TLCCR), was 
used to cool the sample down from room temperature to 4 K [20].

The sample measured consisted of three uniformly shaped pyrolytic graphite 
(HOPG) single crystals each measuring 10 mm × 5 mm × 3 mm and placed onto an alu-
minum sample holder designed as to hold each of the crystals with the c-direction nor-
mal to the neutron beam while maintaining each with a rotation off-set of 10° from one 
another. The sample holder containing the samples was loaded into the pressure vessel 
and sealed. The pressure vessel was flushed with helium and connected to the cryostat 
sample center stick containing the pressure capillary connection form the intensifier. 
Once the sample centering stick was lowered into the cryostat, a small amount of helium 
gas (~15 MPa) was then allowed to fill the system from the intensifier to the sample 
vessel. The sample was cooled to 80 K overnight and pressurized to 0.65 GPa.

Single crystal ND measurements performed in the ĉ scattering plane were 
conducted at the NIST Center for Neutron Research, using the BT-4 triple-axis 
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spectrometer [22] operated in diffraction mode, employing an incident wavelength 
of λ = 2.35 Å (14.7 meV) defined by pyrolytic graphite PG(002) crystals at both the 
monochromator and analyzer positions.

ND data for each of the HOPG crystals were obtained by rotating the TLCCR between 
each 10° off-sets without disturbing neither the temperature, nor the pressure in the ves-
sel. Thus, three measurements were conducted for each temperature in both the cooling 
under constant volume (VC) and cooling under constant pressure (PC) conditions.

3. Discussion

A modified version of the Murnaghan equation [23] (Eq. (1)) was used to explore 
the relation between the pressure (P) and the lattice constant (r) along one of the 
HOPG crystal axes. For any given temperature.

 0

0

1rP
r

β
β
β

′−   
 = −  
    ′ 

 (1)

Figure 2. 
Schematic of monoblock construction aluminum pressure vessel showing the capillary connection, sample space, 
and the check-ball closure.
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Where 1
0β
−  = 37.1(5) GPa is the linear compressibility at ambient pressure, and 

β′ = 14.4(7) [24] is the pressure derivative of the linear compressibility. The axial 
compression coefficients of graphite vary greatly among references [25–30], this is 
partially due to the methodology used in determining the modulus for graphite. The 
measurement techniques that depend on pressure measurement themselves tend to be 
highly susceptible to propagation in errors. Using explosive-generated pressures these 
moduli were determined through empirical shock wave and particle velocity experi-
ments by Coleburn [24]. This was particularly interesting since the results were, 
according to the author, in close agreement with other pressure-gauge independent 
results. Moreover, good agreement was observed while determining the vessel pres-
sure at temperatures ≥70 K using the pressure gauge reading and Eq. (1) (Figure 3).

The results for the room temperature pressurizing intensifier gauge reading and the 
calculated pressure from the ĉ -direction lattice parameters for HOPG were in excellent 
agreement (±2 MPa). After cooling the pressure vessel to 80 K (still above the PTHe), the 
system was then pressurized to 0.65 GPa under constant volume. The vessel temperature 
was allowed to equilibrate for 30 minutes before each diffraction pattern was collected. 
The data in Figure 3 for pressure measurements above the PTHe and their calculations 
from the ND spectra are in close agreement with the pressure readings while the sample 
was under hydrostatic conditions. The ĉ -direction lattice parameters were measured 
for each of the HOPG crystals at ambient pressure (P0) and maximum pressure (P0.65) 
for temperatures above and below the PTHe. For the temperature range below the PTHe, 
the vessel was pressurized at a temperature above and close to the melting curve of He. 
Pressure and diffraction data were collected for VC and PC conditions.

Figure 3 also shows the results for all temperatures measured from 80 K down 
to 4 K. The pressure intensifier gauge (PGauge) monitored the hydrostatic pressure 

Figure 3. 
Pressure vs. temperature data for HOPG under helium as the pressure media. The straight arrow lines are guides 
to the eye for pressure gradient for cooling under constant pressure (ΔPPc) and under constant volume (ΔPVc).
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transmitted through the connecting pressure capillary. Once the pressure LH was 
turned off, PGauge as expected demonstrated the behavior consistent of a PTM “ice” 
blockage; that is, the pressure stabilized at a reading within the pressure immediately 
above the PTHe down to the base temperature.

Results for pressures below PTHe are shown to be distinct (Figure 3). While pres-
surizing and cooling under constant volume (VC) the pressures calculated using the 
ND data confirm the behavior described by Sherman and Stadtmuller [14] and show 
a significant overall drop in pressure staring at 40 K and steadily increasing down to 
the lowest temperature (4 K). Readily it is observed that as the vessel is cooled from 
60 to 40 K there is a divergence in pressures within the vessel partially due to crossing 
the PTHe (this is also observed in the pressure intensifier gauge reading). For the case 
of cooling under constant volume (ΔPVC) the pressure gradient is of the order of 25% 
and substantiates the isochore correction calculations done by Spain and Segall [13].

To minimize the isochore loss of pressure, subsequent pressurization was done 
under cooling at constant pressure (Pc) by following a rigorous procedure to ensure 
that during pressurization the helium solidifying at the bottom of the vessel will be 
formed at a pressure as close as possible to the solid helium nearest the “He ice” block-
age in the system. In this case of cooling under constant pressure (ΔPPC) the data 
shows that the overall pressure loss on solidification of the helium within the sample 
space was reduced to 5% overall (Figure 3).

Finally, results of the direct evidence of pressure inhomogeneities across the 
vessel’s sample space are shown and quantified in Figure 3 and Table 1, respectively. 
For the first-time direct experimental quantitative evidence of the pressure inhomo-
geneities across large samples is reported. The average inhomogeneity reduction in 
pressure between top and bottom of a 45 mm long sample is better than a factor of 3.

Neutron scattering proved to be the defining probe technique to unravel these 
results. By mounting three HOPG samples off-set in degrees of rotation, the pressures 
within the vessel could be tabulated across the three distinct regions of the sample 
space by using Eq. (1).

The total pressure inhomogeneity for cooling at constant pressure (TPIPC) at a given 
temperature is compared with the total pressure inhomogeneity for cooling at constant 
volume (TPIVC) across the three HOPG single crystals (top, center, and bottom).

Inhomogeneities between the top and the bottom of a sample are, for the first 
time, quantified showing the importance of proper pressurization procedure.

A procedure to minimize this pressure drop caused by the phase change in the 
PTM (assuming helium) is then: (i) Firstly the pressurizing apparatus must contain 
a properly heated capillary line throughout the entire length of the sample stick to 
remove the risk of creating a helium ice plug during the procedure and monitor the 
capillary temperature maintaining it at least 30 K above the PTHe for the pressure 

Temp (K) TPIPC (GPa) TPIVC (GPa)

4 0.018(7) 0.006(9)

10 0.016(9) 0.005(1)

20 0.019(3) 0.008(8)

30 0.023(3) 0.001(8)

Table 1. 
Pressure inhomogeneities shown for the range 4 K ≤ T ≤ 30 K.
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target. Monitor three temperature sensors (one for the capillary line, one for the 
sample vessel and one for the cryostat temperature). (ii) Cool the sample to a tem-
perature at most 10 K above the PTHe. (iii) Pressurize the vessel to the target pressure 
(it is recommended to exceed the target pressure by 10% to allow for the pressure 
loss as the helium cools to the freezing temperature) to just above the PTHe to ensure 
the helium remains fluid. (iv) Cool the cryostat (while maintaining the capillary line 
temperature above PTHe) under constant pressure to the PTHe. It might be necessary 
to increase the temperature of the capillary at this point to maintain it at least 30 K 
above the PTHe. (v) Freeze the helium slowly under constant pressure, and (approxi-
mately) constant volume conditions. While freezing the helium, allow the cryostat 
temperature to drop well below the PTHe and maintain the capillary LH providing 
heat to the system. This way the vessel begins cooling below the PTHe from the bottom 
and the top of the vessel connected to the capillary is held above PTHe. This step is 
important to guarantee that helium ice is forming gradually inside the vessel and 
immersing the sample throughout its length more or less uniformly, thus minimiz-
ing the inhomogeneities in pressure as the helium ice forms. (vi) When the cryostat 
temperature reaches at least 15 K below the PTHe the capillary temperature is lowered 
at a rate of 0.5 K/min and continuing until freezing is complete. (vii) Cool slowly to 
the required temperature under constant volume conditions.

4. Conclusion

For the first time pressure inhomogeneities across large samples in neutron scat-
tering experiments at low temperature are quantified and documented experimen-
tally. A methodology was demonstrated to minimize these pressure inhomogeneities 
across large samples under pressure at low temperatures, when using helium as PTM, 
in low temperature neutron scattering experiments. The technique employed here 
using HOPG to determine pressure measurements corroborate, in the helium gas 
phase, with previously published calculations of helium isochores to good approxima-
tion and provided means to reduce the isochore loss of pressure by a factor of 5. As of 
the date of publication, this is the first-time direct experimental quantitative evidence 
of the reduction in pressure inhomogeneities across large samples is reported, and 
the average inhomogeneity reduction in pressure between top and bottom of a 45 mm 
long sample is better than a factor of 3.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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