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Preface

This book brings together advances and challenges in multiple exciting fields of 
research including human–machine interfaces, collaborative and humanoid robots, 
human–robot symbiosis, human–human collaboration, and robotics. Human–robot 
interaction has significant applications in health care, education, manufacturing, 
military, space exploration, and much more. This book compiles perspectives and 
applications in this thriving field of research. From the contributions of renowned 
international scientists across the world, this book discusses exciting topics such as 
advances in fundamental robotics and control, deep neural networks in robot grasp 
recognition, cooperation and adaptation between humans and robots, integration of 
drones in farming, and current applications in healthcare robots in smart hospitals. 
This book is a great resource for students, teachers, researchers, engineers, entrepre-
neurs, and readers interested in the latest developments in human–robot interaction.

The introductory chapter summarizes the advances in collaborative and humanoid 
robots and applications of human–robot interaction. Chapter 2 discusses EEG control 
of a robotic wheelchair for individuals with motor disabilities and elderly adults. 
Chapter 3 presents a classification of gestures in robotic hand grasp by deep neural 
networks. Chapter 4 examines cooperation among humans and robots in remote 
robot systems with force feedback. Chapter 5 describes multi-contact humanoid 
stability for increased interaction in unstructured environments. Chapter 6 discusses 
materials and sensors needed in human–robot interaction, for example, dielectric 
elastomer sensors capable of measuring deformation and pressure. Chapter 7 consid-
ers the design of the 5 degrees of freedom (DOF) industrial robotic arm. Chapter 8 
discusses healthcare robots and smart hospitals based on human–robot interaction. 
Chapter 9 describes the digital inclusion of the farming sector using drone technolo-
gies. Finally, Chapter 10 discusses the European robotics league, which holds smart 
city robot competitions to encourage these technologies and benchmarking. 

I would like to thank the authors for their immensely valuable contributions with-
out which this book would not have been possible. I would also like to thank the 
staff at IntechOpen, especially Blanka Gugic, Lucija Tomicic-Dromgool, and Sara 
Tikel for their kind assistance throughout the editing process. I truly hope that 
readers will benefit from these selected chapters and increase their understanding 
of human–robot interaction. 

Ramana Vinjamuri, Ph.D.
Assistant Professor,

Computer Science and Electrical Engineering,
University of Maryland,

 Baltimore County, Baltimore, MD, USA
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Chapter 1

Introductory Chapter:  
Human-Robot Interaction – 
Advances and Applications
Helen Meyerson, Parthan Olikkal, Dingyi Pei  
and Ramana Vinjamuri

1. Introduction

Recent advances in robotic technology are bringing about robots better suited to 
perform tasks and applications in which robots are interacting directly with people 
in their everyday environments, both at home and in the workplace. Human-robot 
interaction (HRI) is beneficial because robots have been shown to deliver an emo-
tional response to humans and humans find robots engaging. Additionally, robots can 
integrate into everyday settings without difficulty and can be perceived by humans 
as active social agents, meaning they can complete the programmed tasks with total 
control, independence, and intentionality. With HRI, a user’s experience of interac-
tion varies from person to person and is influenced by many factors such as physical 
context of the environment, cultural context, thoughts and feelings toward the robot, 
and social nature [1].

HRI is also an important development because it allows robots to be directed by 
humans to complete certain challenging and hazardous tasks, notably in an industrial 
setting. With modern computational algorithms programmed into the environment, 
HRI can increase productivity and reduce downtime and task interruptions [2]. 
Additionally, HRI is a beneficial solution to compensate for a lack of human labor 
force in a certain setting, due to various factors such as extreme conditions or low pay. 
The lack of human labor hurts the local or large-scale economy as it means a lower 
production supply, and this issue can be resolved potentially by incorporating robots 
into the scene. However, fully replacing humans with robots would mean a larger 
initial investment and would eliminate availability of jobs. Instead, robots could be 
incorporated alongside human workers as a means to improve human comfort and 
optimize productivity. HRI is a significant modern approach to improve the function-
ing of everyday settings and has countless advantages and applications.

2. Collaborative and humanoid robots

Collaborative robotics is the field of study that involves using human demonstra-
tion to teach robots different skills. The robot can learn to recognize goal-oriented 
actions and understand human actions and verbal and nonverbal communication. 
While robots can learn from imitation, in a complex environment where different 
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situations arise, imitation is not enough to make the robot able to function in the 
complex environment by itself without human involvement. Collaborative robots 
can work alongside humans on tasks and can provide assistance by responding to 
user requests for help or by automatically detecting at what point to assist. Thus, in 
a collaborative environment, both parties must have the ability to refer to objects in 
the shared space. Humans can use a combination of various techniques, including 
sensorimotor signals, verbal cues, pointing gestures, and gaze to communicate to the 
robot to handle a certain object [3].

Humanoid robots are designed to resemble humans in terms of appearance. They 
have continued to increase their roles in everyday human environments as coworkers, 
companions, trainers, and assistants. Humanoid robots are created to be similar to 
humans both in outward design and language and gesture behaviors. In designing 
robots to play roles alongside humans, it is important to investigate how humans 
interpret and emotionally respond to the robot to allow for a smooth incorporation 
into our everyday lives. Humans have been demonstrated to engage with and respond 
especially well to humanoid robots. Humanoids were seen as having more moral 
responsibility, observing social norms, and generating formal expressions from their 
human counterparts communicating with them [4].

Telerobots perform routine tasks under supervisory control by humans. The 
human supervisors monitor and reprogram the robots at irregular intervals to execute 
different pieces of the higher-arching task. Telerobots are designed to simplify com-
munication with humans and improve the ease of human control. It is important that 
the telerobot is directed to complete the task as efficiently as possible while the human 
operator is comfortable controlling the telerobot, even during chaotic situations. 
Moreover, they can be instructed to carry out tasks in environments that are hazard-
ous or inaccessible to humans. Additionally, telerobots have greater precision than 
human hands, which may come useful in many different settings such as surgeries [5].

Figure 1. 
Overview of significant applications of human-robot interaction.
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Human-robot interaction is an area of research that involves developing and 
improving the most optimal robots that cooperate with humans. An overview of 
current and potential applications of HRI is illustrated in Figure 1. In the subsequent 
sections, we discussed each of these applications and challenges in detail.

3. Space exploration

Emerging technologies in HRI look promising to efficiently combine the capa-
bilities of astronauts, remote operators, and robotic assets into human-machine 
teams that can effectively communicate for the purpose of space exploration. These 
technologies have been carefully planned to meet sustainability requirements and 
minimize the use of resources. The use of HRI can be especially beneficial to complete 
space exploration tasks such as collecting environment and mapping information, 
providing situational awareness of the scene and surroundings, developing and main-
taining infrastructure, and providing mobility support to the astronauts. The future 
of successful space exploration will be heavily influenced by the ability of the human 
and robot to demonstrate strong communication through both gestures and dialogue 
and to collaborate with one another for problem-solving [6].

One such HRI technology is Explainable AI (xAI), which can provide a virtual 
deep-space environment simulation that can show how the space rover will behave 
in a certain scenario, and the human controller can prepare strategies and informed 
decisions to apply during the actual deployment. An additional technology is virtual, 
augmented, and mixed reality (VAMR), which provides visual displays, situational 
awareness, and additional functionality and communication. The navigation cues 
and technology recognition that VAMR provides can guide the rover in effectively 
investigating an unfamiliar terrain. Another emerging technology is adaptive and 
adaptable automation. Adaptive control is where the robot automatically adjusts 
control parameters as a system response, while adaptable control is where the human 
controller operates manual system changes. This technology is an optimal design that 
balances the self-adjusting robots and the significance of human monitoring, aiding 
the efficiency and safety during space exploration [7]. The use of HRI along with the 
emerging technologies in the area of space exploration expands the possibilities for 
new learnings and discoveries.

4. Military

The future of military robots puts soldiers and robots as teammates, where the sol-
dier and robot can share the task load and accomplish the goal together. In this envi-
ronment, the robot is an important entity that acts autonomously and intelligently 
and can simulate team behaviors such as communication and coordination [8]. Robots 
are able to complete operations in environments that are harmful to the soldiers, and 
this keeps the soldiers and civilians safe. These operations include clearing buildings, 
search and rescue in disaster areas, detecting explosives, and surveillance activities. 
Additionally, military robots can support the soldiers by gathering data to improve 
situational awareness, transport equipment, efficiently distribute supplies, facilitate 
commanders’ decision-making, and protect the soldier from hostile attacks.

To make HRI integration possible in this setting, a multitude of factors have to 
be considered including operating environments, task difficulty, soldier’s comfort 
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level with the robot, and communication and decision-making for both the soldier 
and robot. Emerging technologies, both modeling and simulation systems, have 
been developed to identify and resolve potential integration issues. One such model-
ing system is the Improved Performance Research Integration Tool (IMPRINT). 
IMPRINT analysis demonstrated that integrating HRI into a mission with soldiers 
mounted in carrier vehicles or on horses would cause overload issues, and, therefore, 
gunners were a better-suited group for HRI integration. Modeling technologies such 
as IMPRINT can be used to set guidelines that can be validated through simulations, 
and the models can be revised and improved. Simulations are particularly helpful to 
determine the effects of adding complexity to the tasks, considering potential strate-
gies to reduce overload and investigating ways to improve performance while carrying 
out the military task [9].

5. Healthcare

Robots taking on roles as healthcare workers have incredible benefits for the 
population. These include accuracy in treatment performance, strong working speed, 
reducing workload for the human healthcare worker, organization of daily routine, 
optimizing healthcare resources, and resolving simple problems so that the patient 
does not have to visit the doctor [10]. The elderly population is increasing in size and 
the available supply of healthcare workers concerningly cannot support the popula-
tion increase of this demographic. This demographic especially has the potential 
to improve well-being as a result of interaction with healthcare robots. Robots as 
healthcare workers allow elderly adults to be at home later in life instead of in an elder 
care facility, which reduces financial and emotional stress for the patient and the 
family, lowers costs, and helps elderly adults retain independence and be happier and 
healthier.

Healthcare robots can serve in rehabilitation or social roles. Rehabilitation robots 
can perform tasks or make tasks easier for the user, while social robots are for elderly 
adults to interact with and have as a companion. It is important to consider the 
concerns and needs of elderly adults during the robotic design process so that the 
user will accept the robot. Some elderly adults have demonstrated to be skeptical 
of accepting the robot due to it being a rapid jump in technology and the potential 
privacy issues it may present, but they are more likely to accept the robot if it can 
perform tasks that they find useful [11].

Conditions that the elderly population face that HRI provides technological 
improvements for include physical and functional decline and cognitive decline. 
Healthcare robots can assist elderly adults with tasks that become more difficult due 
to these conditions. Emerging technologies can help with tasks impacted by physical 
and functional decline such as cleaning, heating food, and sorting laundry. Robotic 
developments in the areas of mobility assistance and other activities such as bathing 
have also been in the works. Healthcare robots make these activities safer and more 
comfortable for the patient. Other technologies help patients monitor their health 
conditions and provide appointment reminders. Robotic technologies help with cog-
nitive decline by providing cognitive training exercises that keep the patients engaged 
and stimulated.

The COVID-19 pandemic has only furthered the growing shortage of healthcare 
workers. Throughout the pandemic, healthcare robots were used for a high variety 
of purposes, including health screenings, transportation of medical goods, and even 
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direct patient care. The robots provided a multitude of benefits, including minimiz-
ing human contact and, therefore, reducing transmission rates and decreasing the 
workload on healthcare workers. The technologies used during the pandemic were 
adapted from preexisting technologies, as this approach was more efficient than 
developing new technologies during a crisis. For example, the Guangzhou Gosuncn 
Robot Company developed robots originally intended to be used for policing, but 
these robots were modified and equipped with powerful cameras to screen the 
body temperature of up to 10 people at once and detect if an individual is wearing a 
facemask. The COVID-19 pandemic demonstrated how important it is to formulate 
reliable protocols for how to adapt preexisting technologies for healthcare purposes if 
and when a future pandemic or crisis occurs [12]. This will allow for the most orga-
nized treatment possible and the most efficient patient path to recovery.

6. Manufacturing

HRI provides benefits in manufacturing in terms of productivity, safety, and 
working conditions. HRI is an approach that complements the strengths of humans 
and robots in manufacturing. This approach would make manufacturing a more 
sustainable career for individuals in the long term, as the incorporation of robots 
allows workers to avoid hard physical work. This also means a reduction in illness 
rates. Additionally, productivity increases with this approach because robot work-
ers do not need downtime or on-the-job training. HRI can reduce running costs and 
speed of assembly, and improves readability and precision. Multiple factors need to 
be considered when implementing HRI into a setting to optimize performance. These 
include movement speed of the robot, distances between humans and robots, robot 
noises, trajectory of the robot, and physical appearance of the robot [13].

Robots can especially be helpful in assisting humans in the areas of delivering tools 
and parts and holding manufacturing equipment objects or objects in the process 
of being assembled. Robots can contribute accuracy, speed, and consistency to the 
setting, while humans contribute organization, management, and more cognitive 
assets. By sharing the workspace, situation awareness, danger perception, and enrich-
ment communication are promoted. Modern robot designs often are programmed 
with advanced sensing, joint compliance, and artificial intelligence. Robots can play 
impactful roles in individual parts of the manufacturing setting, or they can contrib-
ute to the setting in a broader sense. For example, in a narrower role, the robot can 
control manufacturing tools or feeder equipment such as conveyors and loaders. In a 
broader sense, the robot’s state-of-the-art design and advanced technology give it the 
ability to contribute to process flow control and the maintenance of workplace safety.

Manufacturing settings vary in many ways, including plant size, wealth, and typi-
cal size of produced batch. HRI is beneficial for industrial settings of all sizes, so it 
is important to find ways to make HRI more accessible for small and mid-size enter-
prises (SMEs), which have fewer resources, to begin with, and are less likely to take 
risks with their manufacturing model [14]. SMEs play a critical role in the economy, 
and this emphasizes the need for SMEs to adapt to modern technologies so that they 
can optimize consumerism. In the UK, 99% of the 5.6 million businesses are SMEs.

One approach to increase HRI in SME settings is to identify individual motivation 
by creating a model that supports fulfilling an overall goal by achieving predefined 
subgoals. For example, faster and more efficient destocking of assembled parts 
contributes to greater productivity. The predefined subgoal, in this case, is the faster 
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destocking of assembled parts, which is an area that HRI can demonstrate strong sup-
port to. This approach allows the SME to identify the most suitable technologies for 
the assembly setting without having to use up resources to trial different technologies 
that may or may not be optimal. HRI has incredible benefits for manufacturing, and it 
is important to determine the most efficient way to incorporate it into the setting.

7. Education

HRI has shown promise in the area of being learning companions for children in 
classrooms and at home, and as tutors to help students better understand the content. 
HRI has been demonstrated to be beneficial for students of all ages, including pre-
school, elementary school, and post-secondary education. The use of HRI can help 
teach a broad range of disciplines, including STEM, languages, and handwriting. 
Aside from adaptability to a wide range of disciplines, robots provide additional ben-
efits in education settings such as engagement, motivation, improving the learner’s 
self-esteem, and providing empathetic feedback. When designing robots for this 
purpose, it is important for developers to consider the social conscience of the robot 
and its ability to collaborate with educators.

At the preschool level, emerging technologies are often geared toward improving 
social integration and engaging the children in constructive learning, meaning the 
learner is actively involved in knowledge construction. The technologies are incor-
porated into storytelling in the classroom, as storytelling is essential for children’s 
language and creative development. In this setting, the robot would act as a storyteller 
to the children. Adopting HRI into storytelling has demonstrated a positive impact 
on the children’s enjoyment and engagement. It has also shown positive results in 
rehabilitation, learning English, and creativity enhancement [15]. HRI is additionally 
adaptable to different educational environments, such as a playground or schoolyard, 
which gives the children further room to learn and grow.

At the elementary school demographic, robots have taken the role of tutors in the 
area of language learning. In one study, 10- to 11-year-olds were formulated with the 
task of learning an artificial language. The robots taught the children a 30-minute 
introductory lesson, and ideally, the students would be able to form simple sentences 
after the lesson. The sociability of the robot was demonstrated to be a crucial factor 
in terms of both engagement and performance. The students had stronger engage-
ment and performances when the robot showed role model behavior, personal 
feedback, empathy, and communicativeness [16]. These findings further support the 
importance of considering sociability when designing a robot for tutoring purposes.

Personalization has been a recent subject of interest when designing a robot for 
the educational setting. The extent that tailoring to an individual’s strengths and 
weaknesses is beneficial to that individual’s learning, is not fully understood. This 
subject matter was investigated in a study where undergraduate and graduate student 
participants were tutored by a robot in solving grid-based logic puzzles. Participants 
received lessons from both personalized and non-personalized robots. The findings 
supported that even relatively simple personalization shows significant learning 
benefits, as personalization led to stronger performance and faster speed of solving 
the puzzle [17]. This demonstrates that personalization and adaptability is other 
important quality to keep in mind when designing the most optimal robot for learn-
ing. Additionally, it makes clear that HRI is a beneficial approach for post-secondary 
students and not just for younger students.
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8. Personal and societal applications

HRI has emerged in society working with people in airports, shopping malls, 
and care centers. With robots entering public spaces more often, this comes with 
the responsibility of having to maintain a positive image and appearance, as well as 
behavior that reflects well on society. It is critical that robots for these settings are 
designed to be accepting of all people and not promote gender stereotypes or ageist 
views. Robots in public settings have the capacity not only to be respectful to those 
being helped and not show social biases, but they can also go as far as to be an exam-
ple and advocate for positive social change. They can bring about a positive impact on 
a wide range of issues in society such as homelessness, poverty, and refugee crises. To 
develop robots that represent social empowerment, it is important to consider how 
robots are shaped as part of society’s socio-political dynamics.

Airports are one area where the incorporation of HRI can be particularly helpful 
and improve passenger experience in the setting. Airports are often overwhelming for 
passengers due to the large crowds, frequent announcements, and confusing screens 
and signs. The atmosphere of the airport setting should be considered when design-
ing a robot to fulfill the needs of the passengers. A large robot that can communicate 
using nonverbal gestures is favorable because airports are crowded and noisy and it is 
important for the robot to be easily accessible and understood despite the surround-
ing noise. It is also important for the robot to be able to accommodate the hearing 
impaired, which could be done by having a display space showing text and images. 
Additional factors to look out for include affordability, range of dynamic motion, and 
suitability for the particular environment [18].

Retail is a separate area where HRI can benefit customers. HRI can improve service 
quality by helping customers navigate a store to find products and information, 
receive personalized guidance on products, order online for delivery or pickup, and 
complete purchase transactions. As HRI makes it easier for customers to shop, this in 
turn increases sales, reduces labor costs, and provides an engaging retail experience. 
Robots in retail additionally have advantages over human staff, as this approach mini-
mizes human error and allows for more rapid service processes. Human staff often 
experience physical fatigue and mental strain when performing service tasks, and 
their work experience includes training time and downtime, which takes away from 
the opportunity for productive sales. Humanoid robots, notably, can mimic human 
communication and social interactions, and this makes them strong candidates for 
integration into retail settings. When designing a robot for this setting, it is critical to 
consider the robot’s emotional aspect for an optimal customer experience. The use of 
HRI in public environments is promising as a means to improve personal experience 
and have a positive socio-political impact on society as a whole.

9. Challenges in HRI

It is difficult to design a robot that allows for accurate interaction and communica-
tion. There is still work to be done to look for creative ways to improve the capacity 
of robots in understanding human actions and responding appropriately. With the 
ability to recognize human hand gestures, there is still room for error due to the 
complexity and high degree of freedom of human hands. More effective robots should 
combine multi-modal features, and be able to recognize posture, facial expres-
sions, and voice intensity. This comes along with developing more complicated and 
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powerful sensors, which further makes equipping the robot difficult. Additionally, 
for optimal interaction, robots need a mechanism to foresee and predict upcoming 
actions. The complexity and inconsistency of human actions make designing this 
mechanism a challenge. In HRI, robots also need to be sensitive to surroundings, as 
well as clutter, lighting changes, and depth perception. It is important and at the same 
time difficult to consider all of these factors together.

HRI not only has certain design challenges, but it also has some ethical parameters. 
It is important to keep in mind both helpful and harmful behavior with regard to 
robots and robotic assistance. The use of robots for killing activities in warfare, for 
sexual pleasure, or to care for emotionally unstable target groups is a particularly sen-
sitive subject matter. Robots also have the potential to make humans less motivated to 
work, or unwilling or unable to fulfill certain tasks, even simple ones. There are mul-
tiple perspectives on robot rights, treating robots respectfully, and if ethics even apply 
to the robot itself altogether. An additional ethical issue is who regulates robot use, 
and who is held responsible if a robot causes damage to a human or property. This also 
brings into question who is responsible for robot malfunctions as well as the proper 
way to dispose of robots. HRI also has privacy issues, as the process of consenting to 
give out personal information to the robot is not concrete. Another potential issue is 
the robot’s physical appearance if it is inadvertently built to match any biases of the 
designer or embody discrimination through having Euro-centric or overly feminized 
features. HRI has many ethical issues that are important to take into perspective and 
find ways to avoid possible harm to robots or users.

10. Conclusion

HRI is evidently a promising modern approach with great benefits in both home 
and work sites. Some of these benefits include providing engagement, accuracy, pro-
ductivity, and adaptability. Collaborative robots, humanoid robots, and telerobots all 
have endless possibilities, and there is still improvement space to further explore the 
promising potential that these technologies offer. When designing a robot for optimal 
performance, there are many important factors to keep in mind including physi-
cal appearance, behavioral traits, and suitability for a particular setting. Emerging 
technologies, including simulation systems and virtual displays, are helpful in testing 
and improving a robot’s capabilities and preparing for integration. In the subsequent 
chapters, this book will discuss modern HRI applications in multiple aspects and will 
touch upon different perspectives and experimental methodologies to develop HRI 
environments. Emerging technological advancements in HRI and the strong evidence 
of the incredible benefits make HRI an excellent approach in everyday settings with 
even more exciting growth to come.
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EEG Control of a Robotic
Wheelchair
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Abstract

The Brain-Computer Interface (BCI) technology has been widely used in clinical
research; however, its adoption in consumer devices has been hindered by high costs,
poor reliability and limited autonomy. In this study, we introduce a low-cost, open-
source hardware-based, consumer-grade product that brings BCI technologies closer
to the elderly and motor-impaired individuals. Specifically, we developed an autono-
mous motorized wheelchair with BCI-based input capabilities. The system employs
the ROS-backend navigation stack, which integrates RTAB-MAP for mapping,
localization, and visual odometry, as well as A* global and DWA local path planning
algorithms for seamless indoor autonomous operations. Data acquisition is accom-
plished using OpenBCI 16-channel EEG sensors, while Ensemble-Subspace KNN
machine learning model is utilized for intent prediction, particularly goal selection.
The system offers active obstacle avoidance and mapping in all environments, while a
hybrid BCI Motor Imagery based control is implemented in a known mapped envi-
ronment. This prototype offers remarkable autonomy while ensuring user safety and
granting unparalleled independent mobility to the motor-impaired and elderly.

Keywords: brain-computer interface, motor-impaired, wheelchair,
ensemble-subspace KNN

1. Introduction

The development of Brain-computer Interface (BCI) technology has led to a wide
range of scientific and practical applications since its inception in the 1970s. One of
the key areas of focus for BCI technology is in the field of wheelchair systems, where
the ease of use and efficiency for the user is of paramount importance. This means
that the system should be designed in such a way that it is simple for the user to
operate the wheelchair and achieve their desired objectives. In particular, EEG-based
brain-computer interfaces (BCI) are particularly well-suited for this application as
they offer a high degree of convenience and efficiency for the user. However, previous
wheelchair systems based on the P300 [1, 2] and those based on steady state visual
evoked potentials (SSVEP) [3] did not provide the user with the same level of conve-
nience because they required them to continuously watch a screen in order to deci-
pher commands from EEG signals. The user’s field of vision is restricted and fixed on
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the BCI feedback, making it difficult for them to handle some situations. A wheelchair
system based on motor imagery has been suggested in this situation [4, 5]. One of the
wheelchair systems has been introduced with fixed direction steering of the wheel-
chair [6]. But had several shortcomings i.e. one of which was the design approach. It
was a non-autonomous and requires constant attention. It does not have synchronous
localization and mapping (SLAM) feature. It suffers low information transfer rate. So,
to overcome the above shortcoming LiDAR based SLAM was introduced [7]. It is
based on steady state visually evoked potentials (SSVEP). But the shortcomings were
with shared autonomy and also suffers low information transfer rate and cost ineffec-
tive too. A new wheelchair system utilizing motor imagery [8]. was recently intro-
duced, offering a significant enhancement in functionality compared to previous
models. However, even more advanced technology was later developed, incorporating
both motor imagery and P300 technology to provide even greater enhancement [9] in
performance. This system offers the added feature of laser range finder and encoder-
based localization, as well as autonomous capabilities. Despite these advancements,
the system still lacks the ability to perform inferior 2D mapping and localization, and
is cost-ineffective. Additionally, a SSVEP-based direction and angle control system for
wheelchair design [10] has been proposed, utilizing visual landmarks for feedback.
However, this system is not fully autonomous and also lacks the ability to perform
inferior mapping and localization techniques. Additionally, it is cost-ineffective due to
its low information transfer rate. Overall, while there have been significant advance-
ments in wheelchair technology, there is still room for improvement in terms of
autonomy and cost-effectiveness. A wheelchair based on eye-blink steering control is
proposed [11]. An innovative approach but does not solve the issue natural eyeblink
signals. Since it is non- autonomous, higher magnitude natural eyeblink signals leads
to undesirable motor control of the wheelchair. To overcome this, eye-blinking
method is integrated with electroencephalogram (EEG) to control wheelchair move-
ment [12], but sometimes it becomes very difficult and for a person to continuously
blink their eyes. As the technology progress, a wheelchair was designed to drive in
four directions [13]. It was mainly proposed using time-frequency domain analysis of
EEG signals using Neural Network. It is only a proposed prototype, not a full-size
wheelchair and not suitable for actual real time implementation. Then a recent
wheelchair is introduced based on computer vision-based navigation [14]. It uses tags
to localize itself incorporating computer vision, but suffers low maneuverability and
unable to handle dynamics obstacles accurately in real time. An omni-directional
moveable wheelchair design is proposed based on Mecanum wheel [15]. It is based on
SSVEP and Alpha-wave based asynchronous control but the major disadvantage is
non-autonomous and requires constant attention for the control mechanism.

The literature reviewed above presents a comprehensive comparison of the various
approaches that have been proposed for brain-controlled robotic wheelchairs. It is
evident that most of the earlier methods relied heavily on Motor Imagery or P300 for
classifying navigation commands. A significant number of researchers employed
SSVEP to select from a fixed set of predefined commands. Additionally, some studies
captured EEG signals corresponding to eye blinks for prediction purposes. However,
when it comes to the chair’s autonomy, most early researchers attempted to limit
themselves to a fixed set of controls, while others attempted fully autonomous navi-
gation. However, the techniques they used were not as advanced as those available
today, making them unsuitable for current use. The proposed method, on the other
hand, has successfully overcome the challenges of signal acquisition, goal prediction,
mapping, localization, and autonomous navigation. In conclusion, the proposed
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method is far superior to earlier approaches in terms of its ability to effectively control
a brain-controlled robotic wheelchair.

The proposed method for design, development of a bio-signal enabled robotic
wheelchair for motor-disabled and elderly care includes following novelties over other
existing methods.

1.Proposed design of a low-cost bio-signal enabled robotic wheelchair is with close
attention to hardware and electronic safety features, designed specifically for
human use.

2.The wheelchair’s built-in control system enables rapid and precise point-to-point
positioning with little manual control through joystick/directional pad.

3.Maps of the wheelchair environment can be created using the newly introduced
mapping module, which can also test working memory for matching point
clouds. The wheelchair can localize itself and retain extremely precise odometry
of its movement once it has been identified or mapped.

4.Through manual objective selection made available by a GUI touch screen
module, point-to-point path planning is feasible in all realized or imported maps.

5.Selected endpoints will be identified as accessible goals within known
surroundings for the user to choose via BCI-based control.

6.With these extra features over a standard motorized wheelchair, the elderly and
others with motor impairments can independently do daily duties and
participate in social activities.

2. Proposed methodology for bio-signal enabled control system

To achieve our objective, we have devised a two-part solution. The first part
involves acquiring the goal state through a GUI-based display module (Figure 1).

Figure 1.
Graphical user interface (GUI) of wheelchair display.
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This module displays a map obtained from the working memory and provides the user
with various goal point options. For instance, in a hospital scenario, these options may
include patient rooms, gardens, toilets, cafeterias, etc. The user selects a goal point,
which triggers a neural depolarization pattern within the cortex. We use a 16-channel
OpenBCI cap to record this pattern. By analyzing the time-series data generated by
this pattern, we use Motor Imagery (MI)-based prediction and machine learning to
estimate the probability of reaching the selected goal.

The navigation module is responsible for devising a trajectory towards the target
state while ensuring the safety of the user and avoiding any potential static or dynamic
obstacles. Initially, the module focuses on obtaining drift-free odometry by employing
a multi-sensor system, including LiDAR, depth camera, IMU, and wheel odometry
data that pass through an Extended Kalman Filter (EKF) to ensure accurate odometry.
Subsequently, RTAB-Map maintains a live map within the Odom frame of the robot to
enable obstacle avoidance via the local planner. The global planner formulates an
optimal path from the start state to the goal state based on the static map. Subse-
quently, the local planner leverages this live map and the navigation waypoints to
maneuver in the immediate vicinity while considering the kinematic constraints of the
wheelchair, preserving a pre-set safety buffer, and accounting for the motion of
moving obstacles. The local planner constantly updates the path to the goal, adhering
to imposed environmental and kinematic constraints to ensure complete safety for the
occupant until they reach their destination. Figure 2 shows all the components for
bio-signal enabled control system.

2.1 Hardware control module (HCM)

The hardware infrastructure of a brain-computer interface (BCI) wheelchair is a
critical determinant of its operational and practical efficiency. It encompasses the
sensors and electrodes that capture brain signals, the control mechanism that deci-
phers these signals and translates them into motion instructions, and the actuators
that execute the movement of the wheelchair. The absence of a properly functioning
hardware infrastructure could impede the BCI wheelchair’s ability to respond to user
input and hinder its mobility capabilities. Furthermore, the hardware infrastructure
must be robust and dependable to guarantee user safety and wellbeing. Thus, it is

Figure 2.
Block diagram for bio-signal enabled (BSE) control system.
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essential to utilize high-quality components and to regularly service and upgrade the
hardware infrastructure to maintain its ongoing functionality.

2.1.1 Frame dimension and sensor

The wheelchair has a frame made of iron, with a dimension of 114�64�93.5 cm. It
is equipped with two motors and a differential drive system, with a wheelbase of 13
inches in diameter. The maximum weight it can carry is 100 kilograms, and it weighs
45 kilograms without any sensors. The wheelchair has a battery capacity of 24 V, and
it can travel up to 20 km on a full charge. Overall, these hardware specifications make
the wheelchair sturdy, reliable, and suitable for providing assistance to individuals
with mobility impairments. The wheelchair has been modified in order to house the
following sensors shown in Figure 3.

1.LiDAR Sensor: A 2D Light Detection and Ranging (LiDAR) sensor,
Slamtec RPLIDARA1 is being used to get the approximate location
information of static and dynamic obstacles with respect to the wheelchair. It has
a range of 12 m with a depth resolution of 0.1 mm. The sampling frequency is
4000 Hz at normal mode and 8000 Hz at boost mode. The horizontal field of
view is 360°.

Figure 3.
Various electronic sensors: (a) LiDAR, (b) RGB-D camera, (c) IMU (d) encoder and (e) EEG headset.
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2.RGB-D Camera: The wheelchair is equipped with an RGB-D Camera, Intel
Realsense D435i for getting a 3D point cloud of the environment. RGB-D
camera is being used over a 3D LiDAR for getting the point cloud because an
equivalent 3D lidar cost 20 times more. It has a resolution of 1280�720 pixels at
30 frames per second with an operating range of 0.11–10 m. The horizontal depth
field of view is 85:2°, and the verticle is 58°.

3.IMU: SparkFun 9DoF Razor IMU M0 is used as Inertial Measurement Unit. The
MPU-9250 in the 9DoF Razor is equipped with three 3-axis sensors: an
accelerometer, a gyroscope, and a magnetometer, which allow it to detect linear
acceleration, angular rotation velocity, and magnetic field vectors.

4.Encoder: Autonics’ E30S4 Incremental Rotatory Encoder is used to get the
motor feedback. Max response frequency is 300 kHz and max. Allowable
revolution is 5000 rpm.

5.BCI Cap: An OPENBCI Ultracortex mark 4 EEG headset is used for signal
acquisition, and an OPENBCI Cyton biosensing board to sample and feed the
EEG signals over Bluetooth to the main computing device. It is capable of
collecting up to 16 channels of EEG data from up to 35 distinct 10–20 sites.

2.1.2 Electronics control module (ECM)

• Motors:We are using two Robodo MY1016ZL 250 W PMDC motors as the
primary drive motors for the wheelchair. Its operating voltage is 24 V, rated
torque is 12.7 Nm, and rated speed is 120 RPM.

• Microcontroller: Arduino Mega is used as a microcontroller board to control
motors and get encoder data. It uses a powerful and power-efficient 8-bit chip,
ATmega2560, capable of running instruction at 16 MHz. It has 100 GPIO pins, 4-
UART, 5-SPI, I2C for interfacing various sensors and actuators, connected to the
network through USB-Serial.

• Motor Driver: To control the speed and the direction of the brushed DCmotors, a
motor driver of the appropriate specification is needed. We are using Cytron’s
MDDS30 Smart Drive, which accepts the PWM control signals from the
microcontroller. It is rated for motors having a rated current of 30 A, the peak
current of 80 A with operating voltage from 7-35VDC. It also comes with
regenerative braking technology to charge the battery when one applies the brake.

• Power Distribution Module: Different sensors and peripherals need different
voltage values and have additional current requirements. Jetson Nano works on
5 V with a peak current of 4 A, while Intel NUC requires 19.5 V. We developed a
power distribution module that can provide the stable and required power for all
the components to facilitate this power distribution module that can provide the
stable and required power for all the components to facilitate this.

• Display: To output different destination goals and feedback, we incorporated a
7-inch HDMI touch display connected to the NUC.
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The electronics components depicted in Figure 4 include state-of-the-art sensors
and controllers that are designed to respond to the unique needs of the elderly dis-
abled population. These devices work together seamlessly to provide the necessary
support and assistance required for a range of mobility tasks.

2.2 Communication control module (CCM)

The system has been designed with a modular approach to actively distribute
workloads among sensors, actuators, display devices, and compute modules. This
design not only makes the system easy to troubleshoot and repair, but also allows for
efficient communication among these components. The Figure 5 provided illustrates
the overall sensor interface and network communication infrastructure that has been
implemented. Furthermore, the modular design of the system allows for effective load
balancing, making it more reliable and efficient. Overall, the system is designed in a
way to make it simple to debug and repair, and the sensor interface and network
communication infrastructure are clearly illustrated in the given Figure 5, allowing
for easy understanding of how the different components communicate with one
another. The display flashes probable destinations where the wheelchair can navigate.
The destination goal is captured from the brain by the BCI headset. It transfers this
information to the Intel NUC wirelessly through Bluetooth, where path planning
algorithms use it to plan the path. The feedback from sensor data fusion from the
camera attached to NUC, LiDAR and IMU hooked to Jetson Nano 2 and encoders
attached to Jetson Nano 1 are used by the system to generate forward and angular
velocity for the wheelchair. These velocities are sent to the microcontroller
connected to Jetson Nano 1 via serial interface, converting to individual wheel
velocities set by the motor driver. All three computing devices are connected
through a router via ethernet. Figure 5 shows the sensor interface and network
communication module.

Figure 4.
Various electronics component placement.
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3. Movement control system

The motor control design for a brain control wheelchair involves using signals
from the brain to control the movement of the wheelchair. It includes safety features
such as obstacle detection and emergency stop mechanisms. The control algorithms
used to interpret the brain signals and control the motors are crucial for smooth and
responsive movement. The design also focuses on making the wheelchair easy to
operate and user-friendly.

3.1 Wheelchair movement analysis

The robot has two motor controlled wheels at the back and two castors in the front.
The two motor controlled wheels control the kinematics (Figure 6) of the chair which
is implemented using differential drive kinematics. For defining this we take into
account several variables. Where, ICC: Instantaneous centre of curvature; R: Radius of
curvature; vl : Velocity of left wheel; vr : Velocity of right wheel; vf : Linear velocity of
the bot; wl : Angular velocity of left wheel; wr : Angular velocity of right wheel; w:
Angular velocity of the bot; Dw : Distance between the left and right wheel; dw :
Radius of the wheels.

vf ¼ vl þ vr
2

(1)

w ¼ vl � vr
Dw

(2)

R ¼ vl þ vr
2 vl � vrð Þ (3)

Figure 5.
Sensor interface and network communication.
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vl ¼ dw ∗wl (4)

vr ¼ dw ∗wr (5)

3.2 PWM based control mechanism

Once the wheel angular velocities have been determined, motor control is achieved
using our control system, which consists of a microcontroller connected to one of the
Jetson Nano processors via USB. The microcontroller communicates with the motor
drivers using Pulse Width Modulation (PWM) signals. They have a PWM pin and an
enable pin, the first determines motor speed, while the other is used to determine
motor direction. Based on the input from these two pins, delivered via a microcon-
troller, the motor driver regulates current delivered to the motor from the main power
supply battery. The frequency and width of the PWM pulses determine the speed of
rotation of the motors. Here, vmax and vmin have been defined for safety as the
maximum and minimum velocities for normal operation.

wl ¼ 2πPl

Pn
(6)

Pl� Number of pulses sent to the left wheel in 1 sec.
Pm� Number of pulses needed for one complete revolution of the wheel.

3.3 Velocity communication

The computer publishes the reference speed commands as wist message on the
cmdvel topic. Then, the microcontroller reads the cmdvel from usb serial and generates
the PWM signals for motor control. The required linear velocity vf is in msg.linear.x
and the required angular velocity w is in msg.angular.z. Now solving the Eqs. (1) and
(2) the required individual velocities of the wheels are found and then from six the
required PWM values are calculated.

Figure 6.
Wheelchair kinematic model.
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4. Autonomous navigation

Simultaneous localization and map building (SLAM) [16] and path-planning are at
the core of any autonomous or assisted system. In order to provide for reliable loco-
motion in a dynamic environment upto a determined goal, we have designed a robust
navigation stack. The primary step in navigation is determination of the environment.
This is followed by pinpointing ego position within the realized environment - and its
update as it relocates within the environment. Any dynamic obstacles must be
detected in this process and added to the point cloud. Finally, using the determined
map, the procured goal and a constantly updated laser scan, we can navigate as
required.

4.1 Various SLAM approaches

We can also objectively evaluate functionality of common slam algorithms on the
basis of input/output capabilities. Figure 7 shows comparison of various SLAM algo-
rithms.

• Gmapping [17]: It is the native SLAM approach implemented out of the box in
ROS. It is a particle filter based approach that maps 2-D lidar scan to a 2-D
costmap. This cost-map is available online, along with pose, and has been widely
adapted in conjunction with amcl.

• Hector SLAM [18]: It is a significant improvement over the above particle filter
approach, and can accept imu input for odometery, however external odometery
estimates are not accepted by Hector SLAM. Moreover, there is no loop closure
support in either of these algorithms, thus earlier estimates of SLAM are not
updated upon return.

• Google Cartographer [19]: It is one of the earliest open-source SLAM
implementations in ROS to implement loop closure detection, thus constantly
refining mapping estimates. It use lidar graph to generate a 2-D or 3-D map from
laser scans of 2-D or 3-D LiDAR respectively.

• ORB SLAM2 [20]: It is an improvement on the above graph based approach, and
is also a visual SLAM approach, accepting both depth and stereo cameras as
inputs.

Figure 7.
Comparison of various SLAM algorithms.
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• RGBD-SLAMv2 [21]: It is another visual SLAM implementation that can handle
full occlusion and white noise added to visual data-stream. It compensates loss of
data in such situations by multi-sensor fusion with IMU data, implemented using
robot localization package in ROS.

5. Integration of BCI with wheel chair

Goal is selected from the display GUI (Figure 1) using BCI module. Once the BCI
module gives the final prediction of goal, the autonomous path planning modules
kicks in. The Global planner, A* generates an efficient path according to the goal, and
the DWA local planner ensures any dynamic change in environment and obstacle
avoidance. Motion control system sets the velocities of wheels and odometry from the
sensor fusion and localisation give feedback on pose and velocities. This loop con-
tinues until the wheelchair reaches its destination. If there is any fallback in any of the
modules, recovery behaviors take control for the user’s safety. After reaching the
destination goal, it waits for the next goal. Figure 8 shows the BCI integration with
wheel chair.

5.1 Brain-computer interface (BCI)

Brain-Computer Interface (BCI) creates an interface between our brain and the
computer. We are able to do this because we get different and differentiable signals
for every task we do. We analyze these signals and translate them into commands that
are sent to an output device to perform a desired action. In our case, we are using
these signals to drive a wheelchair.

Figure 8.
BCI integration with wheel chair.
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5.2 Motor imagery (MI)

MI is one of the standard techniques in BCI in which user is asked to imagine
motor action like raising left hand or right limb without actually performing that
action. This translates to potential drop that is captured by a EEG Headset. When a
person imagining process, event related synchronization and de-synchronization
occurs which lie in the frequency range between Mu/Alpha (8 12 Hz) and Beta (16
25 Hz) [22].

5.3 Collection and initial processing of bio-signal recordings

We take the signals from a 16-channel OPENBCI Ultracortex Mark-4 EEG headset
(Figure 3e), which takes signals from the brain and wirelessly sends them to the
computing device using Bluetooth. The plavement of electrodes is very important for
motor imagery applications. Standard 10–20 electrode placement can’t be found in the
Figure 9. We have exploited C3, C4, CP1 and CP2 because they provide better signals
for motor imagery applications.

Once we get the raw data, we filter it to get away with noise and artifacts. Artifacts
are needed to be removed before feeding this data for feature extraction otherwise
they interfare with signal of interest which decreases the Signal to Noise Ratio (SNR).
Some of them are [23]:

• ECG Artifacts: Arises due to heart and pulsing.

• Muscular Artifacts (MA): Arise due to muscular movement.

• Ocular Artifacts (OA): Arise due to eye blinking and movement.

• Electrode Contact Artifacts: Arise due to improper electrode contact and due to
formation of salt bridge between scalp and electrode due to sweat.

Figure 9.
EEG electrode placement [Source: commons.wikimedia.org].
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The frequency required for our operation is from 8 to 50 Hz, so we put a fifth-
order bandpass butterworth filter of 4 to 60 Hz to remove unwanted frequencies. This
bandpass filter also removes some of the low-order frequencies which arise due to
head and body movements.

5.4 Data collection sequence

For Motor Imagery-based data collection, we divided the training sequence into
four classes: left hand, right hand, left feet, and right feet (Figure 10). A blank screen
was followed by one of the four sequences flashed on display. EEG data of 5 seconds
each were collected, of which we trim 30 sec from start and end and divided into four
parts. Slicing allows us to collect data efficiently.

5.5 Feature extraction

Once we have filtered data, we operate on each point and extract features for our
machine learning model to classify them into different classes. Features that we have
used are as follows:

• Mean,

x ¼
PN

i¼1xi
N

(7)

Median, med(x)
Root Mean Square,

RMS xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
x2i

r
(8)

Variance,

Vax xð Þ ¼
PN

i¼1 xi � xð Þ2
N � 1

(9)

Skewness,

Skew xð Þ ¼
PN

i¼1 xi � xð Þ3
N � 1ð Þ ∗ σ3 (10)

where σ is standard deviation.

Figure 10.
Motor imagery training sequence.
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Kurtosis,

kurt xð Þ ¼ E
X � μ

σ

� �4
" #

(11)

Integral features like area under the curve and waveform length.
Slope sign change,

Slope  Sign  Change ¼
XN�1

n¼2

f xn � xn�1ð Þx xn � xn�1ð Þ½ �½ � (12)

where,

f xð Þ ¼ 1, if x≥ threshold

0, otherwise

�

Apart from these time-domain features, we have also used frequency domain
features. But to transfer time-domain EEG signals to frequency domain, we perform a
discrete Fast Fourier Transform (FFT) [24] on time domain signal:

x k½ � ¼
XN�1

n¼0

x n½ �e�j2πkn
N (13)

Mean frequency,

fmean ¼
PN

i¼0Ii � f iPN
i¼0Ii

(14)

where, I is spectrogram intensity (in dB)
Median frequency, median(f)
Spectral Power Density [25]

xi nð Þ ¼ x nþ iDð Þ, n ¼ 0,1,2, … ,M� 1 (15)

while; i = 0, 1, 2,… , L-1;

P
≈ ið Þ
xx

fð Þ ¼ 1
MU

XM�1

n¼0

xi nð Þw nð Þe�j2πfn

�����

�����
2

: (16)

PW
xx ¼ 1

L

XL�1

i¼0

P
≈ ið Þ
xx fð Þ

: (17)

Peak frequency, frequency corresponding to peak of spectral power distribution.

5.6 Training ANS classification

We show one of the four MI training sequence images in a training routine and ask
user to imagine those. The EEG headset takes this data and wirelessly send this for
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pre-processing and feature extraction. After cleaning, the data is labeled, and the data
point is added to the dataset. After collecting all the data from all subjects, we fed this
dataset for training. Figure 11 shows flow of training module.

Figure 11.
Block diagram for BCI training module.

Figure 12.
Our BCI flowchart.
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We tried may classifiers like SVM with poly kernel but settled with Ensemble
Subspace k-NN(k = 3) [26] with an accuracy of 91.4% on 5-fold cross validation
(Figure 12). After the creation of the dataset and training, we run our model for
real-time prediction. In the goal prediction pipeline, we continuously take raw
data, store 1-sec data in a buffer, and do pre-processing and feature extraction.
Feature-extracted unlabelled data is now fed to the same classifier that we use in the
training stage for class(here goal) prediction. Figure 13 shows the goal prediction
module.

6. Results

We have taken data of eight healthy subjects for MI in two sessions as multi-
session data collection improves overall real-world performance on new data. We take
100 readings of 5 seconds each, raw data for each subject in both the sessions, which
on trimming 1 second and slicing the remaining in four, becomes 800 labeled data
points per class. This dataset now go for training.

Accuracy of different classifiers at 5-fold cross validation is presented in Table 1
below.

7. Discussion

The development of an advanced wheelchair is a significant breakthrough in
enabling independent mobility for elderly and physically impaired individuals. How-
ever, it represents only a modest step towards the creation of an empowering and
intelligent assistive technology.

There are certain limitations to our approach, such as the manual addition of key
points within a known map by developers or admins, which the user can then use for
BCI-based control. In contrast, a newly realized map can accept goal coordinates and

Figure 13.
Block diagram for BCI target prediction module.

S.No. Classifiers Accuracy

1 k-NN (k = 3) 86.7%

2 Normal SVM 85.4%

3 SVM with poly kernel 88.2%

4 Ensemble Subspace kNN (k = 3) 91.4%

Table 1.
Performance comparison of different classifier models.
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orientation via manual touch entry. The main obstacle to achieving a higher level of
freedom through BCI control is the intent prediction models associated with BCI. To
overcome this, future research can focus on improving the granularity in motor
imaging estimates to enable the selection of any point in all maps, both stored and
realized, via BCI-based input.

8. Conclusion

In empirical investigations using Motor Imagery with healthy volunteers, we were
able to achieve significant results within the confines of our laboratory’s limited
navigation space. Although the trials were successful in terms of goal acquisition, it
may be necessary to retrain and redevelop the goal selection pipeline based on data
obtained from motor-impaired individuals. Further research in this area could be
expanded to include real-world settings such as hospitals and airports, in the hopes of
establishing wider acceptance for this technology in the future. With these efforts, we
envision a future where Motor Imagery becomes a widely recognized tool in the realm
of rehabilitation for motor-impaired individuals.

While our wheelchair is well-suited for indoor use and provides excellent user
convenience, additional improvements are necessary to ensure the safety of both the
user and pedestrians in outdoor environments. A more efficient suspension and brak-
ing system can be developed to address this need. The current active obstacle avoid-
ance system incorporates an 8000-sample 2D LiDAR sensor with a detection range of
up to 6 m. For outdoor environments with larger navigable spaces and sparser point
clouds, the obstacle detection range would have to be significantly increased. Our
detection suite is supported by an Intel realsense depth camera, which has been tested
and performs efficiently even in outdoor settings.

Our fundamental objective is to accentuate the gravity of the quandary we are
attempting to assuage and accentuate the relatively facile approach by which an
appropriate resolution can be reached to ensure autonomous mobility for geriatric and
motor-challenged individuals. We ardently contend that targeted research and
cutting-edge engineering solutions, focused on these innovative methodologies, will
effectively ameliorate the quality of life for this particular demographic. Thus, we aim
to meticulously scrutinize and develop these avant-garde techniques to revolutionize
the way we facilitate independent movement for individuals with limited mobility.
Through this, we aspire to make an indelible and significant contribution to the
amelioration of society at large.
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Chapter 3

Perspective Chapter: Classification
of Grasping Gestures for Robotic
Hand Prostheses Using Deep
Neural Networks
Ruthber Rodríguez Serrezuela, Enrique Marañón Reyes,
Roberto Sagaró Zamora and Alexander Alexeis Suarez Leon

Abstract

This research compares classification accuracy obtained with the classical classifi-
cation techniques and the presented convolutional neural network for the recognition
of hand gestures used in robotic prostheses for transradial amputees using surface
electromyography (sEMG) signals. The first two classifiers are the most used in the
literature: support vector machines (SVM) and artificial neural networks (ANN). A
new convolutional neural network (CNN) architecture based on the AtzoriNet net-
work is proposed to assess performance according to amputation-related variables.
The results show that convolutional neural networks with a very simple architecture
can produce accurate results comparable to the average classical classification
methods and The performance it is compared with other CNN proposed by other
authors. The performance of the CNN is evaluated with different metrics, providing
good results compared to those proposed by other authors in the literature.

Keywords: electromyography, convolutional neural networks, support vector
machine, artificial neural network, underactuated hand prosthesis

1. Introduction

Upper limb amputations are injuries that substantially limit a person’s quality of
life by drastically reducing the number of independent activities they perform in daily
life (ADL). Current myoelectric prostheses are electronically controlled by the user’s
voluntary muscle contractions. A general scheme of how these and other devices that
use biosignals work is presented in Figure 1. In this sense, the prostheses for amputees
with higher performance follow this common pattern of development. There is a wide
variety of very sophisticated myoelectric prostheses commercially available that use
sEMG signals [1–5].

A relevant limitation in the development of pattern recognition methods for myo-
electric control is that their tests are mainly performed offline. It is now established
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that high offline precision, does not necessarily translate into accurate functional
control of a physical prosthesis. In this sense, several recent studies have shown the
discrepancy between “on and offline” in performance metrics [7–11]. However, very
few studies have published validation results of pattern recognition in terms, and even
fewer in clinical settings, relating the variability of the signal and the performance of
the classifiers with those parameters related to amputation (disability index, length
remaining limb, amputation time, phantom limb sensation, etc.) [12–15].

By other hand, the number of features extracted also depends on the number of
EMG sensors and the feature extraction strategy for each sensor. Many investigations
in have implemented alternatively, dimensionality reduction has been shown to be an
effective feature projection (PC) method [16]. Among the most used methods are:
principal component analysis (PCA) [17–19], linear-nonlinear PCA composite
analysis, self-organizing feature maps [16] and supervised discretization together with
PCA [20, 21].

Convolutional neural networks have been applied for myoelectric control with
interest in inter-sessions/subjects and inter-session performance, in addition to many
other applications in biomedical signal processing [22–24]. Some authors have
commented on the advantages of these deep neural networks and their ability to
assimilate the recognition of hand gestures corresponding to groups of sEMG signals.
Although the results obtained come from a small number of investigations, their
employment possibilities are promising [25–27].

However, most of the research has been carried out on healthy subjects. In recent
decades, different authors [28–31] have shown that the variation of the signal over
time in amputated patients is even greater than in healthy subjects. The EMG signal is
weaker due to the amputation of certain muscle groups and as the amputation time
elapses, the muscles become more atrophied and weak. There are also few databases
of amputees, a situation that constitutes a significant obstacle for these researches. and
for the gestures recognition at the international level [29, 30]. Additionally, amputees’
performance was found to be proportional to residual limb size, indicating that an
anthropomorphic model might be beneficial [28–31]. The previous findings motivated

Figure 1.
Most common configuration of human–machine interaction [6].
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the study on the variance of results between amputee patients and fit populations
under disturbances of dynamic factors such as the length of the remaining limb, age,
level of atrophy, among others. That is why the results obtained in amputated patients
are far from those presented.

2. Materials and methods

2.1 Databases subjects

The review of these databases allows knowing the characteristics of the population
involved and the signal capture protocols. The literature review showed that there are
few databases with sEMG data collection in a significant number of patients, with
subjects without known prior deficiencies and whose data are heterogeneous, so the
most used is the NINAPRO database [32–34], which contains the electromyography
recording using the system of 8 sEMG sensors Thalmic Labs - MYO. The data in
this repository is free to use and is intended for use in developing hand gesture
movement classifiers [22]. The NINAPRO database in its DB3 section establishes the
parameters with which the sEMG data of 11 subjects with transradial amputation were
recorded [35].

In the DB3 dataset, as explained above, the transradial amputee wears two Myo
cuffs side by side. The superior MYO cuff is placed closest to the elbow with the first
electrode at the radio-humeral joint, following the configuration of the NINAPRO
electrode. The lower MYO cuff is placed just below the first one, closer to the
amputation region (Table 1).

In order to build our own database, the subjects invited to participate in this stage
are amputated subjects, without neurological deficiencies. Invited subjects followed
the population parameters used in the NINAPRO Database [36, 37]. Ten male and

Patient Hand Laterality Age Remained
Forearm

(%)

Years since
amputation

Amputation
cause

DASH
Score

Time
wearing

prostheses
(years)

1 Right right handed 32 50 13 Traumatic injury 1.67 13

2 Left right handed 35 70 6 Traumatic injury 15.18 6

3 Right right handed 50 30 5 Traumatic injury 22.50 8

4 Right right handed 34 40 1 Traumatic injury 86.67 0

5 Left left handed 67 90 1 Traumatic injury 11.67 0

6 Left right handed 32 40 13 Traumatic injury 37.50 0

7 Right right handed 35 0 7 Traumatic injury 31.67 0

8 Right right handed 33 50 5 Traumatic injury 33.33 0

9 Right right handed 44 90 14 Traumatic injury 3.33 0

10 Right right handed 59 50 2 Traumatic injury 11.67 0

11 Right right handed 45 90 5 Cancer 12.50 0

Table 1.
Clinical characteristics of subjects with amputation. NinaPro DB3.
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female amputees ranging in age from 24 to 65 years participated in the experiments.
The procedures were performed in accordance with the Declaration of Helsinki and
were approved by the ethics committee of the Universidad del Tolima (approval
number: N – 20,160,021). All subjects participated voluntarily, providing their written
informed consent before the experimental procedures. Any amputee who has experi-
ence in the use of hand prostheses will be included in the study, registering in advance
their experience in the use of passive or myoelectric prostheses.

Aspects and demographic data to be recorded: For each subject, age, sex, educa-
tion level, related to the amputation: dominant hand, amputated side, year of amputa-
tion, cause, type of prosthesis if used or has been used, and level of amputation.

Inclusion criteria: Adults in an age range of 20–65 years, no history of neurological
and/or psychiatric diseases, voluntary participation in the study and acceptance of the
medical staff. Only the transradial level of amputation will be considered, amputations
above the elbow or beyond the wrist will not be admitted to the study. Any non-
compliance with these parameters becomes criteria for exclusion from the study.
Table 2 shows the characteristics of the amputee patients who participated in the trials.

2.2 Sensor EMG MYO armband

Data was recorded using the commercial MYO armband (MYO). MYO is a porta-
ble EMG sensor developed by Thalmic Lab and has eight dry electrode channels with a
sampling rate of 200 Hz. It is a low cost, consumer grade device with a nine inertial
measurement unit (IMU) [22], that connects wirelessly with the computer via
Bluetooth. It is a non-invasive device, easier to use compared to conventional elec-
trodes [38, 39]. Despite the low sampling frequency, its performance has been shown
to be similar to that of full-band EMG recordings using conventional electrodes
[22, 40], and the technology has been used in many studies [29, 35, 38] (Figure 2).

sEMG recording: Prior to carrying out the tests, the patients will be instructed on
the experimental procedure and as a first step. The sensor operation will be calibrated
for both limbs. To make the records in each gesture, the subjects will be seated
comfortably in front of the computer with both limbs with their elbows flexed at 90

Patient Age
(years)

Gender Remained Forearm
Length (Below elbow)

Amputated
hand

Years since
amputation

DASH
Score

P01 36 M 10 cm Dominant hand 1 45

P02 51 M Wrist Disarticulation Dominant hand 30 19

P03 62 M Wrist Disarticulation Dominant hand 36 39.16

P04 26 M 10 cm Dominant hand 12 20

P05 60 M Wrist Disarticulation Not dominant Hand 41 26.6

P06 55 M Wrist Disarticulation Dominant hand 5 16.66

P07 28 M 10 cm Dominant hand 9 24.16

P08 48 F Wrist Disarticulation Dominant hand 22 20.83

P09 65 M Wrist Disarticulation Dominant hand 29 42.5

P10 35 M 10 cm Dominant hand 2 47.5

Table 2.
Clinical characteristics of subjects with amputation.
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degrees and will be instructed to perform the gestures that are reflected on the
monitor, in the case of amputated patients with the contralateral limb and with the
amputated limb (Figures 4 and 5).

The graphic interface will provide the patient with the times for performing the
tests and the state of rest (Figure 5). Amputee recordings were performed in repeated
sessions for 1 week.

Figure 2.
Signals acquisition through the application developed in Matlab 2020b. Author. Six movements were identified in
MYO sensor to achieve grip improvement: power grip (AP), palm inward (PI), palm outward (PO), open hand
(MO), pincer grip (AT) and rest (RE) (Figure 3).

Figure 3.
Gestures to identify with the MYO device.

Figure 4.
(a) Amputee patient in front of the computer with a graphic signal to perform the movements. (b) MYO device
arrangement.

37

Perspective Chapter: Classification of Grasping Gestures for Robotic Hand Prostheses…
DOI: http://dx.doi.org/10.5772/intechopen.107344



The procedure carried out to capture the myoelectric signals is as follows: for each
grip or gesture of the hand, 200 samples are taken during an interval of 30 seconds.
Transitions are made between each of the six proposed gestures for spaces of 1 minute
as recommended in [41]. sEMG signals were captured during several sessions and on
different days of the week. The data of these myoelectric signals are stored in dataset
for later offline processing.

2.3 Signal pre-processing

The segmentation and overlay methods used in this work improved the training
efficiency by increasing the number of training samples based on recent work such as
[17, 20, 42].

2.4 Feature extraction

Each captured sEMG signal is subdivided into 200 ms windows. The signal cap-
tured by the MYO was obtained at a frequency of 200hz [11, 21]. In order to be
analyzed, it is divided every 200 ms, leaving a total of 40 data in each sub-window.
Each sub-window has a 50% overlap with the immediately previous window, which
allows increasing the number of samples and thus expanding the database obtained.
The extraction described here is applied to each of the MYO channels. These data
obtained for each of the channels [19], are concatenated horizontally, thus allowing a
database to be obtained with 10 data features for each channel and a column with the
information on the grasping gestures that are performed.

Different kinds of features extracted are used by different researchers, such as
mean absolute value (MAV), root mean square (RMS), autoregression coefficients
(AC), variance (VAR), standard deviation (SD), crossover by zero (CC), the length of
the waveform (LO), Amplitude of Wilson (AW), slope of mean absolute value
(PVAM). Features in the time domain were treated in [42]. These extracted features
are used in SVM and in ANN and the raw signals for the CNN classifier.

2.5 Classifiers

Artificial neural networks Artificial neural networks (ANN) are a nonlinear classi-
fier that simulates brain information processing through a series of weighted nodes,
called neurons. Neurons are organized in layers and interconnect with each other to

Figure 5.
User interface that indicates the imaginary movement to be performed and includes completion and rest time.
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create a network. ANNs use a nonlinear function of a linear combination of the inputs,
where the coefficients of the linear combination are adaptive parameters. The basic
model of an ANN will be described as a series of functional transformations. First, M
linear combinations of the input variables are constructed x1, x2, … , xD in a way:

aj ¼
XD
i¼1

w 1ð Þ
ji þw 1ð Þ

j0 (1)

where j ¼ 1,… ,M, y the superscript (1) indicates that the corresponding parameters

correspond to the first layer of the network. Parameters w 1ð Þ
ji are weights and the param-

eters w 1ð Þ
j0 are polarization constants. The magnitude aj is named activation, and each

activation is transformed using a nonlinear and differentiable activation function [22].
In ANN classifier (Table 3), the chosen hyper parameters are highlighted and the

variations that were proposed for each of them. Among the hyper parameters that
were varied are the weight optimizer, the activation method, the maximum number
of iterations and the type of learning.

2.6 Support vector machine

Support vector machines are a very powerful method used to solve classification
problems, it is highly efficient onmultidimensional data sets. It consists of defining a
hyperplane or decision limit that separates the samples into two groups,where those above
the decision limit are classified as positive and those below it, are classified as negative. The
fundamental objective is to maximize the marginM or distance between the neighboring
samples called support vectors and the separating hyperplane (Figure 6) [43].

For the SVM classifier, the following kernels were used: linear, polynomial,
Gaussian and sigmoid as shown in Table 4. In the linear and Gaussian kernels, the
Gamma parameter was used with a value of 0.5. In the polynomial and sigmoid nuclei,
the Degree parameter was used: between: 0.5 and 3, respectively. For all nuclei, the
regularization constant C was used with values of 0.1, 1, 10 and 100 as recommended
in the literature [44, 45].

2.7 Convolutional neural networks

An CNN is a deep learning algorithm able to collecting an input matrix of size M X
N and attributing weights and biases in parallel under the constraints of a predictive

Parameters Options

Optimizer SDG, ADAM

Regularization 0.0001–0.00001

Activation Function Tanh, ReLu, Logístico

maximum numbers of iterations 10, 30, 50, 100

Hidden layers 3, 4, 5 y 6

Learning rate Constant, Adaptive

Table 3.
Hyper-parameters. ANN.
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problem [46], resulting in specific features. A convolutional layer performs a dot
product between two arrays, where one array is the set of learnable parameters and
the other is known as the kernel, producing an activation map, as shown below:

G m, n½ � ¼ f , hð Þ m, n½ � ¼
XM
j

XN

k

h j, k½ �, f m� j, n� k½ �, (2)

Where:
The input matrix is f and the kernel is denoted as h.
m is number of rows in the input matrix
n is the number of columns in the input matrix
j is the index for the offset in the rows of the input
k is the index for the offset in the columns of the input (Figure 7)
Table 5 shows the parameters used in the CNN that were selected for the experi-

ment carried out. Highlighted in the text are the hyper parameters: the batch size and
the number of epochs that yielded the best results. The batch sizes were worked with
values of 64, 128 and 256 respectively. The CNN architecture has four hidden
convolutional layers and one output layer (Figure 8).

The first two hidden layers consist of 32 filters of size 8x1 and 3 � 3. The third
consists of 64 filters of size 5 � 5. The fourth layer contains 64 filters of size 5 � 1,
while the last one is a convolutional layer with six possible outputs with 1 � 1 filters,

Figure 6.
Optimal separation hyperplane, for linearly separable classes.

Parameters Options

Kernel Lineal, Gaussian, Polynomial, Sigmoid

Gamma 0.5

Degree 0.5–3

C 0.1, 1, 10 y 100

Table 4.
SVM classifier parameters.
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Figure 7.
Architecture of the convolutional neural network used.

Figure 8.
Proposed model of CNN.
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corresponding to the six gestures to classify. Followed by Nonlinear Rectification
Units (ReLU) and Dropout layer with a probability of 0.15 to put to zero the output of
a hidden unit. Also, a subsampling layer performs maximum pooling in a 3 � 3
window after removal of the second and third layers. Finally, the last convolutional
layer is followed by a Softmax activation function (Table 5).

2.8 Metrics

The confusion matrix is used to calculate many common classification metrics. The
diagonal represents correct predictions and the other positions of the matrix indicate
incorrect predictions. If the sample is positive and is classified as positive, i.e. correctly
classified positive sample, and it is considered as a true positive (TP); if it is classified
as negative, it is considered a false negative (FN). If the sample is negative and is
classified as negative, it is considered true negative (TN); If the sample is negative and
is classified as negative, it is considered true negative (TN); if it is classified as
positive, it is counted as a false positive (FP), false alarm. The most common metrics
are sensitivity (Se), specificity (Sp), which indicate the ability of the CNN to identify
hand gestures. Accuracy (ACC) is used to assess overall detection performance and
Precision (Pr) is used to measure model quality in posture classification tasks. Like-
wise, the F1 score (F1) is a measure of the precision of a test, it is the average precision
and sensitivity of the classification. It has a maximum score of 1 (perfect accuracy and
sensitivity) and a minimum of 0. Overall, it is a measure of the accuracy and robust-
ness of your model. This metric gives information about the quantity that the model is
able to identify. In this work, six commonly used evaluation metrics were used:
accuracy, precision, sensitivity, specificity and F1 to evaluate the performance of
CNN:

Accuracy ACCð Þ ¼ TPþ TN
TPþ TN þ FPþ FN

(3)

Precision Prð Þ ¼ TP
TPþ FP

(4)

Sensitivity Seð Þ ¼ TP
TPþ FN

(5)

Specificity Spð Þ ¼ TN
TN þ FP

(6)

F1 score F1ð Þ ¼ 2 ∗TP
TPþ FPþ FN

(7)

Parameters Selected choice

Lost function Categorical cross entropy

Optimizer ADAM (lr = 0.001)

Batch size 64, 128, 256

Epoch 100, 400, 500, 1000

Validation rate 30%

Table 5.
Hyper parameters tuning.
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3. Results

The analysis in amputated patients is preceded by the great variability of the sEMG
signal. Figure 9 shows this behavior of the sEMG signals for the power grab gesture in
amputated subjects. It is observed that the data are very scattered and do not have the
same symmetry, either the same mean, either standard deviation between each one of
patients.

3.1 ANN classifier

The results obtained with this classifier are shown in Table 6 in the specific
patients. The own database has been used for the test data set with the following
configuration: Optimizer: ADAM, activation function: ReLu, L2 regularization with a
constant of 0.0001, a constant learning rate of 0.001, with three hidden layers and all
layers with eight neurons.

On both data sets, that is, the test and trial data set, the ANN classifier showed an
increase in the accuracy metric, especially when increasing the number of training

Figure 9.
Box and Whisker Plot of the sEMG for the power grab gesture in amputees.

ANN

Patients Accuracy Lost

P01 85.71 0.1000

P02 80.22 0.1700

P03 56.04 0.0280

P04 82.00 0.8600

P05 76.92 0,4700

P06 79.12 0.1886

P07 85.71 0.1200

P08 72.53 0.1920

P09 67.03 0.2111

P10 81.32 0.1239

Table 6.
Accuracy results with the ANN classifier on the test data set at 100 epochs.
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epochs, passing on average from 76.66% to 100. periods with a minimum of 56.04%
and a maximum of 85.77%, respectively. The average accuracy was consistent with the
results shown by other authors for this classifier [35, 44, 45, 47].

In Table 6, superior results can also be seen on subjects P01, P02, P04, P05, P07
and P10, which is outstanding, since their accuracy was above 80% with this classifier
with a standard deviation of 9.23. This low standard deviation indicates that most of
the accuracies obtained tend to be clustered close to their mean.

3.2 SVM classifier

As mentioned above, different kernels were used: linear, polynomial, Gaussian and
sigmoid. Likewise, we worked on the regularization constant C with values of 0.1, 1,
10 and 100. On both data sets with the SVM classifier using the RBF and Sigmoid
kernels, the best results were obtained when evaluating the accuracy metric, obtaining
results up to 80%. in this metric. Table 7 shows the results obtained with all the
kernels.

3.3 CNN Classifier

Table 8 shows the comparative results of the CNN classifier evaluated in different
patients using regularization techniques such as: early stopping, dropout and batch
normalization. Which is a technique that tries to apply certain rules to know when it is
time to stop training, so that there is no overfitting to the input data, nor under fitting.
The average time required to train each convolutional neural network was 1 hour and
25 minutes. The average time needed to test the network was 15.2 s using a GPU
NVIDIA Titan-V, 12 GB RAM HBM2 y 640 Tensor Cores.

Table 9 shows a summary of the different classifiers by means of the accuracy
metric in the different patients. In patients P01 and P02, the best classifier is ANN.
Although the accuracy shown by the CNN is acceptable. These patients have a DASH
index of 45 and 19, respectively. They also present different levels of amputation: one
at 10 cm from the elbow and the other at the level of the wrist. Likewise, they present
amputation times of 1 and 30 years, correspondingly. These clinical factors affect the
performance of the classifiers.

4. Discussion

From the results obtained, the following points are analyzed. Figure 10 presents
the confusion matrix of each of the classifiers (SVM, ANN and CNN) corresponding
to the patient (P03 0 P09), It is observed that both the SVM and ANN show a low
number of hits in the different gestures in this patient whose cause of amputation is
due to congenital factors that further affect the variability of the signal. Even though
only one case is analyzed in this work, this type of behavior has been reported by
other research works in patients of this type.

Once again, the performance of the SVM and the ANN is significantly affected.
The results of the present work show a significant accuracy rate for the classification
of various classes of amputated subjects in comparison with other studies carried out
(Table 10).
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Patients SVM
(Accuracy %)

ANN
(Accuracy %)

CNN
(Accuracy %)

P01 65.00 85.71 80.51

P02 52.20 80.22 76.52

P03 55.00 56.04 76.34

P04 67.50 82.00 83.69

P05 55.00 76.92 78.58

P06 65.00 79.12 78.85

P07 80.00 90.11 86.63

P08 57.50 84.62 80.53

P09 47.50 67.03 81.20

P10 75.00 81.32 81.77

Average 61.97 78.30 80.46

Table 9.
Accuracy metric comparison between all classifiers. The values in bold represent the highest accuracy values
recorded by each patient in the classifiers.

Figure 10.
Confusion matrices of the different classifiers for the patient P09 (a) SVM (b) ANN (c) CNN using the metric of
the accuracy of the data corresponding to the training (session two).

Methods Accuracy Authors

AtzoritNet, CNN classifier, healthy subjects and amputees 70.48�1.52% Tsinganos et al., 2018 [39]

Time domain, regressive models, Bayesian Network,
ANN, CNN, AD, SVM, healthy subjects

80.4�2.6% Ramirez-Martinez, et al.,
2019 [40]

CNN, multiclass classifier, input TWC, amputees subjects 68.98�29.33% Cote-Allard et al., 2019 [22]

WeiNet, CNN classifier, NinaPro dataset, healthy subjects 99.1% Wei et al., 2020 [27]

AD Classifier, ACP, MD, Multiclass Classifier, amputees
patients

77.3�17.5% Rabin Neta et al., 2020 [38]

SVM classifier, LDA and TWD, healthy subjects 94.73% Lin Chen et al., 2020 [48]

CNN classifier, TWD, healthy subjects 98.82% Tsinganos et al., 2020 [49]

Multiclass classifiers, SVM, ANN, CNC, amputees patients 80.46% This research

Table 10.
Studies conducted using CNN as an EMG-based hand prosthesis movement classifier in healthy subjects and amputated
subjects.
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5. Conclusions

Over the past decade, deep learning and convolutional neural networks have
revolutionized several fields of machine learning, including speech recognition and
computer vision. Therefore, its use is promising for obtaining better classification
indexes of the sEMG signals if the great variation of these is considered in accordance
with clinical variables of the amputation, all of which would contribute to closing the
gap between the prosthesis market (which requires fast and robust control methods)
and the results of recent scientific research in disability support technologies.

The protocol for obtaining sEMG measurements in amputated patients was
applied, as well as the extraction and classification of the signal, all of which is
consistent with the proposal for the integrated design of the prosthesis. A database of
10 amputated patients according to the 6 defined hand gestures was constructed.
The data is publicly available in the repository of the Huila-Corhuila University
Corporation (CORHUILA).

The classification accuracy obtained with CNN using the proposed architecture is
80.46%, but the most significant thing is its ability to obtain a higher performance in
the classification between subjects in relation to parameters such as length of the
remaining limb, years of amputation or disability index, compared with the results
obtained by conventional classifiers such as the support vector machine and artificial
neural networks.
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Chapter 4

Perspective Chapter: Cooperation
among Humans and Robots in
Remote Robot Systems with Force
Feedback
Pingguo Huang and Yutaka Ishibashi

Abstract

By using remote robot systems with force feedback, we can largely improve the
efficiency and accuracy of work among the systems over a network. In such a system, a
human can operate a remote robot by manipulating a haptic interface device while
monitoring the movement of the robot arm and perceiving force applied to an object
touched/moved by an arm of the robot having a force sensor. The remote robot systems
with force feedback are expected to be used in many areas such as outer space, deep sea,
nuclear power plants, and disaster areas, which humans cannot enter easily. In these
situations, three types of cooperation among humans and robots (that is, between
humans and robots, between humans, and between robots) are highly demanded. In this
chapter, we introduce our remote robot systems with force feedback and describe the
three types of cooperation among humans and robots in the systems.We also explain QoS
(Quality of Service) control and stabilization control as our challenges and solutions for
effective cooperation. Furthermore, we discuss future directions of the cooperation.

Keywords: remote robot system, force feedback, haptic interface device, cooperation,
QoS control, stabilization control

1. Introduction

In recent years, many researchers pay attention to remote robot systems with force
feedback [1–6]. In such a system, a human can operate a remote robot by manipulat-
ing a haptic interface device while monitoring movement of the robot arm with a
video camera and perceiving force from an object touched/moved by an arm of the
robot having a force sensor. Since the user can touch and feel the shape, weight, and
softness of the object, the efficiency and accuracy of remote operation can be largely
improved [7]. Therefore, the remote robot systems with force feedback are able to be
used in various areas such as outer space, deep sea, nuclear power plants, and disaster
areas, in which humans cannot enter easily. In these applications, it is important to
make cooperation among humans and robots with force feedback efficiency. We focus
on the cooperation among humans and robots with force feedback in this chapter.
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When the control information (i.e., force and/or position) is transmitted over a
network that does not guarantee QoS (Quality of Service) [8], owing to network
problems such as network delay, delay jitter, and packet loss, the QoE (Quality of
Experience) [9] may be seriously deteriorated. Also, unstable phenomena such as
vibrations may occur [10–12], and cooperation may not be well. To solve the prob-
lems, we need to carry out QoS control and stabilization control. QoS control alleviates
the influences of network delay, delay jitter, and packet loss, and stabilization control
suppresses instability phenomena such as vibrations of the robot and haptic interface
device. We mainly focus on the problems and their solutions for effective cooperation
among humans and robots with force feedback.

In this chapter, first, we explain the cooperation among humans and robots with
force feedback in Section 2. Next, we introduce the remote robot systems with force
feedback in Section 3. Then, we outline the problems to be solved in the cooperation
among humans and robots with force feedback in Section 4 and explain our solutions for
effective cooperation in Section 5. Finally, we discuss the future directions of the coop-
eration among humans and robots in Section 6 and we conclude the chapter in Section 7.

2. Cooperation among humans and robots with force feedback

In a remote robot system with force feedback, a human can operate a haptic
interface device to control/support a remote robot while watching the video received
from the remote terminal. From the haptic interface device, position information
which is used to control/support remote robot is transmitted to the robot, and the
position information of robot arm and force information sensing by force sensor
attached to the robot is transmitted to the haptic interface device for outputting
reaction force (see Figure 1, in which a toggle clamp hand is attached to the force
sensor. We can attach various types of hands).

The remote robot systems with force feedback can be used for cooperation among
humans and robots. Figure 2 shows examples of cooperation between the two remote
robots. In Figure 2(a), the two remote robots collaboratively carry and move an
object (wooden stick) from one position (initial position) to another position (desti-
nation). In Figure 2(b), one robot (robot arm 1) moves an object (wooden stick)
toward another robot (robot arm 2), and hands over the object to robot arm 2. In
Figure 2(c), the two remote robots carry an object (cardboard box) by putting the
object from both sides and moving the object from one position to another position.
Cooperation can be widely used in many areas, and several types of cooperation exist.
As shown in Figure 3, the cooperation among humans and robots can be grouped into
cooperation between human-human, human�robot, and robot�robot. In this section,

Figure 1.
Remote robot system with force feedback.
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we introduce expected applications using the remote robot systems with force feed-
back and explain the types of cooperation.

2.1 Expected applications

The cooperation among humans and robots in the remote robot systems with
force feedback is expected to be used in various areas such as dangerous areas in
which humans cannot enter easily (for example, outer space, deep sea, and

Figure 2.
Cooperation images between two robots.
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radioactively contaminated areas), disaster areas (disaster rescue and relief), and
remote medicine.

2.1.1 Applications in dangerous areas

It is dangerous for humans to work in dangerous areas such as outer space, deep sea,
and radioactively contaminated areas. We can use robots to work in such areas instead
of humans entering the areas while the humans control the robots in safe areas.

2.1.2 Disaster areas (rescue and relief)

After the outbreak of disasters such as earthquakes and concentrated downpours,
rescue and relief are the most important. However, it may be difficult for humans to
enter the hard-hit areas. We can control remote robots to confirm disaster situations
for making effective rescue plans. Also, humans in safe areas can control remote
robots to enter the areas for rescue and relief.

2.1.3 Remote medicine

There exist large health disparities in different regional/national areas. Using
remote robot systems with force feedback may be an effective method to solve the
problem. The systems can be used for remote surgery and remote rehabilitation. Also,
they can be employed for remote surgery training for medical interns.

2.1.4 Other areas

The remote robot systems with force feedback are also expected to be used for
various applications such as industrial factories and home delivery in other areas. For

Figure 3.
Cooperation among humans and robots.
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industrial factories, humans can control remote robots to enter extreme environments
(for example, high temperature and/or high-pressure environments) or limited
working areas which are difficult for humans for production work or inspection and
maintenance. For homedelivery, humans can remote control drones or movable
robots to deliver packages.

In these applications, it is difficult to conduct work with only robots if the situations
and environments are unknown in advance and may be always changing. Therefore,
human’s support is needed [6]. This means that we need robots to help humans, and
robots also need human’s support. That is, in the applications, cooperation between a
human (local user) and a robot (remote robot) in each system, that between humans,
that between robots (remote robots), and that among humans and robots (remote
robots) are needed. We explain the three types of cooperation in the next subsection.

2.2 Types of cooperation

As described in the previous subsection, robots can help humans, and robots also
need humans’ support. We explain the cooperation among humans and robots in this
subsection.

1.Cooperation between human and robot

In this type of cooperation, a human operates a haptic interface device to
control/support a remote robot. Instead of the human, a robot does the work at a
remote side and sends back the information about reaction force sensed by force
sensor, and the information about a remote environment by other sensors such
as video cameras and microphones. The information can help the human to
know the remote situation. Also, it is difficult for the robot to do work in a
complex environment independently. Therefore, human’s support is needed for
the robot. The human can control or adjust the movement of the remote robot to
help the robot conduct the work.

2.Cooperation between robots

In dangerous areas or disaster areas, wireless communication can be an effective
method for communication between humans and robots. However, wireless
communication is largely affected by weather, obstacles, and distances; this
means that large network delays or network troubles may occur. These problems
may make humans difficult to control or support remote robots to deal with
abrupt changes in robots’ positions. In this case, since humans require time to
support the remote robots, cooperation between robots using force sensors is
needed for quick response.

3.Cooperation between humans

In this cooperation, multiple humans operate haptic interface devices to control
remote robots to do work. In this case, to do the work smoothly and effectively,
cooperation between humans is important. In cooperation, humans need to start
to operate remote robots at the same time at the beginning of the cooperation
work, keeping almost the same movement speed in the cooperation. Also, when
multiple humans operate the remote robots to move an object, efficient
cooperation may be needed for position’s fine adjustment to the goal position.
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Therefore, in cooperation, humans need to transmit their wills (e.g., the
movement direction and movement speed) to each other for efficient
cooperation.

4.Cooperation among humans and robots

For work that cannot be conducted by only one remote robot, multiple robots
may be needed. The robots should be operated by multiple humans. In this case,
we need the above three types of cooperation.

3. Remote robot systems with force feedback

In this section, we introduce the remote robot systems with force feedback
constructed in our study.

3.1 System configuration

The configuration of the remote robot systems with force feedback is shown in
Figure 4. Each system consists of a master terminal and a slave terminal. Each
terminal has two PCs; that is, PC for haptic interface device and PC for video at the
master terminal, and PC for industrial robot and PC for video (web camera) at the
slave terminal. At the master terminal, a haptic interface device (3D Systems Touch
[13]) having 3 DoF (Degree of Freedom) is connected to PC for haptic interface
device. At the slave terminal, an industrial robot is connected to PC for industrial
robot, and a web camera (produced by Microsoft Corp., and the video resolution is
1920 � 1080 pixels) is connected to PC for video. The industrial robot has a 6 DoF
robot arm (RV-2F-D [14] by Mitsubishi Electric Crop.), a robot controller (CR750-Q
[14]), and a force sensor (1F-FS001-W200 [15]) attached to the tip of the robot arm.
The force sensor is connected to the robot controller through a force interface unit

Figure 4.
Configuration of remote robot systems with force feedback.
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(2F-TZ561 [15]). Also, a toggle clam hand/a electric hand is further linked to the force
sensor.

In each system, themaster terminal inputs the position information of the haptic
interface device and calculates and outputs the reaction force for the haptic interface
device everymillisecond. Themaster terminal also transmits the position information to
the slave terminal by UDP (User Datagram Protocol). At the slave terminal, based the
position information received from themaster terminal, a position vector is calculated and
sent to the industrial robot every 3.5 milliseconds by the real-time control function [16].
The force information sensed by the force sensor is transmitted to themaster terminal,
and themaster terminal calculates the reaction force outputted by the haptic interface
device based on the received force information everymillisecond as described previously.

At the master terminal, the reaction force F mð Þ
t outputted through to the haptic

interface device at time t (t ≥ 1) is calculated as follows:

F mð Þ
t ¼ K Fð Þ

scaleF
sð Þ
t�1 (1)

where K Fð Þ
scale is a force scale which is set to 1 in this chapter, and F sð Þ

t�1 denotes the
force received from the slave terminal (note that we use only the three axes (the x-, y-,
and z- aexs) of force here). Furthermore, since the maximum force outputted through
the haptic interface device is 3.3 N [13], the reaction force is set to 3.3 N when the
calculated force is larger than 3.3 N.

At the slave terminal, the position vector St of the industrial robot outputted at the
time t (t ≥ 2) is calculated as follows:

St ¼ K Pð Þ
scaleMt�1 þVt�1 (2)

where K Pð Þ
scale is a coefficient for mapping of workspace, Mt is the position

vector of the haptic interface device received from the master terminal at time t,
Vt ¼ St � St�1ð Þ is the velocity vector of the industrial robot, and Vtj j ≤Vmax , where
Vmax is the maximum movement velocity (Vmax = 5 mm/s [16] in this chapter) to
operate the robot arm safely.

3.2 Cooperation methods

The remote robot systems with force feedback are used for serval types of cooper-
ation, and we here introduce the cooperation methods.

3.2.1 Human-robot

As described in Subsection 2.2, the cooperation between human and robot, a
human operates a haptic interface device to control/support a remote robot. In this
type of cooperation, a single remote robot system is used, and the human can feel the
reaction force sensed by the force sensor attached to the remote robot arm. By feeling
the reaction force and watching video received from remote side, the human can
support/control the remote robot by sending position information which is used to
move the remote robot.

We conduct the cooperation between human-robot in our previous work [12, 17].
In Ref. [12], the authors handle work of pushing a ball and identifying what kind of
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ball is pushed according to the softness without watching video. In Ref. [17], a human
can manipulate a robot arm with a pen to write characters by using a haptic interface
device, and the authors make a comparison among different types of stabilization
control which we will explain in Section 5.

3.2.2 Robot-robot

As described previously, the remote robot systems can be used for the area such as
disaster areas and deep see, in which communication failure, and unforeseen events
and abrupt change of position may occur frequently. In this case, robots cannot
receive the support/control information from humans. The cooperation between
robot and robot can be used to solve the problem by working independently without
humans’ support. Also, the cooperation can be used under the ordinary environment.
In order to conduct the cooperative work independently, the robots can cooperate
with each other according to the force information sensed by force sensors and/or by
transmitting position information transmitted between the robots.

In Ref. [18], the authors deal with cooperation work in which an object (a wooden
stick) is carried together by using the two remote robot systems with force feedback.
In the cooperation, according to the force sensed by force sensor, one robot adjusts the
position in the direction of reducing the force applied to the object to cooperate with
another robot. We also suppose that mobile robots suddenly move up and down
largely and employed the enhanced control of the robot position control using force
information to against sudden and large position change in the vertical direction [19].
We further investigate the effects of the enhanced control by employing one axis
among the six axes for the robot movement, and we regard the industrial robots as
mobile robots (i.e., pseudo-mobile robots). In Ref. [18], the two remote robot systems
are used to do collaborative work of carrying an object (a wooden stick) together. In
the cooperation, each slave terminal (robot side) also sends the position information
of robot arm to that of the other system (robot side). In Ref. [20], two humans operate
the two remote robot systems to do cooperative work of carrying an object. In the
cooperation, the position information is transmitted between robots to make the
cooperation smooth.

3.2.3 Human-human

When multiple humans control remote robot systems with force feedback to do
work, the cooperation between humans is important. In this type of cooperation,
communication between humans is necessary. Humans can transmit their wills (e.g.,
the movement direction and movement speed) to each other by using sound, video,
and/or force information (i.e., position information which can be used to calculate the
reaction force outputted through a haptic interface device) and make the cooperation
smooth.

In Ref. [21], one of two humans operate a remote robot to carry an object together
with the other human by using a haptic interface device. In the cooperation, the
position information of the haptic interface device is transmitted to calculate the
reaction force outputted through haptic interface device. In Ref. [22], one human
operates a haptic interface device to control a remote robot to carry and move an
object (a wooden stick), and hand over the object to another remote robot which is
controlled by another human.
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3.2.4 Humans-robots

For work which cannot conduct successfully by only one remote robot system,
multiple remote systems with force feedback and multiple humans may be needed.
When multiple remote robot systems with force feedback are employed to do
collaborative work, cooperation among humans and robots is needed. That is,
communications between human and robot, between robot and robot, and between
human and human are required.

4. Problems to be solved

In order to achieve effective cooperation, many problems should be solved. In
this section, we explain the problems by grouping them into QoS problems and
stabilization problems.

4.1 QoS problems

As described in Section 1, when the control information (i.e., force and/or posi-
tion) is transmitted over a network which does not guarantee QoS like the Internet,
owing to the network problems such as the network delay, delay jitter, and packet
loss, the following problems (e.g., QoE deterioration and poor cooperation) may
occur.

1.Fluctuation of reaction force

As the network delay increases, the reaction force outputted through the haptic
interface device may become larger. That is, it is more difficult for a human to
operate the device.

2.Out of temporal synchronization (known as media synchronization [23])

Owing to the network delay and delay jitter, media synchronization (i.e., the
temporal relationship of media units (MUs), which are information units
for media synchronization [24]) problems may occur. The problems of
temporal synchronization can be grouped into problems of intra-stream
synchronization, inter-stream synchronization, and inter-destination (or group)
synchronization [23].

3.Out of spatial synchronization

In the cooperation, robots need to move/operate an object at the same altitude,
same angle, and same speed. However, humans and robots are at different
locations, out of spatial synchronization (i.e., robots move/operate the object in
different altitude, different angle, and different speed) may occur, and
cooperation may not be well. This is because if spatial asynchrony occurs, the
force applied to the operating object becomes large, and the object may be
damaged by the large force. That is, we need to keep temporal and spatial
synchronization high.

To solve the problems, we need to carry out QoS control, and we will introduce
the QoS control in Subsection 5.1.
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4.2 Stabilization problems

In the remote robot system with force feedback, as the network delay increases,
the reaction force becomes larger, and instability phenomena such as vibrations of the
robot and haptic interface device may occur more frequently [12]. Furthermore, when
multiple remote robot systems are used for cooperation, there are multiple loops
caused by communication and force sensors in the systems (see Figure 5), and there
exist close relationships among loops. Therefore, instability phenomena may become
more often and more complex.

5. Solutions for effective cooperation

In this section, we introduce solutions which can be used to solve the problems
described in Section 4 for effective cooperation.

5.1 QoS control

In order to solve the QoS problems, we need to carry out QoS control. Various
types of QoS control have been proposed [5]. We explain serval types of QoS control
which can be used to solve the QoS problems for the cooperation among remote robot
systems.

1.Temporal synchronization control

Temporal synchronization control can be used to solve the problems caused by
the network delay and delay jitter [23] and following types of control are
included. In the control, we suppose that the global synchronization clocks [25],
which have the same value and advancement, are used at all the terminals for

Figure 5.
Control loops in remote robot systems with force feedback.
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simplicity. We can adjust the clocks by Network Time Protocol (NTP) [26] or
Global Positioning System (GPS) easily.

a. Intra-stream synchronization control

The control is used to keep the timing relation between MUs such as video
pictures and voice packets in a single media stream. Serval types of intra-
stream synchronization control such as Skipping [24], Virtual-Time
Rendering (VTR) [24] have been proposed.

In the remote robot systems with force feedback, the control can be used to
keep the timing relation of each media stream such as haptic/force media
and video for each system.

b. Inter-stream synchronization control

The inter-stream synchronization control is used to preserve the temporal
relationship among multiple media streams. VTR can also be used for
inter-stream synchronization control. Under the control, one media stream
is selected as the master stream, and the others are handled as slave
streams. For the master stream, we carry out only the intra-stream
synchronization control, and we exert the inter-stream synchronization
control which adjusts the output timing of each slave stream to that of the
master stream after carrying out the intra-stream synchronization control.

In the remote robot systems, haptic/force streams and video may be
transmitted between the master and slave terminals in the cooperation
between human-robot/humans-robots; the haptic stream and voice may be
transmitted among the master terminals (i.e., humans’ sides) in the
cooperation of humans-humans. In these cases, multiple streams are
transmitted among the terminals, and we need to carry out the inter-
stream synchronization control. Normally, the most important stream such
as the haptic/force stream can be selected as the master stream under the
control.

c. Inter-destination synchronization control

The inter-destination synchronization control can be employed to output
each MU simultaneously at different terminals (destinations). When
multiple remote robot systems with force feedback are used to do
collaborative work, if each MU cannot be outputted simultaneously at
different terminals, the cooperation may not be well because humans may
watch different displayed video images of cooperation work and feel
different reaction force. Therefore, we need to carry out the inter-
destination synchronization control to improve the efficiency of
cooperation work. Also, the control can be used for spatial
synchronization.

2.Adaptive reaction force control (adaptive elasticity control)

In each remote robot system with force feedback, the reaction force of the haptic
interface device is normally calculated from the force sensed by force sensor (see
Eq. (1)). When the master terminal receives position information from the slave
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terminal, the spring-damper model [27] can be used to calculate the reaction
force. In the spring-damper model, the reaction force includes the elasticity and
viscosity. The elasticity is force exerted by deformation of a spring or rubber.
For example, when a spring is pushed or pulled, the elasticity is proportional to
the depth of the spring, and it is calculated by multiplying the depth by the
elastic spring coefficient. The viscosity is force or resistance exerted by fluids.
For example, when we move an object in the fluids (e.g., water and oil). The
viscosity is proportional to the relative velocity (i.e., the velocity of the object
relative to the fluids), and it can be calculated by multiplying the relative
velocity by the viscosity (damper) coefficient. The reaction force is calculated as
follows:

F mð Þ
t ¼ �Ks P mð Þ

t�1 � P sð Þ
t�1

� �
� Kd v mð Þ

t�1 � v sð Þ
t�1

� �
(3)

where Ks is the spring coefficient, Kd is the damper coefficient, P mð Þ
t�1 is the

position vector of the haptic interface device at the master terminal, P sð Þ
t�1 is that

at the slave terminal, v mð Þ
t�1 is the velocity of the haptic interface device at the

master terminal, and v sð Þ
t�1 is that at the slave terminal. By using this model, a

human can still control remote robot because the human can perceive the
reaction force even if other parts of the robot with force sensors hit an object and
do not move further. Note that the sensors do not sensed force in this case.

The adaptive reaction force control [7] includes the adaptive viscosity control
[28], adaptive elastic control [29], and adaptive viscoelasticity control [30]. The
adaptive elastic control dynamically changes the elastic coefficient according to
network delay. The adaptive viscosity control dynamic changes the viscosity
coefficient according to the network delay and the velocity of the haptic
interface device. The adaptive viscoelasticity control exerts the two types of
control.

3.Robot position control using force information

The robot position control using force information [31] is proposed to reduce the
force applied to an object carrying by two remote robot systems in cooperative
work of carrying the object. The control finely adjusts the position of the robot
arm in the direction which leads to small reaction force.

4.Adaptive Δ-causality control

The adaptive Δ-causality control dynamically changes the value of Δ which is
used for outputting each MU simultaneously (i.e., the MU is output at the time
limit of generation time plus Δ seconds) according to the network load (i.e., the
network delay and delay jitter) [7]. If the MU is received after the time limit, it is
discarded as an obsolete MU. In the remote robot system with force feedback,
the control can be used to output of the position information simultaneously
among multiple terminals.

In [20], the authors propose the global Δ-causality control and compare the
proposed control with the local adaptive Δ-causality control by experiment. The
local adaptive Δ-causality control is partially applied to the remote robot systems

66

Human-Robot Interaction - Perspectives and Applications



(i.e., the adaptive Δ-causality control is carried out between the two robots, or
the control is carried out in each remote robot system). To output each MU
simultaneously at each system, we need to carry out the global adaptive Δ-
causality control in which the control is globally performed (i.e., the adaptive Δ-
causality control is carried out between the two robots and in each remote robot
system). Experimental results show that the global control is more effective than
the local control for cooperation.

The control can also be used for spatial synchronization.

5.Force adjustment control

The force adjustment control is proposed for cooperative work (see Figure 2(c))
of carrying an object by putting the object from both sides between two remote
robot systems [32], and the control is used to suppress large force applied to the
object and to avoid dropping it because of too small force. When the force
applied to the object carried by the two robot arms is larger than a threshold
value, each robot arm moves in the direction to reduce the force by a certain
distance. When the force is smaller than another threshold value, the robot arms
adjust in the direction to increase the force.

Based on the characteristics of the above QoS control, we can summarize the
relationship between QoS control and the three types of cooperation in Table 1.

For the temporal synchronization control, the intra-stream synchronization con-
trol is needed for each terminal in the cooperation of human-robot, robot-robot, and
human-human; the inter-stream synchronization control is required for the coopera-
tion of human-robot in which multiple streams are transmitted between the master
and slave terminals; the inter-destination synchronization control is necessary for the
cooperation of robot-robot and human-human, in which the same types of operation
are needed at the terminals.

The adaptive reaction force control can be used to reduce the large reaction force
caused by network delay in the cooperation of human-robot (i.e., position difference
which is used to calculate the reaction force becomes large as network delay increases)
and human-human.

The robot position control using force information can be used to reduce the force
applied to an object carrying by two robots in the cooperation of human-robot and
robot-robot.

The adaptive Δ-causality control can be employed to alleviate the influence of
difference in network delay between the haptic interface device and robot in the

Human-robot Robot-robot Human-human

Temporal synchronization control ◯ ◯ ◯
Adaptive reaction force control ◯ — ◯
Robot position control using force information ◯ ◯ —

Adaptive Δ-causality control ◯ ◯ —

Force adjustment control ◯ ◯ —

Table 1.
Close relationship between QoS control and cooperation.
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cooperation of human-robot and can be used to reduce the influence of difference in
network delay between the robots in the cooperation of robot-robot.

The force adjustment control can be used to adjust the force applied to the operat-
ing object in suitable range of values, and the control can be used for the cooperation
of human-robot and robot-robot.

For the cooperation of humans-robots, since the cooperation including the three
types of cooperation, all the above types of control can be utilized.

5.2 Stabilization control

In order to achieve stable and high quality of the cooperation using the remote
robot systems with force feedback, we need to carry out stabilization control as well as
QoS control. This subsection introduces serval types of stabilization control which are
employed in our remote robot systems.

1.Stabilization control with filters

The stabilization control with filters uses the wave filter in combination with the
phase control filter [12]. The stabilization control with filters makes the remote
robot system with force feedback stable against large network delays.

2.Stabilization control by viscosity

In the stabilization control by viscosity [33], the instability phenomenon is
suppressed by using viscosity. The control uses the coefficient to restrict the
movement distance of the industrial robot to some extent compared with the
movement distance of the haptic interface device.

3.Reaction force control upon hitting

In order to solve the vibration problem when the remote robot hits/touches a
hard object, the reaction force control upon hitting [34] is proposed. The
reaction force control upon hitting gradually increases the reaction force to
prevent a robot arm from jumping when the arm hits a hard object (i.e., when
the reaction force calculated based on the force information received from the
force sensor attached to the remote robot arm is larger than a threshold value).

4.Stabilization control by viscosity

Since the viscosity can be used to suppress vibration, the adaptive viscosity
control can also be used as stabilization control. In the control, viscosity is
generated by decreasing the movement distance of the industrial robot by a
certain amount proportional to the movement velocity [33].

6. Future directions

In the previous section, we have introduced serval types of QoS control and
stabilization control to solve the problems in the cooperation among humans and
robots. However, there still exist many challenges. In this section, we discuss the
future directions of QoS control and stabilization control for further stable and effi-
cient cooperation.
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1.Integrated QoS control

In the cooperation using multiple remote robot systems with force feedback,
we need to carry out multiple types of QoS control for the systems. If we
carry out the QoS control independently, QoE may be deteriorated owing to
excessive or insufficient effects of the control [7]. Therefore, we need to
carry out different types of QoS control in an integrated manner like the
adaptive QoS control [35]; for example, we need to carry out error control [5]
together with traffic control [5] to improve the efficiency. Note that the error
control increases the network traffic volume. In such a way, if we perform
the QoS control independently, excessive or insufficient effects of the control
may occur.

2.Global QoS control

In the cooperation among multiple remote robot systems, it is important to carry
out QoS control for each system and/or each terminal. However, it is also
necessary to carry out QoS control for the multiple systems globally (i.e., we
need to take account the whole systems when we carry out the QoS control).
This is because multiple systems are used to conduct one work together. In
Ref. [20], as described in Subsection 5.1 (4), we also found that the global
adaptive Δ-causality control is more effective than the local adaptive Δ-causality
control in the cooperation between the two remote robot systems.

3.Synthesis of QoS control and stabilization control

Since we need to carry out QoS control and stabilization control for remote
cooperation using multiple remote robot systems, it is important to integrate the
QoS control with stabilization control to achieve stable and high quality of
systems. We can integrate QoS control into stabilization control for the
system. For example, we can carry out QoS control in the loop of stabilization
control [6].

4.Application of AI

Many factors such as contents of work, movement speed, network delay, room
temperature, and wind may affect the effects of QoS control and stabilization
control [36]. In order to achieve efficient cooperation (stable and high QoS),
big data [37], cloud computing [38], and AI (Artificial Intelligence) [39]
technologies such as neural network, fuzzy theory, and genetic algorithm can be
useful methods for taking account of the factors.

7. Conclusions

In this chapter, we focused on the cooperation among humans and robots in
remote robot systems with force feedback. We explained the expected applications
and the four types of cooperation by using the remote robot systems. We also intro-
duced our remote robot systems with force feedback and how to cooperate among the
systems. We further explained QoS (Quality of Service) control and stabilization
control as our challenges and solutions for effective cooperation. Furthermore, we
discussed future directions of the cooperation.

69

Perspective Chapter: Cooperation among Humans and Robots in Remote Robot Systems with…
DOI: http://dx.doi.org/10.5772/intechopen.106951



Acknowledgements

The authors thank Prof. Takanori Miyoshi of Nagaoka University of Technology,
Prof. Takashi Okuda of Aichi Prefectural University, Prof. Hitoshi Ohnishi of the
Open University of Japan, and Prof. Hitoshi Watanabe of Tokyo University of Science
for their valuable discussions.

Conflict of interest

The authors declare no conflicts of interest associated with this chapter.

Author details

Pingguo Huang1* and Yutaka Ishibashi2

1 Gifu Shotoku Gakuen University, Gifu, Japan

2 Nagoya Institute of Technology, Nagoya, Japan

*Address all correspondence to: huangpg@gifu.shotoku.ac.jp

© 2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

70

Human-Robot Interaction - Perspectives and Applications



References

[1] Ohnishi K. Real world haptics: Its
principle and future prospects. The
Journal of the Institute of Electrical
Engineers of Japan. 2013;133:268-269
(In Japanese)

[2] Music S, Salvietti G, Dohmann P,
Chinello F, Prattichizzo D, Hirche S.
Human–robot team interaction through
wearable haptics for cooperative
manipulation. IEEE Transactions on
Haptics. 2019;12(3):350-362

[3] Singh J, Srinivasan A, Neumann G,
Kucukyilmaz A. Haptic-guided
teleoperation of a 7-DoF collaborative
robot arm with an identical twin
master. IEEE Transactions on Haptics.
2020;13(1):246-252

[4] Haruna M, Kawaguchi N, Ogino M,
Akino T. Comparison of three feedback
modalities for haptics sensation in
remote machine manipulation. IEEE
Robotics and Automation Letters. 2021;6
(3):5040-5047

[5] Ishibashi Y, Huang P. Improvement
of QoS in haptic communication and its
future. The IEICE Transactions on
Communications. 2016;J99-B:911-925
(In Japanese)

[6] Huang P, Ishibashi Y. QoS control in
remote robot operation with force
feedback. In: Robotics Software Design
and Engineering. London, UK:
IntechOpen; 2020. pp. 1-13

[7] Huang P, Ishibashi Y. QoS control and
QoE assessment in multi-sensory
communications with haptics. The IEICE
Transactions on Communications. 2013;
E96-B:392-403. DOI: 10.1587/transcom.
E96.B.392

[8] ITU-T Rec. I. 350 General Aspects of
Quality of Service and Network
Performance in Digital Networks. 1993

[9] ITU-T Rec. G. 100/P. 10 Amendment
1, New appendix I - Definition of quality
of experience (QoE). 2007

[10] Miyoshi T, Maeda Y, Morita Y,
Ishibashi Y, Terashima K. Development
of haptic network game based on multi-
lateral tele-control theory and influence
of network delay on QoE. Transactions
of the Virtual Reality Society of Japan,
Special Issues on Haptic Contents. 2014;
19:559-569 (In Japanese)

[11] Qian Q, Toyoda Y, Ishibashi Y,
Huang P, Tateiwa Y. Effect of
stabilization control on cooperative work
between remote robot systems with
force feedback. International Journal of
Mechanical Engineering and Robotics
Research (IJMERR). 2020;9(3):415-420

[12] Huang P, Miyoshi T, Ishibashi Y.
Enhancement of stabilization control in
remote robot system with force
feedback. International Journal of
Communications, Network and System
Sciences (IJCNS). 2019;12(7):99-111

[13] https://www.3dsystems.com/haptic
s-devices/touch

[14] http://www.mitsubishielectric.co.jp/
fa/products/rbt/robot/lineup/manual/f/
bfp-a8899k.pdf (In Japanese)

[15] http://dl.mitsubishielectric.co.jp/dl/
fa/members/document/manual/robot/bf
p-a8940/bfp-a8940Z.pdf (In Japanese)

[16] http://dl.mitsubishielectric.co.jp/dl/
fa/members/document/manual/robot/bf
p-a8080/bfp-a8080e.pdf (In Japanese)

[17] Ye R, Ishibashi Y, Huang P,
Tateiwa Y. Comparison of stabilization
control for writing characters in remote
robot system with force feedback. In:

71

Perspective Chapter: Cooperation among Humans and Robots in Remote Robot Systems with…
DOI: http://dx.doi.org/10.5772/intechopen.106951



Proc. the 3rd International Conference
on Computer Communication and the
Internet (ICCCI), Nagoya, Japan. 2021

[18] Ito S, Ishibashi Y, Huang P,
Tateiwa Y. Effect of robot position control
using force information: Human versus
robot with force sensor. In: Proc. the 9th
International Conference on Information
and Education Technology (ICIET),
Okayama, Japan. 2021. pp. 257-261

[19] Ishibashi Y, Huang P, Psannis KE.
Enhanced robot position control using
force information for mobile robots:
Influences of obstacles on cooperative
work. In: Proc. 2021 IEEE 9th
International Conference on
Information, Communication and
Networks (ICICN), the 4th World
Symposium on Communication
Engineering (WSCE) Held as
Workshop of ICICN, Xi’an, China. 2021.
pp. 555-559

[20] Hameedha N, Ishibashi Y. Effects of
local and global adaptive Δ-causality
control on cooperative work between
remote robot systems with force
feedback. ITE Transactions on Media
Technology and Applications (MTA).
2022;10(1):1-7

[21] Ye R, Ishibashi Y, Huang P,
Tateiwa Y. Comparison of collaboration
methods between users in remote robot
systems with force feedback. In: Proc.
the 7th International Conference on
Computer and Communications (ICCC),
Chengdu, China. 2021. pp. 1052-1056

[22] Toyoda Y, Ishibashi Y, Huang P,
Tateiwa Y, Watanabe H. Efficiency of
cooperation between remote robot
systems with force feedback:
Comparison with cooperation between
user and remote robot system.
International Journal of Mechanical
Engineering and Robotics Research
(IJMERR). 2020;9(6):900-905

[23] Ishibashi Y, Tsuji A, Tasaka S.
A group synchronization mechanism for
stored media in multicast
communications. In: Proc. 16th IEEE
International Conference on Computer
and Communications (INFOCOM),
Kobe, Japan. 1997. pp. 693-701

[24] Ishibashi Y, Tasaka S, Hasegawa T.
The virtual-time rendering algorithm for
haptic media synchronization in
networked virtual environments. In:
Proc. the 16th International Workshop
on Communications Quality and
Reliability (CQR), Okinawa, Japan.
2002. pp. 213-217

[25] Huang P, Ishibashi Y. Simultaneous
output-timing control in networked games
and virtual environments. In: Handbook
on Multimedia Synchronization.
Switzerland: Springer International
Publishing; 2018. pp. 149-166

[26] Mills DL. Internet time
synchronization: The network time
protocol. IEEE Transactions on
Communications. 1991;39(10):1482-1493

[27] 3D systems, OpenHaptics toolkit
programmer’s guide. version 3.2, 2013

[28] Komatsu Y, Ohnishi H, Ishibashi Y.
Adaptive control of viscosity in remote
control system with force feedback. In:
Proc. IEEE International Conference
on Consumer Electronics - Taiwan
(ICCE-TW), Chinese Tapei. 2017.
pp. 237-238

[29] Suzuki S, Matsunaga K, Ohnishi H,
Ishibashi Y. Influences of network delay
variation on haptic perception under
adaptive reaction force control. In: Proc.
the 3rd IEEE Global Conference on
Consumer Electronics (GCCE), Tokyo,
Japan. 2014. pp. 669-673

[30] Abe T, Komatsu Y, Onishi H,
Ishibashi Y. QoE assessment of adaptive

72

Human-Robot Interaction - Perspectives and Applications



viscoelasticity control in remote control
system with haptic and visual senses. In:
Proc. IEEE International Conference
on Consumer Electronics - Taiwan
(ICCE-TW), Chinese Tapei. 2018.
pp. 133-134

[31] Ishibashi Y, Taguchi E, Huang P,
Tateiwa Y. Robot position control with
force information in cooperation
between remote robot systems. In: Proc.
the 5th International Conference on
Control, Automation and Robotics
(ICCAR), Beijing, China. 2019.
pp. 147-151

[32] Kato H, Ishibashi Y, Ohnishi H,
Huang P. Force Adjustment Control for
Carrying Object between Remote Robot
Systems with Force Feedback. Fukui,
Japan: IEICE Technical Report,
CQ2022–13. 2022 (In Japanese)

[33] Rikiishi T, Ishibashi Y, Huang P,
Miyoshi T, Ohnishi H, Tateiwa Y, et al.
Effect of Stabilization Control by
Viscocity in Remote Robot System.
Chiba, Japan: IEICE Technical Report,
MVE2017–19. 2017 (In Japanese)

[34] Arima R, Huang P, Ishibashi Y,
Tateiwa Y. Softness Assessment of
Objects in Remote Robot System with
Haptics: Comparison between Reaction
Force Control upon Hitting and
Stabilization Control. Tokyo, Japan:
IEICE Technical Report, CQ2017–98.
2018 (In Japanese)

[35] Ishibashi Y, Nagasaka M. An
adaptive QoS control scheme of avatars
in distributed virtual environments. The
Journal of The Institute of Image
Information and Television Engineers.
2006;60(11):1835-1839

[36] Wang X, Huang P, Ishibashi Y,
Okuda T, Watanabe H. Influence of
network delay on QoS control using
neural network in remote robot systems

with force feedback. In: Proc. 2020 the
9th International Conference on
Networks, Communication and
Computing (ICNCC), Tokyo, Japan.
2020

[37] Hashem IAT, Yaqoob I, Anuar NB,
Mokhtar S, Gani A, Khan SU. The rise of
‘big data’ on cloud computing: Review
and open research issues. Information
Systems. 2015;47:98-115

[38] Memos VA, Psannis KE, Ishibashi Y,
Kim BG, Gupta BB. An efficient
algorithm for media-based surveillance
system (EAMSuS) in IoT smart city
framework. Future Generation
Computer System. 2018;83:619-628

[39] Ramesh A, Kambhampati C, Monson
J, Drew P. Artificial intelligence in
medicine. Annals of the Royal College of
Surgeons of England. 2004;86:334-338

73

Perspective Chapter: Cooperation among Humans and Robots in Remote Robot Systems with…
DOI: http://dx.doi.org/10.5772/intechopen.106951





Chapter 5

Perspective Chapter: Multi-Contact
Humanoid Stability for Increased
Interaction in Unstructured
Environments
Parastoo Dastangoo and Alejandro Ramirez-Serrano

Abstract

This paper presents a practical solution to the problem of multi-legged robot stability
moving on unstructured 3D terrains using amulti-contact approach. The solution is based
on a modified version of the contact wrench set method, which has been reformulated to
utilize three arbitrary contact points representing the physics of contact between the
robot and the environment. The new formulations are then used to test the stability of a
life-size humanoid robot. The proposed method extends available formulations making
the CWS tool suitable for a variety of terrains having various physical and geometrical
characteristics including heterogenous coplanar (e.g., stairs and sloped terrain) and
noncoplanar surfaces (e.g., gravel, sand, compliant terrains, etc.). The results provided by
the new formulations are visualized using a graphical visualization tool, showing the
adaptability of the proposed formulation in multi-contact locomotion. The results show
that the proposed approach effectively quantifies the robot’s stability on a wide range of
surfaces and environments, such as mines, industrial facilities, and urban search and
rescue operations. Experimental tests on a life-size humanoid are also presented.

Keywords: multi-legged robotics, humanoid stability, multi-contact locomotion,
CWS method

1. Introduction

According to the International Labor Organization, 2.3 million work-related deaths
happen around the world annually. Work-related incidents also contribute to
thousands of disabling work-related injuries every year. These statistics are even more
pronounced in work-related tasks that are performed in highly unstructured environ-
ments, such as mining and forestry.

A viable approach to keep humans out of harm’s way is to provide them with
robotic artifacts that can assist them when the associated tasks are performed in
high-risk structured/unstructured chaotic and confined environments. In particular,
multi-legged artifacts, such as quadrupeds, humanoids, and hybrid robots, are prom-
ising devices as they have (at least in theory) the capabilities to penetrate and perform
tasks in complex unstructured (potentially compliant environments. However,
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maintaining the stability of such robots in the mentioned environments is complex
and improved mechanisms need to be developeded before multi-legged artificial
systems can be effectively deployed in such spaces.

Among the large body of stability mechanisms developed targeting robotic
systems, the zero moment point (ZMP) method [1] is one of the most popular.
However, ZMP is only able to assess the stability of walking robotic systems moving
on flat horizontal surfaces. It cannot be applied to assess stability in terrains having
noncoplanar surfaces, unstructured terrains, and deformable (compliant) terrains.
The reason is that ZMP cannot determine whether any of the robot’s feet slip or not,
and it cannot be applied on uneven terrain where foot contacts take place on
noncoplanar surfaces. To overcome these aspects, diverse formulations have been
proposed capable of capturing the entire robot’s dynamics, including friction con-
straints [2]. Among such formulations, the contact wrench set (CWS) method is a
formulation capable of measuring the stability of multi-legged walking robots when
the system has multiple noncoplanar contacts where friction cone constraints hold.
For this, the method uses a set of allowable wrenches obtained from the contact forces
at each individual contact point [3–5]. For a multi-legged robot to maintain its stabil-
ity, its total contact wrench, calculated from the robot’s motion, should lie within the
CWS [3, 4]. The CWSmethod has been enhanced by investigating the extent to which
the method is valid and its application in different operation scenarios [3, 6–10]. For
instance, the authors in Ref. [10] developed a linear and angular momentum motion
planning method using the robot’s prespecified contact locations. The authors in Ref.
[9] used pre-specified contact locations and CWS to generate whole-body robot
motions. Other authors [e.g., [6, 7]] have considered the CWS at the robot’s center of
mass (CoM) to generate whole-body motion plans. Such work uses nonlinear optimi-
zation within the multi-contact domain to generate walking patterns when climbing
stairs while the robot is able to employ handrails for additional support. Furthermore,
complementary formulations have been developed to compute the robot’s CoM feasi-
ble acceleration to generate effective walking patterns [11]. Similarly, researchers
have developed time-optimal trajectory generation approaches using fixed whole-
body robot postures with prespecified contact locations using optimization
approaches [e.g., Ref. [8]]. In other publications [e.g., Ref. [12]], authors have
combined the ZMP and the CWS methods to maximize their individual advantages.

Although the published studies provide advances in formulating somewhat
effective stability methodologies using a set of discrete contact points, the available
methodologies fail to fully resolve and provide a generic methodology for stability on
continuous surface contacts where the contacts point between the robot and the
ground can be perceived as a surface having infinite contact points (e.g., a continuous
sole of the robot’s foot in contact with a deformable ground surface, such as sand). To
solve this issue, many approaches have used a large finite number of individual
contact points and contact forces to capture the physics of the continuous surface [13].
However, such approaches are computationally expensive and cannot be effectively
employed in real time or in cases where robots might need to move at high speeds. In
an attempt to provide a solution to such a problem, the authors in Ref. [13] proposed
the use of a closed-form formulation capable of computing the CWS stability
explicitly, without the need to make reference to individual contact points. Although
effective, such method, is only applicable to contact areas between the robot and the
ground having rectangular shapes (e.g., typical shape for humanoid feet). Such a
limitation restricts the application of the formulation to particular foot shapes.
Furthermore, the methodology cannot be used in robots having partial contact with
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the ground (e.g., when partial footholds exist e.g., Ref. [14]). In this manuscript, the
scope of the CWS method is extended by proposing a modified formulation that is
applicable to robots walking on unstructured terrains and when robots move on
surfaces that can be perceived as providing an arbitrary number of contact points that
reduce to three contact forces. In such an approach, the stability of the robot can be
measured on practically any real-world terrain, where each foot of the robot might
only have partial contact with the ground (e.g., on rough and rocky terrains). The
proposed approach can thus be employed in realistic contact scenarios while reducing
the computation time via the use of fewer contact forces when compared to the
traditional CWS method. This, in turn, enables us to employ the solution on arbitrary
terrain topographies provided there are at least three contact points between the robot
and the environment. Hence, the proposed approach provides opportunities to deploy
humanoids and other multi-legged robots in real-world complex environments.

Furthermore, the proposed method described in this paper is also suitable to
measure the robustness of the robot’s stability via a newly developed margin for
acceptable contact wrenches [15]. In this paper, radar charts are developed to visualize
the robot’s stability condition. Such visualization technique enables roboticists to have
the tool to better control/guide multi-legged robots moving on unstructured
potentially dynamic terrains encompassing surfaces having various geometrical and
physical characteristics.

The rest of this paper is organized as follows: Section 2 describes the proposed
methodology. Section 3 provides simulation and experimental results, and conclusions
are provided in Section 4.

2. Proposed methodology

Multi-contact stability methods, such as the CWS, rely on sensor data information
measured on the contact points. Based on the available information such methods
shape the robot’s stability condition. In general, contact models have been employed
as a key element in determining the stability of any multi-legged robot. In this paper,
two types of contact styles are considered as a robot locomotes through a given
surface: (i) fixed contact defined when the robot’s foot is in the support phase, and (ii)
free contact (i.e., six unconstrained degrees of freedom—DoF) defined when the foot
of interest is in its swing phase. In this work shifting between contact modes (e.g.,
from fix contact to free contact and vice versa) as well as other types of contact
modes, such as sliding contact modes, are not considered. Rather the work focuses on
determining the stability of the robot when in a fix contact mode. Such a focus does
not, however, restrict the methodology to be applied in locomotion transition mode
phases as it is assumed that the robot’s locomotion is performed in a quasi-static
manner where it can be considered to be in a fixed contact mode. That is, the proposed
stability mechanisms simplify the mathematical formulations but do not restrict the
robot from locomoting at high speeds.

2.1 Physics of friction

To determine whether a given foot, i, of the robot of interest is in the fixed contact
mode the exerted force on the system (foot) is checked [16]. For this, the coulomb
friction cone on foot i is employed. Accordingly, the contact mode of a box
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representing the robot’s foot remains fixed as long as the contact force at point i, f ic,
remains inside the Coulomb friction cone [17]. Therefore, for the contact force to
remain inside the friction cone, it needs to satisfy Eq. (1):

f ic � ni >0

jf ic � tij≤ μ � f ic � ni
� �

(1)

jf ic � bij≤ μ � f ic � ni
� �

where ti, bi, nið Þ is the local orthogonal contact frame at the contact point Ci,
where ti, bi, and ni denote the two tangential, and the surface normal components,
respectively, f ic denotes the contact force at the point Ci, and μ denotes the static
coefficient of friction.

2.2 Contact of surface areas

The physics of a single contact point described above, however, cannot be
employed as defined in Eq. (1). Such formulation must be extended to consider the
generic case where two surfaces (in contrast to two points) are in contact with each
other where the contact between surfaces is to be considered continuous over the
corresponding contact area. Under such conditions, one can consider that there exist
infinite contact points between the corresponding surfaces where each (and discrete)
contact point has a specific contact force (Figure 1a). Under such conditions, previ-
ously proposed methods require an infinite amount of time to compute the friction
cone for each of contact points comprising the contact surface and find the
corresponding fix mode boundaries. Fortunately, the authors in Ref. [13] have proven
that under the Coulomb friction assumption, rather than dealing with an infinite
number of reaction force vectors found on a continuous surface (needed to calculate
the corresponding wrench at the center of the surface), a discrete number of friction
cones can be defined at diverse points of the contact surface area adding up to the
same wrench (Figure 1b). Three contact points used to define a given plane is

Figure 1.
A surface (e.g., robot’s sole) in contact with the ground through surface contact.
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significant when compared to using a large number of contact points, as it provides
numerous advantages, including shorter time to compute the given stability, while
providing a more generic solution.

Furthermore, a triangular surface is a good, simplified approximation of any typ-
ical contact between a robot’s foot (or feet) and the ground when the foot (feet) is
(are) in its (their) support (fixed contact) phase. This is true when the robot’s foot is in
contact with any rigid surface, especially rugged ones, such as stepping on rocky
surfaces, where the foot makes contact only with a small set of discrete contact points.
This approximation is also effective and applicable for deformable surfaces (e.g., loose
sandy terrains) assuming the terrain deformation takes place over a sufficiently long
period of time such that the deformation could be considered quasi-static. In this
paper, standing on a single point (e.g., pegs) or in line contacts (e.g., stepping on a
long and narrow surface—funambulism) is not considered. Figure 2 illustrates a set of
three random contact points, A, B, and C forming a virtual triangular contact area
ABC when a robot’s foot lands on an unstructured rigid terrain. Such a surface is
considered virtual as it might not fully define the real surface but rather a hypothetical
plane where the robot is setting its foot.

2.3 Triangular surfaces and corresponding wrench cone

With the virtual triangular surface area ABC, a novel analytical formulation can
be developed for calculating the wrench cone using the known Fourier-Motzkin
method [13].

Without loss of the generality, a geometrical frame of reference defining the
virtual triangular surface can be produced by aligning the x-axis alongside the BC edge
of the triangular surface, with the orthogonal y-axis defined in the same plane. When
the robot moves over a flat rigid terrain the virtual triangle can be considered as part
of the real contact surface.

Based on the location of the contact points A, B, and C defining the virtual triangle
(shown in Figures 1 and 2) each having coordinates (xi, yi) the following properties
are computed (Figure 3).

Figure 2.
Contact triangle from isometric and bottom perspectives.
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For a given triangle, the coordinates of its centroid (xO, yO), as well as the
distances, dOA, dOB, and dOC from the triangle’s centroid to each of the vertices can be
computed per Eqs. (2) and (3), respectively.

xO ¼ xA þ xB þ xC
3

; yO ¼ yA þ yB þ yC
3

(2)

dOA ¼ dxOA ¼ xA � xOð Þ
dyOA ¼ yA � xO

� �
� �

;

dOB ¼ dxOB ¼ xB � xOð Þ
dyOB ¼ yB � xO

� �
� �

; (3)

dOC ¼ dxOC ¼ xC � xOð Þ
dyOC ¼ yC � xO

� �
� �

;

jdxOAj ¼ xOA,jdxOBj ¼ xOB,jdxOCj ¼ xOC

jdyOAj ¼ yOA,jdyOBj ¼ yOB,jdyOCj ¼ yOC

Under the above formulations, it can be shown that the contact forces on the
contact surface are equivalent to a set of forces at the contact vertices comprising the
virtual triangular surface. Therefore, in what follows, three contact forces at points A,
B, and C and the corresponding torque at the triangle’s centroid are used to determine
the physical interaction that exists between the foot and the ground. To achieve this, a
set of mathematical formulations, Eqs. (4) and (5), developed as part of this research
work are used.

Figure 4 illustrates a top-down view of one of the robot’s feet in contact with
the ground, including the contact forces and contact torques, exerting on the
contact points. The complete system of forces and torques is formulated as per
Eqs. (4) and (5).

f x ¼ f Ax þ f Bx þ f Cx

f y ¼ f Ay þ f By þ f Cy (4)

f z ¼ f Az þ f Bz þ f Cz

Figure 3.
A general contact triangle and its centroid.
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τx ¼ f 1z yOA
� �� f 2z yOB

� �� f 3z yOC
� �

τy ¼ f 1z xOAð Þ þ f 2z xOBð Þ � f 3z xOCð Þ (5)

τz ¼ f 3x yOC
� �þ f 2x yOB

� �� f 1x yOA
� �þ f 3y xOCð Þ � f 2y xOBð Þ � f 1y xOAð Þ

For this, a theorem is used, where the wrench cone at each of the three contact-
point systems can be expressed (Theorem 1).

Theorem 1: A system with three contact points fA,fB,fC obeying the Coulomb
friction rules exist, if and only if there exists a contact wrench cone with wrench ¼
fx, fy, fz, τx, τy, τz
� �

at the centroid, O(x0,y0), of the virtual contact triangle satisfy-
ing Eq. (6).

jf xj≤
yOA
ysum

:μf z:

jf yj≤
xOC
xsum

:μf z

f z >0

�yOB:f z ≤ τx ≤ yOA:f z (6)

�xOC:f z ≤ τy ≤ xOB:f z
τmin ≤ τz ≤ τmax

where

xOi ¼ jxi � xOj, xO ¼ xA þ xB þ xC
3

, i ¼ A, B, C

yOi ¼ jyi � yOj, yO ¼ yA þ yB þ yC
3

, i ¼ A, B, C

xsum ¼ xOA þ xOB þ xOC

ysum ¼ yOA þ yOB þ yOC

τmin ¼ �μ xOC þ yOA
� �

f z þ jysum:f x � μτxj þ jxsum:f y � μτyj
τmax ¼ μ xOC þ yOA

� �
f z � jysum:f x þ μτxj � jxsum:f y þ μτyj

Figure 4.
The location and orientation of forces with respect to the frame of reference located on the triangle’s centroid.
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Theorem 1 guarantees that if the CWC obeys Eq. (6), there exists a set of three
contact forces that fulfill Eq. (1) (i.e., satisfy the Coulomb friction rules). The signif-
icance of this theorem is twofold:

i. Theorem 1 connects the physics of continuous surface contact to the physics
of a wrench cone in the centroid of the surface of interest.

ii. It simplifies the determination of the robot’s stability condition by examining
the wrench just at the centroid of the surface rather than the need to verify
the entire surface.

Therefore, Theorem 1 provides the mechanism to demonstrate whether a foot or
robot of interest is stable or not via the value of the wrench at the centroid of a
continuous (real or virtual) contact surface. The added benefit of the proposed
method is that it is suitable for implementation on any real robot which has a force/
torque (F/T) sensor positioned at the interface between the robot and the contact with
the surface (e.g., ankle of the robot’s foot or at any extremity e.g., arms) that the robot
might use to locomote in any style (e.g., crawling). The captured F/T sensor data can
then be used to compute the corresponding wrench at the centroid of the
corresponding contact triangular surface.

Eq. (6) determines the stability condition of multi-legged robots in binary logical
terms (i.e., 1 ! stable; 0 ! unstable). If all six inequalities in Eq. (6) are satisfied the
robot is said to be stable, otherwise, it is unstable.

However, to understand how stable a stable robot is a stability margin is needed as
well as a visualization tool, where users can determine the conditions in which the
robot is stable and what movements the robot might need to avoid which might cause
it to approach instability.

Proof:
In order to prove that the previous statements are satisfied, there is a need to relate

Eqs. (4) and (5) to the Coulomb friction law, so that they can be expressed as positive
combinations enabling the use of linear algebra algorithms. In order to achieve this, all
force and torque variables (e:g:, f ix, f

i
y, f

i
z f x, f y, f z,τx, τy,τz) at each contact point

(between the robot and the environment) and the centroid of the triangle formed by
three contact points are normalized by defining a set of new variables
(k1, k2, k3, c1, c2, αix, α

i
y, β

i
zÞ according to the Coulomb friction law. It is worth mention-

ing that in such a procedure there exist 15 variables f ix, f
i
y, f

i
z f x, f y, f z,τx, τy,τz

(i ¼ 1, 2, 3), which are substituted with 14 new variables k1, k2, k3, c1, c2, αix, α
i
y, β

i
z

(i ¼ 1,2,3). Therefore, while normalizing the variables, one variable is reduced as the
first step of the Fourier-Motzkin elimination method [18].

In order to normalize the forces and torques while satisfying Eq. (1), there is a need
to define a new set of variables as per Eq. (7).

k1 ≔
f x
μf z

; k2 ≔
f y
μf z

; k3 ≔
τz

μ X þ Yð Þf z
(7)

c1 ≔
τx

ysumf z
; c2 ≔

τy
xsumf z

Normalizing the contact forces employing the parameters αix, α
i
y, and βiz produce

the expressions in Eq. (8):
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αix ≔
f ix
μf iz

; αiy ≔
f iy
μf iz

; βiz ≔
f iz
f z

(8)

Recall:
X
i

f iz ¼ f z with ∀i∈N : f iz >0

It must be noted that Eq. (8) produces nine expressions (i ¼ 1 to 3), where i
represents one of the three contact points. To obtain a set of suitable expressions to
enable developing a solution for the Fourier-Motzkin elimination procedure, the 11
parameters used in Eq. (9) are defined as:

ysum ≔ yOA þ yOB þ yOC
xsum ≔ xOA þ xOB þ xOC

YOA ≔
yOA
ysum

;YOB ≔
yOB
ysum

;YOC ≔
yOC
ysum

XOA ≔
xOA
xsum

;XOB ≔
xOB
xsum

;XOC ≔
xOC
xsum

(9)

X≔ max XOA, XOB, XOCð Þ
Y≔ max YOA, YOB, YOCð Þ

px ¼
xsum

xsum þ ysum
; py ¼

ysum
xsum þ ysum

Q ≔X:px þ Y:py

By considering Eqs. (4) and (5), as well as the new set of variables defined in
Eqs. (7) and (8) lead to Eqs. (10):

1 ¼ β1z þ β2z þ β3z (10a)

c1 ¼ β1z:YOA � β2z:YOB � β3z:YOC (10b)

c2 ¼ β1z:XOA þ β2z:XOB � β3z:XOC (10c)

px ¼
xsum

xsum þ ysum
; py ¼

ysum
xsum þ ysum

(10d)

k3 ¼ px �α1y:β
1
z:XOA � α2y:β

2
z:XOB þ α3y :β

3
z:XOC

� �
þ py �α1x:β

1
z:YOA þ α2x:β

2
z:YOB þ α3x:β

3
z:YOC

� �

(10e)

∀i,jαixj≤ 1 (10f)

∀i,jαiyj≤ 1 (10g)

∀i,βiz >0 (10h)

Eqs. (10) represents a set of eight inequalities based on variables
k1, k2, k3, c1, c2, αix, α

i
y, and βiz. In order to apply the Minkowski sum to the set of

inequalities in Eqs. (10), the variables γx, γy, γ0x, γ
0
y are defined as per Eq. (11).
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γx ¼ α2x:β
2
z:YOB þ α3x:β

3
z:YOC

γy ¼ α1y:β
1
z:XOA þ α2y:β

2
z:XOB (11)

γ0x ¼ α1x:β
1
z:YOA

γ0y ¼ α3y :β
3
z:XOC

The variables defined in Eq. (11) can then be used to derive a simpler system of
inequalities based on the properties of αix, α

i
y and βzi . From Eqs. (8), (10), and (11), it is

concluded that
P

iβ
i
z ¼ 1 and βzi >0. Furthermore, from Eqs. (1) and (8), it is clear

that the parameter α (defined in Eq. (8)) lies within the range of �1, 1½ �. By applying
these properties in the expressions in Eq. (11), the following set of inequalities is
obtained (Eqs. (12)).

∣γx∣ ≤YOB:β
2
z þ YOC:β

3
z

jγx0j≤YOA:β
1
z ) jγx0j � jγxj≤ c1 (12a)

jγx0j þ jγxj≤ max YOA, YOB, YOCð Þ ¼ Y

and,

∣γy∣ ≤XOA:β
1
z þ XOB:β

2
z

jγx0j≤XOC:β
3
z ) jγyj � jγy0j≤ c2 (12b)

jγy0j þ jγyj≤ max XOA, XOB, XOCð Þ ¼ X

Given the fact that the Fourier-Motzkin method algorithm works based on elimi-
nating variables in each step, to proceed with this algorithm on the inequalities in
Eqs. (12), some of the variables should be eliminated. Therefore, the following lemma
describes the procedure for removing βiz by finding the boundaries of ∣γx∣, ∣γ0x∣, ∣γy∣,
and ∣γ0y∣ based on Eqs. (12).

Lemma 1) Following boundaries are derived based on Eqs. (12):

2jγ0xj≤Y þ c1 (13a)

2jγxj≤Y � c1 (13b)

2jγ0yj≤X � c2 (13c)

2jγyj≤X þ c2 (13d)

Proof of lemma 1:
Summing up the both sides of inequalities jγx0j � jγxj≤ c1 and jγx0j þ jγxj≤Y (refer

to Eq. (12a)) results into 2jγ0xj≤Yþ c1, which is Eq. (13a); therefore, Eq. (13a) is
proved. By similar calculations on Eq. (12b), Eq. (13d) can also be proved (summing
both sides of inequalities). To prove Eq. (13b), it is required to recall the definition of
Y (Eq. (9)):

Recall:

Y≔ max YOA, YOB, YOCð Þ
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Therefore,

YOB ≤Y

) YOB þ YOB ≤Y þ YOB

) 2YOB ≤Y þ YOB (14)

) 2YOBβ
2
z ≤ Y þ YOBð Þβ2z

Similarly,

2YOCβ
3
z ≤ Y þ YOcð Þβ3z (15)

Now, in a similar procedure, by summing both sides of inequalities (14) and (15), the
following inequality is obtained:

2 YOBβ
2
z þ YOCβ

3
z

� �
≤ Y þ YOBð Þβ2z þ Y þ YOcð Þβ3z (16)

Again, definition of Y (Eq. (9)) leads to:

YOA ≤Y

) 0≤Y � YOA

) 0≤ Y � YOAð Þβ1z
The following inequality is derived by adding both sides of inequalities (15) and (16):

2 YOBβ
2
z þ YOCβ

3
z

� �
≤ Y � YOAð Þβ1z þ Y þ YOBð Þβ2z þ Y þ YOcð Þβ3z

) 2 YOBβ
2
z þ YOCβ

3
z

� �
≤Y β1z þ β2z þ β3z
� �� β1zYOB � β2zYOB � β3zYOC

� �
(17)

By substituting β1z þ β2z þ β3z ¼ 1 (refer to Eq. (10a)) and β1zYOB � β2zYOB � β3zYOC ¼
c1 (refer to Eq. (10b)), into the above inequality (Eq. (17)) the inequality in Eq. (8) is
obtained:

2 YOBβ
2
z þ YOCβ

3
z

� �
≤Y � c1 (18)

Recall from Eq. (12a):

jγxj≤YOB:β
2
z þ YOC:β

3
z

) 2jγxj≤ 2 YOBβ
2
z þ YOCβ

3
z

� �
(19)

Inequalities (18) and (19) conclude that 2jγxj≤Y � c1, which means that Eq. (13b) is
proved. By implementing a similar procedure on Eq. (12b), Eq. (13c) can be proved as
well. Therefore, the proof of lemma 1 is completed. ∎

The proposed method outlined in the paper uses a reduced number of variables
when compared to other methods (e.g., CWS). However, to solve for the robot’s
stability, it is required to reduce the number of variables. For this, the Fourier-
Motzkin elimination method is used to reduce the number of variables by one at each
step of the process. That is, the βiz variables are eliminated through the procedure
outlined in Eqs. (12) to (13) (refer to lemma 1). Subsequently, the proposed variable
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elimination method c1 and c2 are eliminated from the set of inequalities in (13). For
this, the upper and lower bounds of c1 and c2 are determined based on Eq. (21). Such
method is heavily based on the geometrical features of the virtual support triangular
area depicted in Figure 4.

Without loss of generality, the vertices of the defined virtual contact triangle can
be named in such a way that the x coordinates of the vertices satisfy Eqs. (20).

xOC ≥ xOB ≥ xOA (20a)

and,

yOA ≥ yOB ¼ yOC
� �

(20b)

Figure 5 illustrates the possible different contact triangles where Eqs. (20) is
satisfied (thus, any three contact points can be used in the proposed approach
provided the X-axis of the contact triangle is defined to be aligned with the
BC line.

Eqs. (20) results from the fact that the distances xOC, xOB, xOA, yOA, yOB, and yOC
are greater than or equal to zero values (refer to Eq. (3)). By substituting Eq. (10a) in
Eqs. (10b) and (10c), the boundary values of c1 and c2 (Eqs. (10)) are computed as:

c1 ∈ min c1ð Þ, max c1ð Þ½ �
c2 ∈ min c2ð Þ, max c2ð Þ½ �

where

Figure 5.
Naming the vertices of the contact triangle to meet Eqs. (21a) and (21b).
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max c1ð Þ ¼ max β1z:YOA � β2z:YOB � β3z:YOC
� � ¼ 1� YOA þ 0þ 0 ¼ YOA

min c1ð Þ ¼ min β1z:YOA � β2z:YOB � β3z:YOC
� � ¼ 0þ 0� 1� YOB ¼ �YOB

max c2ð Þ ¼ max β1z:XOA þ β2z:XOB � β3z :XOC
� � ¼ 0þ 1� XOB þ 0 ¼ XOB

min c2ð Þ ¼ min β1z:XOA þ β2z:XOB � β3z:XOC
� � ¼ 0þ 0� 1� XOC ¼ �XOC

The above formulations give rise to Eq. (21).

�YOB ≤ c1 ≤YOA (21)

�XOC ≤ c2 ≤XOB

Accordingly, the coordinates for Y and X (defined in Eq. (9)) can be denoted as
YOA and XOC, respectively, as per the following expression:

X ¼ max xOA, xOB, xOCð Þ ¼ XOC

Y ¼ max yOA, yOB, yOC
� � ¼ YOA

The result of the above process provides a set of inequalities that describe the
boundaries of the defined variables (γx0, γx, k1, k2, c1, andc2) as per Eq. (22):

k1 ¼ γx þ γx
0

k2 ¼ γy þ γy
0

k3 ¼ px γy
0 � γy

� �
þ γx � γx

0ð Þ
2jγx0j≤YOA þ c1; 2jγxj≤YOA � c1 (22)

2jγy0j≤XOC � c2; 2jγyj≤XOC þ c2

�YOB ≤ c1 ≤YOA

�XOC ≤ c2 ≤XOB

Eq. (22) describes all γ0s with respect to γx, however, there is a need to eliminate
the γ0s parameters. Such elimination is achieved via the fourth step of the Fourier-
Motzkin procedure as described below via Eqs. (23) and (24), where all inequalities
are in terms of 2pyγx.

2pyγx ≤ py YOA � c1ð Þ (23a)

2pyγx ≤ py YOA þ c1ð Þ þ 2py:k1 (23b)

2pyγx ≤ px XOC þ c2ð Þ þ k3 þ py:k1 � px:k2 (23c)

2pyγx ≤ px XOC � c2ð Þ þ k3 þ py:k1 þ px:k2 (23d)

2pyγx ≥ � py YOA � c1ð Þ (24a)

2pyγx ≥ � py YOA þ c1ð Þ þ 2py:k1 (24b)
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2pyγx ≥ � px XOC þ c2ð Þ þ k3 þ py:k1 � px:k2 (24c)

2pyγx ≥ � px XOC � c2ð Þ þ k3 þ py:k1 þ px:k2 (24d)

Since the right-hand side terms of Eqs. (24) have higher values when compared to
the left-hand side terms, all 2pyγx terms in Eqs. (23) and (24) can be eliminated,
resulting in the following set of 16 inequalities.

24a≤ 23a ! c1 ≤YOA

24a≤ 23b ! k1 ≥ � YOA

24a≤ 23c ! �k3 � py:k1 þ px:k2 þ py:c1 � px:c2 ≤XOC:px þ YOA:py

24a≤ 23d ! �k3 � py:k1 � px:k2 þ py:c1 þ px:c2 ≤XOC:px þ YOA:py

24b≤ 23a ! k1 ≤YOA

24b≤ 23b ! c1 ≥ � YOA

24b≤ 23c ! �k3 þ py:k1 þ px:k2 � py:c1 � px:c2 ≤XOC:px þ YOA:py

24b≤ 23d ! �k3 � py:k1 � px:k2 þ py:c1 þ px:c2 ≤XOC:px þ YOA:py

24c≤ 23a ! k3 þ py:k1 � px:k2 þ py:c1 � px:c2 ≤XOC:px þ YOA:py

24c≤ 23b ! k3 � py:k1 � px:k2 � py:c1 � px:c2 ≤XOC:px þ YOA:py

24c≤ 23c ! c2 ≥ � XOC

24c≤ 23d ! k2 ≥ � XOC

24d≤ 23a ! k3 þ py:k1 þ px:k2 þ py:c1 þ px:c2 ≤XOC:px þ YOA:py

24d≤ 23b ! k3 � py:k1 þ px:k2 � py:c1 þ px:c2 ≤XOC:px þ YOA:py

24d≤ 23c ! k2 ≤XOC

24d≤ 23d ! c2 ≤XOC

The ! symbol in the previous set of 16 inequalities is used to denote that the
left-hand side of the corresponding inequality results in the right-hand inequality.
Substituting the expression for Q in Eq. (9), Q ¼ XOC:px þ YOA:py, into the above 16
inequalities result in Eqs. (25) and (26).

k3 ≤Q � py:k1 þ px:k2 � py:c1 þ px:c2

k3 ≤Q þ py:k1 þ px:k2 þ py:c1 þ px:c2

k3 ≤Q � py:k1 � px:k2 � py:c1 � px:c2

k3 ≤Q þ py:k1 � px:k2 þ py:c1 � px:c2

Therefore,

k3 ≤Q � pyjk1 þ c1j � pxjk2 þ c2j (25)
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Similarly,

k3 ≥ � Q � py:k1 þ px:k2 þ py:c1 � px:c2
k3 ≥ � Q � py:k1 � px:k2 þ py:c1 þ px:c2

k3 ≥ � Q þ py:k1 þ px:k2 � py:c1 � px:c2

k3 ≥ � Q þ py:k1 � px:k2 � py:c1 þ px:c2

Therefore,

k3 ≥ �Q þ pyjk1 � c1j þ pxjk2 � c2j (26)

and,

k1 ∈ �YOA, þYOA½ �, k2 ∈ �XOC, þXOC½ �

c1 ∈ �YOB, þYOA½ �, c2 ∈ �XOC, þXOB½ �

Now, by eliminating variable k3 from the set of inequalities, the Fourier-Motzkin
method can continue. As discussed, eliminating variables step by step enables to
determine the boundaries of all variables. Eliminating the last implicit variable k3 from
Eqs. (25) and (26) results in Eq. (27).

Q � pyjk1 þ c1j � pxjk2 þ c2j≥ � Q þ pyjk1 � c1j þ pxjk2 � c2j
py jk1 � c1j þ jk1 þ c1jð Þ þ px jk2 þ c2j þ jk2 � c2jð Þ≤ 2Q

py max jk1j, jc1jð Þ þ px max jk2j, jc2jð Þ≤Qð�

XOC:px þ YOA:py ≤Q (27)

Following the definition of Q (Eq. (9)), Eq. (27) is always valid. The result of the
above process is that the variables of interest (i.e., k1, k2, k3, c1, c2,αix, α

i
y, β

i
z, and βz) are

real values where each of such variables is obtained by changing the corresponding
defined variable to the initial variables (i.e., f ix, f

i
y, f

i
z, f x, f y, τx, τy and τz). This process

leads to the following set of expressions (Eq. (28)), which proves Theorem 1:

jf xj≤
yOA
ysum

:μf z

jf yj≤
xOC
xsum

:μf z

f z >0 (28)

�yOB:f z ≤ τx ≤ yOA:f z
�xOC:f z ≤ τy ≤ xOB:f z

τmin ≤ τz ≤ τmax

where

xOi ¼ jxi � xOj, xO ¼ xA þ xB þ xC
3

,
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i ¼ A,B,C

yOi ¼ jyi � yOj,yO ¼ yA þ yB þ yC
3

,

i ¼ A,B,C

xsum ¼ xOA þ xOB þ xOC

ysum ¼ yOA þ yOB þ yOC

τmin ¼ �μ xOC þ yOA
� �

f z þ jysum:f x � μτxj þ jxsum:f y � μτyj

τmax ¼ μ xOC þ yOA
� �

f z � jysum:f x þ μτxj � jxsum:f y þ μτyj ∎

Eq. (28) provides the stability condition of the corresponding robot’s contact with
the environment. That is, if the forces and torque values read from the corresponding
force and torque (F/T) sensor on the robot (e.g., ankle) satisfy Eq. (28), then, such
conditions indicate that the robot is stable. Otherwise, the robot is unstable. The
stability results provided from Eq. (28), however, is a binary value (stable or not
stable), which does not provide the degree of stability with which the given robot
might be (How stable is the robot stable?). Furthermore, such results do not provide
information to help guide the motions of the robot such that it does not move toward
an unstable state or becomes marginally stable.

2.4 Stability margin and visualizing stability condition

Now that a set of mathematical formulations, Eq. (28), has been developed to
enable to determine the stability condition of legged bipedal robots in binary logical
terms (i.e., 1 ! stable; 0 ! unstable), a stability margin is needed. A stability margin
based on the parameters used in this work would enable us to know how stable the
robot is or how close the robot is from becoming unstable. In this work, a stability
margin based on the five parameters used in the proposed formulations (i.e., f x, f y, f z,
τx, τy, and τz) is provided to enable us to know how stable the robot is or how close the
robot is from becoming unstable. To this aim, a radar chart is proposed as a practical
solution to visualize multivariate data on a 2-dimensional surface. Each variable of
interest has an axis starting from a common center point from where the axes for the
remaining variables emanate. On each axis, the acceptable range of each variable is
represented. The maximum values of the five parameters form a polygon called
stability polygon. While the values of the five parameters computed based on the state
of the robot are used to form another polygon, which is referred to in this paper as the
data polygon in Figure 6. As long as the data polygon lies inside the stability polygon, as
shown in Figure 6a, all inequalities are satisfied, and the robot is said to be stable. In
contrast, if one or more of the vertices of the data polygon crosses the boundaries of
the stability polygon the robot becomes unstable as illustrated in Figure 6b.

The proposed radar graph is divided into different fuzzy regions each indicating how
stable the robot is. Each region can be defined based on user preferences, desired levels
of desired stability, or robot characteristics. To illustrate such aspects,, in this paper, the
allowable range for each of the f x, f y, f z, τx, τy, and τz variables are divided into five
severity regions. Such fuzzy stability characteristics are then applied to a life-size
humanoid robot having 29 DoF. These stability levels are expressed as fuzzy variables
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and their ranges are presented in Table 1. If the values of the five parameters are inside
the region closer to the center of the radar graph, it indicates that the robot is more
stable when compared to a case where the parameter values are in regions closer to the
borders of polygons, which would indicate that the robot is approaching instability.

To build the radar graph the five parameters f x, f y, τx, τy, and τz are normalized
based on the six variables f x, f y, f z, τx, τy, and τz to obtain f mx ,f

m
y ,τ

m
x ,τ

m
y , and τmz . Among

all the six variables, f z has a direct impact on each of the five normalized variables and
as a result does not appear as a normalized variable itself. The formulations to obtain
f mx ,f

m
y ,τ

m
x ,τ

m
y ,τ

m
z are presented in Eq. (29).

Figure 6.
Stability polygon on a radar graph.
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f mx ¼ jf xj
yOA
ysum

:μf z
) 0≤ f mx ≤ 1

f my ¼
jf yj

xOC
xsum

:μf z
) 0≤ f my ≤ 1 (29)

τmx ¼ 2� jτx � yOA:f z�yOB:f zð Þ
2 j

yOA:f z þ yOB:f z

0
@

1
A) 0≤ τmx ≤ 1

τmy ¼ 2� jτy � xOB:f z�xOC:f zð Þ
2 j

xOB:f z þ xOC:f z

0
@

1
A) 0≤ τmy ≤ 1

τmz ¼ 2� jτz � τmaxþτminð Þ
2 j

τmax � τmin

 !
) 0≤ τmz ≤ 1

3. Results

The proposed methodology described in Section 2 was analyzed in simulation and
via experimental tests using Transcend, a life-size humanoid robot (Figure 7)
developed by 4Front Robotics Inc. and the University of Calgary.

3.1 Simulation results

Before the proposed stability method was implemented on a real robot, a compre-
hensive simulation study was performed to evaluate its functionality and analyze and
determine its limitations. To conduct the simulations, the commercial-off-the-shelf
(COTS) multi-body dynamics simulation software Adams was used from where the
stability of the robot of interest was determined. The software Adams enabled us to
study the dynamics of the parts of the moving robot and determine how forces and
loads are distributed throughout the robot affecting its stability. The results of such
simulations in Adams were assumed to be accurate and then used to compare with the
results of the proposed method. The consistency between the Adams and results
obtained from the proposed methodology were used to determine the validity and
accuracy of the proposed method. The performance of the method was assessed
according to two complementary measures: (i) accuracy and (ii) reliability.

Color Range Severity

Green [0 to 0.5] Highly stable

Yellow (0.5 to 0.7] Stable

Orange (0.7 to 0.85] Moderate-risk stability

Red (0.85 to 0.95] High-risk stability

Dark red (0.95 to 1] Approaching instability

Table 1.
Stability regions in the radar chart.
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Accuracy is defined as the number of cases when both simulation and theoretical
formulation produce identical results under the same robot state (i.e., stable or unsta-
ble). Such value is then divided by the total number of cases tested resulting in the
accuracy value.

Reliability is defined as a measurement of the inconsistency in the results pro-
vided by the theoretical and the simulation tests under the same robot state. The
purpose of this indicator is to determine how reliable is the proposed method. The
inconsistency of the results is considered reliable when the mathematical formulation
shows that the robot is unstable, but the simulation shows that it is stable. On the
other hand, the inconsistency is considered unreliable when the mathematical formu-
lation predicts that the robot is stable, while the simulation shows that it is not.

To be able to generate realistic results from the simulation that can be experimentally
tested in a reproducible fashion, four terrain characteristics were used: (i) coefficient of
friction, (ii) damping ratio, (iii) terrain stiffness, and (iv) penetration depth. These
characteristics were defined on the contact surface between the robot’s foot and the
ground. Obviously, such characteristics are dependent on the materials of both surfaces
(the ground and the robot’s sole/foot), which was known (the robot and the terrain were
engineered). The value of each of these four parameters used in the experimental tests
was selected based on prior work in the Adams software [19] (see Table 2).

During each experimental test, the robot was positioned on a specific surface
having four of the properties outlined in Table 2 (i.e., terrain stiffness friction, and
damping). In turn, the robot was positioned in a given (selected) kinematic state after
which the corresponding simulation was performed. Each simulation test was
conducted three times and each simulation used a different penetration depth coeffi-
cient. The reason for such a testing scenario was to investigate the extent to which the

Figure 7.
TRANSCEND: Experimental life-size humanoid robotic platform.
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proposed methodology can be used to determine the robot’s stability when standing
on compliant (deformable) surfaces and not just solid (rigid) terrains. Although
numerous surface conditions (e.g., slope, friction, etc.) were used during the experi-
mental tests, for simplicity, in the context of this paper only three representative
horizontal flat surfaces are used to exemplify the obtained results: surface 1, surface 2,
and surface 3.

Surface 1: A solid surface with a penetration depth of zero.
Surface 2: A semi-solid surface with a penetration depth of 10�4, (and)
Surface 3: A compliant surface with a penetration depth of 2:1� 10�3.
During each simulation case, the values of the contact forces, f ix and f iy, at the

corresponding contact point Ci were varied from 0 to 100 N between tests. Figure 8
illustrates the location of the three contact points on the robot’s sole used during the
simulation and experimental tests. In the experimental tests such contact points were
achieved by placing rubber bumpers on the robot’s feet at the locations shown in
Figure 8.

Figure 9 illustrates the robot’s stability on different values for f 2y on the three
different surfaces. The bars denote the binary stability condition obtained from the
proposed method (orange) and the simulation (blue bars).

From Figure 9, it is observed that the proposed methodology agrees 100%with the
full-body dynamic simulation tests except in the case of surface 3, when a force f 2y ¼
10N was applied. Under such conditions, the simulations and proposed mathematical

Parameter Value

Terrain stiffness 109 N=m

Coefficient of friction 0.3

Damping 6:5� 103 N:s=m

Penetration depth 0, 10�4, 2:1� 10�3 mm

Table 2.
Contact characteristics used.

Figure 8.
Location of the pre-defined three contact points (C1, C2, and C3) on the robot’s sole.
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Figure 9.
Stability results during the simulation as the robot stand on a flat horizontal surface when one of the contact forces
(f2y) is varied.
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formulation indicate that the robot is in an unstable and stable state, respectively. This
discrepancy is thought to be due to the fact that the simulated full-body dynamics is
able to identify that the robot’s foot is sliding (due to the low friction that exist at the
contact points) while experimentally such aspects were sometimes difficult to easily
visualize (Figure 9). Figure 10 shows the corresponding motion of the robot’s foot
when sliding on the surface and taken at different time steps causing the robot to lose
stability and fall.

The same procedure was also performed for the three components of the three
contact points, f 2x, f

3
x, f

1
y, f

2
y, and f 3y while varying the corresponding force caused by

gravity at each simulation on a specific surface. Such tests produced similar results to
the results shown in Figure 9. The results of these tests in terms of their accuracy and
reliability are presented in Tables 3–5 for the specific surfaces used (i.e., solid,
semi-solid, and compliant).

The obtained results show that the proposed method is successful in estimating the
stability of the robot on all surfaces. With almost the same accuracy for the solid and
semi-solid surfaces (Tables 3 and 4, respectively). Also, the method shows reliable

Surface #1 Contact point 1 Contact point 2 Contact point 3

f 1x f 1y f 2x f 2y f 3x f 3y

Accuracy (%) 72.7 100 72.7 100 81.8 100

Reliability (Y/N) Y Y Y Y Y Y

Table 3.
Performance of the proposed method compared to the simulation on a flat horizontal surface 1.

Figure 10.
Visualization of the foot’s motion when in an unstable condition.
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results in all cases tested, which suggests that the proposed method can accurately
predict all unstable conditions. The results show that the proposed methodology
provides better results on solid surfaces and surfaces having small deformation
(Table 5).

Figure 11 shows the corresponding radar charts for the test shown in Figure 9a.
Figure 11a shows the robustness status of the robot when all contact force components
are equal to zero (except for the vertical forces, f z, and caused by the robot’s weight).
The obtained radar chart 10a shows a “highly stable” condition as all five parameters are
within the green section of the chart. Figure 11b, as an unstable example, shows the
case when the force f 2y was increased to 10 N. Figure 11c shows the case when the

humanoid robot is in a “moderate-risk stability” region despite the fact that the force f 2y
was increased to 15 N when compared to previous tests. Lastly, when the force f 2y was
increased to 20 N, the robot is seen to lose stability. That is, the generated data polygon
crosses the borders of the stability polygon where the robustness concept is not defined
(Figure 11d).

The proposed approach was also tested on slope surfaces. To this aim, three
surfaces having slopes of 10, 20, and 30 degrees were used. The simulation settings
used to test the stability on these surfaces were the same as provided in Table 2 and
Figure 8.

The results on tilted surfaces having an angle between 10 and 20 degrees produced
reasonable results with a stability accuracy value between 72 and 100%. Similar to the
simulated tests on flat horizontal solid and semi-solid surfaces, the results are consid-
ered to be reliable. However, some of the results obtained for compliant surfaces were
unreliable [18]. When increasing the surface slope to 30 degrees, it was observed that
under the same settings used for the 20° sloped terrain, both the simulation and the
proposed method show that the robot losses stability as expected without the robot
receiving help via external forces (e.g., supporting itself from a banister of from any
other surface with its hand).

Surface #3 Contact point 1 Contact point 2 Contact point 3

f 1x f 1y f 2x f 2y f 3x f 3y

Accuracy (%) 100 90.9 90.9 90.9 100 81.8

Reliability (Y/N) Y N Y N Y N

Table 5.
Performance of the proposed method compared to the simulation on a flat horizontal surface 3.

Surface #2 Contact point 1 Contact point 2 Contact point 3

f 1x f 1y f 2x f 2y f 3x f 3y

Accuracy (%) 72.7 100 72.7 100 81.8 100

Reliability (Y/N) Y Y Y Y Y Y

Table 4.
Performance of the proposed method compared to the simulation on a flat horizontal surface 2.
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3.2 Experimental tests

After analyzing and validating the proposed method in simulation, the method was
experimentally tested on real humanoid hardware to examine the proposed method
under real-world conditions. To test the proposed stability mechanism the humanoid
robot, transcend (Figure 7) was used. To enable such tests a ROS (robot operating
system) package was developed encoding the proposed formulations and configured
to read sensor data from the robot’s F/T sensors in real time. Table 6 shows the
pseudo-code for the developed ROS package.

To check the stability when standing on slanted surfaces, the robot was positioned
on the corresponding surface standing on one of its feet. Then, the ROS package was
executed, and the stability results were published continuously. The robot was placed
on a flat rigid surface as well as on a bumpy sloped terrain. Once the robot was in place
the slope value of the terrain was changed as the robot kept its state (did not attempt
to maintain balance).

It was observed that when the stability condition of the robot changes, the pro-
posed method is able to accurately perceive such changes and compute the stability of
the robot while publishing the updated stability condition in real time. After numer-
ous experimental tests on various terrain conditions, it is concluded that the proposed

Figure 11.
Robustness check for different force values of f 2y on a flat horizontal surface.
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method accurately predicts the robot’s stability conditions on various surfaces having
different friction coefficients, slopped conditions, and levels of surface characteristics,
such as diverse bumpiness conditions.

4. Discussion

With an increasing demand for utilizing robotic tools in many hazardous/labor-
intense working environments, such as mining and forestry, the need for obtaining a
comprehensive and practical robotics approach using humanoid robots becomes
essential. Although remarkable studies have been conducted to enable humanoids to
execute tasks in environments engineered for humans, one of the biggest problems
prohibiting the full integration of these systems in complex labor-intense working
environments is that they are incapable of successfully maneuvering through such
complex chaotic spaces where they must maintain their stability while performing
operations. The main reason for this incapability is the lack of a universal (yet fast)
solution to the problem of humanoid stability on complex and unstructured terrains.
Most of the relevant studies conducted on humanoids’ stability have focused on
humanoids walking on flat horizontal terrains which do not represent many real-
world scenarios (e.g., urban search and rescue operations inside collapsed infrastruc-
ture). Prior work on multi-legged robot stability including the multi-contact
approaches, such as the CWS and the ZMP methods, are limited as they do not
provide effective solutions for cases where the robot’s feet contact the environment on
multiple noncoplanar surfaces.

The solution presented in this chapter allows humanoids to use not only their feet
but also any other parts of their body to contact the environment to enhance their
stability and hence improve their locomotion. In this regard, the modified version of
CWS discussed in this work provides a generic approach that extends the capabilities
of the ZMP and the traditional CWS approaches. Although the modified CWS method
provides an effective procedure for determining the stability of robots in multi-

Inputs Algorithm

• Wrench at the location of the F/T sensor for each
timestamp comprising three force values and

three torque values: winst ¼ f x f y f z
τx τy τz

h i

• Friction coefficient value (μ).
• The location of the contact points.

Step 1: Read the wrench data published by the F/T
sensors (winst).
Step 2: Calculate the upper and lower boundaries of
the six variables (f x, f y, f z,τx, τy, and τz) based on

the given friction coefficient and predefined
location of the contact points.
Step 3: Check whether the values of winst lie inside
the specified boundaries obtained in step 2.
• If all values of winst lie inside their corresponding

related boundaries, then the robot is stable.
• If one of winst values do not lie inside their

corresponding boundaries, then the system is
unstable.

Step 4: Publish the results of step 3.

Outputs

• The stability condition for each timestamp.

Parameters used in the algorithm:

• f x, f y, f z : The force values in the x-axis, y-axis,

and z-axis, respectively, at the origin of the F/T
sensor’s coordinate system.

• τx, τy, τz : The torque values in the x-axis, y-axis,
and z-axis, respectively, at the origin of the F/T
sensor’s coordinate system.

Table 6.
The pseudocode of the ROS package was developed to test the robot’s stability.
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contact locomotion procedures, there are several improvements that can be conducted
to further enhance the approach. Some of these improvements include:

• Develop suitable feedback controllers using stability, such as fuzzy feedback
techniques, to control the robot’s forces as well as torques in such a way that robot
always stays in a stable condition. For this, improved position controllers
combined with force/torque-based controllers should be formulated.

• With the presented stability formulation planning, the path of a humanoid has
the capability to be enhanced as the formulation could provide useful
information to determine the robot’s stability based on future movements as
opposed to simply determine if the robot is stable but rather determining
the robot’s stability with respect to the various motions that the robot could
execute.

Although the presented stability method provides a rigorous theoretical frame-
work, the method would benefit from a detailed experimental comparison with
respect to previously formulated stability determination approaches to precisely
quantify its superiority in the real-world scenario, hence improving human-robot
collaboration. Human-robot collaborative systems (HRCS) have emerged as a solution
that aims to satisfy the current demand for highly personalized products, enhance
quality, and reduce costs by combining the skills of humans and robots within a
shared workspace. However, the safety of human operators, and people in general, is
of major concern when located in collaborative workstations and/or common areas. In
this regard, it is envisioned that the methodology presented in this manuscript can
significantly improve safety assurance practices in diverse sectors, including current
applications of the manufacturing industry [20]. In this sense, the integration of
human-robot interactions and safety standards has been analyzed [20], where a
favoring inclination to techno-centered practices has been noticed, where policies
designed for rigid automation are being used for HRCS alike. This, however, brings
additional risks to the well-being of human operators.

Industry 4.0, as the current transformation of manufacturing systems, introduces
a paradigm shift supported by new robotic technologies that together enable the
decentralization of production processes via HRCS [21, 22]. For instance, collaborative
robots (or cobots) have been developed with intuitive interfaces, sensors, and soft-
ware to aid human operators in performing demanding physical tasks (i.e., handling
dangerous materials or executing repetitive operations) [23]. Furthermore, since
HRCS aims to achieve higher flexibility in the production of diverse-sized volumes,
HRCS is being adopted in the manufacturing and other industries as a solution that
mixes, within a shared workspace, the accuracy and repeatability skills of collabora-
tive robots with the dexterity and cognitive capabilities of human operators. This
semi-automated schema, which integrates modern robotics and legacy manual work,
is a promising instrument for mass customization goals [24] in which the methodolo-
gies presented in this manuscript will find useful applications.

5. Conclusions

The proposed theoretical formulation based on the CWS stability approach was
found to be applicable to any continuous (e.g., floor or loose dirt) or discrete (e.g.,
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sharp rocky surface) contact surface that can be represented by an arbitrary set of
three contact points. The proposed approach provides the ability for a fast and effi-
cient stability computation for multi-legged robots operating in a broad spectrum of
applications. Hence, it provides opportunities to deploy humanoids and other types of
robots in various real-world environments as complex as the environments encoun-
tered in hazardous urban search and rescue operations. The developed approach
enables fast and efficient stability computation that can be utilized in a wide range of
applications, such as hazardous spaces, including moving inside collapsed buildings.
The introduced formulations equip roboticists with a superior stability tool that will
enable them to better control robots walking in complex potentially dynamic envi-
ronments. The results from simulations and experimental tests show that the pro-
posed method is a powerful tool capable of computing stability in a very fast way with
reasonable accuracy and reliability. As a result, the proposed approach provides rele-
vant information that can be used to control the body motions of multi-legged robots
so that their actions do not compromise their stability.
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Chapter 6

Perspective Chapter: Dielectric
Elastomer Sensor Capable of
Measuring Large Deformation
and Pressure
Seiki Chiba and Mikio Waki

Abstract

Most of the conventional sensors used for measuring deformation, pressure, etc.,
use metal, ceramics, piezo, or the like. Many of them are very rigid, and when the
object is deformed or when the pressure on the object changes currently, it is neces-
sary to arrange a large number of sensors with different conditions side by side.
However, it is still difficult to measure all changes over time. With the newly devel-
oped dielectric elastomer sensor, even a very thin (0.1–0.2 mm) elastomer thickness
could be deformed in difficult environments (e.g., places with large temperature
changes or large vibrations), and it would be possible to measure any pressure changes
due to its deformation. By applying this sensor, it can be used as a position sensor
(including a three-dimensional sensor) or an acceleration sensor, so that it could be
applied to the control of the arms and legs of a robot, smart shoes, and the like.

Keywords: dielectric elastomer, sensor, pressure, electrodes, CNT, carbon black,
carbon grease, load cells, resin block, flange, sheet, SS curve

1. Introduction

Materials consisting of new metal materials, high-performance polymer materials,
fine ceramics, and composite materials are expected to be used in cutting-edge tech-
nologies that support various industries and economies in the twenty-first century,
along with electronics and biotechnology [1].

Piezoelectric composite materials [2], conductive polymer materials [3], bimetals
[4], etc., are known as composite materials that can be applied as sensor materials.
The former two are excellent materials that combine the advantages of both organic
materials with inorganic materials in a matrix. The latter combines dissimilar metals
to enable temperature sensors.

Engineering sensors are extremely simple devices at the present stage. As seen in
partially integrated pressure sensors and magnetic sensors, they are becoming more
intelligent, but they have not yet reached the level of intelligent sensors. As an
example of the development of an integrated pressure sensor, T. Sarutani et al.
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prototyped an integrated pressure sensor using a shear gauge as a piezo resistance
gauge [2]. The temperature of the pressure sensor is corrected on the same chip. As a
feature of this sensor, the pressure that can be measured is only the pressure at the
time when the pressure is applied, and accurate measurement cannot be performed
unless the temperature is corrected.

As a sensor for measuring elongation, a strain sensor can be mentioned. The type
using a piezo is well known [5]. However, the measurement of elongation is quite
limited. Stretch sensors that support greater elongation using elastomers have recently
emerged. Electrodes were attached to the top and bottom of the elastomer, and the
elements were stacked in several stages for use [6]. It is an application of the so-called
dielectric elastomer (DE). However, since a plurality of these elements are laminated,
it is considered that the flexibility is not so high, so it is considered that the element is
not sufficiently deformed unless the force required for deformation is large.

In this experiment, carbon grease, carbon black, and single-wall carbon nanotubes
(SWCNTs) were applied to thin elastomer films of silicon, acrylic, and hydrogenated
nitrile rubber (HNBR) as electrodes, and each film was used as a pressure sensor.
Then, how each film behaved as a pressure sensor was observed. We also verified the
performance as a stretch sensor by using the same combination of film and electrodes
as above. In this way, we discussed whether a film with the same structure could be
used as an intelligent sensor capable of two different types of sensing.

2. Background of dielectric elastomers (DEs)

DE was first created in 1990 by S. Chiba, R. Pelrine et al. of the Stanford Research
Institute in the United States. After that, various researchers started their own devel-
opment [7–28]. Currently, that development is spreading to DE actuators (DEA) and
DE power generators (DEGs) that generate electricity by reversing the drive [28]. The
concept of the DE sensor was introduced in the latter half of the 1990s, and research
and development are currently underway in this field as well [8–25].

The structure and principle of the DE sensor (see Figure 1) are the same as those of
the DEA and DEG, and the driving principle is that the output of DEA and its elongation
are in inverse proportion to each other. Also, the change in capacitance of the DE sensor
and DEA and its elongation are in direct proportional relationship [9] (see Figure 2).

Figure 1.
Structure and principle of DE sensor.

Figure 2.
Relationship between the elongation of the DE sensor and capacitance.
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The relationship between DEA and capacitance can be expressed by the following
equation;

C ¼ ε
S
d

(1)

Here, C is capacity (F), ε is the dielectric constant of polymer film (F/m), S is area
of Electrode (m2), and d is distance between electrodes (m).

So far, a wide range of research and development have been carried out for various
applications. This research also includes the examination of material types and DE
sensor shapes [10–24]. First, as given an example of the material, H. Sun et al. claimed
that SiR-Fe containing 8% FeCl3 could be effectively used as a medical DE sensor [10].
Perhaps this polymer is hard and unsuitable for precision sensors. B. O’brien et al. made
a DE sensor by using two layers of thick silicone elastomer with a size of 20 mm x
70 mm and applying carbon powder to the electrodes [11]. M. Han et al. proposed a
pressure sensor in which the medical wearable sensor consisted of a carbon nanotube-
polydimethylsiloxane (CNT-PDMS) composite electrode and a porous polymer dielec-
tric layer [12]. The concept is interesting, but this wearable sensor is unlikely to work
well because the electrodes were not flexible enough and polymers used were hard.

H. Liebscher et al. tried to increase the dielectric constant of polyurethane by
adding barium titanate to the polyurethane elastomer [13]. J. Bae et al. tried to control
the robot by feeding back the information [14]. C. Briggs et al. tried to develop a
tactile sensor for a robot’s hand by attaching a dome-shaped DE sensor or DE sensor
mounted on a cylindrical pad to a robot gripper [15]. L. Agostini et al. also conducted
preliminary experimental studies seeking the most influential elements in order to
optimize the performance of hemispherical anti-collision sensors [16].

As an example of circuit studies, K. Jung et al. used modulation technology to
realize DEA operation and its detection and used a system that mixed a low-frequency
signal for operation and a high-frequency signal with small amplitude for detection
[17]. H. Bose et al. tried to create a thicker mat-shaped pressure sensor because the
sensor signal was too small to detect in the sheet-shaped DE [18]. Finally, as an
application example, J. Bae et al. also explained applications using PVDF-based mate-
rials, silicones, and acrylic materials [14]. M. Rosenthal et al. discussed diagnostic tools
for industrial equipment and applicable sensors for system monitoring [19].

R. Walker et al. conducted a unique study of attaching a DE sensor to a wetsuit for
divers as an underwater application for DE. [20]. C. Larson et al. also arranged a large
number of DE sensors on participants’ bodies and tried to apply them to a virtual
reality game that would enable them to play the game by moving their bodies [21]. As
another system research example, a DEA system could be developed that combines a
DE sensor and an actuator to assist the movement of a patient’s fingers, hands, feet,
etc., and to accurately evaluate their rehabilitation progress [22]. R Venkatraman et al.
tried to measure blood pressure using a DEA cuff device [23].

In this way, DEA can be used simultaneously an actuator and a pressure sensor
and/or a position sensor [24]. In the near future, it is expected that the arms and legs
of intelligent robots, nursing care equipment, and the like will become possible. In
addition, a DEA/sensor system that assists the movement of the patient’s fingers,
hands, feet, etc., and accurately evaluates the rehabilitation situation will be possible
[25]. In developing such devices and devices, it is necessary to improve the perfor-
mance of DE sensors. The major factors will be to improve the conductivity of the
electrode and the flexibility of the electrode [26, 27].
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3. Experimental procedure

In this experiment, carbon grease, carbon black, and SWCNT (ZEONANO®-SG101,
Zeon Corp., Tokyo, Japan) were used as electrodes for four types of elastomers to create
DE pressure sensors, and the performance of each was compared. If necessary, soft
resin blocks were laid under the elastomer films to further increase the sensitivity of the
DE sensor. Similarly, for the stretch sensor, carbon grease, carbon black, and SWCNT
electrodes were used for each, and the performance was compared.

3.1 Test materials

In this study, we used a US-made acrylic material (3 M/4905), a US-made acrylic
distortion-corrected film, and a silicon material (ELASTOSIL FILM 2030250). In
addition, hydrogenated acrylonitrile butadiene rubber (HNBR) film synthesized by
Zeon Corp. was used. The thickness of the acrylic material and silicon of the test piece
was 0.5 mm, and the thickness of HNBR was 0.2 mm. HNBR is a material that absorbs
the vibrations of automobile engines and is too hard as it is, so we optimized the
amount of cross-linking agent added and cut a part of the double bond to improve the
elongation [26]. Using the above films and resin blocks, a tensile test and dynamic
viscoelasticity test were also performed to correlate sensor performance with material
differences.

3.1.1 Tensile test

A tensile test of the dumbbell-shaped test piece as shown in Figure 3was performed
using the Orientech tabletop material tester STA-1150. The displacement velocities were
set to 100 mm/min, 200 mm/min, 300 mm/min, and 500 mm/min in order to evaluate
the effect of the displacement velocities on the mechanical properties.

3.1.2 Dynamic viscoelasticity test

The dynamic viscoelasticity tester used was an MCR302 rheometer manufactured
by Anton Paar, and the viscoelastic behavior of acrylic DE and silicone DE in fre-
quency dependence was investigated. The measurement conditions were a frequency
of 0.1–20 Hz, a shear strain of 1%, and a room temperature of 20° C, and the size of
the test piece was 25 mm in diameter.

3.1.3 Elastomer hardness measurements

In this study, the hardness of the acrylic film (3 M/4905), the strain-corrected film
of the acrylic film, silicon (ELASTOSIL FILM 2030250), HNBR film, and resin block

Figure 3.
A tensile test of the dumbbell-shaped test piece.
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materials were measured using Askar C method. The details of the resin blocks are
shown in Section 3.3.

Askar C is a durometer C (spring type hardness tester) specified in SRIS0101
(Japan Rubber Association standard) and is a measuring instrument for measuring
hardness. If Asker C is described as 20 in the physical properties table, it means that
the value measured by the Asker C hardness tester is 20, and contrary to the needle
insertion degree and consistency test, the larger the number, the harder the material.

3.2 How to make a donut-shaped sheet DE sensor

Each elastomer was cut into a circle and molded to an outer diameter of approxi-
mately 8 cm using 100% prestrain. A carbon grease electrode, a carbon black elec-
trode, and an SWCNT electrode were attached to the upper and lower parts of these
films to form a donut-shaped sheet DE sensor (see Figure 4). Carbon grease was
applied as electrodes with a small brush. As the carbon black electrode, a carbon black
spray (carbon black dissolved in a solvent, mixed with a small amount of binder, and
packed in a spray can) was used. In the case of SWCNT electrodes, the electrodes were
attached using SWCNT spray (ZEONANO®-SG101/SWCNT dissolved in a solvent,
mixed with a small amount of binder, and packed in a spray can) [25]. The thickness
of the carbon grease electrode was 100 μm, and the thickness was confirmed using a
double-scan high-precision laser measuring instrument (LT-9500 & LT-9010 M)
manufactured by Keyence. The thickness of carbon black was 70 μm and that of
SWCNT was 50 μm, and the thickness was similarly confirmed using a double-scan
high-precision laser measuring instrument.

3.3 Pressure measurement/evaluation methods using donut-shaped sheet DE
sensors

As an evaluation method for the various DE pressure sensors described above,
pressure was applied using the evaluation system shown in Figure 5 with a resin block
as a cushioning material (Blue Forest Trading LLC: KG-01) laid under the DE sensor.
It was measured using a small precision vise attached to the Z-axis precision stage, and
a load is applied from the top of the donut-shaped DE sensor to deform it. The
experimental donut-shaped DE sensor is installed at the top of the load cell. The load
was measured using a load cell capable of measuring up to 20 kg. The analog signal
output from the load cell was taken into the CPU via a dedicated AD conversion IC
(HX711). After that, the calibration process was performed by the CPU, and then the
measured value was displayed on the LDC. The experimental equipment was cali-
brated using weights of 10 g, 500 g, 1 kg, 5 kg, and 15 kg, and it was confirmed that the
error at each measurement point was within �1%. The electrostatic capacity of the

Figure 4.
An example of a donut-shaped sheet DE sensor (using SWCNT electrode).
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donut-shaped DE sensor was measured using LCR METER (ZM2372) manufactured
by NF corporation.

As described above, in the donut-shaped DE sensor, a conical resin block made of
an acrylic gel sheet was installed in the central part, and the central part was installed
so as to be raised by about 5 mm. Figure 6 shows a donut-shaped DE sensor with a
resin block installed in order to rise the central part by about 5 mm. The shape of the
resin block is shown in Figure 7. The height of the resin block is 6 mm, but this block
is quite soft, and when a donut-shaped DE sensor is placed on it, it sinks 1 mm and
becomes 5 mm. There are two reasons for inserting this resin block:

• To deform the elastomer more greatly, and

• When using as a carbon grease as an electrode, deformation or leakage will occur
if force is applied to the carbon grease layer, so the resin block as a cushioning
materials were adapted. Naturally, it had need to be used to disperse the pressure.

For the acrylic and its strain-removed film, the block shown in Figure 6awas used,
but since silicon and HNBR are hard, it was necessary to enlarge the block as shown in
Figure 6b. The reason is that with a hard film, the block sinks more than necessary,
making it difficult to measure the electrostatic capacity. So, it is necessary to increase
the area that receives pressure (see Eq. (1) above).

Figure 5.
Overview of electrostatic capacity measuring device for donut-shaped DE sensor.

Figure 6.
Donut-shaped DE sensor installed so that the central part rises about 5 mm.

Figure 7.
Shapes of resin blocks used.
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The response speed of the DE sensor was verified by measuring the time from the
time when the load was applied to the DE sensor until the actual capacitance of the DE
sensor changed. The presence or absence of a load on the DE sensor was determined
by monitoring the amount of deformation of the DE sensor using an ultrahigh-
precision laser displacement meter (controller: LC-2400, laser sensor: LC-2440)
manufactured by Keyence Co., Ltd.

3.4 DE sheet-type sensors without cushioning materials

In addition to the above experiments, experiments without cushioning material in
acrylic sheet sensors, HNBR, and silicon sheet sensors using SWCNT electrodes were
executed. The loads were increased from 10 kg to 120 kg at 10 kg intervals, and the
capacitance at each load was measured. The electrodes of sensors used were the
SWCNT spray described above, and the shape was a circle with a diameter of 20 mm.
Figure 8 shows a sheet DE sensor as the experimental prototype.

Figure 9 shows an outline of the experimental equipment. By sandwiching each
prototype sensor in a precision vise and tightening the precision vise, a load is applied
to the experimental sensor to deform it. The experimental sensor was attached to a
precision vise by sandwiching it between acrylic blocks for insulation. For the load
measurement, a load cell capable of measuring up to 120 kg was used. The analog
signal from the load cell was taken into the CPU via a dedicated AD conversion IC
(HX711). After that, after performing the calibration process with the CPU, the
measured value was displayed on the LDC. The measurement accuracy was confirmed
at three points of 10 kg, 30 kg, and 50 kg using a weight whose mass was measured in
advance, and it was confirmed that the error was 5% or less at each point. The
electrostatic capacity that changes due to the deformation of the experimental sensor
was measured using LCR METER (ZM2372) manufactured by NF corporation.

Figure 8.
An experimental sensor with a diameter of 20 mm.

Figure 9.
Outline of the experimental device for sheet-type sensors.
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Next, using a DE sheet sensor with a SWCNT electrode attached to a US-made
acrylic distortion-corrected film, the pressure was applied up to 120 kgf by
sandwiching it between flanges, and its behavior was observed. The meaning of this
experiment is that when bolting the flange, it can be confirmed by the pressure sensor
whether or not the bolts are tightened evenly. Figure 10 shows the installation of DE
sensors on the flange. Figure 11 shows sensor bases with four load cells. Figure 12
shows a pressure change measurement system by tightening bolts using DE sensors.

Acrylic DE sensors (strain removal type) using SWCNT electrodes were installed
at four locations on the flange. Capacitance was measured while tightening only the
lower right bolt (No. 1) (see Figure 12) by 1/2 or 1 turn compared with the others. A
calibration was performed in advance by comparing with the value of the DE sensor
using a load cell with a maximum measured value of 120 kg (see Figure 13). The
flange was fixed with four M6 (φ6 mm) bolts attached at 90° intervals. The DE seat
sensor was attached to the top of the aluminum plate so that it was located right next
to the flange fixing bolt. A glass epoxy plate having a thickness of 0.3 mm is installed
on the surface of the aluminum plate for the purpose of electrically insulating the DE
sensor and the aluminum block (see Figure 12).

Figure 10.
Installation of DE sensors on the flange and flange fixed with M6 bolts.

Figure 11.
Sensor bases with four load cells.

Figure 12.
Pressure change measurement system by tightening bolts using DE sensor.
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As a circuit to take the data from the DE sensor into the PC, four sets of circuits in
which the DE sensor was connected to the CV conversion and the voltage adjustment
circuit were prepared. The output from each amplifier was AD-converted and taken
into the PC.

Figure 13 shows examples of weighing scales using various load cells capable of
measuring up to 120 kg. The load cell alone cannot be used, and a mounting base,
weighted part, etc., are required. For example, the weight of a load cell that can weigh up
to 120 kg is 200 g, but when the mounting base and weighted parts are added, it becomes
about 600 g (see Figure 14). In addition to the above, the load cell for measuring several
kg has a size of 80 x 12.7 x 12.7 mm and weighs about 30 g. Moreover, in order to use the
load cell, a structure that supports the fulcrum with strength that does not deform even
with the maximum load is required, which makes it even larger and heavier.

3.5 Manufacturing method of stretch sensor

The elastomer, which had the best performance with the pressure sensor, was cut
into a rectangle, molded into a width of 3 cm and a length of 5 cm using 100%
prestrain, and an electrode with a width of 2 cm and a length of 3 cm was applied to
the center (see Figure 15). In order to confirm the difference in performance due to
the difference in electrodes, general carbon grease, carbon black, and SWCNT were
used as electrodes. For the method of making carbon grease, carbon black, and
SWCNT electrodes and the methods of checking those thicknesses, refer to 3.2: How
to make a donut-shaped sheet DE sensor.

Figure 13.
Examples of weighing scales using various load cells capable of measuring up to 120 kg.

Figure 14.
Load cell and load cell mount.

Figure 15.
Sample photograph of a stretch sensor (using carbon grease electrode): Measure the change in conductivity while
increasing the stretch by 0.5 cm in the right direction of this sample.
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3.6 Performance comparison by stretch sensor elongation

The change in conductivity was measured while increasing the elongation by
0.5 cm for the sensor using carbon grease, the sensor using carbon black, and the
sensor using SWCNT (see Figure 15).

4. Results

The above various experiments were performed, and the following results were
obtained.

4.1 Pressure measurement result by donut-type sheet DE sensor

The pressure measurement results of the donut-shaped sheet DE sensors prepared
using three types of electrodes and four types of elastomer materials are shown in
Figure 16 (carbon grease electrodes), Figure 17 (carbon black electrodes), Figure 18
(SWCNT electrodes), and those are summarized in Table 1. As shown in Table 1a,
the silicon material (ELASTOSIL FILM 2030250) has a larger maximum measurable
pressure than others. The acrylics have a smaller minimum measurable pressure value
than silicon and HNBR. The acrylic with removed distortion and the acrylic with
remaining distortion, the measuring minimum pressure value of the removing
distortion was about 2 g smaller.

The difference in electrodes did not significantly affect the measurement range.
Furthermore, as in the above, there was not much difference in the detection speed
due to the difference in the electrodes. Silicon is relatively faster than other mem-
branes (see Table 1d). The DE sensor using the SWCNT electrode gave slightly better
results than the others. The DE sensor using the SWCNT electrode gave slightly better
results than the others. The circuit used for the experiment was fixed to the circuit
shown in Figure 5 for the experiment.

Figure 16.
Changes in electrostatic capacities due to load when using carbon grease electrodes.
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Figure 19 shows the results of SS curves and the results of viscoelasticity tests
(storage and loss modulus) of four different elastomers. Table 2 shows the hardness
of the elastomer films and the hardness of the resin blocks used in the experiment.

4.1.1 Experiment conducted without resin cushion material

Figure 20 shows the results of measuring the capacitance by increasing the load
from 10 kg to 120 kg at 10 kg intervals. Furthermore, in Figure 20, “Change in
electrostatic capacity due to load” shows the measured values from 10 kgf to 120 kgf,
but this is a value limited by the measurement range of the 120 kg load cell used for
the measurement. It has been confirmed that the measurement range of the sheet-type
DE sensor used in this experiment can be measured from about 4 kgf (using acrylic

Figure 18.
Changes in electrostatic capacities due to load when using SWCNT electrodes.

Figure 17.
Changes in electrostatic capacities due to load when using carbon black electrodes.
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film with corrected distortion) by changing the load cell used for measurement.
However, in order to unify the experimental conditions, only the values measured
with a 120 kg load cell are shown in Figure 20.

It can be seen that the capacitance of acrylic changes almost linearly from 10 kg to
the measurement limit of 120 kg. On the other hand, silicon changed linearly from
30 kg, but the amount of change decreased from 100 kg. In the case of silicon, the
change in capacitance stabilizes in about 10 seconds, but in the case of acrylic, it took
about 20–25 seconds. Since the silicon used in this experiment is harder than acrylic,
the region that changes linearly is narrow, but the response speed is considered to be
fast. HNBR had intermediate values between silicon and acrylic.

4.1.2 Demonstration experiment to see if bolts are tightened evenly

As explained above, capacitance was measured while tightening only the lower
right bolt (No. 1) (see Figure 12) by 1/2 or 1 turn compared with the others. As a

Material Measurement range (g)

a) Measurement range when carbon grease is used for the electrodes.

Silicone material (ELASTOSIL FILM 2030 250) 30 � 9,000

Modified HNBR 20 � 8,500

Acrylic material made in the United States (3 M / 4905) 10 � 8,000

The film that corrected the distortion of the US-made acrylic 8 � 8,000

b) Measurement range when carbon black is used for the electrodes.

Silicone material (ELASTOSIL FILM 2030 250) 30 � 10,000

Modified HNBR 20 � 9,000

Acrylic material made in the United States (3 M / 4905) 10 � 8,500

The film that corrected the distortion of the US-made acrylic 8 � 8,500

c) Measurement range when SWCNT is used for the electrode.

Silicone material (ELASTOSIL FILM 2030 250) 30 � 11,000

Modified HNBR 20 � 10,500

Acrylic material made in the United States (3 M / 4905) 8 � 10,100

The film that corrected the distortion of the US-made acrylic 5 � 10,100

Material Maximum measurement speed (msec)

Carbon grease Carbon black SWCNT

d) Electrodes and measurement speeds.

Silicone material (ELASTOSIL FILM 2030 250) 69 66 59

Modified HNBR 80 78 68

Acrylic material made in the United States (3 M / 4905) 93 86 73

The film that corrected the distortion of the US-made acrylic 94 88 74

Note: Each of the above measurement data was confirmed in the load cell.

Table 1.
Pressure measurement results of donut-type sheet DE sensor.
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result, it was confirmed that the pressure near the bolt at the lower right was higher
than the others. Figure 21 is a graph showing the change in capacitance when bolts are
tightened. When only the lower right screw (CH1) was rotated 1/2, the capacitance

Figure 19.
The results of SS curves and the results of viscoelasticity tests (storage and loss modulus) of 4 different elastomers.
(a) Tensile test results for 4 types of elastomers. (b) 4 types of Dynamic viscoelasticity test results (upper figure:
Storage, lower figure: Loss modulus).
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was about 22.42 pF. This is equivalent to 8.46 kg when converted to load. In addition,
the capacitance when only the lower right screw is rotated once is about 24.15 pF,
which is equivalent to 30.89 kg.

4.2 Stretch sensor elongation comparison due to differences in the performance
of different types of electrodes

Figure 22 shows the change in conductivity when a DE sensor with carbon grease,
carbon black, and SWCNT electrodes attached to the acrylic that has been subjected to

Figure 20.
Change in capacitance due to load.

Material Hardness (Asker C)

a) Elastomers used for DE sensors

HNBR 50

Acrylic material made in the United States (3 M / 4905) 18.0

The film that corrected the distortion of the US-made acrylic 17.5

Silicone material (ELASTOSIL FILM 2030 400) 59.0

b) Resin blocks.

Material Hardness (Asker C)

Acrylic gel sheet (Blue Forest Trading LLC:KG-01) 10

Urethane gel (EXSEAL Co., Ltd.:H5–100) 2

Note: This time, the experiment was conducted using only the acrylic gel sheet. Next time, we plan to perform comparative
verification using a softer urethane gel sheet.

Table 2.
The hardness of the elastomer films and the hardness of the resin blocks used in the experiment.
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strain removal treatment is stretched by 5 mm. As mentioned in above, the thickness
of the carbon grease electrode was 100 μm.

The thickness of the carbon black was 70 μm and that of the SWCNT was 50 μm.

5. Discussion

Section 5.1 discusses the results of the experiment in this time, and Section 5.2
discusses the possibility of applying DE sensors to robotics and human-robot interac-
tion (HRI).

5.1 Discussion of experimental results

First, the values obtained with all the data in Table 1a, b and c and the sensors
with the four SWCNT electrodes used in the flanges were compared with the values

Figure 22.
The change in conductivity when a DE sensor with carbon grease, carbon black, and SWCNT electrodes attached
to the acrylic that has been subjected to strain removal treatment is stretched by 5 mm.

Figure 21.
Change in capacitance due to measured load: * the load was calculated from the capacitance based on Figure 13.
* CH1: Lower right, CH2: Upper right, CH3: Upper left, CH4: Lower left.
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obtained with the load cell in each case. The values of both types of sensors were
almost the same. With the donut-shaped DE sensor, there was no significant differ-
ence in the measured pressure range due to the difference in the electrodes. The case
where SWCNT was used for the electrode had the widest measurement range. The
reason for this will be described in the stretch sensor section below. When the
SWCNT electrode was used for the acrylic from which the strain had been removed, a
change in capacitance appeared from the time the load reached 5 g, and a change in
capacitance was confirmed up to 10,100 g. With this electrode, however, it is consid-
ered that the change in capacitance was small because the deformation of the resin
block reached the limit at 10,000 g or more. With this electrode, it is considered that
the change in capacitance was small because the deformation of the resin block
reached the limit at 10,000 g or more. Moreover, it changes almost linearly between
500 g and 10,000 g. In the case of the sensors used the other electrodes, however, the
boundary that changes linearly is narrower than that. In this sensor, the capacitance
changes by about 5% by changing the test frequency from 120 Hz to 1 kHz. The reason
is considered to be the influence of the frequency characteristics of carbon grease.
When this electrode is used, the frequency characteristic of AC is worse than
expected, and the capacitance changes more than the deformation of the elastomer.

We also conducted a demonstration experiment to see if it was possible to detect
abnormal bolt tightening on the flange. After tightening the bolt in the lower right of
the flange more than the other three places, we measured the pressures in four places
(including where the bolt was tightened more) with the load cells and DE sensors
using SWCNT electrodes, and each was compared. As a result, it was confirmed that
the pressure of the tightened bolt was higher than the others. In the experiment above,
the DE sensor was placed on the left side of the bolt, but for confirmation, the DE
sensor was placed again on the right side of the bolt, the pressure was checked, and it
was confirmed that the values were the same. When actually using these sensors, it is
better to make a hole in the DE sensor and put it though in the bolt. It seems that this
can be applied to various joints in the future, for example, by tightening pipes and
tires that allow dangerous substances to flow, to support safer operation. The reason
why the capacitance was measured by tightening the lower right bolt (No. 1) with two
steps (1/2 or one turn) is that if those were suddenly tightened with a large force, they
might be damaged. Therefore, two-stage measurement was employed.

In the case of the DE sensor without cushion, in the preliminary study, the film
thickness of the silicon was as thin as 0.5 mm, and it was quite hard, so the range of
change was estimated to be narrow. However, even with silicon, it was confirmed that
the load changed from 10 kg to 100 kg linearly from 30 kg to 100 kg. The sheet-type
sensor using acrylic shows a change in capacitance from a load of several kg, and
changes almost linearly from 10 kg to the measurement limit of 120 kg. HNBR showed
an intermediate value between them. In any case, with a load of 10 kg or less, linear
displacement did not occur, and with acrylic, the limit was about 4 kg. The silicon
weighed 9 kg and the HNBR weighed around 7.5 kg. When measuring a load lower
than this value, it seems possible to measure it sufficiently by adding a cushion
material (this discussion will be described in detail below).

When measuring cases with large pressures, the above three types of DE sensors
could measure in a relatively wide range and could be effective in various applications.
For example, as mentioned above, these sensors have a thin elastomer of 0.5 mm or
less and seem to be effective as a sensor for checking the tightened condition of the
screws in the flange part, which is often used for pipelines and plant piping. It may
also be used as a sensor to detect failures in the flange due to aging or vibration. The
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silicon might be better than the acrylic or HNBR for applications that require faster
measurement speeds.

Next, looking at the four elastomer materials individually, from the SS curve
measurement results (Figure 19a) and (Table 1a and b), the silicon material
(ELASTOSIL FILM 2030250) is harder than other films. So, the film seems to have a
relatively large measurable pressure change range. That is, there is a drag against
pressure, and the film cannot be easily crushed by pressure. The measurement results
of dynamic viscoelasticity support this (Figure 19b) [26]. In addition, the hardness of
the four types of elastomers above was measured using Askar C, and the results were
in the order of silicon, HNBR, acrylic with strain, and acrylic with strain removed.
Thus, evidences support that the explanation above is correct (See Table 2).

As acrylic deforms greatly, it can be detected from the smallest value and can be
measured from 5 g. In other words, acrylic is so soft that it can quickly detect even the
slightest pressure.

That is, as described in eq. (1), when the elastomer is crushed by pressure or some
forces and the electrodes are closer to each other, a larger capacitance can be obtained.
On the other hand, with the hardest silicon, no change was observed at about several
g, and a force of about 30 g was required.

The difference in electrodes did not significantly affect the measurement range,
but in terms of measurement speed, silicon was slightly faster than other films. The
reason is that the silicon film is harder than others, so even if it is pushed by pressure,
it returns quickly to its original state [26]. The speed of acrylic is a little slower than
that of silicon, but it seems to be sufficient for practical use. As shown in Table 1c,
SWCNTs with good conductivity showed slightly better results. The reason for this is
the same as above, and the better the conductivity, the larger the Coulomb force that
can be generated, and as a result, the film is distorted quickly, and the reaction is
quick to return. There was little difference in measurement speed depending on the
electrodes, but it seems that even a small difference in speed could be a key factor for
sensors used in smaller devices such as mm size.

By using a very soft resin cushioning material installed in the center of the donut-
shaped sheet DE sensor used, it was possible to measure even with a slight pressure,
which led to the success of this experiment. Considering the hardness and elongation
of the abovementioned elastomer, it can be inferred that the measurement range can
be changed by changing the material of the cushioning material installed on the
elastomer film [29]. As mentioned in the Background of dielectric elastomers (DEs)
above, if the shape is semicircular, it could come into contact with the object to be
measured faster. In such a form, as the pressure or pushing force increases, the ground
plane of the elastomer becomes larger by that amount, and it is considered that a
sufficient effect in terms of capacitance is produced. In this experiment, a small
cushion was sufficient without having to make such a semicircular sensor shape. In
this experiment, we did not conduct an experiment to change the shape of the cushion
material. If the shape of the cushion material is such that the convex lens is viewed
from the side, it is considered that the pressure range width can be increased while
maintaining the small shape.

Furthermore, we will conduct the experiment again using the ultra-soft modeling
resin: H5-100/H5-600J] manufactured by EXCEL Co., Ltd., as the new cushioning
material. This material is softer than the resin used this time, so it seems that it would
be possible to detect even with a smaller pressure (see Table 2b). The minimum
measurement depends on the hardness of the elastomer used in the donut-shaped
sheet DE sensor, so it is necessary to use a cushion to stretch the elastomer as
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described above. However, in this respect, acrylic, which has a small minimum mea-
surement value, could be an effective material.

As an interesting result, the pressure measurement curve shape from the sheet
type and the donut-shaped DE sensor are opposite of each other. The reason is that in
the case of a donut-shaped DE sensor, the elastomer is stretched by the resin block,
and then an external force is applied, the resin block shrinks, the elongation of the
elastomer is attenuated, and the capacitance is reduced (See Figures 16–18). In the
sheet type, an external force is directly applied to the sheet, and the entire sheet is
stretched, whereby the amount of electrostatic charge increases (see Figure 19a). The
reason for conducting the donut-type and sheet-type experiments was that we wanted
to prove that the donut type could handle the pressure of the gram order to the 10 kg
order, and the sheet type could handle the pressure of the 10 kg order to the 100 kg
order. As shown in the results of this experiment, this is because that it might be able
to serve as a guideline for proper development within industries.

As shown in Figure 19a, one more interesting finding is that when comparing the
SS curves of a film from which the strain of the film has been removed with 3 M
acrylic and the SS curve of the film without removing the strain, the curves are almost
the same to some extent, and the breaking stress is also almost the same. However, it
turned out that the final elongation was different. This is thought to have caused a
difference in the pressure measurement range and measurement speed in this exper-
iment. It is presumed that the film was more uniform and therefore more easily
stretched (see Figure 19a). In addition, since 100% pre-stretching was applied, the
hardness of the acrylic became moderately hard, and dynamic viscoelasticity was also
moderately present (see Figure 19b).

The various DE sensors in this experiment can measure any pressure changes from
deformation instantaneously within the measurement range. It might depend more on
the circuit design. The circuit used this experiment was the same to the circuit
mentioned in Section 3.3. If a circuit having a higher degree of amplification is used
for this circuit, even a smaller change can be measured, so that the measurement
range can be expanded. As mentioned above, the selection of the elastomer material
and cushioning material used for the sensor is important for improving the measure-
ment speed, but the tune-up of the circuit is also important for achieving a faster
measurement speed.

In 2011, the authors of this paper, in collaboration with the Japan Agency for
Marine-Earth Science and Technology (JAMSTEC), examined a DEA that can be
driven even on a 100,00 m deep seabed [30, 31]. Using a pressure chamber that could
reproduce the pressure of the seabed of 10,000 m, a roll-type DEA was manufactured
by rolling a sheet-type DE using an acrylic material, and when an experiment was
conducted, it was able to be sufficiently driven even under a pressure of 10,000 m.
We believe that the DE sensor can be sufficiently driven as a sensor even under a
pressure of 10,000 m if an elastomer with sufficient thickness is used and a cushion
material with an appropriate thickness is selected.

Next, regarding the stretch sensor, the silicon material is harder than other
films, and as a sensor, the operation speed is fast. However, since the elongation
width is small, it seems that the intended use could be limited. Materials with low
dynamic viscoelasticity, such as silicone, might not be well suited for DEA/sensor
materials [26]. In comparison, acrylic is softer and more stretchable than other
films. It could be suitable for DEA/sensor materials. The reaction speed is also suffi-
cient for practical use, and it seems to be optimal as a sensor that matches human
movements. In addition, the pressure change range that can be measured is large.
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Acrylic’s upward-sloping dynamic viscoelasticity supports this evidence (see
Figure 19b).

The difference in conductivity between carbon grease, carbon black, and SWCNT
electrodes is clear, and SWCNT is the most suitable for stretch sensors (see
Figure 22). The SWCNTs are more conductive, but not only that, SWCNTs are
packed in a spray and sprayed to achieve a uniform, thinner electrode [25]. If you look
at a commercial basis, however, the cost of carbon black is much cheaper than
SWCNTs and multi-walled CNTs (MWCNTs). So, this choice should not be
disregarded.

In 2012, we created a system to check how much a finger bends by attaching a DE
sensor with a carbon black electrode on a non-distorted acrylic film to a rubber glove.
(See Figure 23) [31–33].

However, due to the carbon black, the stretch sensor that follows the movement of
the finger did not stretch sufficiently. So, we would like to verify it again with a
system that reflects these data.

5.2 Application to robotics and human robot interaction (HRI)

The best use of the DE pressure sensor is to apply it to finger pressure sensors in
robots or magic hands. This type of sensor is thought to be able to measure pressure
ranging from 1 gram to about 150 kg. Additionally, it is extremely flexible, thin, and
small, so dexterity rivaling that of human fingers could be realized. When working
with humans, it goes without saying that a robot with humans-like abilities would be
easier to work with. S. Chiba and M. Waki used a DEA to create a model in which a
robot finger is driven by tendons similar to those found in a human finger. Next time,
we plan to incorporate DE sensors into this model to create a finger that is more like a
human finger and has senses [34].

If this stretch sensor is used well, it can be used as a three-dimensional position
sensor for the arms and legs of robots and the like. The principle of 3D position sensor
will be explained step by step below.

A stretch sensor is attached to the upper and lower sides of the robot’s arm to move
the arm upward. The upper sensor is extended and the lower sensor is the contracted.
As a result, it is possible to two-dimensionally determine at what angle the arm is bent.
Furthermore, by deploying another pair of sensors on the side of the arm, it is possible
to sense diagonal movement. That is, the three-dimensional position can be easily
determined from the difference between the upper and lower capacitance and the
difference in the capacitance on the side surfaces. For this, a calculation table might be
helpful. In the next experiment, we plan to attach such a sensor to the robot. As it is
now possible to lift an 8 kgf weight by 1 mm or more at 88mms with 0.15 g (0.96 g

Figure 23.
Rubber glove with DE sheet sensor.
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including reinforcement material) of acrylic [25, 35, 36], we will use it for this system.
If you created a finger model that incorporates DEA and DE sensors, it seems that you
could make a human-like finger. In addition, it seems that the arm with three pairs of
the above sensors could detect the speed of movement of the arm. The expansion and
contraction speed of DEAmoving in the three-dimensional direction can be calculated
from the change in capacitance and the position of the arm (based on the information
from the position sensor). Alternatively, each value could be imported as a variable
into such a calculated table. Environmental resistance is also an important factor for
the actual use of robots. Regarding the environmental resistance of DE sensors, silicon
with SWCNT electrodes and HNBR sensors can be used at temperatures 150–200°C
[37]. At low temperatures, silicon is said to be usable down to around �100°C [38]. If
it could be used in this temperature range, it might be expected to be used as a robot
sensor for space environments, deep seas, and extremely cold regions.

6. Conclusion

The difference in the type of elastomers, the thicknesses and shapes of the cush-
ioning materials placed under the elastomer films, the difference in the presence or
absence of distortion of the films, the effect of the difference in the type of electrodes
were examined, and the following conclusions are obtained:

• The silicon sensor has a small deformation, but the reaction speed as a sensor is fast.

• The acrylic sensor has a large amount of deformation, and the reaction speed as a
sensor is practically sufficient. Therefore, it is suitable for stretch sensors. In
addition, as a pressure sensor, it can measure pressure in a certain range width
steplessly.

• In acrylic, compared with strain-removed films and the untreated films, the
treated films had better performance.

• Compared with the difference in measurement speed between each electrode,
but there was no significant difference.

• When four acrylic sensors using SWCNT as electrodes were installed and a bolt
was tightened in a certain place more than the other three, the pressure was
higher than the other three.

• The cushioning material allows you to extend the measurement pressure range.
However, even in the case without cushioning materials, the sensors using the
SWCNT electrodes were able to measure the pressure accurately in a large
pressure range of about 10 kg or more.
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Chapter 7

Perspective Chapter: Fabulous
Design Speed Industrial Robotic Arm
Falih Salih Mahdi Alkhafaji

Abstract

This chapter focuses on the design of a handling 5 Degree of freedom (DOF) robot
arm model for industrial application. Optimal trajectory planning of industrial robots
in the assembly line is a key topic to boost productivity in a variety of manufacturing
activities. The aim is to improve the speed performance using multi techniques
starting from estimating the transfer function of each manipulated joint, then design-
ing the controller for each DOF reached to modeling arm motion. The designed model
has been developed the structural design and testing motion characteristics by using
SolidWorks and Simscape toolbox. To enhance the speed performance, it is proposed
a High-Speed Proportional Integral Derivative controller (HSPID) based on an
improved GA. The comparison response time between uncontrolled and controlled
systems proves that the proposed controller produced extreme reduction responses to
be measured within the Microsecond unit. Based on trajectory motion, the efficiency
of the proposed method is assured by case study motions. The innovative design offers
the best solution to rise accurate performance and productivity.

Keywords: industrial robot arm, TF, Simscape, trajectory planning, HSPID, response
time

1. Introduction

For decades, polymorphic robots are one of the most widely used mechatronic
systems in the industry, which has generated the need to constantly create industrial
robots with more power, speed, and precision for a wide variety of tasks to improve
automation systems precisely offering lower-cost production [1–4]. The manufactur-
ing sector is moving towards industry 4.0 and demands high-end automation in the
process [5]. Due to their great usefulness in the industry, industrial robot arms are
widely used to move material, parts, and tools as well as the welding and painting of
parts [6], offers a powerful performance in terms speed, repetitive and seemingly
intelligent decisions [7–10]. Structurally, a robot arm is constructed from several parts
such as manipulator links, actuators, controller, and sensors where the controller acts
as the brain to manipulate the mechanical parts [11–13]. A robot arm manipulator is
constructed from links and joints to control the robot’s trajectory. The links of such a
manipulator are connected by joints allowing either rotational motion such as in an
articulated robot or translational (linear) displacement. Usually, the end effector is
attached to the end joint of the structure [14–17]. Precise control at each DOF of a
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robotic arm is considered a competitive key to improving performance through the
implementation of industrial robotic arms [18, 19]. The most remarkable controller’s
strategies are impedance control, force control, motion control, and hybrid motion-
force control [20]. On the one side, optimizing the estimation TF model is the most
important criterion to enhance controller’s design [21]. On the other side, the basis for
developing a control system for a robot manipulator is a feedback loop. Therefore, it is
necessary to define input signals such as torque and drive input voltage to achieve the
desired operation [22, 23]. For several decades, the Proportional Integral Derivative
(PID) algorithm is one of the most widely used in the industry for controlling closed-
loop feedback systems, because of the less complexity with the ability to meet desired
controller’s functions for wide scope plant models [24–26]. It stands for three propor-
tional gains: proportional (Kp), integral (Ki), and derivative (Kd), where they should
be jointly tuned to get better performance [27, 28]. Despite having only three param-
eters, the classical PID controller has been unable to meet the sophisticated require-
ments [29–31]. The problem with PID has been identified as poor tuning, which
means that most of the controllers currently in operation have been poorly tuned. This
results in a biased judgment against the PID controllers themselves [32]. The control-
ler tuning greatly affects the control system properties, such as robustness to distur-
bances and noise [33].

Over 50 years, massive tuning strategies have been suggested to realize satisfied
response time characteristics in terms of peak overshoot (Pos), rise time(tr), and
settling time (ts). Optimizing PID controller performance can be achieved by consid-
ering systematic proportional gain adjustments, otherwise, the tuning will be inade-
quate and the process testing will take longer [34]. Tuning and optimizing PID gains
improves the convergence speed and the global optimization by reduces the over-
shooting and transition time of the plant system [35]. In fact, an evolutionary algo-
rithm (EA) presents the best solution to optimize PID gains by adapting to the
system’s nonlinearity [36]. GAs are the first-class category of EA that is commonly
used to generate high-quality solutions to optimize PID parameters, by relying on bio-
inspired operators such as mutation, crossover, and selection [37, 38]. Usually, GA is
applied to optimize a function called fitness function (FF). The FF assists GA algo-
rithms in measuring the quality of the solution of the problem under study and how
effective the solution of the problem [39]. In designing the controller, it is related to
performance indices such as settling time, integral error, and so on, and might be
addressed as a multiobjective function to improve the controller’s response [40].

GAs are satisfied in solving multi-objective optimization problems. A possible
solution to a problem is considered individual. A group of individuals is called a
population. The current population produces a new generation, eventually ceases
when it reaches an individual who represents the optimal solution to the problem
[41, 42]. A conventional GA requires two variables to be determined, a FF composed
of a performance index (P indices) and a genetic representation of the solution
domain. To formulate the performance index for PID controllers, several related
researchers use the following equations to formulate cost functions such as:

integral squared error(ISE); integral absolute error (IAE); integral time squared
error (ITSE); integral time absolute error (ITAE); and mean squared error(MSE) as
illustrated from Eq. (1) to (5) respectively. Besides that, as it is needed to reduce the
error, the FF equation is taken as an inverse of the performance indices as Eq. (6).

ISE ¼
ðT
0
je tð Þj2:d tð Þ (1)
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IAE ¼
ðT
0
je tð Þj:d tð Þ (2)

ITSE ¼
ðT
0
tje tð Þj2:d tð Þ (3)

ITAE ¼
ðT
0
tje tð Þj:d tð Þ (4)

MSE ¼ 1
t

ðT
0
e tð Þð Þ2:d tð Þ (5)

FF ¼ 1
P indices

(6)

Basically, GA problems rely on three operators: selection, mutation, and crossover
[43–48]. In fact, traditional GA generates random population that might produce poor
fitness and low-quality of individuals, leading to consume more time to converge
through optimized solutions. Therefore, the quality of an initial population of indi-
viduals reflected considerably on the GA’s performance to produce an optimal solu-
tion. Most previous techniques concentrate on the quality of the initial population
seeding, such as random initialization, nearest neighbor, and K-means clustering
[49–51]. Some researchers used GA to optimize PID, for instance, Guan and Jau [52],
Swati K. et al. [53], Tanvir ert et al. [54], Gun B. S. [55], and Apriaskar et al. [56]. On
the other side, PSO is one of the EA’s that was developed by James Kennedy and
Russell Eberhart in 1995, for solving practical issues related to optimization, inspired
by the behavior of living things. It has several benefits such as being simple imple-
mentation, featuring a simple concept, efficacious computation, and more cost-
effective, flexible, and balanced mechanism to improve a global and local exploration
abilities [57–60]. Recently, several studies using PSO to optimize PID controllers
such as M. I. M. Zakki et al. [61], V. Bagyaveereswaran et al. [62], Y. Xie and J. Meng
[63], B. A. Arain et al. [64], S. Howimanporn et al. [65].

Regarding previous works for optimizing PID controllers, the PSO is faster than
GA when looking closely at idealistic solutions in case of does not require a detailed
mathematical description of the process for formulating the Objective Function (OF)
to optimize proportional gains, where the drawbacks of PSO are the lack of certainty
that an optimal solution will be found and even the high computational costs associ-
ated with FF [66–68]. Consequently, standard PSOs often fail to solve these complex
problems because they easily get stuck in local optima and converge slowly [69]. One
of the main differences between PSO and GA is the mechanism of perturbing the
solution from the old population to create a new population. These different mecha-
nisms generate a population of solutions with different balances of enrichment and
diversification. For GA, the solutions are arranged based on their fitness values [70].
Based on survey, classical GA is not the best solution with respect to PSO. A serious
downside of GA comes from the way new generations are computed after the first. It
contains a random component that causes generated values to be corrupted during the
early stages of global search. Where proposed methods for initial seeding of
populations are limited. The limited number of this approach motivates this study
because there is room for improvement and finding a better starting population. To
improve GA’s performance, it was proposed to apply a new technique to GA to raise
precise searching constraints by introducing a new Modified Initialization Fitness
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Function (MIFF) technique. The proposed was applied to optimize the PID controller
for each manipulated joint to enhance velocity performance. Model-Based Design
Approach (MBDA) is an advanced simulation technique that is widely used to
improve system design, providing explicit models to define activities in the product
design and development lifecycle [71]. Additionally, rapid technology using
computer-aided design (CAD) enables free-form fabrication of parts with complex
geometries directly from CAD models on CNC machines without the need for special
fixtures as in the material removal process, provides the best tools for developing
products, faster, lower cost and more Competitive Global Market [72, 73]. The col-
laboration between MathWorks and SolidWorks is one of the best solutions for
designing and simulating robot motion, optimizing system parameters, analyzing
results in the Simulink environment, analyzing forces due to torque on mechanical
joints, provides a nice tool for plotting acceleration due to displacement of arbitrary
parts, visualize the motion of CAD assemblies and simplify the physics of mechanical
systems without the need to derive equations of motion [74]. The concept and design
of robotic arms is not a new concept but still, much work and development are
required to enable robots to perform complex tasks. The challenge for robotic tech-
nology is to make it compatible with human tasks and hand movements, such as
grabbing, swapping, and completing critical tasks. In this way, when we were able to
precisely control the movement of the robot, we succeeded in developing the robot
arm [75, 76]. In reality, the precise control of each degree of freedom of a robotic arm
is a great challenge in implementing industrial work [77]. The robot simulation is used
to know the robot torque that will improve and optimize the movement of the arm
robot so the robot can help the industry to produce effectively and efficiently [78].
Nowadays, the modeling and control of mechatronic and robotic systems is an open
and challenging field of investigation in both industry and academia. The mathemat-
ical model of a mechanical system is indeed fundamental for the development of
experimental prototypes [79]. On the other side, optimal trajectory planning of
industrial robots in the assembly line is a key topic to boost productivity in a variety of
manufacturing tasks [80]. The main focus of this work is the design of a 5-DOF
industrial robotic arm that further enhanced speed performance and optimized tra-
jectory planning by modeling an HSPID controller based on improved GA (IGA). The
GA is implemented based on MIFF as demonstrated in [81]. This provides an oppor-
tunity to maximize significantly response time.

The goal is to achieve high-speed performance in designs composed through
motion components, which can be concluded as follows: 1) easily create geometric
robot parts to assemble; 2) modeling and simulation of the robot arm; 3) Minimize the
response time characteristics in terms of tr, ts, and PoS. This can increase the speed of
moving the arm from the initial state point to the final state point and significantly
reduce the cycle time. SolidWorks was used to design the mechanical structure of the
robotic arm. Then perform plugin-based model integration to design controller
models within Simscape compatible models, leads to export (XML) files including the
part’s structure of each component for the base, shoulder, upper and lower arm, and
wrist end effector. All the parts are assembled and a HSPID controller is implemented
in each DOF of the robot using the Simscape blockset to construct the whole system.
Finally, each manipulated joint was examined for in terms of tr, ts, and PoS. This
chapter is organized as follows: Section 2 presents the design methodology, including
modeling the Simscape configuration, estimating TFs of each manipulated joint,
designing the HSPID controller, and a motion detection strategy. Section 3 presents
the simulation results approach for estimating TFs, the response time of the designed
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model with and without a controller, and the simulation results approach for estimat-
ing motion based on three different trajectory signals. Section 4 discusses of the
results. Section 5 summarizes the results and provides recommendations for future
research.

2. Procedure design methodology

This section describes process design techniques including modeling, simulation,
and HSPID controllers. Basically, a robotic arm consists of 5 limbs and 5 joints. To
verify system-level design and simulation models, we need to define the structure of
the system and its behavior. In this work, models related to Solidworks and Simscape
were semantically defined using plugin-based model integration to obtain compatible
structural and simulatable models leads to export of the models in XML file. The
organizational charting procedure design methodology shown in Figure 1 includes
various blocks as shown in the following diagram.

• Mechanical configuration and assembly components.

• Modeling Simscape.

• Estimation TFs of the manipulator’s joints.

• Designing HSPID controller for joint’s manipulators.

• Mimic trajectory planning.

• Analyze response time characteristics and motion results.

Figure 1.
Scheme of design procedure.
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2.1 3D CAD component design and assembly

It is possible to simulate the mechanical behavior of the robot components using
axis material during the motion study of the robot, by using SolidWorks in conjunc-
tion with Matlab to design high-quality control systems, providing the ability to
transform all the component’s parameters into XML files, to be imported a dynamic
parameter of the physical structure into MATLAB environment, including the inertia
matrix calculations for each manipulated joint [82], offers an amazing solution that
could be allowed to perform the drawing of a mechanical model to be applied in as a
real geometric and mass measurements. In this study, the components (rigid bodies)
are built individually and assembled links serially. Figure 2 presents all the designed
rigid bodies of the robotic arm labeled from base to tip: base, shoulder, lower arm,
upper arm, connector, Wrist, and end effector. First, we need to attach the base to the
robot frame, connect the shoulders to the forearms, connect the upper arms to the
forearms via connectors, and connect the wrists to two rigid upper arm bodies. Also,
the end effector must be attached to the object for manipulation. In addition to
determining the size parameters of the system such as body, height, and weight, the
rotation of the rotary joints should be installed. A motion analysis is then presented to
verify the effectiveness of the model configuration in terms of velocity and distance.
Consequently, different parameters with different settings will lead to various results.
Figure 3 shows the whole system constructed based on 5 joints and 5 links.

Figure 2.
Three-dimensional solid rigid parts, (a) lower arm, (b) upper arm, (c) connector, (d) shoulder, (e) wrist, (f) end
effector, (g) base.
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2.2 Modeling Simscape

The Simscape Multibody is used to perform the simulation of links, joints, and
dynamic analysis motion. The 3D solid model contains the robot body and a manipu-
lated joint is being used for assembling the whole system. Further, employ
SimMechanics tools to produce the XML file for each rigid body. The floor blockset
was used as a world frame reference for rigid transformation to set the gravitational
force direction. To investigate the motion parameters and response time characteris-
tics, it was used a scope simulator for this purpose. Figure 4 illustrates the Simscape
model of the whole system, representing the joint revolutions and rigid parts as
follows; base, shoulder, lower arm, connector, upper arm, wrist, and the end effector.

2.3 Estimate TF of the manipulator’s joint

To design a motion controller, we need to estimate the TF for each manipulator
joint. This is considered a significant problem in most previous studies, where poor
estimation accuracy leads to poor controller design [83]. In this subsection, we present
the procedure of estimation TF form utilizing the linear analysis tool for each manip-
ulator’s joint, which represented a nonlinearity plant system. Nine steps were
performed in the estimation as follows:

• Open the Model Linearization Tool from a Simscape model.

• Set Actuation to Motion Selection on the joint rotation, and set Sensing on
Velocity to make a connection with revolution joint system, then highlight the
signals as an analysis point.

Figure 3.
Designed robot model.
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• Select Linearization Manager from the Simulink Apps gallery, to assign the
portion of the model to linearize.

• Choose the Signal in the model to specify an analysis point for the injected signal.
Then select the type of analysis point from the Insert Analysis Points gallery on
the Linearization tab.

• Specifying an additive input to a signal by configuring the revolution block’s
input signal as an Input Perturbation.

• Setting the revolution block’s output signal to be an open-loop output to take the
measurement from the injected signal.

• At this point, the software adds annotations to the model that describe the type of
linear analysis point after the analysis points are finished, and identify the type of
analysis point for the Simscape model for each linear analysis point.

• Select the linear model (transfer function) in the Linear Analysis Workspace,
then choose Result Viewer from the Plots and Results Viewer to see the
linearized model equations.

• To be defined the TF of the other revolution components, repeat steps 2 and 3 for
all signals.

2.4 Proposed IGA

The most important feature of the GA is how it transforms the system output into
a fitness value to depress the errors in the reference trajectories of the plant model-
based PID controller. Therefore, the chosen IAE evolution or FF should be used to
compute the total error between the reference and the system output for each set of
generated PID gains. By proposing two techniques the GA could be significantly
improved. Firstly, using optimization-based tune (OBT) to find the best optimal

Figure 4.
Simscape model of the whole system.
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solution as explained in [31]. Secondly, initialized FF based on the best optimal
constraints to initialize the constraints of GA chromosomes as demonstrated in [73],
to modify initialization FF (MIFF) based on the best optimal constraints using CHR
tuning method to improve constraint’s level of GA chromosomes. This method
represented as a CHROBT, where the proportional gains which resulted by CHROBT

are KpCHROBT

� �
, KiCHROBTð Þ and KdCHROBTð Þ. The mathematical expression of the cost

function can be formulated as in Eq. (7).

Cost Function ¼
Xm
n¼1

∣rn� yn∣
m

(7)

The initial controller gains Kp i, jð Þ, Ki i, jð Þ, Kd i, jð Þ based on the results of CHROBT

can be modified regarding to generated constraints, which are represented as the
following equations:

KpMIFF i, jð Þ ¼ x1 0ð Þ þ KpCHROBT (8)

KiMIFF i, jð Þ ¼ x2 0ð Þ þ KiCHROBT (9)

KdMIFF i, jð Þ ¼ x3 0ð Þ þ KiCHROBT (10)

The population in each generation is represented by a 100 x 4 population (P) matrix
as expressed in Eq. (11), to produce chromosomes number in the population. Each row
represents one chromosome-based MIFF that compromise KpMIFF i, jð Þ, KiMIFF i, jð Þ,
KidMIFF i, jð Þ and fitness values FFMIFF i, jð Þ of the corresponding chromosomes.

P_MIFF ¼

Kp 1; 1ð ÞMIFF Ki 1; 2ð ÞMIFF Kd 1; 3ð ÞMIFF F 1;4ð ÞMIFF

Kp 2; 1ð ÞMIFF Ki 2; 2ð ÞMIFF Kd 2; 3ð ÞMIFF F 2;4ð ÞMIFF

… :: … : … : … :

… : … : … : …

Kp i; jð ÞMIFF Ki i; jð ÞMIFF Kd i; jð ÞMIFF F i; jð ÞMIFF

������������

������������

(11)

The cost function has been minimized subjected to Kp i, jð Þ, Ki i, jð Þ, Kd i, jð Þ as
Eq. (12), Eq. (13), Eq. (14), respectively:

Kp minMIFF ≤Kp i, jð Þ≤Kp maxMIFF (12)

Ki minMIFF ≤Ki i, jð Þ≤Ki maxMIFF (13)

Kd minMIFF ≤Kd i, jð Þ≤Kd maxMIFF (14)

Where Kp i, jð Þ, Ki I, jð Þ, and Kd i, jð Þ are the optimized proportional gains in the
jth area. The error (eMIFF) and the modified cost function-based MIFF might be
formulated as in Eq. (15) and Eq. (16), respectively.

eMIFF ¼ 1� Gp sð Þ ∗C sð Þ
1þ Gp sð Þ ∗C sð Þ (15)

Cost functionMIFF ¼
Xn
1

∣eMIFF nð Þ∣
m

(16)
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Where:
(n) is the order of data depending on sampling time.
(m) is the total number of data.
The cost function was written in m-code for each estimated TF, prepared to be

imported into GA toolbox, to be run the GA-based MIFF (GAMIFF). The boundaries
setting (parameters and operators) were settled as the following:

Iteration: 100;Mutation rate: 0.1; Population size: 100; Arithmetic Crossover; FF: IAE.

2.5 Designing HSPID controller for joint’s manipulators

The control topology relies on the injected signals and the feedback position of the
end-effector for the demands of the robot application. Figure 5 shows the Simscape
model of the robot arm based on the designed HSPID controller which is constructed
from five controllers that are connected with each manipulator’s joint, allowing the
joints to reach the required angles. It was modeled HSPID controllers regarding each
revolution joint IGA to maximize responses with minimal loop interaction and suffi-
cient. The HSPID controller was linked with each revolution joint through motion
input with sample time(Ts) of 0.1 s. The proposed HSPID controller model (C sð ÞMIFF)
and the plant model (GpÞ can be represented in s -domain as Eq. (17) and Eq. (18),
respectively.

Gp sð Þ ¼
Pm

i¼0bi S
i

Pn
j¼0S

j þ aj
¼ b0 Sm þ b1 Sm�1 þ … þ bm� 1 Sm

aoSn þ a1Sn�1 þ … þ an� 1Sn þ an
(17)

C sð ÞMIFF ¼ KpMIFF þ
KiMIFF

s
þ KdMIFF ∗ s (18)

2.6 Mimic trajectory planning

The purpose of the robot controller is to send control signals to the joints so that
the robot follows a particular path [84]. A trajectory is the robot’s position as a

Figure 5.
The proposed HSPID controller based on the whole system.
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function of time, and a path is a geometric description of the motion. Simulation
software can be used to examine the motion of the arm robot and confirm that the
robot follows the path [10, 85]. A trajectory planning of a robot allows us to determine
the continuous position paths that will guide the end-effector of the robot [86]. The
robot arm is designed for various applications, among which are those where the end-
effector to reduce risks industrial risks, in which case a position control is required.
The position control of the robot can be approached in two ways, one referring to the
joint space and the other to the task space. To verify the trajectory planning, it was
utilized Simscape model to simulate the motion while it is in operation bypassing the
exact rigid parameters of the whole system into Matlab environment, besides building
the trajectory block signals containing a position for five different signals, that the

Figure 6.
Trajectory signals under three cases, (a) case1, (b) case 2, (c) case 3.
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robot arm should follow during the motion time. All of the above signals use one of
three motion types: Point-To-Point (PTP), in which the robot positions of the trajec-
tory move between them, or Continuous Path (CP), in which the signals move the
manipulator tip along a given trajectory and the robot then accurately reproduces it.
For displacements, the joint varies from �90° to 90°, and the displacement speed is
modified by manipulating the angular frequency at 1 (rad/s).

As shown in Figure 6, we prepare three trajectory signals to execute three motion
cases over a 12-second time trial to evaluate the maximum admissible torque at the
end effector joint (joint 5), beginning from the initial state to the final state as
presented in Figure 7a–c. The trajectory planning is inspected through multi-shape
signals including straight lines, circles, and parabolic curves, according to the robot’s
sequence to simulate its movement. Therefore, we will run the Simscape model to
simulate the model’s angular trajectory based on the HSPID and display a 3D anima-
tion. Where the joint angles start in a fully extended vertical position at 0 degrees
except the shoulder joint angle is fixed at 90 degrees. Finally, the end configuration
was determined by the angular positions: shoulder = 60 deg., lower arm = 80 deg.,
upper arm = 60 deg., Wrist = 90 deg., end effector = 90 deg.

3. Simulation results

In robot simulation, system analysis needs to be done [87]. The simulation results
covered four subsections: manipulator joint estimation TF, optimization controller
gain, motion results, and response time comparison between proposed controller and
without controller.

Figure 7.
Robot arm motion simulation-based HSPID controller under three case studies, (a)case 1, (b) case 2, (c) case 3.
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3.1 Estimation TF of the manipulator joint

Figure 8 illustrates the best estimation TFs for the manipulator’s joints for the
following components: shoulder, lower arm, upper arm, wrist, and end effector,
which was created by a Linear Analysis application. It was noticed that all resulted TFs
form has estimated in the fourth order system.

3.2 Response time without controller

The response time curves of the uncontrolled system are presented in Figure 9. As
shown in Table 1, it was noticed that the response time parameters measured in the
second unit, that mean the system is very poor responses.

3.3 Optimization proportional-based HSPID

Figure 10 shows the best objectives achieved by IGA. These convergence
results reflected positively to optimize PID gains significantly as illustrated in
Table 2, to be applied on each HSPID controller individually for each manipulator’s
joint.

3.4 Responses based on the proposed controller

Figure 11 shows the response time results based on each common component
HSPID controller with a step signal. The results show a series of system responses
to the robot components’ orientation angle at a set point. The HSPID controller
is a clear reduction response time, but there is some overshoot as illustrated in
Table 3. The tuned linear responses look satisfactory regarding PID gains based
on IGA.

Figure 8.
Resulted estimation TFs of each revolution joint compnents, (a) shoulder, (b) lower arm, (c) upper arm,
(d) wrist, (e) end effector.
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3.5 Trajectory planning results

As shown in Figure 12, three different trajectory signals were injected into the five
joint angles to investigate motion case study in x-y plane. The input values to the joints
are assorted and the angle motion results were obtained. With the orientation
and position vectors as input, the joint angles are obtained as output. A simulated
position of the end effector is introduced to be measured the maximum torque for
each case on scope simulator. The recorded cases 1,2,3 are 0.06,0.038,0.042 N.m,
respectively, as shown in Figure 13. Based on the results, it is proven that changing

Manipulator Joints tr(s) ts(s) Amplitude

Lower arm 1 1 0.01

Shoulder 0.1 0.1 0.01

Upper arm 1 1 0.01

Wrist 1 1 0.01

Table 1.
Uncontrolled system responses for each joint component.

Figure 9.
Response time without controller for each joint components, (a) shoulder, (b) lower arm, (c) upper arm, (d) wrist.
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Figure 10.
The effectivness of the IGA on FF for each revolution joint, (a) shoulder, (b) lower arm, (c) upper arm, (d) wrist,
(e) end effector.

Manipulator joint Kp(E8) Ki (E11) Kd (E4) N (E6) FF(E9)

Shoulder 3.3 7.3 3.3 3.9 5.1

Lower arm 2.4 4.5 3.2 3.8 3.1

Upper arm 3.1 5.9 4 4.7 3.1

Wrist 1.7 2.6 2.6 3 2.9

End effector 4.1 9.4 3.2 3.9 2.9

Table 2.
The optimized proportional gains and FF-based IGA for each revolution joint.
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the angle of any joint would result in a different end-effector position, and the
3D animation confirms that the arm moves quickly and precisely to the desired
configuration.

4. Discussion

To demonstrate the validity of the HSPID controller, we compare the response
time characteristics of controlled and uncontrolled systems. The first response com-
parison includes a robot arm model without a controller, and the second one includes
the model-based proposed HSPID controller simulation results illustrate that the use

Figure 11.
Case 1 response time reduction based HSPID controller for each revolution joint component.

Joint part tr (μs) ts (μs) Pos

Shoulder 56.2 1352 1.047

Lower arm 58.1 1422 1.044

Upper arm 48.5 1221 1.040

Wrist 73 1130 1.041

End effector 48.1 965.7 1.114

Table 3.
Case 1 response time reduction based HSPID controller for each revolution joint.
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of HSPID provides significant reduction. Table 4 refers to the improved reduction
response time ratio (IRRTR) for the tr and ts of the joint manipulators. It can be seen
that the maximum IRRTR for the tr occurs at the upper arm and the lowest at the
shoulder. The ts results show that the greatest IRRTR occurs at the wrist and lowest at
the shoulder. For comparison, the controller can efficiently compensate for orienta-
tion errors and quickly settle to an acceptable target value, providing advantages to

Figure 12.
Trajectory motions of each joint in X-Y plane for three cases, (a) case 1, (b) case 2, (c) case 3.

Figure 13.
The torque results of the end effector joint for three case, (a) case 1, (b) case 2, (c) case 3.
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augmenting the precision of the robot arm. In contrast, researchers can manipulate
other parameters in the system to get more analytical results.

5. Conclusion

In this chapter, the innovation 5 DOF robot arm has been designed by the applica-
tion of SolidWorks side by side with and MATLAB Simscape toolbox for motion
analysis and measuring the dynamics of the proposed model. The organigram of the
design procedure is divided into five steps:(1) Mechanical configuration and assembly
components, (2) Modeling Simscape, (3) Estimation TFs of the manipulator’s joints,
(4) Designing HSPID controller for joint manipulators (5), Mimic trajectory planning,
then analyze response time characteristics and motion result. It is proposed a novel
HSPID controller based on IGA offers a best solution to optimize trajectory planning
and significant effectiveness of joint’s torque.

The motion of the joint angle combinations through various angles and coordinates
is controlled by applying three trajectory signals to manipulate the whole system and
to compare the paths-based proposed controller with uncontrolled in terms of
response time characteristics. For the 12 s trial-tested period, three case studies are
and measure the distance, investigate the dynamic motion simulations, and confirm
the efficiency of the design. It is observed that the HSPID enhanced the IRRTR
significantly for the shoulder, lower arm, upper arm, and wrist in terms of tr by
1850%, 17,280%, 20,701%, and 13,753% respectively, and ts by121%, 755%, 879%,
950%. Thus, the efficiency of the robot arm is confirmed by the case studies, which is
relating to trajectory planning. It is observed that the robot arm utilizes torque more
effectively. Remarkably, the tr simulation results show that the lowest IRRTR appears
into shoulder and the highest into upper arm, where the simulation ts results illustrate
that the maximum IRRTR obtains in the wrist and the lowest in the shoulder. The
main added value of the study is the elaboration and implementation of the new
design method, which offers flexible design and higher-speed motion with less con-
suming energy. Finally, future manufacturing arm could be greatly improved by
applying the proposed innovative design offering the best solution to increase accu-
racy, speed performance, and boost productivity for wide range of a various tasks.
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Joint components IRRTR

tr (%) ts (%)

Lower arm 17,280 755

Upper arm 20,701 879

Wrist 13,753 950

Shoulder 1850 121

Table 4.
Improved reduction response time ratio (IRRTR).
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Design and performance comparison of
variable parameter nonlinear PID
controller and genetic algorithm based
PID controller. In: International
Symposium on Inovations in Intelligent
SysTems and Applications, INISTA.
2012. pp. 1–5

[45] Aly A. PID parameters optimization
using genetic algorithm technique for
electrohydraulic servo control system.
Intelligent Control and Automation.
2011;02(02):69-76

[46] Jayachitra A, Vinodha R. Genetic
algorithm based PID controller tuning
approach for continuous stirred tank
reactor. Advanced Artificial Intelligence.
2014;2014:1-8

150

Human-Robot Interaction - Perspectives and Applications



[47] Suresh P, Aspalli MS. Genetic
tuned PID controller based speed
control of DC motor drive.
International Journal of Engineering
Trends and Technology (IJETT). 2014;
17(2):88-93

[48] Arora S, Singh S. Butterfly
optimization algorithm: A novel
approach for global optimization. Soft
Computing. 2019;23(3):715-734

[49] Mohamed AAS, Berzoy A,
Mohammed O. Control parameters
optimization for PM DC motor in
photovoltaic applications. In: IEEE
International Electric Machines and
Drives Conference, IEMDC. 2015.
pp. 1742-1747

[50] Hassanat AB, Prasath VBS,
AbbadiMA, Abu-Qdari SA, Faris H. An
improved genetic algorithmwith a new
initializationmechanism based on
regression techniques. Infection. 2018;9(7)

[51] Aguila-Leon J, Chiñas-Palacios C,
Vargas-Salgado C, Hurtado-Perez E,
Garcia EXM. Particle swarm
optimization, genetic algorithm and grey
wolf optimizer algorithms performance
comparative for a DC-DC boost
converter PID controller. Advanced
Science Technology Engineering System.
2021;6(1):619-625

[52] Chen GY, Perng JW. PI speed
controller design based on GA with time
delay for BLDC motor using DSP. In:
2017 IEEE International Conference on
Mechatronics and Automation, ICMA.
2017. pp. 1174-1179

[53] Kumari S, Prince P, Verma VK,
Appasani B, Ranjan RK. GA based
Design of Current Conveyor PLD
controller for the speed control of BLDC
motor. In: Computational Intntelligence
and Communication Technology, CICT.
2018. pp. 1-3

[54] Ahmmed T, Akhter I, Rezaul
Karim SM, Sabbir Ahamed FA.
Genetic algorithm based PID
parameter optimization. American
Journal of Intellectual System. 2020;
10(1):8-13

[55] So GB. A modified 2-DOF control
framework and GA based intelligent
tuning of PID controllers. PRO. 2021;
9(3):1-19

[56] Apriaskar E et al. Microwave heating
control system using genetic algorithm-
based PID controller. IOP Conference
Series in Earth Environmental Science.
2022;969(1):1-10

[57] Nasri M, Nezamabadi-Pour H,
Maghfoori M. A PSO-based optimum
design of PID controller for a linear
brushless DC motor. World Academy of
Science, Engineering and Technology.
2007;26(40):211-215

[58] Bhatt K, Bundele M. Review paper
on PSO in workflow scheduling and
cloud model enhancing search
mechanism in cloud computing. IJIET-
International Journal of Innovation.
2013;2(3):68-74

[59] Nabab M. Particle swarm
optimization: Algorithm and its codes in
MATLAB. ResearchGate. 2016;1:8-12

[60] Freitas D, Lopes LG, Morgado-Dias
F. Particle swarm optimisation: A
historical review up to the current
developments Diogo. Entropy. 2020;
22(3):1-36

[61] Mohd Zakki MI, Mohd Hussain MN,
Seroji N. Implementation of particle
swarm optimization for tuning of PID
controller in Arduino Nano for solar
MPPT system. International Journal of
Electrical and Electronic System
Research. 2018;13(11):1-8

151

Perspective Chapter: Fabulous Design Speed Industrial Robotic Arm
DOI: http://dx.doi.org/10.5772/intechopen.108755



[62] Bagyaveereswaran V. Particle swarm
optim controller for Mppt. 2018;9(12):
1057-1065

[63] Xie Y, Meng J. PID control for the
vehicle suspension optimized by the PSO
algorithm. 2018;2018:172-177

[64] Arain BA, Shaikh MF, Harijan BL,
Memon TD, Kalwar IH. Design of PID
controller based on PSO algorithm and
its FPGA synthesization. International
Journal of Engineering and Advanced
Technology. 2018;8(2):201-206

[65] Howimanporn S, Chookaew S,
Sootkaneung W. Implementation of PSO
Based Gain-Scheduled PID and LQR for
DC Motor Control Using PLC and
SCADA. In: 2018 International
Conference on Control and Robots,
ICCR. 2018. pp. 52-56

[66] Nazelan AM, Osman MK,
Samat AAA, Salim NA. PSO-based PI
controller for speed Sensorless control of
PMSM. Journal of Physics Conference
Series. 2018;1019(1)

[67] Latha K, Rajinikanth V, Surekha PM.
PSO-based PID controller Design for a
Class of stable and unstable systems. ISRN
Artificial Intelligence. 2013;2013:1-11

[68] Singh R, Kuchhal P, Choudhury S,
Gehlot A. Design and experimental
evaluation of PSO and PID controller
based wireless room heating system.
International Journal of Computers and
Applications. 2014;107(5):15-22

[69] Xiang Z, Ji D, Zhang H, Wu H, Li Y.
A simple PID-based strategy for particle
swarm optimization algorithm.
Information Science. 2019;502:558-574

[70] Hassan R, Cohanim B, De Weck O,
Venter G. A comparison of particle
swarm optimization and the genetic
algorithm. In: 46th AIAA/ASME/ASCE/

AHS/ASC Structures, Structural
Dynamics & Materials Conference.
2005. pp. 1138-1150

[71] Bensalem S, Ingrand F, Sifakis J.
Autonomous robot software design
challenge. In: Sixth IARP-IEEE/RAS-
EURON Joint Workshop on Technical
Challenge for Dependable Robots in
Human Environments. 2008. pp. 1–5

[72] Shukla RK, Deshmukh DB. A review
on role of CAD / CAM in designing for
skill development. International Journal
of Research and Engineering Science
Technology. 2015;1(June):2016

[73] Aburaia M, Markl E, Stuja K. New
concept for design and control of 4 axis
robot using the additive manufacturing
technology. Procedia Engineering. 2015;
100(January):1364-1369

[74] Rodríguez E et al. Analysis of Robotic
System Motion in SimMechanics and
MATLAB GUI Environment. London,
UK: IntechOpen; 2014. pp. 565-581

[75] Jadeja Y, Pandya B. Design and
development of 5-DOF robotic arm
manipulators. 2019;8(11):2158-2167

[76] Pawar V, Bire S, More S. Review
on design and development of
intelligent robotic arm Generation-1.
International Journal of Innovation
Science and Research Technology. 2018;
3(3):527-529

[77] Ebrahimi N. “Modeling, Simulation
and Control of a Robotic Arm.” 2019. pp.
1–7

[78] Sabri M, Fauzi R, Fajar MS,
Geubrina HS, Sabri FAM. Model and
simulation of arm robot with 5 degrees of
freedom using MATLAB. IOP
Conference Series Materials Science and
Engineering. 2021;1122(1):012032

152

Human-Robot Interaction - Perspectives and Applications



[79] Gasparetto A, Seriani S, Scalera L.
Modelling and control of mechatronic
and robotic systems. Applied Sciences.
2021;11:4

[80] Llopis-Albert C, Rubio F, Valero F.
Modelling an industrial robot and its
impact on productivity. Mathematics.
2021;9(7)

[81] Alkhafaji FSM, Hasan WZW,
Isa MM, Sulaiman N. A Modified GA
based PI controller for DC Motor
Performance. In: Proc. of the 6th
IEEE International Conference on
Smart Instrumentation, Measurement
and Applications (ICSIMA). 2019.
pp. 1–4

[82] Benotsmane R, Dudás L, Kovács G.
Trajectory optimization of industrial
robot arms using a newly elaborated
‘whip-lashing’ method. Applied
Sciences. 2020;10(23):1-18

[83] ALkhafaji FSM, Hasan WZW, Isa M,
Sulaiman N. Prime Asia2019. In: A
HSMDAQ System for
EstimatingTransfer Function of a DC
motor, Prime Asia. 2019. pp. 25-28

[84] Urrea C, Cortés J, Pascal J. Design,
construction and control of a scara
manipulator with 6 degrees of freedom.
Journal of Applied Research Technology.
2016;2:396-404

[85] Amr Nasr A, Gaber E, Rezeka SF.
Design and position control of arm
manipulator; experimentally and in
MATLAB Sim mechanics. International
Journal of Engineering Research and
Technology. 2016;5(8):352-359

[86] Carpio M, Saltaren R, Viola J,
Calderon C, Guerra J. Proposal of a
decoupled structure of fuzzy-pid
controllers applied to the position
control in a planar cdpr. Electronics.
2021;10(6):1-21

[87] Yura J, Oyun-Erdene M,
Byambasuren BE, Kim D. Modeling of
violin playing robot arm with MATLAB/
SIMULINK. Advanced Intellectual
System Computing. 2017;447(January):
249-261

153

Perspective Chapter: Fabulous Design Speed Industrial Robotic Arm
DOI: http://dx.doi.org/10.5772/intechopen.108755





Chapter 8

Healthcare Robots and Smart
Hospital Based on Human-Robot
Interaction
Kazuhiko Terashima, Kazuhiro Funato and Takuyuki Komoda

Abstract

This chapter first introduces the research on next-generation care systems and
stations that the author’s group has actually conducted. Next, the development trends,
challenges, and prospects for smart hospitals, which aim to improve overall hospital
efficiency based on CPS technologies such as sensing, IoT, AI, and big data processing,
in addition to robotics and control technologies, toward the realization of Society 5.0,
are described. Third, the concept of the smart hospital and discussion will be
explained to provide basic knowledge for its construction. Finally, future scope and
conclusion will be described.

Keywords: smart hospital, health care system/station, human-robot symbiosis, health
care robot, social robot

1. Introduction

Society 5.0 is a society in which humans can lead more comfortable and vibrant
lives with the help of AI and robots [1]. This new type of society proposed in the Fifth
Science and Technology Basic Plan in January 2016 includes the Internet of Things
(IoT) [2], big data [3], artificial intelligence (AI), robots, and other cyber-physical
systems (CPS) [4, 5]. The basic technologies are listed below. Along with the smart
society and the smart factory, the smart hospital is one of the targets. Having
established the Human-Robot Symbiosis Research Center at Toyohashi University of
Technology in 2010, the lead author has been engaged in robotics research related to
human-robot symbiosis, as well as research on next-generation nursing care systems
and stations as a project of Japan’s Ministry of Education, Culture, Sports, Science and
Technology. The following robots are considered to perform major work processes for
reducing care work and ensuring greater patient comfort: a patrol robot, an integrated
transfer/transportation robot, an omnidirectional gait support robot, a power-assisted
bed, a social media robot, and a comprehensive system for care scheduling and care.
We have been conducting research and development of the station etc. Therefore, this
chapter first introduces the research on next-generation nursing care systems and
stations that the author’s group has actually conducted. Next, the authors discuss the
trends, challenges, and prospects for the development of smart hospitals that are
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intended to optimize the efficiency of entire hospitals based on CPS technologies such
as sensing, IoT, AI, and big data processing, in addition to robotics and control
technologies, with the aim of realizing Society 5.0. The concept of a smart hospital is
described, providing basic knowledge for the construction of smart hospitals.

2. Research trends and results of next-generation care station
development

2.1 What is the next-generation care station

Figure 1 shows the main tasks in which robots could be used in nursing homes and
hospitals. There are various types of tasks involved in assisting caregivers. However, it
would be wasteful to introduce robots only for specific tasks if sufficient use were not
made for those robots. It is necessary to clarify the position of robots in nursing care
and daily life support, and to introduce robots and systems as a comprehensive
system, taking into consideration the coordination of each task. In addition, showcas-
ing of care systems and care stations that demonstrate the workflow of human-robot
symbiosis and coexistence would be beneficial for future practical use. Although
research on smart spaces and robot houses [6] has been undertaken in recent years,
there have been few showcases for nursing care. They include the Ochanomizu Uni-
versity Ubiquitous Computing Experimental House (aka Ochahouse) [7], where sen-
sors are embedded in the space and the residence is fully equipped with a sensing
system, and the Human Residence House (C-PRH), where research is being
conducted on optimization of the residential environment for the introduction of
robots. In addition, SELF (Sensorized Environment for LiFe) [8], and robotic rooms
are being studied, which are useful for the automation of nursing care [9]. However,
unlike in an automobile factory, these systems are not intended to be completely
unmanned. Rather, the goal is to create a comfortable and safe system conducive to
cooperation and coexistence among medical personnel, patients, and robots. The

Figure 1.
Examples of major tasks for which robots may be used in nursing homes and hospitals. For example, support for
independence, including rehabilitation and daily life support from the bedside.
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Research Center for Human-Robot Symbiosis at Toyohashi University of Technology
has been working on the project “Development of Next-Generation Nursing Care
System and Station to Enrich the Super-aging Society,” which was specially funded by
the Ministry of Education, Culture, Sports, Science and Technology (FY 2012�2018).
We have been conducting innovative and unique research and development with the
aim of developing a system enabling the realization of high-quality services that
provide a sense of healing and hospitality so that people can experience a sense of
purpose in their lives. Our group’s robot is distinctive in that it is not a fully automatic
robot, but an assistive robot focused on human intention that is easy to operate and
use virtually anywhere, giving a sense of security, and aiming for human-robot sym-
biosis. Therefore, we first introduce some representative care robots and care systems
that have been researched and developed by the authors’ group [10].

2.2 Hospital rounds robot Terapio and Patrol robot Kurumi

We are developing a mobile medical checkup robot that performs the two tasks of
moving things and information. We have developed Terapio, a medical rounds robot
that replaces the conventional rounds carts used by doctors and nurses during rounds
in hospitals, and supports the transportation of medical tools and examination work
(recording of medical data) (Figure 2) [11–13]. As a result of examining how to
operate the robot as a medical robot, the need for omnidirectional movement was
considered, especially for bedside maneuvering. Mechanisms capable of omnidirec-
tional movement include the free-roller type, ball type, and caster type, typified by
the omniwheel and the mecanum wheel. The free-roller type transmits power to the
road surface by means of free rollers on the periphery of the wheel. Because of its
simple structure, low cost, and relatively easy control, it is still used as a power source
for general omnidirectional moving platforms. However, because of the free rollers,
this mechanism has a low ability to go over bumps and traverse uneven terrain. In
addition, vibration and noise problems may make it unsuitable for some applications.
The DDSS (Differential Drive Steering System) (Figure 3) [14–16], a unique

Figure 2.
Transition of mobile robots developed by the authors. The upper row shows basic research including Terapio, a
medical round robot. The bottom row shows applied research for practical use including KURUMI.
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differential drive steering mechanism developed by the authors, is used as the drive
system for this robot and equipped with an omnidirectional movement function that
is both quiet and has high performance over bumps. The main body of the robot is
equipped with a range sensor that recognizes the environment in all lateral directions
as well as forward and downward. The robot uses the range sensor to recognize the
environment and has a tracking function to autonomously follow a specific person
while avoiding obstacles. This eliminates the need to prepare map information and a
travel plan in advance. The robot also has a ring-shaped power-assisted handle that
can be operated accurately with a small amount of force when moving Terapio by
direct touch to enable other people to position it at the bedside. The robot together
with the object to be transported weighs approximately 80 kg. Without power assist,
the user is subjected to a large load, but with power assist, the operation is possible
with a small load of 10–20 N. In addition, it has a function that allows patients’
personal information and vital data to be recorded and viewed, including past infor-
mation, and at the nurses’ station, it has a function that allows sending/receiving
rounds data and managing all patient data by a wired connection to an information
server. User authentication is provided to prevent unauthorized viewing and
manipulation of rounds and patient data. The database is encrypted and cannot be
deciphered by direct access. Terapio’s overall integrated system can be switched by
the supervisory controller to autonomous tracking mode, power-assisted mode, and
consultation mode for different types of robot operations. As shown in Figure 2, in
the Aichi Prefecture “Priority Research Project in Knowledge Hub Aichi” from
FY2017 to FY2019, the Toyohashi University of Technology and Sintokogio, Ltd. and
nursing home of the Tenryu Koseikai social welfare corporation were used as field test
sites for practical use in cooperation with the private sector. The robot Kurumi was
developed as a night patrol robot in a nursing home to manage people with dementia.
It is based on Terapio’s basic technology and is equipped with a function that enables it
to move around the facility automatically and to contact caregivers after detecting a
wandering person with dementia. The company is planning to commercialize the
product.

2.3 Transfer and transportation integrated care robot

Until now, two types of nursing care equipment, a patient lift, and a wheelchair
have been required to assist with transfers and transportation in the nursing care field.
Therefore, we analyzed these processes and proposed and fabricated an omnidirec-
tional power-assisted transfer/transportation integrated care robot that combines an

Figure 3.
Structural drawing of the DDSS developed by the authors, an omni-directional wheel that maximizes the efficiency
of two motors and can move instantly in any direction.
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omnidirectional transfer mechanism and a power-assisted lift mechanism, with the
aim of performing these tasks with a single robot (Figure 4) [17, 18]. A mechanism
that can be transformed to the required size at the time of use was designed to enable
use in the home. The minimum height is 1750 mm � 720 mm width � 1050 mm
depth, and the maximum height is 2100 mm � 720 mm width � 1600 mm depth.
Using the prototype integrated transfer/transportation care robot, a series of care
actions were realized, including attaching a sling sheet to a patient in bed, lifting and
lowering the patient in the lift section and moving the patient toward the seat, placing
the patient in the seat, and transporting the patient in the transfer section of the
integrated robot (Figure 5). Experiments have demonstrated that a single robot can
perform two major tasks and is mobile, making it innovative and convenient to use
virtually anywhere. The robot is characterized by the use of multiple power-assist

Figure 4.
The authors have developed a robot that integrates transport and transfer. Power-assisted operation is used for
lifting and lowering and moving the robot so that anyone can use it easily.

Figure 5.
Image of the deformation mechanism of a robot that integrates transport and transfer. The mechanism expands
during transfer operations and contracts when the robot is not being moved or used.
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technologies for the desired task. For example, for patient lifting operations, power-
assisted movements are realized using multiple sensors built into the wires of the lift.
One technology employed is power assist using a tension-type load cell built into the
wire traction section. The load on the wire is detected by the load cell, and the speed of
the traction motor is controlled based on the displacement to perform lifting. In
particular, the controller has been designed to suppress the limit cycle that occurs
during descent work when the machine is grounded, thereby achieving smooth con-
trol. Another technology employed is an optical sensor that detects the tilt angle of the
lift’s wires without contact and moves the main body of the robot based on displace-
ment. This can be done seamlessly with the patient lifting operation, allowing the
caregiver to move the robot body in any direction and at any speed while supporting
the patient with both hands. This allows the caregiver to use both hands to support the
patient, which gives the patient a sense of security, unlike pendant-type switches, and
because both hands are used for support, there is less swaying and thus safety is
enhanced. Furthermore, by employing the aforementioned DDSS in the robot’s
movement mechanism and mounting a control handle with a force sensor on the
backrest, the robot body can move in all directions by power-assist control, enabling
operation in the direction of travel and speed as intended by the caregiver. It is not as
complicated to control as automatic driving and extremely easy to operate. The results
of this integrated care robot research were discussed with medical professionals of
Toyohashi Narita Hospital. They commented on the convenience of using a single
device to perform two processes. In addition, noting that the power-assist system
reduces the workload, they expressed a strong desire to use it. One medical
professional commented that he would like to use the robot in the transfer and
transportation of patients from the bed to the bathing area.

2.4 Walking training robot combining Niltwamor and Lucia

As a consequence of population aging, the number of elderly people with gait
disorders is increasing. Early rehabilitation is important to prevent the elderly from
becoming bedridden and to restore their walking ability. The authors have developed
two walking robots, Niltwamor (Novel Intelligent Walking Mobile Robot) [19–22]
and Lucia [22, 23] (Figure 6). Niltwamor consists of an omnidirectional drive system
using an omniwheel and a laser sensor, and an unloaded weight support system that
suspends the harness independently by two wires. Rehabilitation is considered to be
effective when started early after treatment and is particularly suitable in the acute
phase when the body is difficult to support. In order to increase the degree of freedom
in the direction of gait training, a control system is designed to determine the direc-
tion in which the gait training robot moves and the distance it travels by monitoring
the direction and step width with a laser sensor when the trainee takes a step. A
feature of this system is that the trainee has a high degree of freedom to move in the
direction in which he or she wants to go, rather than being restricted to a fixed
location as in the case of a conventional treadmill. Since excessive floor reaction force
causes recurrence of disability and delay in recovery, and excessive weight bearing
decreases the effectiveness of rehabilitation, we proposed an adaptive control system
that uses sensors to estimate floor reaction force and control the lifting force to keep
the floor reaction force appropriately constant or arbitrary. To evaluate the effective-
ness of the proposed gait training robot, Niltwamor was applied to elderly patients
undergoing gait rehabilitation. The results showed that the robot operated almost
exactly as the patient intended. The physiotherapist commented that the data
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obtained online from the sensor, which measures the unloading force and floor reac-
tion force, enables statistical and theoretical analysis of the relationship with the
treatment effect, which was previously done empirically, and is effective for use as
digital therapy. Lucia, on the other hand, is considered particularly effective for
rehabilitation during the recovery period. The robot’s approach to measuring and
intervening in whole-body movements is promising for motor function rehabilitation.
The Robotics Center at TUT has focused on the importance of supporting motor
recognition during the recovery process of motor function and has designed a robot
system that enhances motor recognition through interaction between a human and a
robot. We constructed a system that measures the gait pattern of a trainee using laser
sensors and cameras, evaluates the gait condition using digital data and a skeleton
model, and determines the gait condition such as a slip gait, a half-turn gait, and a
small step gait. The ideal steps of gait are projected on the floor from Lucia by a laser
point using image projection control to navigate the gait training. When the gait
deviates from the ideal, the vibrator attached to the waist can be controlled to vibrate
and stimulate the senses, such as voice, to encourage the user to walk. Experiments
involving patients with Parkinson’s disease and cerebral palsy verified the effective-
ness of the proposed method by examining the advantages of digital motion measure-
ment and sensory stimulation. In the acute phase, Niltwamor can be used by itself; in
the next phase, Lucia can be used together with Niltwamor as a navigational system,
as shown in Figure 6; and finally, in the recovery phase, Lucia alone can be used for
gait training, for example, and these two paired robots can be used to train gait step by
step. The system can be used for a wide range of applications.

2.5 Power-assisted bed

When moving a bed from a room to a corridor, it is difficult for a single nurse to
move the bed due to the weight and maneuverability of the bed, and turning a bed
with ordinary wheels in a small room is a challenging task. A bed-cum-wheelchair

Figure 6.
Two robots developed by the authors cooperate in a gait training task, with Lucia (left) providing gait guidance
and Niltwamor (right) performing real-time unloaded weight support system that suspends the harness
independently by two wires.
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called “resyone” has recently been developed, which is unique in that a part of the bed
can be removed as a wheelchair for transfer, but the task of detaching the wheelchair
from the bed takes a significant amount of time. The author’s group has developed a
system in which a handle with a force sensor is attached to the rear of the bed, and the
direction of the pushing force is used to determine the direction in which the user
wants to go, and the speed of bed transportation is determined by the magnitude of
the force, taking into account the habits of human operators and automatically con-
trolled by AI [24–26] (Figure 7). Omnidirectional wheels allow the machine to move
instantly in any direction. This enables a single nurse to transport a patient in the
desired direction and at the desired speed without requiring a great deal of force or
turning movements.

2.6 The concept of “weak robots”and social robots in a human-robot symbiotic
society

Good coordination between humans and robots is necessary for a society where
humans and robots coexist, not to mention in nursing care facilities. Professor Michio
Okada of Toyohashi University of Technology has proposed the concept of “weak
robots” and has developed a theory and applied it in various fields. He believes that if
a robot is too close to perfection and too strong, people are less likely to approach it
and that a robot with imperfect elements is often more suitable for daily life [27–29].
For example, unlike Roomba, the Trash Can Robot does not do all the work itself.
Children who see it tend to become friendly toward it and actively try to help the
robot by picking up trash. Such a response is an important aspect of a rich human life.
Extending this idea, we have developed a communication robot Moo and other robots
with the aim of stimulating communication and collaboration between caregivers and

Figure 7.
Power-assisted nursing care bed developed by the Authors can be moved in Omnidirectional. The traveling cart,
which is add-on to a commercially available care bed, can be easily moved back and forth, left and right, and
swiveled by a single person by lightly applying force to the operating handle.
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those who need care. Expanding on these studies, we are currently designing and
developing various interfaces for social robots (Figure 8).

2.7 Care systems and care stations that have been developed

2.7.1 Care scheduling system that coordinates caregivers and care robots

As an example of a care system, we introduce our approach to care scheduling
(Figure 9) [30, 31]. For people requiring nursing care to use nursing care facilities
safely and comfortably, it is important to be able to provide the services desired by the
users (persons requiring nursing care) on a just-in-time basis. On the other hand, as
the population of people requiring nursing care increases, the burden on caregivers is
increasing year by year. Caregiving is hard work, both physically and mentally, and
there is an urgent need to reduce this burden as much as possible. In other words,
there is a need to create a care plan that improves patient satisfaction and reduces the
burden on caregivers. The authors’ group has therefore applied combinatorial auction
theory to construct a care planning support system that automatically creates a
schedule, takes into account the user’s preferences for services and caregivers, and
determines the assignment of caregivers, including collaboration with robots that
reduces the caregivers’ burden. Care planning is an urgent issue for nursing homes
and hospitals, and this care planning support system needs to be verified in the field in
the future.

2.7.2 Nursing care station

To create a showcase for care stations, it is important to develop fundamental
technology covering simulation software and animation, scheduling and optimization,

Figure 8.
Weak robots—research on social implementation of relational robots. A weak robot does not hide its weaknesses
and imperfections. Rather, by disclosing its weaknesses in moderation, the robot successfully draws out the
“strengths and kindness” of those around it.
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Figure 9.
Care scheduling using combinatorial auctions developed by the Authors. Optimization of resources both improves
user satisfaction and reduces the burden on providers.

Figure 10.
The authors’ prototype nursing station showroom. By placing the various robots developed in the showcase, it is
possible to verify not only from the perspective of researchers but also from the perspective of users what kind of
robot fits in the nursing-care field.
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control software for coordinated work of care robots, monitoring and surveillance,
and evaluation and redesign. A showcase for care stations is essential for visualizing
the concept and presenting the results. This will provide a venue where medical pro-
fessionals, researchers, engineers, manufacturers, and those involved in sales and
marketing can gather at any time and make it easier for them to create usable prod-
ucts. In terms of providing a venue, the development of a showcase for nursing care
robots would also be useful. Figure 10 is a photograph of a showcase that is part of a
care station [32, 33]. Our project pursued development of major care robots as a
comprehensive system and involved coordination of robots, care scheduling consid-
ering the use of robots, assistive robots considering the roles of humans and robots in a
human-robot symbiotic society rather than full automation, social media robots, etc.
The main elements of our project were included in the presentation of the 2018
Ministry of Education, Culture, Sports, Science and Technology project’s final results.
We have achieved a certain level of success and will continue development with a
view to realization of smart hospitals.

3. Smart hospital initiative

3.1 What is a smart hospital?

A smart hospital [34] is a new type of hospital that combines information technol-
ogy and medical technology to ensure the quality of medical care in the coming super-
aged society, curb the increase in medical costs, improve international competitive-
ness in the medical field, and reduce the burden on medical personnel. Also called an
AI Hospital [35], it is a facility that will serve as a base for medical care aimed at
Society 5.0. Progress toward Society 5.0 in the medical field is divided into four
categories: Comfortable living, Health promotion, Optimal treatment, and Reduction
of burden (Figure 11). Medical big data will be created with digitized medical infor-
mation and patient health information obtained through IoT devices. The aim of this
project is to utilize AI technology to improve health management for everyone and
treatment outcomes for patients, provide diagnostic assistance to reduce the burden of
medical treatment, and support medical education and communication with patients.

Source: Cabinet office: Examples of Creating New Value in the Fields of Healthcare
and Caregiving (Society 5.0). https://www8.cao.go.jp/cstp/english/society5_0/
medical_e.html

3.2 What the smart hospital aims to achieve

The advantage of smartization is that it enables optimization for individual
patients through the use of data. Capitalism up to now has aimed at the happiness of
the greatest number of people by raising the average level, but by responding to
individual needs through the use of smart technology, it has become possible to
achieve the greatest happiness in terms of diversity of outcomes as well as for the
greatest number of people. Smart hospitals aim to achieve the four above-mentioned
goals, which are readily divisible into two categories. The first concerns the provision
of what not only patients visiting the hospital but also everyone in the community
wants from the hospital (Table 1), and the second concerns reduction of unnecessary
work and tasks so that doctors and nurses can better perform their duties (Table 2).
What everyone wants from hospitals is an integrated experience that makes them feel
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Figure 11.
Society 5.0 in the medical field. AI analysis can provide appropriate resources for various requirements such as life
support, health promotion, optimal treatment, and burden reduction.

Provide what people need

• Online reception and automated accounting, but convenience alone is not enough

• Provide an integrated experience that makes people want to visit the hospital and be glad they did

• Responsibility as a health information center to manage the health of the community

• Health management from the viewpoint of pre-symptomatic disease through the Internet of Medical
Things (IoMT).

• Explanation of treatment details using augmented reality (AR) etc.

Table 1.
What the smart hospital aims to achieve #1.

What helps doctors and nurses perform their duties better

• Online reception, order management service, medical appointment management application

• Speech input, natural language, and AI-based diagnostic assistance

• Patient risk behavior management by IoMT

• Robots to assist in treatment (surgery, catheterization, etc.), patient care and material handling

• Creation of medical education tools using augmented reality (AR) etc.

Table 2.
What the smart hospital aims to achieve #2.
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good about visiting a hospital, as well as the ability to manage community health from
the early stages of disease, enabling early detection and treatment of illnesses and
early reintegration into society. The smooth transmission of various information, such
as health management and early detection of disease using a wearable device with
electrocardiogram and other functions, medication management using a smartphone
application, alert functions such as the date of a return visit and the order of calls,
online reception and automatic accounting, etc., will provide convenience for patients
and everyone else. All these elements will contribute to the enhancement of the
system. In addition, AI interviewing and diagnostic assistance in the field of medical
care will not only shorten the time required for medical treatment but also contribute
to an accurate diagnosis. Dictation and natural language software can reduce the time
spent on manual entry of medical records, allowing doctors and nurses to spend more
time face-to-face with patients, which is the essence of medical care; patient behavior
monitoring using IoT devices can help manage risky patient behaviors such as acci-
dental falls and self-extubation. The use of robots in healthcare can also reduce the
burden of various tasks such as guiding patients and carrying items. It is also effective
in providing medical care in the midst of infectious diseases such as the current
COVID-19 pandemic and in preventing the spread of such diseases. It has also been
reported that in the medium term it will contribute to reducing the cost of healthcare
[36]. Thus, the combination of information technology and medical technology is
expected to improve the quality of medical care in various situations.

4. Discussion

In the U.S., the introduction of electronic health records (EHRs) progressed owing
to the promotion of IT in the medical field during the Obama administration. The U.S.
is a vast country, and the need for telemedicine is high. Subsequently, hospitals, which
serve as hubs for digital health, have become smarter and the momentum is acceler-
ating under the influence of COVID-19. China, Australia, and the United Kingdom are
also making progress in digital health, with progress in these countries also led by
government. Compared to these countries, Japan’s digital healthcare is considered to
be more than a decade behind. In a report issued in 2015, the OECD (Organization for
Economic Cooperation and Development) ranked Japan last among OECD member
countries in health information governance and utilization. The reasons for this are 1.
ambiguity as to which government department is responsible for the digitization of
healthcare; 2. the Galapagos syndrome affecting medical data handling and EHRs,
which are also legacy systems; and 3. the impact of the “2000 problem” related to
personal information protection legislation on personal health records (PHRs) [37],
which prevents PHR standardization. Until a few years ago, Japan had sufficient
technology for digitization, but the legal environment was not conducive to its use.
However, the government has begun pursuing initiatives to overcome this impasse: In
2019, the Ministry of Health, Labor, and Welfare established the “Consortium for
Accelerating AI Development in the Health and Medical Sector” and began
government-led activities. In 2020, the Cabinet Office launched a project for social
implementation of “Advanced Diagnosis and Treatment System by AI Hospitals,” and
as part of the project, the AI Hospital Promotion Center was established within the
Japan Medical Association in 2021. And with the establishment of the Digital Agency
and revision of the Personal Information Protection Law in 2022, standardization of
PHRs and their widespread use are expected. The groundwork is now being laid for
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the standardization of digital health and smart hospitalization. Figure 12 is the image
of smart hospital concept by Kazuhiko Terashima, Toyohashi University of Technol-
ogy, and Masami Takahashi, Masami Design Co., Ltd.

5. Future scope

An indispensable element to promote digital health and smart hospitalization is
healthcare-industry collaboration. Until a few years ago, the healthcare sector was
treated as off-limits, an inviolable sanctuary. However, we believe that the time has
come to recognize that this attitude has hindered development of the healthcare sector
and that change is overdue. Mutual understanding is essential for smooth healthcare-
industry collaboration, and this requires the recruitment and training of human
resources capable of working across the boundaries of medicine and engineering.
Currently, we consider it necessary to have personnel who can translate needs in the
medical sector, including those at the bedside, into the language of engineering and
communicate them to those involved in development work and at the benchside
[38–40]. In the future, we would like to see healthcare professionals who can do their
own programming and engineering professionals who can serve as leaders of medical
engineering in the medical field, and we would like to see the emergence of proactive
personnel with skills and perspectives who are not content with the status quo. The
Toyohashi University of Technology and the Smart Hospital Joint Research Chair were

Figure 12.
The Smart Hospital Conceptual Diagram imagined by K. Terashima and M.Takahashi. A hospital of the future
where people, IoT, AI, and robots can coexist in optimal symbiosis and perform efficient medical operations that
are friendly to patients and healthcare professionals.
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established, and research has begun on: 1. the application of speech recognition and
natural language processing to electronic medical records; 2. image diagnosis support
using AI; and 3. the application of behavior recognition technology in the medical
field. We would like to provide useful digital health services to patients and the entire
community by combining the data we have accumulated in our clinic with the
university’s advanced technology. Through our activities, we hope to develop a cadre
of consummate professionals and invigorate the digital healthcare industry.

6. Conclusion

This paper began by introducing the research on next-generation nursing care
systems and stations that have been developed by the authors’ group, which are
closely related to smart hospitals. Pursuing human-robot symbiosis, the authors’
group has developed an assistive robot, which is not fully automated but follows
human intention by distinguishing those tasks that are better performed by a human
and has also developed a robot that is easy to operate, safe and secure, and comfort-
able to use. In addition to introducing those robots, the paper introduced care sched-
uling as part of a total system and referred to a showcase for care stations. Next, the
paper presented an overview of smart hospitals and points to keep in mind as the
project progresses. We believe it is important to deepen healthcare-industry collabo-
ration and to train people capable of fulfilling important roles in the digital healthcare
industry. We hope our work will stimulate future research and development of smart
hospitals.
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Abstract

Agriculture continues to be the primary source of income for most rural people 
in the developing economy. The world’s economy is also strongly reliant on agricul-
tural products, which accounts for a large number of its exports. Despite its growing 
importance, agriculture is still lagging behind to meet the demands due to crop failure 
caused by bad weather conditions and unmanaged insect problems. As a result, the 
quality and quantity of agricultural products are occasionally affected to reduce the 
farm income. Crop failure could be predicted ahead of time and preventative mea-
sures could be taken through a combination of conventional farming practices with 
contemporary technologies such as agri-drones to address the difficulties plaguing 
the agricultural sectors. Drones are actually unmanned aerial vehicles that are used 
for imaging, soil and crop surveillance, and a variety of other purposes in agricultural 
sectors. Drone technology is now becoming an emerging technology for large-scale 
applications in agriculture. Although the technology is still in its infancy in develop-
ing nations, numerous research and businesses are working to make it easily acces-
sible to the farming community to boost the agricultural productivity.

Keywords: agriculture, crop productivity, drone technology, unmanned aerial vehicles, 
farm income

1. Introduction

Intensive agriculture has a number of detrimental environmental consequences. 
It contributes significant amounts of nitrogen and phosphorus to terrestrial ecosys-
tems [1]. Agricultural chemicals pouring into adjacent water are also contributing to 
increased contamination of water bodies, as well as damage to water-related ecosystems 
[2]. Excessive fertilizer application can pollute the environment, but insufficient 
fertilizer application to replenish nitrogen and phosphorus lost via intense cropping 
can cause deterioration of soil fertility [3]. Furthermore, substantial soil deterioration 
is posing the ecosystem to reduce the productivity of many soils [4]. In addition to the 
environmental effect, the health risks associated with chemical usage in agriculture 
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must be taken into account. Agricultural workers, their families, the residents of the 
areas surrounding crops, and farming sites may be at risk from toxins [5]. Furthermore, 
pesticides are absorbed by crops and natural resources posing a growing risk to animals 
and people, as well as having significant negative public health consequences [6]. These 
fatal consequences can be reduced by autonomous precision agriculture where chemi-
cals like fertilizers and insecticides are only applied in the places of need rather than 
blanket application. Water deficiency, nutritional stress, and disease may be localized to 
assess, and a choice can be taken to solve the problem. In this regard, drones have been 
used in agriculture for large-area inspection, smart targeted irrigation, and fertilization 
[7, 8]. Some of the current uses of agriculture drones are monitoring of crop biomass, 
crop growth, food quality monitoring, and application in precision farming, such as 
determining the density of weed populations for site-specific herbicide treatments 
and logistic optimization of resources [9]. A few technical instances of drone applica-
tion in precision farming are crop monitoring [10], pesticide application [11], soil 
and field analysis [12], and crop height estimations [13]. Special camera systems may 
gather excellent information from an unseen section of the electromagnetic spectrum 
termed Near-Infrared (NIR) to confirm the presence of algae in rivers or oil spills near 
coastlines [14]. All of these applications need the processing of pictures captured by a 
drone-mounted camera. The ability to detect regions where heavy irrigation is required 
or where a foliar disease is growing using a drone-mounted infrared camera can assist 
agronomists to save time, water, and agrochemicals. Simultaneously, better agricultural 
practices may result in higher crop output and productivity to enhance farm income. 
Recent years have seen a surge in interest in Human-Robot Interaction (HRI) from the 

Figure 1. 
Interaction between drones and farmers to double farming income.
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academic community, government laboratories, IT companies, and the media [13]. 
Due to this interest, it would be beneficial to provide a general overview of HRI to act 
as a primer for individuals outside the field and to promote discussion on a common 
understanding of HRI inside the field. The body of literature is rapidly expanding with 
a focus on the technical disciplines of mechanical and electrical engineering, computer 
and control science, and artificial intelligence. The goals of drone usage are to provide a 
cogent overview of HRI-related concerns for emphasizing key themes on difficult topics 
that will probably have an immediate influence on the farming profession. The empha-
sis is on putting in place a multifaceted strategy to boost farmers’ income by increasing 
productivity through the creation of resources (Figure 1).

2. Unmanned aerial vehicle

An unmanned aerial vehicle (UAV) can fly without a human pilot and is controlled 
by radio [15]. UAVs fill the void left by human mistakes and inefficiency in tradi-
tional farming practices. The goal of implementing drone technology is to eliminate 
any uncertainty or guessing and instead focus on accurate and dependable data [9]. 
Weather, soil conditions, and temperature are all important aspects of agriculture. 
Agriculture drones enable farmers to adapt unique circumstances and make thoughtful 
decisions. Multi rotors are a type of UAV that may be further defined by the number of 
rotors in its platform [5]. In the previous two decades, several types of UAV models such 
as Quad copter [16–18], Hexa copter [12, 13, 19], Octo copter [10, 20, 21], Fixed Wing 
[22–24], and Single Rotor Helicopter [11, 25–32] have been deployed. Fixed wing UAVs 
have a completely different design from multirotor. A single-rotor helicopter features 
only one large rotor on top and one little rotor on the UAV’s tail. Quad copters, Hexa 
copters, and Octo copters are multi-rotors with four, six, or eight rotors, respectively 
that lift and propel them. A quad copter is a type of UAV with four rotors. These rotors 
are responsible for the quad copter’s lift. The two opposing rotors rotate in a clockwise 
direction, while the other two rotate in a counter-clockwise direction. Pitch (backward 
and forward), roll (left and right), and yaw (clockwise and counter-clockwise) are the 
three modes of quad copter movement around the axis [5].

3. The architecture of a drone for precision agriculture

Drones are semi-autonomous in precision agriculture, as well as in disaster 
assistance, construction inspection, and traffic monitoring [9]. In that instance, the 
drone must follow the definition of a straight path in terms of waypoints and height. 
As a result, the drone must have a positioning measurement system such as the Global 
Navigation Satellite System (GNSS) on the board in order to determine its location 
in relation to the route points. It also has an altimeter such as barometer, laser altim-
eter, or ultrasonic sensor for flighting at consistent heights. The APM Planner is an 
example of software for determining the mission trajectory. According to Brzozowski 
et al. [33], the fundamental design of a drone comprises the following components: 
(a) frame, (b) brushless motors, (c) Electronic Speed Control (ESC) modules, (d) 
control board, (e) Inertial Navigation System (INS), and (f) transmitter and receiver 
modules. Multispectral, infrared, RGB (Red-Green-Blue), and Light Detection 
and Ranging (LiDAR) systems are among the sensors integrated into drones in 
precision agriculture [9]. The status of the observed vegetation is quantified using 



Human-Robot Interaction - Perspectives and Applications

178

multispectral cameras in terms of chlorophyll content, leaf water content, Leaf Area 
Index (LAI), ground cover, and the Normalized Difference Vegetation Index (NDVI) 
[2]. Due to the elevated temperature of stressed plants, thermal cameras have shown 
a significant potential for detecting water stress in crops. A drone that uses thermal 
and multispectral sensors has the potential to monitor vegetation in a very less period 
of time [34]. To digitize the terrain surface and produce the Digital Terrain Model 
(DTM) or Digital Surface Model (DSM) of the monitored region, RGB cameras, and 
LiDAR systems are commonly used [35]. The DTM depicts the soil’s ground level 
without taking into account plant height. The DSM, on the other hand, depicts the 
earth’s surface and all of its inhabitants. The DSM and DTM are extrapolated using 
the commercial program Pix4Dmapper [35]. By subtracting the DTM from the DSM, 
the differential model of the vine rows is produced. The UAV is equipped with a num-
ber of components that allow it to regulate its mobility in response to the perceived 
surroundings (Table 1). A drone that may be used for precision agriculture must meet 

Component Function

Accelerometer For quantity the acceleration the UAV

Air Pressure Sensor Gases or liquids measurement

Altimeter Elevation measurement

Anemometer Wind Speed measurement

Barometer To measure the atmospheric pressures

BLDC To motion control

Camera (RGB) To capture visual images

Digital Temperature Temperature measurement

ESC Regulation of the speed of BLDC

Filter papers Fine substances separation

GPS Offers geo location of an entity

Gyro For rotational motion

Humidity indicator To quantify the moisture in air

Hyper spectral camera Images at narrow spectral bands

IMU Angular rate and forces measurement

Laser scanner 2D To captures shape of the entity

Magnetometer Magnetic field measurement

Microsoft Kinect For motion sensing

Multispectral Camera Images at specific frequencies

PWM controller For pulsing signal

Telemetry To obtain live data from UAV

Thermal Camera For recording low light imaginary

Video Camera To capture electronic motion of the objects

Water sensitive paper For spray coverage assessment

WSN Sensing the environmental conditions

Table 1. 
Hardware components of the drone.
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the required capabilities namely (a) the drone must fly according to the waypoints, 
(b) the drone must control its height of flying, (c) avoidance of obstacles during the 
flight, (d) the drone must automatically land based on the state of the battery, and 
(e) the acquired images must be stabilized [9]. Their hardware implementations are 
entirely dependent on important factors such as weight, range of flight, payload, 
configuration, and prices [5]. Hardware component assembly, software system 
integration, aerodynamic modeling, autonomous flight control, and implementations 
in the farming sectors are among the important ingredients required in developing a 
miniature autonomous unmanned rotorcraft aircraft [28].

4. Precision agriculture with the use of drones

Drones are UAVs that are utilized in a variety of businesses for monitoring [36]. 
Until now, they were largely employed by enterprises in the mining and construction 
industries, the army, and hobbyists. However, drone technology is now becoming more 
widely available for application in agriculture (Figure 2) [37]. For instance, Yamaha 
RMAX is a petrol-powered unmanned aerial vehicle created for pesticide spraying 
in Asian rice fields [26]. Despite the fact that the technology is still in its infancy in 
agriculture, numerous businesses are working to make it readily available to farmers 
to boost agricultural productivity. Agricultural drones can be used for soil and field 
studies to help in field planning. They can be used to mount sensors that measure soil 
moisture content, topographical conditions, soil conditions, soil erosion, soil nutri-
ents, and soil fertility. For drones to successfully integrate into human environments, 
they must be dependable and secure. When utilized to aid humans physically, drones 
should reduce human stress and tiredness, boost human force, speed, and precision, 
and overall enhance the quality of farming life. Humans, on the other hand, may pro-
vide expertise and comprehension to make sure that tasks are completed appropriately.

4.1 Application of drones using multispectral and thermal cameras

It is possible to estimate chlorophyll absorption, water deficiency, pesticide 
absorption, diseases, and nutritional stress in precision agriculture using reflectance 
measurements [9]. Each pixel in the generated image has a sampled spectral measure-
ment of the reflectance, which may be read to identify the substance present in the 
scene after post-processing [37]. A crop monitoring system for pesticide spraying 
with UAV comprises of an automated drone and a sprinkling system with a multi-
spectral camera [5]. The sprinkling system is linked to the UAV’s lower section, 
with a nozzle beneath the pesticide tank that sprays the pesticide downstream. The 
multi spectral camera scans the whole crop field and provides a spatial map as the 
first method of monitoring. This map shows the status of the crop using NDVI, and 
the farmer then decides which herbicides and fertilizers are required to use on the 
crop. The acquisition of spectral image data involves four resampling operations or 
calibrations namely spatial, spectral, radiometric, and temporal [9]. The Ground 
Sample Distance (GSD) refers to the spatial sampling in which the distance in meters 
is measured on the ground between two successive pixel centers. It is determined by 
the sensor aperture and the height of the flight. In contrast, in spectral sampling, 
decomposing the radiance obtained in each spatial pixel into a finite number of wave-
bands is carried out. In radiometric sampling, the resolution of the Analog to Digital 
Converter (ADC) used to sample the radiance obtained in each spectral channel 
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correlates to the radiometric resolution. Temporal sampling, on the other hand, refers 
to the collection of several spectral photographs of the same scene at various times. 
These four sample processes must be considered while designing a flight operation 
using a multispectral camera and drone platform. The photos were taken by the drone 
offer data related to the radiance in each pixel. Image processing algorithms are used 
while measuring reflectance to adjust for effects owing to atmospheric absorption 
and the spectrum of solar light. Drones are a better platform for precision agricultural 
scanning than satellites because of the high spatial resolution [37]. Satellites equipped 
with multispectral and thermal cameras survey the large area for agriculture. Drones 
provide far more flexibility than satellites. In a ground-based setting, the drone 
multispectral and thermal sensors sample spectral wavebands concurrently across a 
vast region [36].

4.2 Application of drones using RGB cameras

The pictures captured by drones equipped with RGB cameras are utilized in 
precision agriculture to extrapolate DTM and DSM for the examined region. The 
right mission parameters must be determined to achieve the goal based on the spatial 
resolution and measurement accuracy of the rebuilt DTM and DSM [9]. The spatial 
resolution of multispectral and thermal cameras is defined in terms of GSD. The cam-
era resolution and the flight height are determined based on the GSD. By capturing 
two successive photographs from the camera at two different waypoints, the height 
measurements of the landscape and the objects in the scene could be determined 
[38]. In most cases, a 70 percent overlapping factor between the two photos is used. 
The precision of a 3D reconstruction is mostly determined by the quality of the drone 

Figure 2. 
Applications of the drone technology in agriculture.
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position measuring system. Several techniques for localizing the drone during the 
flight can be used: (a) differential GPS systems with a position accuracy in the order 
of 1 m, (b) real-time kinematic (RTK) GPS with an accuracy in the order of 2 cm, and 
(c) simultaneous localization and mapping (SLAM) based techniques with a position 
accuracy in the order of 10 cm [9].

4.3 Monitoring of the crop plants

Farmers deal with a variety of issues, such as the high cost of labor, health issues 
caused by contact with chemicals (fertilizers and insecticides) when using them 
in the field, bug or animal bites, etc. In this situation, drones can aid farmers by 
assisting them in avoiding these issues in addition to the advantages of being a green 
technology. In a single trip, the UAVs may cover hundreds of hectares of land to 
monitor the crop status using a variety of sensors [39]. Thermal and multi-spectral 
cameras were used to capture the reflectance of the plant canopy, which is placed on 
the quad copter’s backside [10, 37]. The camera takes one image per second, saves it in 
memory, and transmits it to the ground station via telemetry using wireless Mavlink 
protocol. Blue (440–510 nm), green (520–590 nm), red (630–685 nm), red-edge 
(690–730 nm), and near-infrared (760–850 nm) wavelength were used to take the 
photos [5]. The Geographic indicator NDVI was used to examine data from the 
multispectral camera through telemetry [40, 41]. The embedded GPS module saves 
the GPS coordinates of every captured photo. The GPS coordinates are then kept in 
the UAV, allowing pesticides to be sprayed automatically without human intervention.

4.4 Drone to provide sprinkling system

The sprinkling system is usually linked to the bottom portion of the UAV, with a 
nozzle beneath the pesticide tank to spray the pesticide downstream [5]. The sprin-
kler system is made up of two modules namely the sprinkler system itself and the 
controller. Spraying substances such as pesticides or fertilizers and a spraying nozzle 
are included in the sprinkling system, whereas, a controller is used to turn on the 
nozzle for spraying. Different spraying rates and nozzles used in UAVs for spraying 
have been analyzed. Different Nozzle Type includes Flat fan [19], Micron air-A+ 
[29], Micron air ULV-A+ (ultra-low volume) [11], Universal [42], Centrifugal [27], 
Fan-shaped (electrostatic) [43], Electric centrifugal [31], Rotary atomizer [32] and 
conical [21]. A pressure pump in the sprinkler system exerts pressure to flow out the 
insecticide through the nozzle. It is necessary to have a motor driver integrated circuit 
to adjust the pressure of the pump as per requirement.

4.5 Miscellaneous application of the drone

Pollination has also been accomplished utilizing wind energy provided by 
UAVs. Jiyu et al. [44] investigated how the dispersal of rice pollen was affected 
by helicopter-type UAV wind power. They discovered that the UAV-created wind 
field had an uneven effect on pollen dispersal. As the insect infestation spreads 
fast, early detection is critical to avoid huge economic losses. A combination of 
high-resolution RGB cameras and multi-spectrum sensors can be placed on UAVs to 
evaluate the infestation intensity in potato fields [45]. Using high-quality spectral 
data, they demonstrated accurate and rapid pathogen detection. UAVs outfitted with 
multispectral cameras and thermal sensors may also identify locations where water 
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is scarce [46]. Baluja et al. [47] conducted research to collect data for water manage-
ment and irrigation control utilizing thermal and multispectral imagery. To optimize 
irrigation benefits, the scientists experimented with numerous UAVs. Irrigation 
automation will be deployed efficiently via a collaborative system combining UAVs 
in future smart farming. It is not a matter of surprise that UAVs can make planting 
more efficient [48]. When planting seeds and nutrients, a method must employ them 
to disperse evenly to offer ideal circumstances for plant growth and development. 
Although the use of UAVs for planting is still in its early stages, it is believed that this 
approach would yield efficient results if the UAV is equipped with image recognition 
technology and planting tasks [2]. UAVs are typically outfitted with cameras and 
sensors for crop monitoring for spraying pesticides. Yamaha RMAX, an unmanned 
helicopter, was launched for pest control and crop monitoring applications in 
agriculture [26]. Various UAV types have already been used for military and civilian 
purposes [5]. Using laser power beaming technology, UAVs can be used to extend 
the flying duration [49]. The proportional integral derivative (PID) controlling 
method is used to regulate the aerodynamic domain, tuning, and trimming phases 
of the UAV [50–52]. The images were then processed and analyzed using the NDVI 
method. Sensors and vision systems can also help UAVs to reach their full potential 
[53]. Another technique was implemented on the ground, in which a sprayer system 
was put on a UAV to spray pesticides [36]. The combination of UAVs with a sprayer 
system has the potential to provide a platform for pest management and vector con-
trol. Heavy lift UAVs are necessary for large-area spraying for this purpose [20]. In 
pesticide applications, the PWM (pulse width modulation) controller improves the 
effectiveness of the spraying system placed on the UAV [11, 29]. Pesticide deposition 
from the developed UAV is virtually identical to that of ground-based sprayers. The 
RMAX is a crop sprayer designed for high-value crops [5]. Because of their speed and 
precision, UAVs are increasingly being used in spraying operations. However, several 
variables affect the spraying operation in the field such as some sections in the crop 
field not being fully covered during spraying, overlapping spraying in the crop areas, 
and the spraying process extending beyond the outer margins of the crop field [5]. 
To overcome these obstacles, a swarm of UAVs was utilized in a control loop of an 
algorithm for efficient spraying operations [54]. In a lower altitude context, a blimp 
integrated quad copter aerial automated pesticide sprayer (AAPS) was designed for 
pesticide spraying based on GPS coordinates [18]. A low-cost, user-friendly pesticide 
spraying drone operated by an Android app called ‘Freyr’ was developed [55]. Using 
a double pulsed laser, a particle image velocimetry approach was employed to quan-
tify the downwash flow field droplet mobility and deposition over the crop at various 
spinning speeds of the rotors of an octa copter [21]. Furthermore, filter papers and 
water-sensitive papers are employed to investigate spraying deposition and droplet 
coverage over many spraying swaths [30, 56]. However, numerous issues need to be 
resolved in order to have dependable and safe physical human-drone contact. In the 
near future, it will be important to successfully integrate drones into everyday situa-
tions; as a result, dependability and safety standards must be established. Although 
there are undoubtedly additional cognitive challenges involved due to how humans 
perceive drones (and vice versa), as well as other objective measures linked to defect 
detection and isolation. Safety and reliability in particular serve as the primary 
evaluation criteria for the mechanical design of control systems. Focus is placed on 
dependability with special attention paid to sensors, control architectures, failure 
management, and fault tolerance.
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5.  Drones as vehicles to increase farmer income: a perspective from Indian 
initiatives

The Union Ministry of Agriculture and Farmers Welfare has published rules in the 
year 2021 to make drone technology accessible to stakeholders to provide a significant 
boost to the promotion of precision farming in India [57]. The “Sub-Mission on 
Agricultural Mechanization” (SMAM) guidelines have been updated, and now allow 
for grants of up to 100% of the cost of an agricultural drone in order to purchase 
drones for use in large-scale field tests. Farmers can make decisions to increase crop 
yield since they have access to timely information and advice through the internet 
and telecom mediums like the Kisan Call Center and Kisan Suvidha Application. 
Crop health is closely monitored in real-time using drones and artificial intelligence. 
The drone uses include mapping water spread areas, water sampling, mapping 
macrophyte infestation, and aquaculture management techniques [57]. Variable rate 
technology is also employed for pesticide and liquid fertilizer applications. Precision 
livestock farming also makes use of artificial intelligence and drone technologies, 
notably for monitoring the health of cattle. The focus is on implementing a multi-fac-
eted approach to increase farmers’ income by raising production through the develop-
ment of resources for better irrigation, using nutrient inputs effectively, lowering 
post-harvest losses, adding value, reforming agriculture marketing, reducing risk, 
and offering security and assistance [57].

6. Limitation of drone technology

Agriculture with intelligent practices may be used anywhere around the globe. In 
developing and under-developing nations, smart agriculture using UAVs has begun 
to increase the farm output in agriculturally important crops. Furthermore, it allows 
farmers to produce more from their smaller holdings [58, 59]. However, there are 
considerable limitations and issues in their application at this early level of research 
and development. Self-life of battery and flight time restrictions are the big issues 
for the potential application of UAVs [2]. Research on increasing the power of drone 
batteries is still going on to find a good solution. Lithium-ion batteries are now in 
use as they provide a bigger capacity and longer flying time than traditional bat-
teries. Despite the fact that battery management necessitates regular maintenance, 
the majority of UAV operators result in higher expenditures as the UAV necessitates 
a more frequent replacement of the batteries. As a result, researchers are creating 
optimal hybrid battery solutions [60, 61]. Swarm-control approaches, which employ 
numerous UAVs to efficiently accomplish a variety of tasks, are also being investi-
gated by researchers [2]. Swarms provide realistic methods for reducing battery costs 
and operating more efficiently with shorter flight hours. Multimodal input, such as 
visual, tactile, and aural feedback, is also needed to improve the user interface [2]. 
UAVs are often difficult to operate by ordinary people in agriculture and therefore, 
are typically used by specialists to do agricultural operations. Improving the user 
interface can make it easier for people who are unfamiliar with drones to control 
them. Human-centered user interface and feedback are very effective when dealing 
with multi-UAV systems [62]. To use drone technology, farms need to get approval 
from the government authorities and eventually restrict its use. Even though agricul-
tural UAVs have enormous promise in agriculture, at these early stages of study and 
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development, there are significant restrictions and problems to use them. HRI with 
automation has received great attention from various communities to date, particu-
larly in the farming sector. This is in line with the fact that HRI in aircraft piloting has 
long been a topic of active study in the field of human intelligence [63]. In any case, 
research into many facets of human interaction as well as participation in the creation 
of drones is very important. While those in the human factors field can undoubtedly 
benefit from a deeper comprehension of dynamic control of computer science guided 
by artificial intelligence [64]. Therefore, there should be a very close look for oppor-
tunities to collaborate on research, conceptual design, and evaluation with engineers 
in these fields.

7. Conclusion

Intensive agriculture has a lot of negative effects on the environment. It supplies 
large quantities of nitrogen and phosphorus to terrestrial ecosystems leading to 
growing pollution of water courses and bodies of water, as well as ecological harm. 
Furthermore, significant soil degradation is reducing the productivity of many soils, 
putting the ecosystem at risk. Aside from the environmental impact, the health 
hazards linked with agricultural chemical use must be considered. Pesticides are also 
absorbed by crops and natural resources, creating a rising threat to public health. 
Chemicals like fertilizer and pesticides are only sprayed where they are needed 
rather than being distributed across a large region. Therefore, the implications of 
autonomous precision farming using a drone minimizes such negative impacts. UAVs 
are already being used in precision agriculture and remote sensing in developed 
nations. It is extremely quick, and it has the potential to minimize a farmer’s work-
load. However, precision agriculture with UAVs is still in its early stages, with room 
for advancement in both technology and agriculture applications. A large number of 
experimental investigations using UAV-based remote sensing for agricultural applica-
tions have been conducted. Drones have been employed in agriculture for large-area 
surveillance and smart targeted irrigation and fertilization. Using a drone with an 
infrared camera to detect areas where high irrigation is necessary or where a foliar 
disease is spreading can help agronomists save time, water, and usage of agrochemi-
cal inputs. Better agricultural operations using advanced technology like drones may 
result in improvement in crop yield and productivity.
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Abstract

The SciRoc project, started in 2018, is an EU-H2020 funded project supporting the 
European Robotics League (ERL) and builds on the success of the EU-FP7/H2020 proj-
ects RoCKIn, euRathlon, EuRoC and ROCKEU2. The ERL is a framework for robot com-
petitions currently consisting of three challenges: ERL Consumer, ERL Professional and 
ERL Emergency. These three challenge scenarios are set up in urban environments and 
converge every two years under one major tournament: the ERL Smart Cities Challenge. 
Smart cities are a new urban innovation paradigm promoting the use of advanced 
technologies to improve citizens’ quality of life. A key novelty of the SciRoc project 
is the ERL Smart Cities Challenge, which aims to show how robots will integrate into 
the cities of the future as physical agents. The SciRoc Project ran two such ERL Smart 
Cities Challenges, the first in Milton Keynes, UK (2019) and the second in Bologna, 
Italy (2021). In this chapter we evaluate the three challenges of the ERL, explain why 
the SciRoc project introduced a fourth challenge to bring robot benchmarking to Smart 
Cities and outline the process in conducting a Smart City event under the ERL umbrella. 
These innovations may pave the way for easier robotic benchmarking in the future.

Keywords: robots, benchmarking, smart cities

1. Introduction

Technology has an increasing impact on all our lives, and as the population of the 
world becomes more predominantly urban, it is in cities that most of us will feel this 
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impact. Two technologies which seem destined to shape our experience are Smart 
Cities and Robotics. Of course, for robots to be useful we need to trust that they will 
do their job properly and reliably, and this requires that we should be able to test them 
against standards, and see their performance with our own eyes.

Resulting from a series of initiatives funded by the European Union’s Framework 
7 and Horizon 2020 programmes, the European Robotics League (ERL) has been 
organising robot competitions for robots throughout Europe. Competitions are based 
around benchmarking, and aim to give robot developers data to enable the compari-
son of different systems, algorithms and approaches to solving complex tasks [1]. 
The ERL originally consisted of three challenges, which were suitable for Industrial, 
Service, and Emergency Robots (the latter challenge required that robots would work 
together in air, land and sea to solve a simulated disaster similar to that experienced 
in Fukushima). We have renamed the Industrial challenge as ‘Professional’ and the 
Service challenge as ‘Consumer’ to recognise the fact these sectors are converging 
around human and robot co-working with a focus on human-robot interaction.

One factor which defines the ERL’s competition events is that they are most often 
in locations that are hidden away from the public such as robotics labs, test facilities, 
or disused ports. This distancing from the public is not deliberate and indeed not 
desired. Most often the competition events take place in locations which are deter-
mined by the need for accessible and safe indoor and outdoor environments that meet 
the needs of the benchmarking tasks at hand.

Surveys such as the Eurobarometer [2] have shown us that public attitudes towards 
robots are mixed, viewing them often with suspicion. It is unclear whether these attitudes 
are based on robotic fact or fiction; most people may not have had a direct experience of a 
robot. Since we wish to engage the public to raise issues around acceptance and desirability, 
and we wish to empower the people of Europe to direct robotic development, it seems clear 
that we should move our demonstrations of robots into venues that are easily accessible 
and where future use cases might involve people and robots working alongside each other.

It was for these reasons that the SciRoc project extended the European Robotics 
League to include the Robotics in Smart Cities Challenge. This allows teams to bench-
mark their robots and test their skills on a variety of tasks that one might find in a 
Smart City environment. Furthermore, teams need to interact with the Smart City 
data infrastructure while performing these tasks in order to demonstrate the value of 
the city host’s investment and its readiness for future technology.

2. ERL processes for benchmarking and competition

We follow the process of designing competitions that has been outlined in the 
RoCKIn project and visualised in Figure 1. One of the driving forces behind a compe-
tition is the formulation of a challenge. In the SciRoc context those challenges build 
the foundation of the three individual leagues:

ERL Professional Service Robots (ERL Professional): How can mobile manipu-
lation robots support low-volume, high-variety manufacturing?

ERL Consumer Service Robots (ERL Consumer): How can mobile manipulation 
robots support (elderly) citizens in their domestic environment?

ERL Emergency Robots (ERL Emergency): How can multi-domain robotic 
systems support rescue teams in emergency situations?

In all of these leagues, we follow the same methodology as outlined in the RoCKIn 
project;
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• Functionality benchmarks (FBMs), which evaluate the performance of robot 
modules dedicated to specific functionalities, in the context of experiments 
focused on such functionalities.

Figure 1. 
Competition design process.
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• Task benchmarks (TBMs), which assess the performance of integrated robot 
systems facing complex tasks that require the interaction of different functionalities.

SciRoc integrates all three leagues in a common scenario of a Smart City. This par-
ticular challenge revolves around the question of how autonomous robots can support 
citizens in various smart shopping tasks.

While the challenges frame the overall benchmarks and competitions they are too 
complex to be solved within a reasonable time frame like a single EU-funded project 
and too generic to be solved by individual researchers. Thus, as a next step, interesting 
scenarios are derived from the challenge. A scenario consists of the task to be solved, 
the environment in which this task will be executed and the robot that will solve the 
task. Each of those three categories is defined in terms of their features, that is, a 
specification of the possible or allowed variability.

From the perspective of a scientific experiment the features are free or fixed 
parameters. The definition of a scenario also gives rise to a list of (abstract) function-
alities that a robot is required to have. Examples of such functionalities may include 
task planning, manipulation, grasping, visual object recognition, speech under-
standing or speech generation. It should be noted that the scenario definition purely 
describes an application domain, but, by design, is not meant to provide insights into 
a robot’s performance in solving a particular task in that domain. This latter aspect 
is addressed in the benchmark (competition) definition phase where the goal is to 
define tests that evaluate a robot’s performance. The first step is the definition of 
questions or hypotheses that should be addressed by the benchmark. Only the right 
questions allow constraint of the overall design space of a scenario to a competition 
scenario where few, explicitly chosen features can be varied. The feature variation 
characterises each benchmark test by a choice or instantiation of all relevant features. 
Three major aspects govern those choices:

• The specification aspect determines how the feature is described. For some 
features concrete properties and attributes can be asserted, for instance, in terms 
of values or enumerations (“imperative” specification). One example is the size 
of a room measured by width, length and height. In contrast, other features are 
better described via exemplifying representatives (“declarative” specification). 
An example is the specification of an object as a “coffee mug”.

• The temporal aspect determines at which point in time the feature is instanti-
ated. The choices vary from the scenario specification (e.g. the types of areas), 
over the testbed setup (e.g. the concrete size of areas), before the benchmark 
experiment execution (e.g. the location of manipulable objects) to during the 
benchmark experiment execution (e.g. outdoor light conditions).

• The control aspect determines the manner in which the parameters are specified 
or fixed. The choices vary from concrete values (e.g. runtime of an experiment) 
over ranges (e.g. allowed minimum and maximum size of areas) to unspecified 
conditions (e.g. outdoor weather).

Given different feature variations their impact on the robot’s performance can 
be measured and compared via well-defined metrics. Similarly, benchmarks for the 
functionalities are defined. The steps to conduct the benchmark are described in the 
benchmark procedures. One artefact of particular interest that is compiled during 
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this phase is the rulebook which communicates and clarifies the taken decisions and 
procedures to various stakeholders.

The next phase is the benchmark experiment execution where the tests are 
instantiated and robots solve the tasks in the real-world environment. The execu-
tion consists of the three activities (i) scenario setup, (ii) experiment control; and 
(iii) data collection. In the final phase, the resulting experimental data, also from 
multiple instantiations of benchmark experiments, is analysed to provide answers 
to the questions underlying the benchmark definition.

We now examine how the three European Robotics Leagues implement the same 
underlying methodology, and the ways in which this was expanded upon to create the 
Smart City Challenge.

3. ERL consumer robots

The European Robotics League Consumer Service Robots (ERL Consumer) is a 
research competition that aims at bringing together the benefits of scientific bench-
marking with the attraction of scientific competitions in the realm of consumer 
service robotics. The objectives are to foster research in consumer service robotics for 
home applications and to raise public awareness of the current and future capabili-
ties of such robot systems to meet societal challenges like healthy ageing and longer 
independent living.

Currently, ERL Consumer raises challenges in domestic environments that 
resemble similar challenges to be posed in smart city environments (e.g., shopping 
malls), such as interacting with humans, recognising and picking objects from 
shelves, bringing the objects to the human who requested it, and/or moving outside 
the home to populated areas, so as to prepare teams for the Smart City Tournaments. 
But ERL Consumer objectives can be adapted to other challenges, still within domes-
tic environments or in other environments, e.g., hospitals.

All the ERL Consumer TBMs and FBMs stem from a User’s Story developed during 
the pioneer EU FP7 RoCKIn project [3]:

Granny Annie is an elderly person, who lives in an ordinary apartment. Granny Annie 
is suffering from typical problems of ageing people: she has some mobility constraints. She 
tires fast. She needs to have some physical exercise, though. She needs to take her medicine 
regularly. She must drink enough. She must obey her diet. She needs to observe her blood 
pressure and blood sugar regularly. She needs to take care of her pets. She wants to have 
a vivid social life and welcome friends in her apartment occasionally, but regularly. 
Sometimes she has days not feeling so well and needs to stay in bed. She still enjoys intel-
lectual challenges and reads books, solves puzzles, and socialises a lot with friends.

For all these activities, ERL Consumer is looking into ways to support Granny 
Annie to live a full and independent life.

3.1 Environment description and testbeds

The ERL Consumer environment reflects an ordinary European apartment with 
all its environmental aspects, like walls, windows, doors, or blinds, as well as com-
mon household items, furniture and decoration. The apartment depicted in Figure 2 
serves as a guideline. It has



Human-Robot Interaction - Perspectives and Applications

196

• Rooms (accessible to the robot): living room (with windows, couch, two arm-
chairs, one coffee table, and one TV table), dining room (with one glass  top 
dining table and two dining chairs), kitchen (with one kitchen table and two 
chairs, kitchen cabinet with multiple drawers and wash sink, two wall  mounted 
kitchen shelves), inside hallway (with one coat  rack), bedroom (with one 
window, a double bed, two side tables, two table lamps and one large wardrobe 
with mirror).

• Spatial areas (inaccessible to the robot): outside hallway, bathroom, patio.

• Well levelled floor, uniform all over the testbed, but including carpets.

• Wooden walls, most of them 50 cm high, but including one, behind the kitchen, 
200 cm high.

Figure 2. 
ERL consumer testbed: On the left a real testbed during a RoCKIn@home tournament in 2015; on the right: The 
reference testbed as a simulated environment.
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The furniture and available objects (e.g., glasses, forks, knifes, pillows, cups) were 
chosen to set up a long-term research program with challenges for robot navigation 
(e.g., mirror in the wardrobe, tables with metallic reflective legs) and perception 
(e.g., glass-top table, natural backgrounds).

In addition to furniture and decoration, the apartment is equipped with a com-
puter network infrastructure:

• Server: a computer used to manage the network.

• Switch: an Ethernet switch used to connect all the networked devices.

• AP: An Access Point the mobile robot wirelessly connects to. Acts as a bridge 
between WLAN and LAN and provides access to a network of Ethernet cameras 
that provide perspectives of the home and of the outside hallway. Remote image 
acquisition is possible, and the camera parameters (frame rate, resolution, colour 
gains) can be changed over Ethernet.

Home automation embedded devices may be installed and are accessible within 
the apartment’s WLAN, e.g.,

• the lamps in the bedroom (e.g., on the bed stand) are accessible and controllable 
via network;

• the shutters on the bedroom or living room window are accessible and control-
lable via network.

Eight testbeds, certified to follow the standard specifications of this environment, 
are currently part of the ERL testbed network:

1. ISRoboNet@Home Test Bed, at the Institute for Systems and Robotics in  
Instituto Superior Técnico, U. Lisboa, Portugal.

2. ECHORD++‘s RIF @Peccioli, at The BioRobotics Institute, Scuola Superiore 
Sant’Anna, Peccioli, Italy.

3. Leon@Home Test Bed, at the Universidad de León, León, Spain.

4. BRL Anchor Personalised Assisted Living Studio, at the Bristol Robotics Labora-
tory, University of the West of England, Bristol, UK.

5. PAL Robotics Assisted House, at PAL Robotics S.L., Barcelona, Spain.

6. Heriot-Watt@Home Test Bed, at Heriot-Watt University, Edinburgh, UK.

7. IDEAAL Living Lab, at the OFFIS Institute for Information Technology,  
Oldenburg, Germany.

8. Cobot Maker Space Living Space, at the University of Nottingham, UK.
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ERL Consumer tournaments take place in these testbeds. Some of the testbeds 
include a Motion Capture (MoCap) System, which enables tracking with high accu-
racy robots, people and object locations. MoCaps are mostly used in the FBMs.

3.2 Task benchmarks

Currently, ERL Consumer includes 4 Task Benchmarks:

• Getting to know my home: The robot must detect new changes in the envi-
ronment, and update a semantic map of the apartment, within a limited time 
frame. The task is performed by the robot autonomously, though it may include 
moments of symbiotic interaction with a user in the apartment, e.g., to learn 
more about an object or a location. At the end of the knowledge acquisition 
phase, the robot must show the understanding of the new environment, namely 
by addressing changed objects and furniture locations, handling one of the 
changed objects between two furniture locations, one of them with its original 
location changed.

• Welcoming visitors: The robot needs to handle a set of known and unknown 
visitors, who arrive individually at the home entrance in random sequence. The 
robot must correctly recognise (using the networked camera over the outside 
hallway) the known visitors and interact with the unknown visitors to identify 
them and understand their purpose of visit. The robot must then perform a set of 
visitor-specific behaviours that could range from manipulating and delivering of 
objects to guiding and following the visitors.

• Catering for Granny Annie’s comfort: This task aims at providing general 
purpose requests of Granny Annie inside the apartment. It focuses on the inte-
gration of different robot abilities such as human-robot interaction, navigation, 
and robot-object interaction. The robot is required to understand the actions 
requested by speech (such as finding, picking, and bringing an object to Granny 
Annie) and execute them accordingly.

• Visiting my home: This TBM focuses on safe navigation in dynamic environ-
ments, people perception, obstacle avoidance and tracking and following 
a human. In this task, the robot should visit a set of predefined rooms, to 
perceive and count the number of people in each room, while avoiding and/
or interacting with different obstacles based on the nature of the obstacle. 
Furthermore, the robot must interact and follow a previously unknown person 
outside the arena through a small crowd and then guide that person back to the 
arena.

3.3 Functionality benchmarks

Currently, ERL Consumer includes 6 Functionality Benchmarks [4, 5]:

• Object Perception: Evaluates the ability of a robot to recognise and localise a 
wide range of objects. A set of objects, selected from the list of ERL Consumer 
items, is positioned, one at the time, on a table located directly in front of the 
robot. For each object presented, the robot must perform the following activities: 
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i) Object detection: perception of the presence of an object on the table and 
association between the perceived object and one of the object classes. ii) Object 
recognition: association between the perceived object and one of the object 
instances belonging to the selected class. iii) Object localization: estimation 
of the 3D pose of the perceived object with respect to the surface of the table 
(ground-truth provided by the MoCap).

• Navigation: Evaluates the ability of a robot to correctly, safely, and autono-
mously, navigate in an ordinary apartment, including: the navigation within 
furniture, walls, and doors, in a previously mapped area; avoiding collisions with 
different types of unknown obstacles, in unknown positions (not previously 
mapped); and navigating in the presence of people in the arena.

• Speech Understanding: Evaluates the ability of a robot to understand speech 
commands that a user gives to a robot in a consumer environment, including 
all the related issues, such as background noise caused by other ongoing activi-
ties and by the robot motion. A set of spoken sentences, recorded in different 
environments, is broadcasted through a speaker. The robot needs to interpret the 
commands and produce an output according to a defined representation.

• People Perception: Evaluates the ability of a robot to locate and recognise 
humans. Similarly to object perception, the robot must recognise a person who is 
standing inside a target area and to estimate the location of this person.

• Person Following: Evaluates the ability of a robot to effectively follow a human 
target around and through obstacles and a crowd of walking people. The bench-
mark requires that the robot accompanies a human target and always maintain a 
desired distance with this person.

• Grasping and Manipulation: Evaluates the ability of a robot to correctly grasp 
and manipulate objects. In particular, it assesses the object picking and placing 
capabilities of robots suitable for many consumer applications such as setting up 
a dining table in domestic environments.

4. ERL professional service robots

ERL Professional Service Robots (ERL-PSR) League is focused on the major chal-
lenges addressed by H2020: industrial robots addressing the flexible factories of the 
future and modern automation issues.

Greater automation in broader application domains than today is essential to 
ensure European industry remains competitive, production processes are flexible 
to custom demands and factories can operate safely in harsh or dangerous environ-
ments. In the ERL-PSR competition, robots will assist in filling stocks in a depart-
ment store. The task includes locating, picking, transporting and placing them in 
the proper shelfs. The combination of human versatility and reliability of mobile 
robots will optimise the entire process. The ERL-PSR competition is looking to make 
these innovative and flexible manufacturing systems, such as that required by the 
smart factory, a reality. This is the inspiration behind the challenge and the following 
scenario description.
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In this version of the ERL-PSR we focus on the problem of picking products from a 
shelf and placing them in the shopping basket. The domain is a common department 
store, where the robot helps to arrange the inventory of the department store on the 
shelves. The main functionality tested in this episode is mobile manipulation using 
an autonomous robot. In recent years, mobile manipulation has become a problem 
of interest among researchers due to the variety and complexity of challenges and 
robot capabilities that are involved. For instance, in a grocery store setting, there 
are so many complexities that a robotic hand or gripper should take into account, 
such as handling objects of different weight, sizes, shapes, texture and compliance. 
Picking up a bag of pet food is very different from picking up bananas or cucumbers. 
Different robotic competitions [6–11] have picking and packing problem, aiming at 1) 
measuring the performance of these complex systems, 2) defining metrics and assess-
ing benchmarking criteria, 3) fostering research and development of new approaches 
and technologies, and 4) creating awareness and drawing more attention from the 
general public to robotics.

4.1 Environment description and testbeds

The ERL-PSR testbed consists of different elements which include the arena, 
networked devices, department store shelves and the products in the store. The robot 
can communicate with the department store inventory management system and to 
other networked devices. The robot receives tasks to perform from the inventory 
management system.

The following set of scenario specifications must be met by the ERL-PSR 
environment.

The environment can consists of various numbers of spatial areas:

1. rows of shelves

2. rows of workstations

Figure 3-a shows an example of these areas in the ERL-PSR environment. The 
spatial areas extend beyond the space occupied by the respective workstations or 
objects and include the surrounding area as well.

Figure 3. 
ERL PSR different testbeds. a) ERL PSR testbed, Sankt Augustin, Germany. b) Testbed with objects and shelves.
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All spatial areas are located on the same level, except where specified otherwise. 
There are no stairs in the environment. The environment is a replica of department 
store with aisles of shelves containing different objects. The environment has a 
boundary. The precise dimensions and the arrangement of the spatial areas are not 
predefined, but estimated sizes are given. The estimated sizes of the spatial areas are 
as follows: workstations 2 m × 2 m and shelves 5 m × 0, 5 m. The bounding box of 
the environment has a minimum area of 16m2 and a maximum area of 100m2. More 
space is used, when areas and workstations are doubled for teams working in parallel. 
Workstations are used as storage areas for objects. They may be accessible from differ-
ent locations, i.e. it might be possible to reach a workstation from two or more sides. 
Additionally, there are workstations of different heights present in the environment, 
ranging from 0 cm up to 15 cm. If a workstation has a height of 0 cm, a tape will mark 
the area (see Figure 3). The tape will be taped on the floor and is blue/white striped. 
This tape may be crossed by the robot and does not count as a collision.

4.1.1 Objects in the environment

The objects to be manipulated will be selected by the organiser for each tourna-
ment. The following lists describe the different categories of objects that can be used 
by the organiser during a tournament depending upon the scenario being chosen. The 
different categories of objects are (Figure 4):

1. RoboCup objects

2. Ocado objects

3. Chocolate objects

4.1.2 Robots and teams

A competing team can use single or multiple robots. The robots are not required 
to be certified for industrial usage. The robot should have at least the following 
capabilities:

• autonomous navigation.

• grasping capability wireless communication capability(802.11 version 5Ghz).

• safe for public usage.

Figure 4. 
Objects in environment.
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The different subsystems of the robot should work in the environment and manip-
ulate the objects specified in the rulebook. The teams can use any sensor available in 
the market provided they are safe to use with humans and have the corresponding 
certification. The teams are not allowed to modify the arena which is finalised by the 
organiser. The teams are allowed to use any internal communication protocol. The 
robot shall pass through a safety test before it is admitted in the arena.

4.2 Task benchmarks

4.2.1 Fill a box with parts

This task is one of the primary task in a department store where customers fill 
their basket with products from shelves. The robots have to deal with flexible task 
specifications, especially concerning information about object constellations in source 
and target locations, and task constraints such as limits on the number of objects 
allowed to be carried simultaneously, etc. The robot has to pick up several parts from 
different source locations and deliver them to several destination locations.

4.3 Functionality benchmarks

The task benchmark was subdivided into multiple Functionality Benchmarks. The 
list of benchmarks executed are:

• Object Detection: this functionality benchmark evaluates robot capabilities of locat-
ing an object at a given location. One of the common tasks for service and industrial 
robots is to locate the object which can possibly be placed at a particular location. In 
addition to that, several secondary objects and decoys may be present at the location 
too. The robot is required to find particular objects among a set of objects and decoys. 
The target object is either included or not depending on the variation for every trial.

• Manipulation Pick: this functionality benchmark evaluates the grasping 
capability of the robot. The robot has to identify the object in front of it and then 
attempt to grasp it and pick it up. Once the object has been picked up the robot 
has to notify.

• Manipulation Place: this functionality benchmark evaluates the placing capabil-
ity of the robot. Based on the task different objects have to be placed in different 
orientation. The robot based on the task has to identify how to place the object 
and then notify about the status of the placement.

• Exploration: this benchmark evaluates the robot exploration and navigation 
capability. The test benchmarks the navigation capability of the robot to simulta-
neously explore the environment and perceive the environment for a particular 
object present in the environment.

5. ERL emergency robots

ERL Emergency tournaments challenge multi-domain teams of marine, land and 
aerial robots with search and rescue tasks, inspired by a disaster response scenario [6]. 
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Following the experience of the euRathlon 2015 Grand Challenge [7], the ERL Emergency 
competition started in 2016 and culminated in the ERL 2017 Major Tournament [8] held at 
the Tor del Sale power plant site of Piombino, on the coast of Tuscany (Italy). The inspira-
tion came from the 2011 Fukushima accident [9]. Land, marine and aerial robots cooper-
ated in a disaster scenario organised at a real power plant, and were required to survey 
the accident area, to identify and help missing workers (mannequins) and to intervene to 
stem a leak by closing valves both inside the building containing the machine room of the 
plant and underwater.

Similar concepts were followed in the SciRoc project, and in 2018 and 2019, ERL 
Emergency moved to a model of local tournaments with two-domain competitions: 
land + underwater and land + aerial robots competitions. The Centre for Maritime 
Research and Experimentation (CMRE) organised two editions of the land + 
underwater robot competition at its premises in La Spezia (Italy) in 2018 and 2019. 
The land + aerial competition was hosted by the Advanced Centre for Aerospace 
Technologies (CATEC) at Seville (Spain) in 2019. These events were a preparation 
for the Smart City events, where only the tasks of the ERL Emergency involving the 
aerial robots were present.

Over the years, ERL Emergency has proposed team tasks which required advanced 
perception skills (to locate numbers positioned underwater, underwater pipes, or 
persons for first-aid kit deliveries using aerial robots), intertwined with autonomy 
and cooperation capabilities in realistic scenarios. Multi-domain cooperation has 
been specifically searched and pushed. Robots are required to be able to accomplish 
adaptive missions, for instance executing different actions on the basis of different 
sensed conditions. The increased attention to autonomy and cooperation has also 
been accompanied by an increasingly metrological attention to benchmarking the 
robot performance. This has been achieved by separating the Task Benchmarks from 
the Functionality Benchmarks, following the general trend of the ERL evaluation 
framework [10].

5.1 Land+underwater robots events held at CMRE sea water basin

In the SciRoc project, CMRE conducted two ERL Emergency local tournaments, 
in 2018 and 2019, challenging multi-domain teams composed of an underwater and a 
land robot with a scenario of emergency response to a simulated explosion in a har-
bour. The areas of operations included a building with the surrounding outdoor space 
for land robots, and the CMRE sea water basin for underwater robots (see Figure 5). 

Figure 5. 
(left) the Feelhippo AUV from the UNIFI robotics team in action. (Centre) the yellow pipe structure with the 
manipulation console used in the ERL emergency competitions. (right) a multi-beam mosaic by team Tomkyle of 
the competition area. The different objects of potential interest (buoys, pipeline assembly structures, the gate are 
visible).
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The marine robots were challenged with the realistic conditions typical of at-sea opera-
tions (water salinity, changing light conditions, waves and tides).

The scenario represented an accident of a yacht in a harbour. The vessel clashed 
on the dock causing an explosion. The accident affected the area around the harbour, 
both outdoor and a building. The land robots (unmanned ground vehicles – UGVs) 
were tasked to survey the outdoor area, localise pipes and find a missing worker (rep-
resented by a mannequin). The robots were requested to deliver a first-aid kit in prox-
imity to the mannequin. Successively, inside the building, the robots were required 
to localise and close a valve and to find a canister. The specific valve to be closed was 
communicated to the UGV by the underwater robot of the same team. UGVs needed 
to transport the canister from inside the building to a simulated outdoor fire location. 
Autonomous underwater vehicles (AUVs) had to pass through a validation gate - 
composed of two submerged buoys, survey an area to detect a missing person under-
water (a realistic mannequin) and localise an emitting pinger (see Figure 5). They 
also were required to inspect a pipeline structure and localise a damage (represented 
by a marker), at the same time reporting its shape and size. Underwater robots had to 
be autonomous, which means that all navigation and perception tasks were needed to 
be accomplished autonomously as well. Buoys of different colours were to be identi-
fied, localised and their colour recognised. The robots had to perform a different 
action, depending on the buoy colour: as an example, turning in a clockwise circle 
around the buoy or stopping for 30 seconds increasing the depth. The objective was 
to push teams to integrate perception with adaptive and reactive mission planning in 
a realistic scenario such as presented in the CMRE water basin. Here the changing and 
real conditions, such as the limited visibility underwater, created severe difficulties 
for object recognition by robots, even in the case the buoys were bright orange or red 
in colour.

Our experience suggests that one of the important aspects in real-world com-
petitions is the possibility to guarantee teams sufficient time for practicing and 
tuning their systems to the changing and complex environmental conditions. This 
is especially true for marine robots, since teams may have difficulties to have access 
to sea waters for testing before the event. To allow teams to test, a practice arena was 
prepared.

As a way to increase the level of the challenge, the size of the objects to be detected 
was reduced with respect to previous competitions. Some of the tasks and functional-
ities were common to the ERL Emergency Local Tournament in Seville (land + aerial 
robots), such as the object recognition or map building functionalities. This allowed 
for a similar comparison of results in both competitions for a given Functionality 
Benchmark (FBM) (e.g. object detection). The same kind of objects of potential 
interest were used so the Object Detection FBM could be evaluated in both competi-
tions. Some of the tasks were required to be completed with robots operating in a fully 
autonomous way, while others could be accomplished remotely controlled (e.g. with 
the assistance of an operator). However, no manual perception tasks were allowed. All 
object detections had to be either autonomous (real-time by the robot) or automatic 
(offline by a computer).

In both events, a mix of well-experienced teams and new teams attended the 
competitions. In 2018, five teams participated (three for marine domain, one for land 
and one deploying robots for both domains), while in 2019 [11], the number of teams 
increased with the participation of seven teams (four for marine domain, two for land 
domain and one with both segments).
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Results highlight the improvement of team performance over the years, especially 
for teams which succeeded in participating in multiple editions of our events. Our 
policy to increase the task difficulty year after year led in fact the teams to increase 
their technical and, above all, management skills, thanks to the gained experience 
from their unavoidable errors and from the interactions with other entries. For these 
reasons, it is important to guarantee a continuity in the organisation of the competi-
tions, especially when robots have to handle real-world scenarios in non-controllable 
conditions, which dramatically increase the task difficulties.

5.2 Land+aerial robots events held at CATEC

CATEC organised an ERL Emergency local tournament in February 2019, target-
ing aerial and land robots working in an outdoor/indoor environment [12]. The sce-
nario was an earthquake in an industrial area near a factory building, where a robotic 
team composed of land (UGV) and air robots (UAV) had to intervene. The priorities 
are to discover and assist missing people, and determine if the building has suffered 
any serious damage. The robots have to search for missing workers (one outdoors and 
one indoors), find them as soon as possible and deploy an emergency kit to both of 
them. Besides, the robots must check the state of the building after the earthquake, 
for which a detailed map is required to assess the safety of the area (see Figure 6).

As mentioned before, some of the functionalities were shared with the land + 
underwater robot competitions. In this case, the same kind of markers were used as 
objects to be recognised, so the Object Detection FBM could be properly evaluated in 
both competitions. From the starting points, land and aerial robots must inspect the 
area, autonomously detecting and avoiding obstacles while traversing the competition 
arena. Then, they needed to find a suitable entrance that could be used to enter the 
building, using similar markers as the ones used for object recognition. While access-
ing the building, robot navigation must deal with transitioning from an outdoor to an 
indoor environment. Once inside, robots had to build a detailed map of the scenario, 
either 2D or 3D according to their sensor suite. During the whole mission execution, 
as soon as a missing worker was found (represented by a mannequin), the robot 
provided a first-aid kit as soon as possible.

The setup for the competition was an area of approximately 200 m x 30 m free of 
obstacles, in an area where operating UAVs in Visual Line Of Sight (VLOS) is not for-
bidden according to regulations in Spain. The building was represented with a 20 m x 
20 m marquee where the aerial and ground robots need to access. Static obstacles (e.g. 

Figure 6. 
(left) the UAV and UGV from team LARICS in action, reaching the outdoor missing worker. (Centre) the rover 
UGV and the UAV from team raptors looking for the indoor missing worker. (right) top view of a 3D map of the 
competition area by team LARICS. The trajectory followed by the robot is shown in blue.
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stones, holes, vegetation...) and dynamic obstacles (e.g. birds...) were expected in the 
outdoor area, as well as loss of Wi-Fi signal. As with any outdoor competition, there 
was also the possibility of rain, wind, dust and muddy areas, but weather was gener-
ally fine during that week. A practice area was also set up to provide teams enough 
space for testing their systems before deploying them in the competition arena.

5.3 Task benchmarks

TBMs in ERL Emergency require the cooperation of robots in different domains. 
This often requires teams to work together.

5.3.1 Yacht accident in the harbour (land+sea)

This two-domain task benchmark is focused on acquiring knowledge about the 
environment and its explicit representation; and to cooperate between domains to 
search for the missing workers and give them assistance. The ground and underwater 
robots are required to understand the changes in the environment and interact with it 
either through cooperation between them (autonomous robot-robot) or their opera-
tors (human-robot interaction) or with a mixed approach. A minimum of one land 
robot and one underwater robot is required to participate in this task.

The motivating scenario is as follows;

An accident occurs in the harbour when a yacht arriving at the pier damages a gas 
pipeline which leaks and causes an explosion. This also affects the building containing 
the pipeline section on land and people that were in the docks area are dispersed. The 
emergency response team arrives soon but members must maintain a safe distance 
from the fire. For this reason, the use of robotic vehicles is essential. A robotics team 
composed of land (UGV) and underwater robots (AUV) is ready to intervene.

Three missions can be undertaken.

• Mission-A: Search for missing workers. Locate and help missing workers, remov-
ing rubble trapping them.

• Mission-B: Reconnaissance and environmental survey. Provide situational infor-
mation to the emergency team, exploring the damaged building and underwater 
parts of the damaged pier.

• Mission-C: Pipe inspection and stopping the fire. The correct valves must be 
turned to stop a simulated fire, both underwater and in the damaged building.

5.3.2 Emergency in a building (land+air)

This two-domain task benchmark is focused on acquiring knowledge about the 
environment and its explicit representation; and to cooperate between domains to 
search for the missing workers and give them assistance. The ground and aerial robots 
are required to understand the changes in the environment and interact with it either 
through cooperation between them (autonomous robot-robot) or their operators 
(human-robot interaction) or with a mixed approach. A minimum of one land robot 
and one aerial robot is required to participate in this task.
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The motivating scenario is as follows…

An earthquake has occurred in an industrial area near a factory building, and two 
workers are missing (one inside, and one outside). The emergency response team 
arrives soon but members of the response team must maintain a safe distance from 
the building. For this reason, the use of robotic vehicles is essential. A robotic team 
composed of land (UGV) and air robots (UAV) must discover any missing people and 
whether the building has suffered any serious damage. Robots have to find wrokers as 
soon as possible and deploy an emergency kit to each. Robots must check the state of 
the building after the earthquake and create a detailed map for the emergency team.

This task benchmark comprises two missions’ goals:

• Mission-A: Delivery of emergency kits to missing workers. The two workers must 
be found as quickly as possible, and first aid kits deployed.

• Mission-B: Mapping for safety assessment of the building. Both land and air 
robots must collaborate in creating a 2D or 3D map of the space inside.

5.4 Functionality benchmarks

• 2D Mapping Functionality (Land): This measures a land robot’s ability to 
explore a 2D area while visiting a number of waypoints, and is scored according 
to map coverage and accuracy of the waypoint locations.

• Mapping Functionality (Air): This measures an aerial robot’s ability to explore 
the competition area while visiting a number of waypoints, and is scored accord-
ing to map coverage and accuracy of the waypoint locations.

• Vertical Wall Mapping Functionality (Sea): This assesses the capabilities of 
marine robots in extracting information about a specific wall of the damaged 
pier. The identity of the wall to be explored will be communicated to the under-
water robot by the ground robot. After the exploration, teams must provide a 2D 
or 3D map of the designated wall along with several measurements calculated 
from the map.

• Object Recognition Functionality (Land): This assesses the capabilities of ground 
robots to recognise objects that might be found in an outdoor and indoor disaster 
response environment. The benchmark requires that robots detect Objects of 
Potential Interest (OPIs) and identify the type of each object found, and is scored 
according to the precision and accuracy of identifying and locating the objects.

• Object Recognition Functionality (Sea): This assesses the capabilities of 
underwater robots in extracting information about observed objects. The objects 
to be recognised in this FBM are the orange buoys that act as obstacles. Each 
obstacle buoy is identified by a black number, from 1 to 4, and scores depend on 
the number of buoys correctly detected, identified, and accurately located.

• Object Recognition Functionality (Air): This assesses the capabilities of 
aerial robots to recognise objects that might be found in an outdoor and indoor 
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disaster response environment. The benchmark requires that robots detect 
Objects of Potential Interest (OPIs) and identify the type of each object found, 
and is scored according to the precision and accuracy of identifying and locating 
the objects.

6. Smart cities competitions

The label ‘Smart Cities’ is used with increasing frequency with a main focus on 
the use of engineering approaches within the built environment to improve citizens’ 
quality of life. These visions present the city as an entity, which gathers and processes 
data to decision makers and infrastructure, and which offers data services to enable 
and improve services offered by other stakeholders such as private companies. Since 
the city senses its environment, processes this data, and takes action through effectors 
like traffic signals, the Smart City resembles a Robot. We might expect to find that 
Smart Cities and Robots gain mutual benefits from their integration, and also find 
some common problems which both must overcome.

The world’s population is becoming more urban, so it is likely that most human-
robot interactions will take place in Smart Cities. Therefore, it seems that any ethical 
challenges that arise from the mutualistic interactions of Robots and Smart Cities will 
have a significant impact for these future citizens. How can robots act best to sustain-
ably promote our happiness and prosperity?

When we first stated our intention to bring a scientific robot competition to the 
heart of a major public space, our ambition was to address this question by stimulat-
ing public discussions based on robotic facts about the roles which robots might play 
in the future in their smart city. Our motivation was to demonstrate that robots and 
smart cities are natural partners which add mutual value, and in doing so to showcase 
the state of the art in European Robotics to benefit the teams, sponsors, and wider 
community. We were able to achieve our aims through the successful delivery of two 
ERL Smart Cities Challenges to date. The first in Milton Keynes, UK in September 
2019 and the second in Bologna, Italy in September 2021.

Our intention was to provide for the sustainable future of the ERL beyond the 
H2020 funded SciRoc project, and as part of this our first competition was led by a 
project partner working with the city, and with some funding from the project bud-
get, while the second was led by a third party and entirely self-funded. This demon-
strates that this mode of public engagement with benchmarking through competition 
can be repeated using this model in the future.

In the following sections we explain how and why the TBMs and FBMs of the ERl 
were adapted and extended to create the Smart City Episodes. We also explain how 
the critical elements which need to be considered for a city host looking to implement 
a future Smart City event, or similar urban robotic benchmarking challenge.

6.1 Milton Keynes, 2019

The first Smart City event took place at the Milton Keynes Centre: MK shopping 
mall over five days, providing teams the opportunity to compete in five different 
episode scenarios. This public space attracts on average over half a million people each 
week, and many of these people paused to watch the robots as they competed. The 
event’s sponsors included PAL Robotics and Ocado, and attracted 11 international 
robotics teams from different Universities throughout Europe.
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Allied events included a Symposium to debate the risks and opportunities associ-
ated with the emergence of a “hybrid society”, and a Workshop on the Evaluation 
and Benchmarking of Human-Centered AI Systems. This public engagement helped 
foster public debate and equip citizens to be engaged active stakeholders in their city’s 
future.

6.2 Bologna, 2021

The second Smart City event took place at Palazzo Re Enzo, in the heart of 
Bologna. In contrast to the first Smart City event in Milton Keynes, this competition 
was organised by the host city, which provided all the resources to run the event, 
assisted by technical and scientific support from the SciRoc Consortium to set up and 
run the five episodes.

The implementation of the competition had to face significant uncertainty caused 
by the Covid-19 pandemic. Challenges arising through unforeseen travel restrictions 
were addressed with innovative technical solutions in terms of the arrangements of 
the competition, to allow teams and robots to compete both locally and remotely.

Such measures included the introduction of a simulation environment for a service 
robots scenario; remote participation on a physical robot made available on site; 
introduction of a novel challenge related to sign language that had outstanding suc-
cess within the deaf community; synergy with the H2020 Eurobench project aiming 
at implementing benchmarks for robots; design of a new challenge for emergency 
robots; and finally distributed execution of the competition with both on site and 
remote participants performing the tests at their own labs.

6.3 Hosting a Smart City event

In this section we briefly describe the process of hosting a SciRoc Smart City 
competition in the hope that this assists readers interested in running a similar bench-
marking event, or hosting a future Smart City Event.

6.3.1 The selection process

Smart City hosts are determined through an open call process. Interested candi-
dates can register their interest in response to the call and are required to submit a 
proposal for the event, and complete an interview with the selection committee. The 
selection committee, comprising members selected to remove conflicts of interest, 
determined the host through a final vote.

6.3.2 Competition design

The competition is divided into a series of robotic challenges, referred to as 
episodes. This represents an innovation of the structure of the competition, based 
on Functionality Benchmarks (FBMs) and Task Benchmarks (TBMs). Episodes are 
intended to be an intermediate challenge between the local tournaments’ FBMs and 
the TBMs. Even though the methodology and the approach to the competition are de 
facto unchanged, the proposed format based on episodes is designed to make a step 
forward towards their application in a realistic scenario, to allow for a better com-
munication towards the general public and to lower the entry level for the competing 
teams.
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An episode places a given functionality, tested during a specific FBM in one of the 
other ERL challenges, into a more social and operational context, while limiting the 
amount of effort needed for their development.

Episodes are organised into categories depending on the task to achieve and the 
type of robots involved. We group them into three categories:

1. HRI & Mobility: all episodes involving robots able to show social behaviours, 
such as verbally interacting with (human) customers or navigating respecting 
proxemics, in line with the current ERL-Consumer. These are meant for any 
robot (wheeled, or legged) with navigational and verbal communication.

2. Manipulation: this category includes all episodes requiring robots to achieve 
manipulation tasks, applying ERL-Professional services to the smart city con-
text. Episodes here are meant for any robot able to navigate and equipped with 
arms and effectors for the manipulation of objects.

3. Emergency: the last category comprehends tasks and challenges addressed by 
small VTOL aerial robots, along the lines of the ERL-Emergency. Any VTOL 
aerial platform able to carry and deliver items in specific locations, navigate in 
outdoor and indoor spaces, detect and avoid obstacles can take part in episodes 
of this category.

6.3.3 Funding

The event is primarily funded through sponsorship funding, although it is 
expected that the host city will make their own contribution. For example, at the 2021 
event in Bologna, the Municipality allowed the use of the competition venue Palazzo 
Re Enzo at no cost. This contribution was worth 65,000 EURO in kind. The University 
of Bologna also contributed 36,000 EURO in cash sponsorship towards the event.

6.3.4 Logistics

The host city is responsible for organising the venue for the event. When selecting 
the venue, organisers should consider that the location must be able to accommodate 
a number of factors, including: infrastructure for a minimum of five episodes, acces-
sibility for teams to move robots around the venue, the potential use of drones within 
the venue, secure storage areas for robots and equipment, to name a few.

In addition to the competition venue, the host city should consider the following 
requirements for the functioning of the event: robot transportation, accommodation, 
financial support for teams, co-located events, the organising team and roles required 
within and the data hub.

6.3.5 The data hub

Central to emerging Smart Cities are online platforms for data sharing and 
reuse, which are normally called Data Hubs. Such Data Hubs have two purposes. 
They provide static datasets, such as demographic data which changes slowly, and 
dynamic live data gathered from sensors deployed within the city. The latter could 
include data about traffic flows, the environment, and the movement of people and 
robots, etc.
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The MK Data Hub is a state of the art computational infrastructure, which sup-
ports the acquisition and management of city data. Specifically, it provides both a 
catalogue of several hundred data sources, as well as a development environment to 
facilitate the creation of data-intensive applications. The MK Data Hub played a key 
role in the 2019 SciRoc event in Milton Keynes by allowing us to simulate the diversity 
of systems with which robots were asked to interact throughout the competition.

Going forward, this approach could contribute a valuable additional output of 
robot competitions. First, by enabling the dynamic simulation of the environment in 
which the robots operate, the MK Data Hub introduced a contextual element in the 
benchmarks.

Second, a Data Hub environment provides the opportunity to record a large 
amount of heterogeneous information about the robots’ behaviour. Such information 
can be reused (a) to enable a deeper analysis of the shortcomings of robots, (b) to 
compare the performance of the same robot in different trials, and in different com-
petitions among the years, as well as (c) for archival purposes. Ultimately, recording 
robot messages and analysing their behaviour may constitute the first step towards 
benchmarking elements such as self-awareness and deliberation capabilities.

6.3.6 Teams

Teams are recruited through an open call process, which is disseminated via the 
SciRoc website and social platforms, mailing lists, and by the SciRoc Consortium 
within academic institutions and the Robotics community. All previous year’s teams 
are also contacted directly to notify them of the open call.

6.4 Scientific contributions

SciRoc had the ambition to provide a testbed for experimental evaluation of 
Human-Robot Interaction (HRI) approaches. In fact, competitions offer a unique 
opportunity to create interaction scenarios for evaluating the performances of differ-
ent approaches to human-robot interaction. In this respect, the work carried out in 
SciRoc had an impact on the HRI research community: the results of the experimental 
evaluation carried out in the SciRoc episodes, specifically designed for this purpose, 
have been published in the top venues for HRI research. Specifically, the Elevator epi-
sode of SciRoc 1, where the robot had to interact with users in taking an elevator, was 
accompanied by the creation of an ad hoc questionnaire [13] and the data collected 
during the competition have been used to demonstrate the potential for carrying 
out experimental studies within robotic competitions [14, 15]. Moreover, the Sign 
Language episode of SciRoc 2, where the robot was supposed to interpret and produce 
phrases of the Italian sign language, was accomplished with an unprecedented col-
laboration and impact with the deaf people community [16].

6.5 The continuation of Smart City events in the future

Results from teams are encouraging, and successful attempts at challenges of 
annually increasing difficulty suggest that teams have grown in capability through 
their repeated engagement with the benchmarking process. We have underlined the 
importance of continuing the organisation of such events for supporting the growth 
of teams and research groups, providing them with an annual real-world ground 
where to test their systems. This is especially true after the lockdown caused by the 
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COVID19 pandemic, which increased the difficulties for teams to access real-world 
training areas (in particular marine sites).

Although the SciRoc project will finish in 2022, we are working to continue the 
ERL and the Smart City Events after the project’s close. The euRobotics international 
non-profit association will adopt the Smart City Events and continue to run them 
through an open call process, as with our previous Bologna event. It is intended that 
the design of the SciRoc events are responsive to the needs of the city stakeholders 
and, to some extent, the events are designed in order to support the communications 
and ambitions of the host city. We are therefore confident that city partners will 
continue to respond to our open call, to host Smart City events in the future.

The SciRoc Smart City Events saw collaboration with the H2020 funded 
EUROBENCH project to extend its work on benchmarking humanoids, and the 
H2020 METRICS project has been adopted within the ERL brand, following ERL 
benchmarking methodology. We hope that this will be repeated in the future, and 
anticipate new ERLs. Future Smart City competitions will provide a venue for more 
European Robotics projects to showcase their outputs to the public.

7. Conclusions

In this chapter we presented the SciRoc project which continued the work of the 
ERL and extended it to Smart City Events. We showed how the common TBM & FBM 
approach of the ERL was adapted and extended to enable these events to increase the 
value of the benchmarking endeavour through a massive increase in public engage-
ment. The Smart City events delivered value to multiple stakeholder groups;

• Municipalities showed their city to be a future-ready venue to attract technologi-
cal innovation and investment, and demonstrated the value of their smart city 
infrastructure

• Citizens and End Users saw robots performing relatable and believable tasks 
in accessible environments, which enabled fact-based discussions of fears and 
ambitions

• Host Institutions demonstrated their value in the political and economic ecosystems 
of their region, and showcased their capabilities to a wide and diverse audience

• Sponsors promoted their brand regionally and nationally. The value they gained 
beyond this depended on the nature of their business, for example, by building 
their network of top-quality robotics researchers

• Teams tested their robots, demonstrated their skills, and had fun while they did it

• Researchers extended the reach of their public engagement, developed and 
tested new benchmarking techniques and ways of working, and strengthened 
their networks

Bringing Robotics Benchmarking into the public arena in this way is important, 
we feel. For robots to be useful, they must be trusted, and for this trust to grow, real 
robots must be seen and their capabilities assessed.
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Due to the restrictions placed upon us by the Covid-19 pandemic and the associ-
ated restrictions in travel and public assembly, we had to find new ways of working 
which would allow the teams flexibility in the ways they interacted with the Smart 
City Episodes. These methods may provide a basis for future development of bench-
marking, and point the way towards a mixture of physical and virtual assessment.

As the project comes to an end, we are happy that we have surpassed our objec-
tives, overcome unforeseen challenges, and that we have prepared the way for the 
continuation of the ERL through the support of the European Scientific Community 
and other stakeholders in the years to come. We hope that the trend to harmonise 
benchmarking under the ERL umbrella continues, and that the Smart City Events 
provide an arena for more European Projects to meet the public and therefore advance 
the successful and safe use of robotics within Europe and beyond.

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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