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Preface

Since the earliest humans to populate the earth, we have gradually tried to understand 
and control the world around us. In trying to understand various phenomena, humans 
began to make predictions, for example, about the motions of the planets, eclipses, 
cycles of rainfall, or the periodicity of certain diseases. However, in the last few decades, 
the complexity of the predictions needed to be carried out has reached the limits of 
human ability. Luckily, the dawn of electronic computers has increased our abilities to 
predict nature, although the problems we are facing now are far more complex than the 
problems we faced a century ago.

Artificial intelligence (AI) machines demonstrate advanced cognitive skills in taking 
decisions, learning, perceiving the environment, predicting certain behavior, and 
processing written or spoken languages, among other skills. In addition, the ability 
of certain species to collectively demonstrate “swarm intelligence” has proven to be 
useful for solving complex problems that otherwise would be difficult to tackle. The 
collective power of AI and swarm intelligence can help solve difficult and complicated 
problems in innumerable areas.

This book highlights the wide range of applications in swarm intelligence and AI. It is 
divided into two sections: “Theoretical Background” and “Trends and Applications”. 
It is a useful resource for researchers and students alike.

Marco Antonio Aceves-Fernández, Ph.D.
Universidad Autónoma de Querétaro,

Querétaro, México
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Chapter 1

Particle Swarm Optimization
Rajesh Kumar Samala

Abstract

The procedure is to obtain the best solution for the certain parameters in the given
network to satisfy every requirement for design by considering the smallest affordable
cost will be considered as an optimization. Optimization traditional approach will
have some constraints like, outcome of single-based, local optima convergence, prob-
lems in unknown search space. To overcome the above constraints, many research
organizations have established various metaheuristics to search optimization solutions
for unsolved issues. The main intend to explain the Particle Swarm Optimization
algorithm (PSOA) is to explain the stochastic optimization approach basics. Motiva-
tion of this Particle Swarm Optimization algorithm (PSOA) is to develop a strong
metaheuristic optimization solution which is inspired natural swarm behavior like
schooling of birds and fishes. PSOA is a simplified social network simulation. The final
intent of this PSOA is a graphical representation and graphical simulate smoothly
but undefined bird or fish flock’s directions. Every bird’s vicinity of observability is
restricted to some area. Though having many birds permits every bird in the swarm
fitness function to be bigger surface concerned. Mathematically every Particle Swarm
Optimization algorithm (PSOA) has associated with fitness value, velocity, and posi-
tion. Memory of maintaining global fitness, best position, and global fitness value.

Keywords: swarm optimization, position and velocity

1. Introduction

The optimization is having great impact on nature and human law of affairs.
The characteristic of this optimization is to obtain the most superior (global minima
or maxima). The optimization structure should maintain the generality. Hence
the optimization design study should be obtaining the best of activity of human
aspects and analyzing, understanding, solution and evaluating of mathematical
issues of the system. This optimization issues are including some real problems
constraints and these constraints must be satisfied to get the most feasible global
solution. Many constraints are required in designing this optimization solution in real
world practice.

The main objective this optimization is to obtain the best with the small effort. For
example, in economic operation of electrical power system, with the minimum cost of
operation obtaining the maximum efficiency. This is also applicable for many more
fields in the real world.
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2. Mathematical formulation

Generally, all the optimization design having the following steps:

i. Input data

ii. Initialization

iii. Constraints

iv. Evaluation

v. Updating

vi. Storing Result

The design of optimization will be expressed in a standard form as follows:

Objective Function ¼ f Xð Þ ¼ maximizing or minimizing costð Þ (1)

Subjected to

Inequality Constraints for
minimizing objective function pnumberð Þ az Xð Þ≤0, where z ¼ 1, 2, 3, … , p

(2)

Inequality Constraints for
maximizing objective function p numberð Þ az Xð Þ≥0, where z ¼ 1, 2, 3, … , p

(3)

Equality Constraints q numberð Þ bz Xð Þ ¼ 0, where z ¼ 1, 2, 3, … , q (4)

Input or design varibales defined as xi, where i ¼ 1, 2, 3, … , n (5)

Input or design variable expressed as X ¼

x1
x2
x3
:

:

:

xn

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

(6)

The design variables can also be expressed as xli ¼ xi ¼ xui . Here xli is the lower limit
and xui is the upper limit.

3. Present best and global best optimization

If design or Input variables that give the optimization like maximization or
minimization of objective function f(X) can be represented with X* (Figure 1).

Pints P1, P2, P3, P4, P5, P6 are known as Present best or Local best solutions and
the P7 is known as the Global best solution for the given system.

4
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Objective of this given system has a present or local best solution at X* point, then

f X*
� �

≤ f X½ � for every X value and in single variable of x for a closed region of a≤ x≤ b:

4. Various optimization techniques

In the literature we have different types of mathematical approaches for optimi-
zation are found like Simplex approach, gradient approach, dynamic programming,
branch and bound and integer programming etc. for all these approaches the size will
be limited to solve. These approaches are more efficient in solving linear issues. With
the increase in variables number and constraints number, the time of computation is
also increases to obtain the solution. This increase in time increases exponentially.
With the increase in complexity in solving complex issues with the help of mathe-
matical approaches is also become more and more complex.

In last few years number of meta-heuristic approaches has developed to sole such
complex issues with limited flexibility. Many numbers of bio and nature inspired
optimization approaches has been developed like Genetic Algorithm (GA) and Swarm
Intelligence (SI) approaches.

Here GA will work on the Darwinian principle for survival of the best solution in
the population. GA uses the selection, cross-over and the mutation etc., as the opera-
tors to evaluate the population. Proved that, GA will give the closest solution for the
global optimization with the introducing required improvements into it. Furthermore,
the Differential Evaluation (DE) approach has explored to reach the global optimal
solution.

Taking an Inspiration from living organism social behavior like fishes, birds,
inspects etc. these can be communicate with each other might be directly or indirectly
with a set of patterns used for the individual optimization. These approaches will
operate on the cooperation of organisms instead of competing among them. All these
exchange of information from one to other.

Here the Particle Swarm Optimization (PSO) is from the nature inspired behavior
of food searching behavior of fishes and birds flocking behavior. To obtain the present
best or local optimal solution and the global best or global optimal solution the fishes
and the birds will be considered as particles.

As said previously PSO is the stochastic optimization method on swarm based. The
finding the food is with the cooperative way in these swarms. Every particle

Figure 1.
Local minima and global minima [1].
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(member) in this swarm ready to modify their pattern for search based on experience
from learning from other particles (members) or by own.

Velocity and the position of particles will update in PSO based on the change in
environment to reach proximity and the quality requirement. Here the proximity is
the swarms must carry time and space calculations and the quality is swarms have to
find the appropriate environmental change and have to respond.

According to cornfield model proposed by Heppner on the birds or fish flock
behavior, let us assume a food location in the plane. Birds will randomly move or
search for the food initially. Now (x0, y0) are the coordinates of position of
cornfield. The individual birds coordinate for position and the velocity can be
considered as (x, y) and (vx, vy) respectively. Distance from cornfield and the
current position is used to determine the performance of the speed and the current
position. If each particle has its own memory and can be able to memorize the best
position it reached.

This present best position is represented with Pbest (local best). Adjustment of
velocity denoted with a constant ‘a’, random numbers between [0, 1] denoted with
‘rand’. The below mathematical equations used to change the velocity as.

If Pbest x < x, then
Vx = Vx – (a * rand)
else
Vx = Vx + (a * rand)
end
If Pbest y < y
Vy = Vy – (a * rand)
else
Vy = Vy + (a * rand)
end
Now if there is a communication between swarms in some other way, every

individual able to memorize their best location, considering global best position
(gbest) of entire swarm.

Now if the constant for the velocity adjustment is denoted with ‘b’, by using above
mathematical equations if the velocity adjusted, Gbest is also changed (or) updated as.

If gbest < x,
Vx = Vx - (b * rand)
else
Vx = Vx + (b * rand)
end.
If gbest < y
Vy = Vy - (b * rand)
else
Vy = Vy + (b * rand)
end
The final fixed velocity and position updating after some trial and errors as.
Velocity updating:

Vx ¼ Vx þ 2 ∗ pbestx� xð Þ ∗ randþ 2 ∗ gbestx� xð Þ ∗ rand (7)

Position updating:

x ¼ xþ Vx (8)
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Here every individual is considered as a particle and these particles are not having
any mass and volume. But these particles are having position as well as velocity. Hence
this optimization is known as ‘Particle Swarm Optimization Algorithm’.

This PSO algorithm can be explained using the following flowchart (Figure 2).
From the flowchart we assume that ‘N’ is the size of swarm. Position vector of

every individual particle in D - dimensional vector space is

Xi ¼ Xi1, Xi2, Xi3,… , Xid, … , XiDð Þ (9)

Velocity vector,

Vi ¼ Vi1, Vi2, Vi3,… , Vid, … , ViDð Þ (10)

Present best (or) local best position of individual particle is,

Pi ¼ Pi1, Pi2, Pi3,… , Pid, … , PiDð Þ (11)

Optimal (or) the best global position of individual particle

Figure 2.
The Flowchart of the PSOA [2].
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Pg ¼ Pg1, Pg2, Pg3,… , Pgd, … , PgD
� �

(12)

Now without generality loss, by considering minimization is an objective function,
the mathematical equation for updating of individual particle optimal position as,

if f Pið Þ> f xi tþ 1ð Þð Þ
Pd
i , tþ 1ð Þ ¼ xdi

else

Pd
i tþ 1ð Þ ¼ Pd

i

Now the velocity and position formula are given as,

Vd
i tþ 1ð Þ ¼ Vd

i tð Þ þ C1 ∗ Pd
i tð Þ � xdi tð Þ� �

∗ randþ C1 ∗ Pd
i tð Þ � xdi tð Þ� �

∗ rand (13)

xdi tþ 1ð Þ ¼ xdi tð Þ þ Vd
i tþ 1ð Þ (14)

This proposed PSO was good enough for optimization. But later this PSO was
modified to improve the effectiveness by adding Inertia weight. With Inertia weight
introduction, the velocity update equation modified as,

Vd
i tþ 1ð Þ ¼ ω ∗Vd

i tð Þ þ C1 ∗ Pd
i tð Þ � xdi tð Þ� �

∗ randþ C1 ∗ Pd
i tð Þ � xdi tð Þ� �

∗ rand
(15)

Now by taking the convergence rate into an account, the construction factor (x) is
introduced into PSO. Now the new update equation for velocity is became,

Vd
i tþ 1ð Þ ¼ x Vjid tð Þ þ C1 ∗ Pd

i tð Þ � xdi tð Þ� �
∗ randþ C1 ∗ Pd

i tð Þ � xdi tð Þ� �
∗ rand

� �

(16)

Here the distance from the current position of the particle to its own best position
called ‘Cognitive’ i.e., own thinking. Hence ‘C1’ is called cognitive acceleration factor
(or) cognitive learning factor.

Next the distance from current position of the particle to the global best position It
is known as ‘Social’ factor. This indicates that there is a coordination and sharing of
information between particles. Good particles movement through the cognition.
Hence ‘C2’ is the social acceleration factor (or) social learning factor.

Theory and practical application of this PSO algorithm have found great progress.
This PSO used in various domains by every researcher with the understanding prin-
ciple of operation and application.

PSO algorithm does not required any continuous derivative and differential opti-
mized functions. This has fast rate of convergence. This PSO is very easy to under-
stand, execute using programming.

Now coming to disadvantages: multiple local extreme functions, PSO may local
minima and cannot produce optimal result because premature convergence of parti-
cle. PSO may not produce good results because of lack of best search techniques
because of not using information sufficiently in procedure of calculations. In every
Iteration PSO using only local optima Information which may not produce correct
results. This PSO can be able to provide global search possibility but cannot guarantee
for convergence to the global test. This PSO more suitable for optimization Issues s

8
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class with high dimensional and getting accurate outcome is not required because PSO
is a meta-heuristic optimization algorithm. It never gives the correct explanation from
the principle why it is efficient and not specified any of application range.

5. Various types of research about PSO

1.PSO algorithm can be analyzed theoretically and understanding of its working
mechanism.

2.Structure change and obtain better performance.

3.Different parameters influence on PSO.

4.Different topology influence on PSO.

5.Parallel study of PSO algorithm.

6.Discrete study of PSO algorithm.

7.Multi-objective optimization study of PSO algorithm.

8.Use PSO algorithm for various fields in Engineering.

5.1 PSO for multi objective optimization

The single objective optimization is not correct practically Because the effective
outcome is not accurate in single objective optimization. This problem has overcome
by multi objective (MO) optimization. This MO has become the latest area in research.
In this multi-objective optimization issues, all the target functions independently
optimized and finally determine the best value for every target. But there is a conflict
between objects. Because of conflicting between objects, unfortunately the finding of
optimal solution is highly impossible for every objective hence only a pareto perfect
solution has been determined.

Particles are independent agents in traditional PSO. Based on their own companion
and its own experience problem space can be search by particles. As given earlier
formula for particles update cognitive is the former and the social part is the latter.
Here, selection of gbest and pbest (social and cognitive guide) is the important issue of
Multi-Objective PSO (MOPSO). In both, i.e., in traditional PSO and MOPSO, choosing
cognitive guide is same. But the guide must be found based on pareto dominance.
There are two steps involved in choosing social guide.

Step-1: Candidate pool creation used for the guide selection.
In PSO traditional, this guide has been chosen from pbest (or) local (or) pbest of

neighbors. While in case of MOPSO, to save more pareto optimal solutions, the
normal technique is using an external pool.

Step 2: Guide Selection: Choosing of gbest must satisfy the below standards.
The chosen guide should be capable of provide particles guidance effectively. This

is because of improve the speed of convergence.
The selected guide required to give balanced search with pareto frontier. This is

because to maintain population diversity.
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To select social guide here two methods are specified.

1.Quantity standard

2.Roulette mode of selection

3.Quantity standard: Selection of social guide by following various procedures, but
not random selection involvement.

4.Roulette mode of selection: Random selection based on various standards, in
order to maintain population diversity.

Pseudo code for PSO algorithm:

Initialize population
for t = 1: maximum generation

for i = 1: population size
if f (xi,d (t)) < f (pi (t)) then pi (t) = xi,d (t)

f (pg (t)) = min (f (pi (t)))
end
for d = 1: dimension
vi,d (t + 1) = wvi,d (t) + C1* r1(pi – xi,d (t)) + C2* r2 (pg – xi,d (t))
xi,d (t + 1) = xi,d (t) + vi,d (t + 1)
if vi,d (t + 1) > vmax then vi,d (t + 1) = vmax

else if vi,d (t + 1) < vmin then vi,d (t + 1) = vmin

end
if xi,d (t + 1) > xmax then xi, d(t + 1) = xmax

else if xi,d (t + 1) < xmin then xi,d (t + 1) = xmin

end
end
end

end
For each particle

Initialize particle
END
Do

For each particle
Calculate fitness value
If the fitness value is better than the best fitness value (pbest) in history set
current value

as the new pbest
End

Choose the particle with the best fitness value of all the particles as the gbest
For each particle
Calculate particle velocity
Update particle position
End

While maximum iterations or minimum error criteria is not attained (Table 1).

10

Swarm Intelligence - Recent Advances and Current Applications



The PSO algorithm can be hybridized with several metaheuristic algorithm to
balance the exploration and exploitation. Some algorithms have better efficiency in
exploration, but they are poor in exploitation. Some algorithms will take high iteration
to reach convergence and show poor performance. In this case the PSO is introduced
to enhance the performance using,

Vi K þ 1ð Þ ¼ ωVi Kð Þ þ ρi ∗C1 Pbest
i � Xi Kð Þ� �þ ρ2 ∗C2 GXi Kð Þð Þ (17)

PSO Basic
Variant

Function Advantages Disadvantages

Velocity
Clamping (VC)

Control the global exploration
of the particle.
Reduces the size of the step
velocity, so that the particles
remain in the search area, but
it cannot change the search
direction of the particle.

VC reduces the size of
the step velocity so it
will control the
movement of the
particle

If all the velocity becomes
equal to the particle will
continue to conduct searches
within a hypercube and will
probably remain in the
optima but will not converge
in the local area.

Inertia Weight Controls the momentum of
the particle by weighing the
contribution of the previous
velocity

A larger inertia weight
in the end of search
will foster the
convergence ability.

Achieve optimally
convergence strongly
influenced by the inertia
weight

Construction
Coefficient

To ensure the stable
convergence of the PSO
algorithm

Similar with inertia
weight

When the algorithm
converges, the fixed values
of the parameters might
cause the unnecessary
fluctuation of particles

Synchronous and
Asynchronous
Updates

Optimization in parallel
processing

Improved
convergence rate

Higher throughput: More
sophisticated finite element
formulations Higher
accuracy (mesh densities)

Table 1.
The basic variant of PSO [3].
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Xi K þ 1ð Þ ¼ Xi Kð Þ þ Vi K þ 1ð Þ (18)

The proposed algorithm using PSO is written as,

1.Define population size (P), Initial values, C1 and C2 as acceleration constants, Pc
the number of variables, and maximum iteration number as Maxiter.

2.Setting t = 0, as counter initialization.

3.for i = 1: if P ≥ i, do

4.Generate an initial random population Xi(t).

5.Fitness evaluation function of every search agent or solution f(Xi).

6.end for

7.repeat

8.Apply standard original Particle Swarm Optimization (PSO) Algorithm.

9.Apply the selection operate of another algorithmwhich are going to hybridize with
PSO. (Ex: Genetic Algorithm (GA), Ant-LionOptimizationAlgorithm (ALOA) etc.)

10.Partition the population X(t) into in to partno sub-partitions, where each sub-
partition X0 tð Þ size is v x η.

11.for i = 1: partno ≥ i do

12.Apply the arithmetical crossover as shown in procedure 1 on each sub-partition
X0 tð Þ.

13.end for

14.Apply the algorithmwhich is hybridized with PSO on the whole population X(t).

15.Update the solution in the population X(t).

16.Set t = t + 1. Increase the iteration count.

17.Until iteration reaches the Maxiter. Satisfied the termination criteria.

18.Print the best solution (Figure 3).

PSOA will be applied in various optimization areas, example, Energy-Storage
Optimization, Image Processing, Economic operation of power system, Optimal
location identification, analysis of slope stability, foundation and pile engineering,
soil, and rock mechanics, underground and tunneling space design etc. PSOA will
simulate the particle movement and will be applied in visual effects and special effects
in some films.
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Along with the conventional applications optimization problems, Swarm Intelli-
gence (SI) will be used in acquisition of material from library, communications,
classification of medical dataset, dynamic control, planning of heating system, track-
ing of moving objects, and prediction.

PSO Algorithm Visual Explanation:
Let us suppose a group of birds are flying randomly in an area in search of their

food (Figure 4).
No bird knows exactly where the food is, but they know how far they are in each

iteration, (Figure 5).
Birds they do not know the best position. If any member can find the desirable

path to go, the rest of the members will follow quickly (Figure 6).
Finally, following the bird which is nearest to the food is an aim.

Figure 3.
The flowchart of the hybridization with PSOA [2].

Figure 4.
Random movement of birds [4].
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5.2 PSO algorithm demo with one example

Objective function used for Minimization:

Fitness ¼ 10 ∗ X1 � 1ð Þ^2þ 20 ∗ X2 � 2ð Þ^2þ 30 ∗ X3 � 3ð Þ^2

STEP – 1: PARAMETERS INITIALIZATION (Table 2):
Number of variables: m = 3.
Population size: n = 5.
Inertia weight: Wmax = 0.9, Wmin = 0.4.

Figure 6.
Finding best path [4].

8 9 1

9 6 1

3 5 10

10 2 10

10 5 8

Table 2.
Output [5].

Figure 5.
Birds moving toward the food [4].
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Acceleration Factor: C1 = 2, C2 = 2.
Maximum Iteration: Maxiter = 50.

% Population Initialization
LB = [0 0 0];
UB = [10 10 10];

for i = 1: n
for j = 1:m
X0 (i, j) = round (LB (j) + rand () * (UB (j) – LB (j)));
end

end

• Initialize velocity (vi) randomly for each particle: (Table 3)

• v = 0.1 * X0 (i, j);

Initial velocity for First Particle:
v(X1) = 0.1 * 8 = 0.8
v(X3) = 0.1 * 9 = 0.9
v(X1) = 0.1 * 1 = 0.1
Initial velocity for Second Particle:
v(X1) = 0.1 * 9 = 0.9
v(X3) = 0.1 * 6 = 0.6
v(X1) = 0.1 * 1 = 0.1
Initial velocity for Third Particle:
v(X1) = 0.1 * 3 = 0.3
v(X3) = 0.1 * 5 = 0.5
v(X1) = 0.1 * 10 = 1.0
Initial velocity for Fourth Particle:
v(X1) = 0.1 * 10 = 1.0
v(X3) = 0.1 * 2 = 0.22
v(X1) = 0.1 * 10 = 1.0
Initial velocity for Fifth Particle:
v(X1) = 0.1 * 10 = 1.0
v(X3) = 0.1 * 5 = 0.5
v(X1) = 0.1 * 8 = 0.8
Initial Position (Xi) Randomly for each Particles (Table 4):
Current Position = Previous Position + Velocity
Current Position for First Particle:
X1 = 8 + 0.8 = 8.8

X1 X2 X3

1st Particle 8 9 1

2nd Particle 9 6 1

3rd Particle 3 5 10

4th Particle 10 2 10

5th Particle 10 5 8

Table 3.
Initial population [5].
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X2 = 9 + 0.9 = 9.9
X3 = 1 + 0.1 = 1.1
Current Position for Second Particle:
X1 = 9 + 0.9 = 9.9
X2 = 6 + 0.6 = 6.6
X3 = 1 + 0.1 = 1.1
Current Position for Third Particle:
X1 = 3 + 0.3 = 3.3
X2 = 5 + 0.5 = 5.5
X3 = 10 + 1 = 11
Current Position for Fourth Particle:
X1 = 10 + 1 = 11
X2 = 2 + 0.2 = 2.2
X3 = 10 + 1 = 11
Current Position for Fifth Particle:
X1 = 10 + 1 = 11
X2 = 5 + 0.5 = 5.5
X3 = 8 + 0.8 = 8.8
STEP – 2: FITNESS EVALUATION f xti

� �
(Table 5)

Fitness Evaluation for Every Particle:
The objective function taken for minimization:

F xð Þ ¼ 10 ∗ X1 � 1ð Þ^2þ 20 ∗ X2 � 2ð Þ^2þ 30 ∗ X3 � 3ð Þ^2
F x01
� � ¼ 10 ∗ 8:8� 1ð Þ^2þ 20 ∗ 9:9� 2ð Þ^2þ 30 ∗ 1:1� 3ð Þ^2

F x01
� � ¼ 1:9649

X1 X2 X3

1st Particle 8.8 9.9 1.1

2nd Particle 9.9 6.6 1.1

3rd Particle 3.3 5.5 11

4th Particle 11 2.2 11

5th Particle 11 5.5 8.8

Table 5.
Current position [5].

X1 X2 X3

1st Particle 0.8 0.9 0.1

2nd Particle 0.9 0.6 0.1

3rd Particle 0.3 0.5 1.0

4th Particle 1.0 0.2 1.0

5th Particle 1.0 0.5 0.8

Table 4.
Initial velocity [5].
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F x02
� � ¼ 10 ∗ 9:9� 1ð Þ^2þ 20 ∗ 6:6� 2ð Þ^2þ 30 ∗ 1:1� 3ð Þ^2

F x02
� � ¼ 1:3236

F x03
� � ¼ 10 ∗ 3:3� 1ð Þ^2þ 20 ∗ 5:5� 2ð Þ^2þ 30 ∗ 11� 3ð Þ^2

F x03
� � ¼ 2:2179

F x04
� � ¼ 10 ∗ 11� 1ð Þ^2þ 20 ∗ 2:2� 2ð Þ^2þ 30 ∗ 11� 3ð Þ^2

F x04
� � ¼ 2:9208

F x05
� � ¼ 10 ∗ 11� 1ð Þ^2þ 20 ∗ 5:5� 2ð Þ^2þ 30 ∗ 8:8� 3ð Þ^2

F x05
� � ¼ 2:2542

gBest = 1.3236 (Table 6)
STEP – 3: CALCULATION OF POSITION AND VELOCITY FOR EVERY

PARTICLE

• Particle Position Calculation: xtþ1
i ¼ xti þ vti

• Particle Velocity Calculation:
vtþ1
i ¼ wvti þ C1r1 xBestti � xti

� �þ C2r2 gBestti � xti
� �

Velocity Update for at iteration (t = 0) for First Particle:

v0þ1
1 ¼ wv01 þ C1r1 xBest01 � x01

� �þ C2r2 gBest01 � x01
� �

v11 ¼ 0:9 ∗0:8þ 2 ∗ randðÞ ∗ 8:8� 8:8ð Þ þ 2 ∗ randðÞ ∗ 9:9� 8:8ð Þ
v11 ¼ 1:0667

Calculating all the values as:

v11 ¼ 1:0667 for x1

v11 ¼ �4:4719 for x2

v11 ¼ 0:0900 for x3

FITNESS VALUE (t = 0)

1.9649

1.3236

2.2179

2.9208

2.2542

Table 6.
Choose the particle with best fitness value as gBest [5].

17

Particle Swarm Optimization
DOI: http://dx.doi.org/10.5772/intechopen.107156



Particle Position Update: (Table 7)
Position Update for First Particle:

x0þ1
1 ¼ x01 þ v01

x11 ¼ 8:8þ 1:0667 ¼ 9:8667

x11 ¼ 9:9þ �4:4719ð Þ ¼ 5:4281

x11 ¼ 1:1þ 0:900 ¼ 2

STEP – 4: FITNESS EVALUATION f xti
� �

(Table 8)
Current Best Calculation Best [gBest]
Update Minimization: Calculate Fitness Value:

F xð Þ ¼ 10 ∗ X1 � 1ð Þ^2þ 20 ∗ X2 � 2ð Þ^2þ 30 ∗ X3 � 3ð Þ^2
FirstParticle

F xð Þ ¼ 10 ∗ 9:8667 � 1ð Þ^2þ 20 ∗ 5:4281� 2ð Þ^2þ 30 ∗ 2� 3ð Þ^2 ¼ 1:0512

SecondParticle
F xð Þ ¼ 10 ∗ 10:71� 1ð Þ^2þ 20 ∗ 7:14� 2ð Þ^2þ 30 ∗ 1:19� 3ð Þ^2 ¼ 1:5695

ThirdParticle
F xð Þ ¼ 10 ∗ 10:78� 1ð Þ^2þ 20 ∗ 8:07 � 2ð Þ^2þ 30 ∗ �7:317 � 3ð Þ^2 ¼ 4:8866

FourthParticle
F xð Þ ¼ 10 ∗ 10:78� 1ð Þ^2þ 20 ∗ 8:07 � 2ð Þ^2þ 30 ∗ �7:317 � 3ð Þ^2 ¼ 3:6716

X1 X2 X3

1st Particle 9.8667 5.4281 2

2nd Particle 10.71 7.14 1.19

3rd Particle 10.83 8.07 �7.317

4th Particle 10.83 3.628 12.42

5th Particle 9.78 6.028 �4.8635

Table 8.
Updated positions for every particle [5].

X1 X2 X3

1st Particle 1.0667 �4.4719 0.0900

2nd Particle 0.8100 0.5400 0.0900

3rd Particle 7.4888 2.5728 �18.3177

4th Particle �0.1678 1.4286 1.4286

5th Particle �1.2109 0.5286 �13.6635

Table 7.
Updated velocity for every particle [5].
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FifthParticle
F xð Þ ¼ 10 ∗ 9:78� 1ð Þ^2þ 20 ∗ 6:028� 2ð Þ^2þ 30 ∗ �4:8635� 3ð Þ^2 ¼ 2:9504

Choose the Current Best as (Table 9)
if f x11
� �

< f gBestð Þthen
gBest ¼ x11
if f x11
� �

< f gBestð Þ
1.0512 < 1.3236
if f x11
� �

< f gBestð Þ then
gBest ¼ 1:0512
if f x12
� �

< f gBestð Þ
1.5695 < 1.3236
if f x13
� �

< f gBestð Þ
4.8866 < 1.3236
if f x14
� �

< f gBestð Þ
3.6716 < 1.3236
if f x15
� �

< f gBestð Þ
2.9504 < 1.3236
gBest = 1.0512
if f xti
� �

< f pBestð Þ then
pBest = xti
if f x11
� �

< f pBestð Þ
1.0512 < 1.9649
if f x12
� �

< f pBestð Þ
1.5695 < 1.3236
if f x13
� �

< f pBestð Þ
4.8866 < 2.2179
if f x14
� �

< f pBestð Þ
3.6716 < 2.9208
if f x15
� �

< f pBestð Þ
2.9504 < 2.2542
STEP – 5: UPDATE ITERATION (Table 10)
Update t = t + 1 = 2
t = 2

Updated Fitness Value

1.0512

1.5695

4.8866

3.6716

2.9504

Table 9.
Updated fitness value [5].
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STEP – 6:
gBest = 1.0512
Repeat this until stopping Criteria met (Table 11)

5.3 PSO algorithm demo with one more example

Find the minimum of the function using PSO algorithm.

f xð Þ ¼ �x2 þ 5xþ 20

Using 9 particles with initial positions.

x1 ¼ �9:6, x2 ¼ �6, x3 ¼ �2:6, x4 ¼ �1:1, x5 ¼ 0:6, x6 ¼ 2:3, x7 ¼ 2:8, x8 ¼ 8:3,

x9 ¼ �10,

Step 1: Evaluation of objective function as

f 01 ¼ �120:16, f 02 ¼ �46, f 03 ¼ 0:24, f 04 ¼ 13:29, f 05 ¼ 22:64, f 06 ¼ 26:21, f 07 ¼ 26:16,

f 08 ¼ �7:39, f 09 ¼ �30

Let C1 = C2 = 1 and set initial velocities of the particles to zero.

v01 ¼ 0, v01 ¼ v02 , v
0
3 , v

0
4, v

0
5 , v

0
6, v

0
7 , v

0
8 , v

0
9 ¼ 0

Step 2: Set the iteration number as t = 0 + 1 and go to step 3.
Step 3: Find the Pbest for every particle.

Ptþ1
best, i ¼

Pt
best, iif f

tþ1
i >Pt

best, i

xtþ1
i if f tþ1

i ≤Pt
best, i

8<
:

So,

New pBest Value

1.0512

1.3236

7.2179

2.9208

2.2542

Table 10.
Updated fitness value [5].

1st Particle 9.8667 5.4281 2

Table 11.
OUTPUT gBest & xti [5].
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P1
best, 1 ¼ �9:6, P1

best, 2 ¼ �6, P1
best, 3 ¼ �2:6, P1

best, 4 ¼ �1:1, P1
best, 5 ¼ 0:6,

P1
best, 6 ¼ 2:3, P1

best, 7 ¼ 2:8, P1
best, 8 ¼ 8:3, P1

best, 9 ¼ 10

Step 4: Gbest = max(Pbest) so Gbest = 2.3.
Step 5: Updating the velocities of the particle by considering the value of random

numbers r1 =0.213, r2 = 0.876, C1 = C2 = 1, w = 1.

vtþ1
i ¼ vti þ C1rt1 Pt

best, i � xti
� �þ C2rt2 Gt

best � xti
� �

; i ¼ 1, 2, 3, … , 9:

v11 ¼ 0þ 0:213 �9:6þ 9:6ð Þ þ 0:876 2:3þ 9:6ð Þ ¼ 10:4244

v12 ¼ 7:2708, v13 ¼ 4:2924, v15 ¼ 1:4892, v16 ¼ 0, v17 ¼ �0:4380, v18 ¼ 5:256, v19 ¼ �6:7452

Step 6: Update the values of position as well.

xtþ1
i ¼ xti þ vtþ1

i

x11 ¼ 0:8244, x12 ¼ 1:2708, x13 ¼ 1:6924, x14 ¼ 1:8784, x15 ¼ 2:0892, x16 ¼ 2:3,

x17 ¼ 2:362, x18 ¼ 3:044, x19 ¼ 3:2548

Step 7: Finding objective function values of

f 11 ¼ 23:4424, f 12 ¼ 24:739, f 13 ¼ 25:5978, f 14 ¼ 25:8636, f 15 ¼ 26:0812, f 16 ¼ 26:21,

f 17 ¼ 26:231, f 18 ¼ 25:9541, f 19 ¼ 25:6803

Step 8: Stopping Criteria.
If the terminal rule is satisfied, go to step 2. Otherwise stop the iteration and note

the result.
PSO Algorithm Demo with nature inspired hybrid algorithm:
The optimal integration of Distributed Generation (DG) would be investigated by

determining the reduced power loss, enhanced voltage at every bus, reduced total
operating cost and enhanced voltage stability of the test network.

In this section, the candidate busses for DG placement and the capacity of the
DGs are estimated with the help of Ant-Lion Optimization Algorithm (ALOA)
methodology.

Later the elitism phase of the ALOA methodology for updating the DGs location
will be done by introducing Particle Swam Optimization Algorithm (PSOA) in
ALOA.

The ALOA imitates the ant-lion’s hunting mechanism. In ant-lion’s life cycle
there are two main stages, namely, Larva stage or phase and adult stage. The
antlion using its larva stage to find the food and the adult stage for reproduction.
The inspiration for this ALOA is the larva stage. The antlion prepare one pit by
digging in the sand in the shape of cone by moving in a circular way and throwing
the sand out of the pit with its heavy jaw. After preparation of trap the antlion
will wait for food. The level of hungry of an antlion and the size of the moon
decides the trap size. If any pray come toward the surface of the trap, that will
fall into the trap very easily. Then the antlion will catch the pray, when it is
identified by the antlion.

The matrices Mant-lion and Mant stores the random places of the antlions and ants
respectively,
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Mant�lion ¼

AL1, 1 AL1, 2 … AL1, n

AL2, 1 AL2, 2 … AL2, d

⋮ ⋮ ⋮ ⋮

ALn, 1 ALn, 2 … ALn, d

0
BBBBB@

1
CCCCCA

Mant ¼

A1, 1 A1, 2 … A1, n

A2, 1 A2, 2 … A2, d

⋮ ⋮ ⋮ ⋮

An, 1 An, 2 … An, d

0
BBBBB@

1
CCCCCA

(19)

Antlion’s and ant’s fitness will be stored in Mfit-AL and Mfit-A matrices,

Mfit�AL ¼

f AL1, 1, AL1, 2, … , AL1, n½ �ð Þ
f AL2, 1, AL2, 2, … , AL2, d½ �ð Þ

⋮

f ALn, 1, ALn, 2, … , ALn, d½ �ð Þ

0
BBBBB@

1
CCCCCA

Mfit�A ¼

f A1, 1, A1, 2, … , A1, n½ �ð Þ
f A2, 1, A2, 2, … , A2, d½ �ð Þ

⋮

f An, 1, An, 2, … , An, d½ �ð Þ

0
BBBBB@

1
CCCCCA

(20)

5.3.1 Ant’s random movement

When ants are moving randomly in search space, then the antlions are ready
to find them. All the ants randomly move in search space to find their food is
given as,

ant position ¼ 0, cumulative sum 2 ∗ random number� 1ð Þ, …½
till max imum iteration� (21)

random number ¼
1 if rand>0:5

0 if rand≤0:5

(
(22)

The random movement of ants is restricted within search space. Hence, the ant’s
position will be updated as,

New ant position ¼ old ant position� amð Þ dm � ctm
� �

bm � am
þ ct (23)

Where, am and bm represents minimum and maximum of ant’s random walk, ctm
and dtm represents minimum and maximum of mth variable at tth iteration.
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5.3.2 Trapping of ants

The equation for the ant’s trapping into ant-lion’s pit is as,

ctm ¼ Ant� liontn þ ct

dtm ¼ Ant� liontn þ dt
(24)

Construction of trap
By using roulette wheel method, the best ant-lion is chosen.
Ants sliding toward ant lion
Ants sliding into the pit are represented by,

ct ¼ ct

10
wt
s

dt ¼ dt

10
wt
s

(25)

w ¼

2 if t>0:1S
3 if t>0:5S
4 if t>0:75S
5 if t>0:9S
6 if t>0:95S

8>>>>>><
>>>>>>:

(26)

5.3.3 Catching the pray and reconstruction process of pit

If the ant’s objective function is better than that of the antlions, then the ant-lion
moved to a new position to find the opportunity to catch the pray in a better way. The
new ant-lion’s position is given as,

Ant� lion new position ¼ Ant position  forant objective funtion>
ant� lion objective function

(27)

5.3.4 Elitism

In each stage the best solution is stored called Elitism. Each ant is assumed to be
connected to an antlion using roulette wheel and is represented by,

elite ant ¼ random walk around the selected ant� lion
2

(28)

5.3.5 The particle swarm optimization algorithm (PSOA)

This optimization algorithm is stochastic population-based method to solve opti-
mization issues. PSO is a nature inspired meta-heuristic algorithm, works with a
particles swarm. In a search space every particle is considered as a solution with two
characteristics namely, its own velocity and position. The velocity represents the
direction and the distance for optimize the position in next iteration. The position
defines the present value of the solution. For the entire particle its own present best
named as pbest and the overall global solution named as Gbest estimated.
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5.3.6 Mathematical formulation for PSOA

PSO is a stochastic population-based metaheuristic to solve continuous optimiza-
tion problems. The main idea of the metaheuristic came from the observation of
behavior of natural organisms to find food. PSO works with a swarm of particles. Each
particle is a solution to a problem in the decision space and has two characteristics: its
own position and velocity. The position represents the current values in the solution;
the velocity defines the direction and the distance to optimize the position at next
iteration. For each particle i its own past best position p best i and the entire swarm’s
best overall position G are remembered. In basic PSO the velocity and position of each
particle are updated in the following equations,

vi kþ 1ð Þ ¼ wvi kð Þ þ ρ1c1 pbesti � Xi kð Þ� �þ ρ2c2 GXi kð Þð Þ (29)

Xi kþ 1ð Þ ¼ Xi kð Þ þ vi kþ 1ð Þ (30)

Where, i is a particle index, k is an iteration number, vi kð Þ is velocity, Xi kð Þ is the
position of particle i at iteration k, pbesti is the best position found by particle i
(personal best), G is the best position found by the swarm (global best, best of
personal bests), w is an inertia coefficient, ρ1, ρ2ð Þ are random numbers in [0,1]
interval, c1, c2 are positive constants representing the factors of particle’s attraction
toward its own best position or toward the swarm’s best position (Figure 7).

5.3.7 Hybridization of particle swarm optimization algorithm (PSOA) based ant-lion
optimization algorithm (ALOA)

In this part of hybridization is, the PSOA has been associated to enhance the ALOA
performance, by updating the ALOA elitism stage.

Initially the load flow analysis is carried out with the help of Backward/Forward
(BW/FW) sweep method for the base case with the bus data and the load data of the
test system without adding any extra load on to the system. Now with intend to
reduce these power losses up to maximum possible extent the PSOA based ALOA is
combined to form a hybrid methodology. With this methodology, the candidate
busses, and capacities of DGs are estimated with the help of ALOA method, and
then the locations of antlions are updated with the help of PSOA methodology.
This will be evaluated with the help of the flowchart given for proposed hybrid
methodology.

5.3.8 Specific contribution

Initially by using the ALOA standalone algorithm the DG locations and capacities
were identified intend to reduce the total power losses and total operating cost and
enhancement of voltage stability index and the voltage profile at every bus. All the
values have been tabulated with different power factor conditions on various test
networks with different types of DG units.

Now with the help of proposed hybrid algorithm the DG locations and capacities
were identified intend to reduce the total power losses and total operating cost and
enhancement of voltage stability index and the voltage profile at every bus. All the
values have been tabulated with different power factor conditions on various test
networks with different types of DG units.
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In ALOA hybridized with PSOA the elitism phase of the ALOA for DG position
were updated by using the following mathematical equations,

new volocityj kkþ 1ð Þ ¼ cons tan t ∗ old velocityj kkð Þ
þ inertia cons tan t1 ∗ positive cons tan t1 ∗ ðpbestj � position kkð Þ
þ inertia cons tan t2 ∗ positive cons tan t2 ∗ Gbest

j � position kkð Þ
� � (31)

Figure 7.
Flow chart of proposed PSOA-ALOA hybrid technique [6].
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new positionj kkþ 1ð Þ ¼ old positionj kkð Þ þ new velocity kkþ 1ð Þ (32)

This is because the performance of the ALOA has high iteration to reach the
optimal solution and poor performance. To improve the performance of ALOA is
based on the PSOA. This property leads to this hybridization of ALOA-PSOA for
optimal integration of DG units were identified with intend to reduce the total power
losses and total operating cost and enhancement of voltage stability index and the
voltage profile at every bus. All the values have been tabulated with different power
factor conditions on various test networks with different types of DG units.

The PSOA has still having some issues that ought to be resolved. Therefore, the
future works on the PSOA will probably concentrate on the following:

1.Find a particular PSO algorithm which can be expected to provide good
performance.

2.Combine the PSO algorithm with other optimization methods to improve the
accuracy.

3.Use this algorithm to solve the non-convex optimization problems.
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Chapter 2

Bio-inspired Optimization:
Algorithm, Analysis and Scope of
Application
G. Devika and Asha Gowda Karegowda

Abstract

In the last few years, bio-inspired optimization techniques have been widely
adopted in fields such as computer science, mathematics, and biology in order to
optimize solutions. Bio inspired optimization problems are usually nonlinear and
restricted to multiple nonlinear constraints to tackle the problems of the traditional
optimization algorithms, the recent trends tend to apply bio-inspired optimization
algorithms which represent a promising approach for solving complex optimiza-
tion problems. This work comprises state-of-art of ten recent bio-inspired algo-
rithms, gap analysis, and its applications namely; Particle swarm optimization
(PSO), Genetic Bee Colony (GBC) Algorithm, Fish Swarm Algorithm (FSA), Cat
Swarm Optimization (CSO), Whale Optimization Algorithm (WOA), Artificial
Algae Algorithm (AAA), Elephant Search Algorithm (ESA), Cuckoo Search Opti-
mization Algorithm (CSOA), Moth flame optimization (MFO), and Grey Wolf
Optimization (GWO) algorithm. The previous related works collected from Scopus
databases are presented. Also, we explore some key issues in optimization and
some applications for further research. We also analyze in-depth discussions on
the essence of these algorithms and their connections to self-organization and their
applications in different areas of research are presented. As a result, the proposed
analysis of these algorithms leads to some key problems that have to be addressed
in the future.

Keywords: particle swarm optimization, genetic bee colony algorithms, Fish swarm
algorithm, artificial algae algorithm, Chicken swarm optimization, Grey wolf
algorithm, Cat swarm optimization

1. Introduction

Bio-inspired algorithms nowadays resolve application problems in decision-
making, information handling, and optimization purposes from different domains of
science and engineering. Many techniques developed fields expected to next few years
intelligent optimization algorithms more effective in solving different problems for
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anomaly and failure detection areas [1]. Optimization plays a major role in more single
or multi-objective problems with deterministic or stochastic algorithms [2]. The focus
of NP-hard problem-based deterministic or stochastic algorithms to intensification
and diversification of meta-heuristic optimization algorithm. Compared to conven-
tional methods, bio-inspired algorithms are intelligent, improved, easy to test, and
flexible [3].

In computer networks, security, mechanical problems, electronics image
processing, electrical, robotics, production engineering, management, planetary and
others are applying bio-inspired algorithms in new era to solve problems easily
[4, 5]. Hence it is an emerging field, authors aim to review the discussion and future
scope of bio-inspired algorithms. Bio-inspired algorithms concern definitions, prin-
ciples models, processing steps, merits and demerits reviewed for the most fre-
quently applied bio-inspired algorithms in this chapter. The study discusses bio-
inspired algorithms which are purely inspired by identifiable or special behaviour of
biological organisms. This chapter covers both emerging and well-known tech-
niques. Ten bio-inspired algorithms: Particle swarm optimization (PSO), Genetic
Bee Colony (GBC) Algorithm, Fish Swarm Algorithm (FSA), Cat Swarm Optimiza-
tion (CSO), Whale Optimization Algorithm (WOA), Artificial Algae Algorithm
(AAA), Elephant Search Algorithm (ESA), cuckoo Search Optimization Algorithm
(CSOA), Moth flame optimization (MFO), and Grey Wolf Optimization (GWO)
algorithm are analysed deeply in this work along with their future scope. Authors
have restricted to ten potential algorithms few more potential bio-inspired algo-
rithms is dealt in detail for authors other publications [6, 7]. The work carried on in
two phases, in initial phase aims in recognizing algorithms and second phase in
depth study of identified algorithms is performed. The chapter noticeably aid in
identification of significant bio-inspired solutions for various problems. In section 1,
overview of optimization technique and types are presented. Section 2 covers core
part of authors work which gives in-depth information on ten bio-inspired algo-
rithms. Section 3 focus on current observation of algorithms and in next section
further scope and conclusion are briefed.

2. Overview of optimization

Optimization methods execute and compare iteratively to find solutions for the
optimum solutions to be searched. Optimization is part of all problems in all fields.
Common types of optimization methods adopted to find solutions are briefed.

2.1 Stochastic optimization

Stochastic optimization (SO) computation involves more vagueness and impre-
ciseness because of randomness in function of minimization or maximization to lend
for real-life scenarios. The involved unpredictability exists in form of noise in process
of search by Monte Carlo randomness [8]. Stochastic annealing, approximation, pro-
gramming, swarm-based algorithms are common involved techniques of SO. They
include high non-linearity system noise and dimensional models. These models are
present to analyze, solve, derive, and numerical extraction of information in resolving
decision-making problems. Major investment of SO is in specific applications oriented
towards long and short programs. Aircrafts, missile, drug design, and network traffic
control applications are getting advantage of SO. Stochastic application tool can be
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applied as a powerful modelling tool in a few applications, but estimation of real-life
problems is another major uncertainity where solving through SO involves practical
limitations. Another problem of SO is complete dependency on data available and
modelling of it [3, 9].

2.2 Robust optimization

The optimization model is robust based to deal with data to regulate
uncertainty. Key features are deterministic, easy computational tractability and set
based. Model includes global or local or non- probabilistic or probabilistic models.
Any given problem will get involve all the features of robust optimization in order to
search for a solution. The technique is also known as the min-max or worst-case
approach. Provide a guarantee for solutions to problem application which
involves more uncertainty in data. The parameters involved in process of estimation
are to resolve estimation errors. One improved model for definition and interpreta-
tion is setting more robust constraints [10]. Engineering optimization design
results mainly in reliability optimization and feasible input possible values to
robust solution structure. Robust optimization gives same weight and values for
parametric values in collection of uncertain data. Problems will be resolved with
the formulation of cost savings and stability, qualitative and quantitative.
Complex problems considered for optimization may extend complexity to a more
significant level [6, 7].

2.3 Dynamic optimization

Dynamic programming is another name for dynamic optimization which processes
optimal profile of more than one parameter of a system used to find possible solutions
for a problem given. Variations of dynamic optimization with optimization discrete
time, calculus variation and extended static optimization. The implementation
includes a system controller to perform criteria with algorithm to execute control.
Dynamic optimization involves a system controller performing optimal substructure
and overlapping sub-problems [8]. Dynamic optimization characterizes structure,
recursively defines value, computes value and constructs an optimal solution for
computation. Dynamic programming optimizes problems and recursively divide
problem into sub-problems which can solve either bottom-up or top-down approach.
The logic used is general and supple. It solves computation time and storage space [9].
Classification optimization based on different factors is summarized in Table 1.

3. Bio inspired optimization algorithms

This section is brief on bio-inspired algorithms detailed. Concept advantage
algorithm, flowchart and applications are briefed.

3.1 Particle swarm optimization (PSO)

In proposed particle swarm optimization (PSO) algorithm inspired by intelligent
behaviour of birds [11], Craig Reynolds simulated flock social birds behaviour for the
first time and later studied by Frank Heppner [12]. PSO search for optimal solution
similar to flyting birds with specific velocities determined from previous results and
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neighbours in identified search areas [13]. Given a problem identified in search space
represent solution in different n-dimension as result in PSO as n particles. The particle
moves in n dimension solution space with different velocities. Particles move and
store previous behaviours of it and share experiences to store search space. The key
merit of POS is its experience to share particle communicate to part or complete
swarm to lead motion to detect search space [14]. Each particle will compare the
current fitness value with previous optimized results and neighbours in every itera-
tion. Entire particles’ global and local algorithm is considered. Each particle best global
value is stored as a local value. The entire search space particles’ best result is stored as
the global best optimal solution. In further iterations value will be adjusted to best
optimal if current is best when compared to previous results.

3.1.1 PSO concept

Each particle is running in PSO to identify a feasible solution to the optimization
problem in a given search space. The behaviour of flight of particles is considered as
search of individual particle. Velocity of particles is dynamically updated based on
position of particle and optimal swarm population. The swarm population is
composed of M particles in D dimensional space and historical optimal position of the
ith particle is represented by pi, iϵ {1,2,3 … M} and optimal position of swarm
population is denoted by pg. In every step velocity and position of each particle are
updated dynamically tracking its corresponding previous positions and optimal
position of swarm population. The detailed equations are expressed as follows,

Vtþ1
ij ¼ wVtþ1

ij þ c1rt1 pbestij � Xt
ij

� �
þ c2rt2 gbestj � Xt

ij

� �
(1)

Xtþ1
ij ¼ Xt

ij þ Vtþ1
ij (2)

Optimization Factor Taxonomy

1 Stochastic Constraints Unconstrained
Constrained

Nature of equation Non-Linear
Polynomial
Linear
Quadratic

2 Robust Physical structure Optimal control
Non-optimal control

Decision variable permissible value Integer programming
Real-valued programming

3 Dynamic Variable type Deterministic
Non-deterministic

Function splitting Separable
Non-separable

Objective function Single objective
Multi-objective

Table 1.
Classification of optimization.
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In Eqs. (1) and (2) t indicates iteration number , d ϵ {1, 2, 3, … .. D} indicates
dimension, xi,d(t) is the dth dimension variable of the ith particle in the tth iteration,
and variables vi,d(t), pg,d(t), and pi,d(t) have the similar meanings in turn. ? is inertial
weight, and c1 and c2 denote acceleration coefficients, r1 and r2 are random numbers
uniformly distributed in interval [0, 1]. The objective function to be set, and resultant
objective values of each particle correspond to fitness values. These fitness values are
used to measure position of particles, historical optimal position of particles and the
optimal position of swarm population.

The main concept of PSO is clear from the particle velocity equation that a con-
stant balance between three distinct forces hauling on each particle: (i) particles
previous velocity (inertia), (ii) Distance from the individual particles’ best-known
position (cognitive force) and (iii) Distance from the swarms best known position
(social force). These forces are dependent on c1 and c2 weight constants and ran-
domly concerned by r1 and r2 constants. Three forces are shown in vector form as in
Figure 1a where weight values are specified in vector magnitude. The particles will
continue to explore as in search space similar to bird as shown in Figure 1b to
converge to best position.

PSO shows sufficient better performance on optimization related problems of
small scale. The original POS later on improved versions of PSO have been proposed
by many researchers. Few incremental works of PSO has been discussed in this sub
section which support for large scale and multiple optima [14].

Opposition based PSO discussed by Jabeen et al. [11]. Particle has been classified
into two class bad and good. Population of two class generated with fitness computa-
tion then original PSO applied. The opposite particle computed using equation

Popi ¼ aþ b� pi (3)

Where in Eq. (3) D is the dimension and R is real number. Quasi-oppositional
comprehensive learning particle swarm optimizers (QCLPSO) proposed Chang et al.
[7]. Swarm initialization applied by qausi opposite number. The constriction factor
balance incremental approach to proposed by Clerc [8]. The equation with constric-
tion factor velocity updated equation is summarized in Eqs. (4)–(6),

vij tþ 1ð Þ ¼ x vij tþ 1ð Þvij tð Þ þ φ vij tð Þ
� �� xij tð Þ þ φ yij tð Þ

� �
� xij tð Þ

h i
(4)

x ¼ 2=∣ 4� φ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2φ� 4φ

p
∣ (5)

φ ¼ c1þ c2,φ1 ¼ c1r1 (6)

Figure 1.
(a) Exploration of PSO (b) search of new position [4].
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A random value is distributed between [0, 1] for particles by Zhang et al. [13]. The
dependency inertia weight to maximize number of iterations to another one is applied
to avoid problems in original PSO to search local ability to end. Speed- and
accumulation-based inertia weight computation is proposed in Wei et al. [15]. A
Cauchy mutation an improved PSO proposed by Wang et al. [14]. The original fitness
of particle is selected to mutate the particle to distribute with increase in parameter
scale t = 1. It is defined between test function to choose randomly to assign velocity
and pop size for particles in swarm. A variation in computation of power distribution
among particles applies global best value with power mutation function. The fitness
calculation for both particles select appropriate one in Wu et al. [13]. Power mutation
function based another opposition-based power mutation function applied for PSO by
Imran et al. [15]. Two times mutation being applied on opposite swarms and global
best particle power mutation. Global selection for best mutation avoids stagnation.
Still improved PSO presented by Imran et al. [16] with student T mutation. Global
best particle T student particle identified to work over adaptive and Cauchy mutation
(Figure 2).

3.1.2 Merits of PSO

• Communication capability: particles can communicate efficiently each other as
positions of best particle of all previous iterations are stored.

• Faster Convergence: accelerates more towards optimal solution in optimization

• Simplicity: Updation of velocity and position equations are simple to calculate

• Adaptable to environment: have ability to choose best optimal solutions in
changing environment.

3.1.3 Demerits of PSO

• PSO fails to resolve problem which lack in storage and not able to may clear
distinction between previous and next particle positions.

Figure 2.
PSO algorithm & flowchart.
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• Assume all particles are same hence inertial and velocity also remain same

• PSO do not identify multiple optima.

• Convergence is harder with varied inertia weight

3.1.4 Applications

PSO has been applied in most domains to optimize solutions from agriculture to
industry. PSO has been extensively applied in different geotechnical engineering
aspects such as slope stability analysis, pile and foundation engineering, rock and soil
mechanics, and tunnelling and underground space design [17]. PSO has been widely
used in various kinds of planning problems, especially in the area of substation
locating and sizing [14]. But in the area of heating supply, PSO is mainly applied in
heating load forecasting [18–20], but rarely used in Heat System Planning. PSO can be
applied for various optimization problems, for example, Energy-Storage Optimiza-
tion. PSO can simulate the movement of a particle swarm and can be applied in visual
effects like those special effects in Hollywood film.

3.2 Genetic bee colony (GBC) algorithm

Bee food identification and collection intelligent swarm technique is defined in
artificial bee colony. The best bee for the required problem is selected through
parameters communication link, task allocation, reproduction, dance, placement
mating and movement. GBC is optimised towards solution iteratively in an attempt to
increase efficiency for any critical problem. Bee swarm is categorized as employee,
onlooker and scouts. The employee bee identifies fresh sources of food. Scout bees job
is to assign fitness quotient to entrust job of random search for employee bee identi-
fied spots. The assignment is random-based. If freshly identified food is better than
earlier findings then, bees will collect from fresh location. Constantly employee bees
look for best site for food collection. The onlooker bee is responsible to identify the
best food source considering quantitative factor of food availability [21, 22].

3.2.1 Concept

The ABC algorithm consists of four main steps: initialization, employed bee phase,
onlooker bee phase, and scout bee phase. After the initialization step, the other three
main steps of the algorithm are carried out repeatedly in a loop until the termination
condition is met. The main steps of the ABC algorithm are as follows.

Step 1 (initialization). In the initialization step, the ABC generates a randomly
distributed population of SN solutions (food sources), where SN also denotes the
number of employed or onlooker bees. Let φ represent the ith food source, where is
the problem size. Each food source is generated within the limited range of ith index
by whereφ ¼ 1,2,… SN,j ¼ 1,2,… :D,φi,j , is a uniformly distributed random real
number in , xmin and xmax and are the lower and upper bounds for the dimension ,
respectively. Moreover, a trial counter for each food source is initialized as in Eq. (7).

xi,j ¼ xmin
j þ φi,j xmax

j � xmin
j

� �
(7)
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Step 2 (employed bee phase). In the employed bee phase, each employed bee visits a
food source and generates a neighboring food source in the vicinity of the selected
food source. Employed bees search a new solution, by performing a local search
around each food source as follows: where is a randomly selected index and is a
randomly chosen food source that is not equal to; that is, is a random number within
the range generated specifically for each and combination. A greedy selection is
applied between and by selecting the better one as in Eq. (8).

vi,j ¼ xi,j þØ xi,j � xr1,j
�

(8)

Step 3 (onlooker bee phase). Unlike the employed bees, onlooker bees select a food
source depending on the probability value, which is determined by nectar amount
associated with that food source. The value is calculated for the food source as
follows considering Eqs. (9) and (10): where the fitness value of solution and
calculated as in (4) for minimization problems. Different fitness functions are
employed for maximization problems. By using this type of roulette wheel based
probabilistic selection, better food sources will more likely be visited by onlooker
bees. Therefore, onlooker bees try to find new candidate food sources around good
solutions. Once the onlooker bee chooses the food source, it generates a new solution
using (2). Similar to the employed bee phase, a greedy selection is carried out
between.

pi ¼
fitiPSN
j¼1fiti

(9)

fiti ¼
i

1þ fiti
fi≥0

1þ abs fið Þ fi<0

8<
: (10)

Step 4 (scout bee phase). A trial counter is associated with each food source, which
depicts the number of tries that the food source cannot be improved. If a food source
cannot be improved for a predetermined number of tries (limit) during the onlooker
and employed bee phases, then the employed bee associated with that food source
becomes a scout bee. Then, the scout bee finds a new food source using (1). By
implementing the scout bee phase, the ABC algorithm easily escapes from minimums
and improves its diversification performance.

It should be noted that, in the employed bee phase, a local search is applied to each
food source, whereas in the onlooker bee phase better food sources will more likely be
updated. Therefore, in ABC algorithm, the employed bee phase is responsible for
diversification whereas the onlooker bee phase is responsible of intensification. The
flow chart of the ABC is given in Figure 3.

3.2.2 Merits of GBC

The ABC algorithm is a population-based algorithm with the advantages of finding
global optimization solution, being simple and flexible, and using very few control
parameters. The ABC algorithm has been applied to many real-world applications, for
example, function optimization, real-parameter optimization, digital filter design,
clustering, and neural network training. ABC algorithm-based applications are easy to
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build, robust, converge fast, flexible and time efficient. Compared to PSO ACO
parameters considered in ABC is less.

3.2.3 Demerits of GBC

Inspite of mentioned advantage GBC has few problems also. GBC are slow
convergent speed in large computations and accuracy is less. GBC may face premature
convergence problem for more duration application. The population size is fixed, and
size is variations or non-autonomous. Individuals can extend the searching space and

Figure 3.
GBC flowchart.
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increase the probability of finding global optimization solution; however, it costs
much time in each generation; oppositely, it may obtain a local minimum.

3.2.4 Applications of artificial bee colony (ABC) algorithm

GBC are more affine towards single-objective numerical optimization problems
but not limited and can be extended to multi-parametric. Decision making, time
schedule, assignment, search, inception, boundary setting, and network issued are
other more applied fields of GBC [21]. GBC is capable to handle constrained and
unconstrained, continuous and discrete, differential and non-differential oriented
problems [22]. GBC is not specific in domain, applicable from agriculture to industry,
and rural area to military field.

3.3 Fish swarm algorithm (FSA)

Fish swarm algorithm inspired by the behaviour of movement of aquatic fish in
liquid medium. The target is picked randomly and moves toward in an iterative
manner. Visually shorter distance considered an initial step, influences on final step.
Initial values remain constant and considered along parameters. Suitable initial value
selection leads toward the best optimum solution. Fishes are capable of venturing into
bigger steps in search of a larger environment where they exist. So, fish is capable of
escaping from unfavourable circumstances at any stage. But some deficiencies in large
values may cause low steadiness. Global search is potential factor in generating local
search with a larger visual position of FSA. Better fitness can be found for better
fitness to search for parameters to make the algorithm steady and accurate. Fish are
capable of moving quickly towards the target and can get passed from local best
search results. FSA algorithm design has undergone many changes in design in order
to fulfil the needs of different types of problems. The variation in algorithm can be
grouped into solutions of FSA for continuous and discrete, combinatorial and binary,
multi-parametric and hybrid FSA. Fei et al. [23] selected nine search positions to
initialize the Afs for motion estimation. Zhu et al. [24] and Gao et al. [25] used the
chaotic transformation [26] method to generate a more stable and uniform popula-
tion. Kang et al. [27] used a uniform initialization method to initialize the population,
while Liu et al. [28] initialized the

Afs based on the optimization problem in hand. The MSAFSA [29] model intro-
duced both the leaping and swallow behaviors to escape from the local optima and
reduce, Yazdani et al. [30, 31] introduced mNAFSA for optimization in dynamic
environments.

3.3.1 Concept

Fish Swarm algorithm and background is discussed. Notations used are X, V, S, Xv

indicate current position of fish, distance, step, position, respectively. N visual fishes
are indicated as X1, X2, X3… … .. Xn. Y = f(X) denotes the food concentration of the
AF at the current position, di;j =||Xi – Xj ||. The FSM involves four key operations:
preying behaviour, swarming behaviour, following behaviour and random behaviour.
Preying is fish behaviour to move itself towards high concentration of food. It is
represented mathematically as in Eq. (11) considering with in visual distance ith fish.
The fish preying will continue to try number of times if not satisfied within, then
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randomly computed using Eq. (12). Fishes group among themselves to from any
danger situations against them. Mathematically, central position in fish swarm is
computed as in Eq. (13). Fish when a locates good concentration of food. The preying
movement for fish in step movement is represented in Eq. (14). Few fishes randomly
move freely if lie in sparely concentrated food. This behaviour is modeled as in
Eq. (15) (Figure 4).

Xj ¼ X tð Þ
i þ V ∗ randðÞ (11)

X tþ1ð Þ
i ¼ X tð Þ

i þ V ∗ randðÞ (12)

xcd ¼
Pnf

j¼1xjd
nf

(13)

X tþ1ð Þ
i ¼ X tð Þ

i þ S ∗ randðÞ ∗ Xj � X tð Þ
i

kXj � X tð Þ
i tð Þj j

 !
(14)

X tþ1ð Þ
i ¼ X tð Þ

i þ V ∗ randðÞ (15)

3.3.2 Algorithm and flowchart

FSA perform record one if new. This search continues until end is not met follow-
ing four operational steps as mentioned in previous section. The algorithm FSA is
shown in briefed in Figure 5.

Xn

Xn
1

Xn 

Figure 4.
FSA visual.
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3.3.3 Merits

FSA similar to GBC has got increased convergence power and flexible. In addition,
it exhibits fault to tolerant and accuracy feature. Global search ability, tolerance of
parameter setting and robustness are other merits of FSA. It solves nonlinear and
multi modal problems.

3.3.4 Demerits

FSA exhibits high complexity, lack of balance among one is ineffective if lack
balance between local search. Not suitable for global convergence problem. The
information transfer if experience low search rate. As good robustness, global search
ability, tolerance of parameter setting, and it is also proved to be insensitive to initial
values

3.3.5 Applications

FSA has been applied for network related problems, control of resources, image
processing related problems. In order to increase evolutionary capabilities of FSA, in
few swarm solutions hybrid to FSA.

FSA incorporate to solutions in wireless sensor networks [30, 32, 33], tracking
[34], medical estimations [35–37], segmentation [32], clustering [33], regression
[38], image processing [39, 40], calibration [35], localization [41], power systems
[36, 42].

Figure 5.
FSA algorithm & flowchart.
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3.4 Cat swarm optimization (CSO)

Chu et al. introduced cat swarm optimization technique to solve most of engineer-
ing problems inspired by the movement of cats. The process is carried on in two
different modes seeking and tracing modes. Nodes virtually move in fixed areas as
cats to determine optimal solution. Number of virtual cats are fixed in both modes and
predefined in few cases ratio known as MR. the N virtual cats is placed randomly.
Processed and unprocessed cats are identified for each dimension based on its value of
MR set either to 0 or 1 for tracing or seeking in coming rounds. Every cat compute
fitness function in evaluation then among the existing best will be chosen initially
existing is compared if It best retained for fitness function otherwise coordinates will
be changed to new best cat. The movement of cat adjusted towards solution space
identified as identified in initially. Choose for unprocessed cats in tracing mode
through permutation. Tracing mode ends if no more cats are left. Traced coordinate
nodes will be selected as best solution at end. In seeking mode, cats’movement will be
slow and conformist. Essential parameters of seeking mode are seeking memory pool,
Ra range of identified dimension, counts of dimensions to change and self-position.
Improved CSO algorithm proposed by Tsai et al. supports parallel information
exchange in tracing mode. The parallelizing of virtual agents is adopted in PCSO
[43, 44]. PCSO finds application in parallel processing inspired by colonies of cats
tracing for food.

3.4.1 Concept

CSO identification of optimized solution is described in this sub section step by
step. The seeking feature of cats carried in five processing steps. In first step, j copies
of cat generated is recognized applying Eq. (16). Addition or decrement of SRD value
on selected search space defined by Eqs. (17)–(19) in step two. In next step, fitness
value for all candidates is selected. In step four, calculation of probability of cat
performed by Eq (20). Sort and select best solution by roulette wheel selection in last
step. In tracking mode cats imitate movement of prey during tracing. This process can
be discrete into three operational steps. In first step, velocity of each cat is updated as
in equation 6 for given search space. The random value for cat adjusted in range 0-1.
In step 2, the valued are rearranged based on velocities of cat. Velocities are set to
maximum velocity value. Position of cat is updated selecting by Eq. (7) in last step.

j ¼
SMP SPC ¼ ”true”

SMP� 1 SPC ¼ ”false”

(
(16)

M ¼ Modify∪ 1�Modifyð Þ (17)

Modifyj j ¼ CDC ∗M (18)

xjd ¼
xjd d ∄Modify

1þ rand ∗ SRDð Þ ∗ xjd d∈Modify

(
(19)

pi ¼
1 when FSmax ¼ FSmin

∣FSi � FSb∣
FSmax � FSmin

, whare 0< i< j, otherwise

8<
: (20)
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vk,d ¼ vk,d þ r:c: xbest,d � xk,dð Þ,d ¼ 1,2… ::M (21)

xk,d ¼ xk,d þ vk,d (22)

3.4.2 Algorithm and flowchart

The algorithms and flow of operations of CSO is summarized in Figure 6.

3.4.3 Merits

COA is Simple to construct and have minimal parameters to adjust. COA has got
ability to execute in parallel system. The design is robust. Can converge fast, find
global solution, overlap and mutate. Have computational time less. Find accurate
mathematical models. Discover good and rapid solutions. Adapt changes in new
system and dependent on random decisions.

3.4.4 Demerits

Definition of initial parameters is time consuming. COA does not work better for
scattering problems and can converge at faster rate if trapped in complex problems.
The time to converge and towards convergence for multi objective and larger sized
problem is more.

Figure 6.
COA algorithm & flowchart.
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3.4.5 Applications

CSO optimization is being incorporated in media for information hiding [44],
aircraft scheduling recovery in limited processing time [45]. Voltage stability, eco-
nomically dispatch in transmission system, hybrid generation systems, task allocation,
data mining, project scheduling, optimal contract capacity, global numeric optimiza-
tion problems. Applied for clustering technique in green expression classification,
travelling salesman problem, data hiding, graph coloring, SVM, K means. CAO even
find its application in stock market and supply chain in currency exchange rate
analysis and stock prediction. COA is applied in image processing for machinery fault
detection, plant modeling, image edge enhancement, water marking and single bit
map. COA extended application in electronics for cognitive radio engine cooperative,
spectrum sensing, linear antenna array synthesis, aircraft maintenance, routing for
wireless sensor network.

3.5 Whale optimization algorithm (WOA)

Whale optimization algorithm proposed by Mirjalili et al. WOA is also based on
population of whale. It simulates bubble-net attacking method of humpback whales
when hunting their preys. Whales are intelligent due to the spindle cells in their brain.
They live in group and are able to develop their own dialect. Whale optimization
algorithm consists of two modes of operation. The two modes of operation named as
exploitation and exploration. In first prey encircling and position update in spiral man-
ner carried on. Searching for prey randomly done in second phase [46–48]. WHO
exploitation phase for prey encircling is mathematically equalized as bubble net attack
system. Humpback characteristics of whales considered for phase one behaviour.
Whales encircle prey with identification of them in an undefined search space. Initial
solution of nearby prey or ideal assumed as best further best solution will be updated
once exploration begins. Distance between prey and whales calculated initially then,
updates for spiral positioned distance to it. WOA has modified and incorporated
improvements by many researchers [49–53]. Few notable changes included in
AWOA, IWOA, chaotic WOA, ILWOA, and MWOA research work. WOA hybridized
with other meta-heuristic algorithms PSO, BA, and others in order to improve local
search [34, 54–56].

3.5.1 Concept

Whale has a special hunting mechanism which is called bubble-net feeding method.
This foraging behaviour is done by creating special bubbles in a spiral shape or nine
shape path. Humpback whales know the location of prey and encircle them. They
consider the current best candidate solution is best obtained solution and near the
optimal solution. After assigning the best candidate, the other agents try to update
their positions towards the best search agent as computed by Eq. (23). In Eqs. (23) and
(24), t is the current iteration, A and C are coefficients vectors, X* is the position vector
of the best solution. The vector A and C are calculated using Eqs. (25) and (26). In
Eqs. (25) and (26) a are linearly decreased from 2 to 0 over the course of iterations and
r is random vector in [0, 1]. The humpback whales attack the prey with the bubble-net
mechanism in exploitation phase. In shrinking encircling mechanism, the value of A is
a random value in interval [-a, a] and the value of a is decreased from 2 to 0 over the
course of iterations. Spiral updating position mechanism calculate the distance between
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the whale location and the prey location is calculated then the helix-shaped movement
of humpback is created using Eq. (28). D’ = |X*(t) – X(t)| is distance between the prey
and the ith whale, be is a constant, l is random number in [�1, 1]. Whale selectively
applies swim around prey techniques suitably. The mathematical model of these two
mechanisms assumes to choose between these two mechanisms to update the position
of whale as in Eq. (29). In steady exploitation phase the humpback whales search for
prey and change their position of whale. The force the search away from reference
whale the mathematical model of exploration is computed as in Eqs. (29) and (30).

X tþ 1ð Þ ¼ X ∗ tð Þ � A>D if <0:5

Dt:ebl: cos 2πlð Þ þ X ∗ tð Þ if p≥0:5

�
(23)

D ¼ ∣C:X ∗ tð Þ � X tð Þ∣ (24)

X tþ 1ð Þ ¼ X ∗ tð Þ � A:D (25)

A ¼ 2a:r:a (26)

C ¼ 2:r (27)

X tþ 1ð Þ ¼ Dtebl: cos 2πlð Þ þ X ∗ lð Þ (28)

D ¼ ∣c:Xrand:X ∣ (29)

X tþ 1ð Þ ¼ Xrand � A:D (30)

3.5.2 Algorithm and flowchart

The detailed workflow and algorithms is presented in Figure 7.

Figure 7.
WOA algorithm & flowchart.
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3.5.3 Merits

Whale optimisation avoid problem of local optima have got ability to compute
local and global optima for any constrained or unconstrained optimization applica-
tions. During the process, it even does not require any structural are parametric
rearrangement or alteration in value. The exploration for best solution computed
simply and easily at faster rate. Improve quality of generated population and converge
at faster rate.

3.5.4 Demerits

WOA is not suitable for larger spaced problem incurs more time to explore and
converge. The accuracy of solution is questionable. The optimal solution cannot be
recognized for optimization of problems to solve high dimensional problem. Ran-
domization technique of core WOA solution is complex. Balance among process of
exploration and exploitation is lacking. The encircle mechanism slows WOA to jump
from one local optima to another yielding low performance. Application problems of
classification and dimensional reduction problem

3.5.5 Applications

WOA has ability to incorporate in dynamic applications. Most of researchers
applied WOA for electrical, mechanical and management problems. WOA has been
used to solve problem in engineering, multi objective, binary, identification classifi-
cation and scheduling. WOA has found problems Power plants and systems schedul-
ing [57] has confirmed to standard radial systems. Verify test system in execution of
IEEE 30-bus [58, 59]. Size of pillars and optimization to increase efficiency of building
is analysed [60]. Energy rise of solar energy to get importance in design of photovol-
taic cells. WOA benefit solar cell and photovoltaic cells [61] by calculating internal
parameters automatically. The partially cloudy atmosphere traced to get highest
power region by a modified artificial killer whale optimization algorithm MAKWO
[62]. Medical image analysis for classification and diagnose liver and cluster based
abdominal to avoid intensity values to overlap [63]. WOA incorporated in economic
and emission dispatch [64], vehicle fuel consumption [65], mobile robot path plan-
ning [66], optimal allocation of an ameliorative of water resource [67], design prob-
lem [68], heat and power economic dispatch [69].

3.6 Artificial Algae Algorithm (AAA)

Artificial Algae Algorithm initially proposed in 2015 by Uymaz et al. is also a
meta-heuristic bio inspired algorithm. Microalgae growth and reproduction in
presence of sunlight behaviour are considered in algorithm AAA. Algae swim towards
presence of sunlight for food production following process as photosynthesis. The
movement of algae towards sunlight will be in helical manner. They live in groups as
algae colonies. The algae identify best sunlight presence to carry on photosynthesis
itself considering largest size and reproduce algae’s with highest energy. In case
sunlight presence is less, then size of algal colony and energy level is less and starts for
high starvation level. If sunlight is less algae colony tries to adopt itself in environment
for its survival otherwise algae cells die because of starvation. The adaptation of algae
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cells in unsupportive environment is known as evolution [70]. Uymaz et al. developed
AAA then they modified to perform better [71]. From then many researchers con-
tributed for AAA by incorporating AAA in different fields. Multi-objective optimiza-
tion for AAA designed by Babalık et al. [72]. Binary version presented by Zhang et al.
[73]. AAA applied in various fields from processing to manufacturing and in applica-
tions ranging from agriculture to home [74]. Few researcher improved AAA through
hybridization [75].

3.6.1 Concept

AAA proposed for first by Uymaz et al. deals with considering advantages of
research area of the properties found in algae. Algae moves from helically towards
lighter sources. Algae adopt in nature to adapt and reproduce forming colonies which
represent a solution. Colony of algae consists set of cells which dwell together. The
colony exposed to external forces. The algae are divided into group and each become
new colony as can move jointly, under in appropriate circumstance to from new
colony. AAA process incorporated by three parts: Evolutionary, adaptation and helical
movement. In evolutionary process, algae colony grows and flourish to get sufficient
light, and benefit conditions. The algae undergo mitosis to result in two new algae. If
not algae will perish under less nutrition and lighter conditions. In few scenarios if
algae cannot grow in an environment due to lack of supporting factors. In such
environments algae adapt by itself to environment in order to survive as other species.
Finally, algae if it could not adapt then moves toward large grouped algae. If starva-
tion occurs algae stop to adopt. Algaes move in helical movement by swim. In order to
live they try to remain close to surface of water to get light. The search capacity will
not remain same. Algae growth is more in region where frictional surface is more. The
chance of algae movement is more in fluid. Helical motion supports to move algae at
higher rate. The energy in different surfaces is not constant and is directly propor-
tional to quantity of food and type of nutrient available in the environment. Capability
and survival of algae existence depend on its adaptation and movement. The algae
survival process mathematically applied in functional parts. Initially fix size of algae
by Eq. (31). Evaluate fitness value of algae and size of colony by Eq. (32). Adaptation
of algae is through growth of algae and use of nutrients by Eq. (33). The energy of
algae computation inclusion of frictional force is computed applying Eqs. (33) and
(34). During adaptation process algae build itself under non favorable or movement to
nearby stronger and larger algae colony part. The optimization for given problem can
be computed by Eqs. (35)–(38). The three subgroups of algae considered for adapta-
tion. Identification of starvation be Eqs. (39) and (40). Section of best solution is
selected by Eq. (41).

Xij ¼ LBj þ UBjLBj
� �

:RAND i ¼ 1,2,3… ::N; j ¼ 1,2,3… :D (31)

μi ¼
S

Ks þ S
(32)

Gtþ1
i ¼ μtiG

t
i i ¼ 1,2,3,… … :N (33)

τ xið Þ ¼ 2π

ffiffiffiffiffiffiffiffi
3Gi

4π
3

r 2

(34)
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GEtþ1 ¼ norm rank Gtð Þð Þ2
� �

(35)

Xtþ1
im ¼ Xt

im þ Xt
jk
� Xt

ik

� �
Δ� τt Xið Þð ÞP (36)

Xtþ1
ik ¼ Xt

ik þ Xt
jk
� Xt

ik

� �
Δ� τt Xið Þð Þ cos α (37)

Xtþ1
il ¼ Xt

il þ Xt
jl
� Xt

il

� �
Δ� τt Xið Þð Þ sin β (38)

Starvingt ¼ maxAt
i i ¼ 1,2,3,… … :N (39)

Starvingtþ1 ¼ Starvingt þ Biggestt � Starvingtð Þ:rand (40)

biggestt ¼ maxAt
i i ¼ 1,2,3… … … :N (41)

3.6.2 Algorithm and flowchart

The algorithm and flow of operation of AAA is shown in Figure 8.

3.6.3 Merits

AAA exhibits accuracy for identified colonies. Converge faster towards local and
global solution compared to ACO or PSO. Algorithm is convenient and efficient. The
method helps find efficient and high accurate result. Produce robust algorithm for
real-time optimization problems. Main benefit for gradient-based problems provide
by an efficient optimize in few steps and simple to generate.

Figure 8.
AAA algorithm & flowchart.
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3.6.4 Demerits

Major problem of AAA is its expensive apparatus, consumption of time and spe-
cialized operator. If data and input size increases accuracy will be minimized. They
tend to stick to local optima, increased dependency. AAA apply randomness by this
methodology is simple but result accuracy is questionable. Hence applications
involved in AAA are complex and provide unstable result.

3.6.5 Applications

In optimal placement distributed power flow controller (DPFC) with MCFC,
optimal coverage, routing and selection of cluster head in wireless sensor network.

3.7 Elephant search algorithm (ESA)

Elephant search algorithm developed by Adams et al. is inspired by elephant search
for water. Normally elephants search for water in drought within swarm. Elephant
swarm together search water source. Each elephant swarm consists of leader respon-
sible to make decision regarding movement of whole group. Elephant is identified by
its particular position and velocity in each group very similar to other swarm tech-
niques. Leader elephant informs rest of elephants in group in case best water source is
identified. The communication is through chemical, tactile, acoustic or visual means.
The fitness function is computed considering water source quality and quantity. The
elephants’ group can move from one water source to another and visits previous also if
necessary as they got good memory. Group visit previous water source in case older
identified is best solution in compassion to new water source. Elephants search for
best solution locally and globally then best solution will be identified in given solution
space following long and short distance communication. Switching probability is key
controller in considering water search either local or global.

3.7.1 Concept

EHO is meta-heuristic simulated behaviour in herds of elephants [24] introduced
by Wang. Optimize solution for global optimization tasks [5]. Each solution I in each
clan ci is updated considering current information such as position and matriarch. The
generations are updated by algorithm execution through separating operators. Each
individual in heard represent vectors in 2D. The dimensions in unknown population
are included. The population is divided into n clans. Updating operator is modeled by
increment or decrement each solution i in the clan by ci by influence of ci to identify
best fitness value in generation. Fitness update solution in each clan ci represented in
Eq. (42). New and old position in clan, incremental factor based on influence of
matriarch are parameters included of Eq. (43). In 2D the central clan is computed
through Eq. (44). It updates individual value of elephants in heard. The total search
space indicates number of solutions in clan. The separating search space and nci
indicates number of solutions in clan in ci. The separate operator is applied at each
generation for execution on worst individual in population. Choose random popula-
tion [0-1] be uniform distribution range within lower and upper limits of the position
of the individual by Eq. (45).
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xnew,ci,j ¼ xci,j þ α: xbest,ci � xci,j
� �

:r (42)

xnew,ci,j ¼ β:xcenter,ci (43)

xcenter,ci,d ¼ 1
nci

:
Xd
j¼1

xcij,d (44)

xworst,ci ¼ xmin þ xmax � xmin þ 1Þ ∗ rand (45)

3.7.2 Algorithm and flowchart

The detailed algorithms and flow of operation of EHOA is presented in Figures 9
and 10.

3.7.3 Merits

EHOA is more performance stable than other meta-heuristic algorithms such as
PSO. Convergence is faster because they are in herd. Have ability to search a popula-
tion in parallel. Rapidly discover good solutions similarly adapt to changes such as
distance. The computation is simple. EHOA is efficient in solving problem which are
difficult to find accurate mathematical models. Computational time is less and overlap
is avoided.

3.7.4 Demerits

Probability can change for each iteration, theoretical analysis is difficult, and
sequence of random decisions are major hindering factors of EHOA. Time require-
ment for convergence is uncertain.

Figure 9.
EHOA algorithm & flowchart.
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3.7.5 Applications

EHO applied to optimize training artificial neural network, selection structure and
weight for neural networks, training neural netwosk, optimizing underwater sensor
networks, unmanned aerial vehicle path planning, clustering, support vector machine,
control problem.

3.8 Cuckoo search optimization algorithm (CSOA)

Yang and Deb introduced cuckoo optimization in 2009 a meta-heuristic algorithm.
Later Gandomi, Yang, and Alavi and Yang and Deb extended to solve single or multi-
objective problems involved in any constraints or complexity. The solution is capable
to resolve potential solutions of any randomly selected population in habitants of
cuckoo. The function of CSOA is global optimality, real-world problems are NP-hard
for problem used in any problem. Construct workable solution required to be globally
optimal solution replicating behaviour of cuckoos. They lay eggs in nest of other birds
and obliterate eggs of birds to guarantee hatching of its breed. Cuckoos brood para-
sitism is simulated in three different ways: Intra-specific brood parasitism, nest take

Figure 10.
CSO algorithm & flowchart.
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over and co-operative breed. The basic cuckoo search algorithm has undergone
changes convergence speed of cuckoo search algorithm is increased in modified
cuckoo search [74] by avoiding cross overs. Binary version of cuckoo search algorithm
is presented in [75] to increase accuracy by reducing problem to binary coordinated
feature. In [76] improves cuckoo search by resetting position and random vector value
of eggs rather considering as static parameter value.

3.8.1 Concept

CS algorithm is based on the obligate brood parasitic behaviour of some cuckoo
species in combination with the levy flight behaviour of some birds and fruit flies.
Some species of Cuckoo birds lay their eggs in communal nests. If a host bird discovers
the eggs are not their own, they will either throw these alien eggs away or simply
abandon its nest and build a new nest elsewhere. CS, can be described using following
three idealized rules:

a. Each cuckoo lays one egg at a time, and dump its egg in randomly chosen nest;

b. The best nests with high quality of eggs will carry over to the next generations;

c. The number of available host nests is fixed, and the egg laid by a cuckoo is
discovered by the host birth a probability pa Є [0, 1].

3.8.2 Algorithm and flowchart

The algorithm and flow of operations of CSOA is presented in Figure 10.

3.8.3 Merits

A meta-heuristic method exhibits several advantages as easier for applications to
change parameters to meet requirement of applications. It is very easy fall for optima
of local solution to slow convergence rate. In addition, cuckoo search is simple and
easy to follow with real-world engineering applications. Cuckoo search algorithm easy
to implement in comparison to other population algorithms.

3.8.4 Demerit

CSA is about easy to fall into local optima solution due to its simplicity. Slow the
convergence rate randomness is still a problem. Self-adaptability may be limitation
under certain problems. Low efficiency, less accuracy can be experienced while deal-
ing with multi-peak function.

3.8.5 Applications

Cuckoo search optimization algorithm applied for different problems in various
domains. Power generations to minimise the cost of flues , n power with probability to
generate in different values, Cloud computing security frameworks are-Gathering
information, Network mapping, vulnerabilities exploration, audits and penetration
tests, vulnerabilities enumeration and categorization, technology selection for vulner-
ability remediation, security solutions implementation. The security technology is
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used to decrease the vulnerability and costs are called Set covering problem [75] that is
the Distribution systems will have more power loss and poor voltage regulation and
voltage stability. VANET protocols design [76], electromagnetic and antenna arrays
[77], classification of IDS [78]. Self-adaptive algorithm for search accuracy of the CSA
[79], Compression factor to build [80], dynamic appropriate step-size [81]. CSA have
been applied in many researchers in different application problems such as multilevel
image thresholding, flood forecasting, wireless sensor networks, data fusion, cluster in
wireless networks, clustering, ground water expedition, supplier selection, load fore-
casting, surface roughness identification, DG allocation in network, BPNN neural
network, web service composition, speaker recognition, face recognition, training
neural networks [82–85].

3.9 Moth flame optimization (MFO)

Mirjalili proposed moth flame optimization algorithm a swarm algorithm inspired
by movement of moths in spiral path around light source. Moth flames randomly start
searching in solution space. The fitness value estimated based on position by each
moth in group. Falling category to best position flame by all is optimal solution.
The function category updates following spiral movement function to achieve better
division towards light source. The best position can be individual positions and
repeats updating moth’s distance and position generate new position to terminate
criteria to be met. The variations in moth flame design in oder to improve are for
multi-objective, binary and hybridization

3.9.1 Concept

Mirjalili proposed meta-heuristic algorithm based on population. MFO moths
randomly with in space recognize fitness value and identify position suitable without
flame. The movement is continuous and repeated to recognize better position. Update
position suitably until termination criteria is met. The process MFO is carried on in
three main steps. In first step, initialization of population and parameters are
assumed in hyper dimensional space. The difference in way updates and treats in
iterations. The position of each moth is stored. The selection of best moth is also
performed so that results are stored longer time. In second step, three main functions
converge to global result in Eq. (46). The identification to optimization is
implemented randomly. Movement is spiral in moths applying logarithmic spiral
function by Eq. (47). Moth and flame fixed position and indicate [�1, 1] ranges. It
balances between exploitation and exploration to guarantee moths circulation in
search space guarantee in spiral motion. The fly of moth is traps of the local optima.
Moth positioned near flame represented in matrix. In step 3, number of flames is
updated; Moths locations search the exploitation in search space. Decrease and solve
issue based on Eq. (48).

M i, jð Þ ¼ ub ið Þ � lb jð Þ ∗ randðÞ þ lb ið Þð Þ (46)

S Mi, Fj
� � ¼ Diebt: cos 2πtð Þ þ Fj (47)

flamecount ¼ ∣N � l ∗
N � l
T

∣ (48)
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3.9.2 Algorithm and flowchart

The algorithm and flow of operations of MFOA is presented in Figure 11.

3.9.3 Merits

MFO similar to most population-based algorithm flexible and robust. The local
opitma for individuals is avoided. Construction is easy and flexible in design. Moth has
been incorporated to solve many engineering problems.

3.9.4 Demerits

Convergence is major issue in MFO.

3.9.5 Applications

MFO advantages have been incorporated in many domains. Navigation approach
to solve the inequality and equality constrained optimization are real problem, to
optimize real function for constrained selected variables. Chemical identification to
improve single level production which can be extended to incorporate as include in
determination of optimal production portfolio in other industries, applied in agricul-
ture based to recognize problems of tomato [52]. Applied for medical field to improve
time consuming Alhemeris disease, detection and diagnosis of breast cancer, to train
networks RBFN [42], deployment of Wifi, determination of optimal solution in
placement, location problem solution.

Figure 11.
MFO algorithms & flowchart.
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3.10 Grey wolf optimization (GWO) algorithm

Grey wolf optimization, a meta-heuristic swarm technique, introduced for first
time by Simon Fong [86]. Hunting behaviour in pack of wolf inspired in design of
grey wolf optimization. Wolves in pack will not communicate physically during
hunting, each wolf identify and attack prey individually silently. They follow levy
flights model in search of food during hunting. Wolves unify to another pack of
wolves or to new location if they find new food location better and suitable compared
to their current dwelling place. A random hunter will be selected among pack to hunt
for prey. The hunter identifies potential position itself to catch prey from current line
of sight.

3.10.1 Concept

The social hierarchy consists of four levels in GWO. The level one called Alpha.
They are the leaders of the pack, and they are male and female. They are responsible
for making decisions about hunting time to walk, sleeping place and soon. The pack
members have to dictate the alpha decisions and they acknowledge the alpha by
holding their tails down. The alpha wolf is considered the dominant wolf in the pack
and all his/her orders should be followed by the pack members. Next level group is
labeled as Beta. The betas are subordinate wolves, which help the alpha in decision
making. They can be either male or females. If consider the best candidate to both
alpha when the alpha passes away or becomes very old. The beta reinforces the
alpha’s commands throughput the pack and gives the feedback to alpha. The third
group of wolves is called Delta. They are subordinates. They need to submit their
work report to alpha and beta. Scouts are responsible for watching boundaries of the
territory and warning the pack in case of any danger. Sentinels are responsible for
protecting the pack. Hunters are response got helping the alphas and beta involves
beta in hunting and provide food for the pack. They are not important individuals
in the pack, and they are allowed wolves were outwards. They are fighting i the case
of loss.

Wolf search has been used to select two relay nodes: inter and intra relay nodes.
Within a cluster, cluster members sense and transmit sensed data directly to the CH
irrespective of their distance from CH. Hence, the nodes far away from CH dissipate
more energy resulting in reduced network lifespan. To overcome this problem, the
Wolf search is used in order to identify intra relay nodes for every cluster. The cluster
member will send the sensed data to intra relay node and it in turm to CH. Similarly,
all CHs communicate directly to BS irrespective of distance between CHs and BS.
Hence, the CHs far away from BS dissipate more energy which leads to selection of
new CHs resulting in next iteration, resulting very low network lifespan. To overcome
this PEGASIS protocol introduced inter relay node as final node to communicate
with BS. In proposed work, Wolf search is used to identify the inter relay nodes.
The working principles of Wolf search for identification of inter and intra relay nodes
are described in this section. The pseudo code of Wolf search is described in
Algorithm 2.11.2.

X, Yð Þ are the coordinates of unknown node/target node and xi, yi
� �

are the
coordinates of the ith anchor node in the neighbourhood. The computations of WS) for
encircling, and hunting process are shown below.

54

Swarm Intelligence - Recent Advances and Current Applications



Eqs. (49)–(54) used in WSO are as follows.

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X � xið Þ2

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y � yi
� �2q

(49)

D ¼ C ∗Xp tð Þ � X tð Þ�� �� (50)

C ¼ 2 ∗ r (51)

A ¼ 2 ∗ a ∗ r� a (52)

X tþ 1ð Þ ¼ Xp tð Þ � A ∗D (53)

r ¼ 0:5þ sin 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 � 0:5

p

1þ 0:001X x2 þ y2ð Þð Þ2 (54)

where t represents the current iteration, A and C are coefficient vectors, position
vector of the prey is represented Xp, X the position vector, ∣ ∣ is the absolute value, and
is an element-by-element multiplication, a is linearly decreased from 2 to 0 in each
iteration and r is a random vector in 0, 1½ �.

3.10.2 Flowchart and algorithm

The algorithm and flow of operation of GWO is presented in Figure 12.

Figure 12.
GWO algorithm & flowchart.
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3.10.3 Merits

GWO experience alpha and beta experience is good for complex problems. More
heads identification and building are experienced wolves is built. The goodness is
identified better through GWO. It is not easy to apply local optima compared to meta-
heuristic has lesser parameters. It searches in local search space. The convergence is
faster. GWO is easy to implement in any platform. In more iteration avoids local
optima and provide higher performance in search problems.

3.10.4 Demerits

In short problem slow convergence and easy premature can be expected.
Piece-wise linear cost approximation and update of equation to build local
exploration ability are problem in GWO. The accuracy solving can be considered a
research challenge. Bad local search ability and slow velocity and falling optimum
behaviour and position update are required. Easy falling of velocity and fall into local
optimum.

3.10.5 Applications of wolf-based algorithm

GWO algorithm finds application adaption in different domains. Fault system
estimation and prediction, hydro-power optimal operation station, Optimization in
multi-layer perception. Electronics based domain to find optimal allocation to deter-
mine system power loss, link functional net construction by q-Gaussian radial basis,
Control operation of DC motors. Fault detection in power systems. Prioritization of
problem, selection problem, solve combined economic emission dispatch problem to
find optimum allocation. Multi-input and multi-output contingency management
problem. Multi-input multi-output contingency management problems and for
detection of faulty sections in power systems, to name a few.

4. Comparison of algorithms

Literature Survey reveals complex problems can be resolved in simple steps by
applying bio-inspired principles and rules effectively by giving importance to each
relationship. The discussed social and population based ten algorithms are involved in
processing stages they include,

i. Identification of natural behaviour and responses of biological organism

ii. Replica model to simulate behaviour of biological organism

iii. Translating developed model to mathematical model with certain required
assumptions

iv. Pseudocode generation for behaviours of biological organism

v. Experimenting practically and theoretically both models of biological
organism for guaranteed performance improvements in real-world problem.
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5. Issues, challenges and future direction

This section briefs on bio-inspired algorithm current challenges, issues and further
direction for next works to be carried in this direction.

5.1 Literary issues

The database identification was first challenge to identify supporting literature.
Scopus a largest database of academic articles was primary focus in collection of
articles from journals. The published articles on specific bio-inspired algorithm
searched for publication number from 2008 to 2020. During search process name was
considered as keyword. Obtained results were analysed for algorithm, document-wise
and subject wise. Documents are categories are article, conference paper, review,
book and others. More research publication in different categories can be found based
on bio-inspired algorithms PSO and GBA compared to other emerging algorithms
which is plotted in Figure 13. To have clear view of published article year wise plot
was plotted as shown in Figure 14. The evolution of algorithms is clearly shown in
Figure 14. More publications have established algorithm PSO and GBA and on other
remaining algorithms publications are comparatively low hence more research can be
carried on to identify suitable optimization position for this algorithms.

5.2 Challenges

Bio-inspired algorithms face challenges in design of competitive and interactive
component design. Biological systems have found lack in information exchange so
algorithm has to be developed in absence of data. Improve or develop bio-inspired
algorithms to design solution to adapt for any real-world problem. Performance of bio-
inspired algorithm is another issue which need to be sorted in working environment.

Figure 13.
List of publications on different bio-optimization.
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5.3 Future scope

Bio-inspired algorithms brought revolutionary changes in different domains as
well got power to impact further generation computing. The application coverage area
is vast compared conventional methods includes modeling, algorithm, engineering
and computing. Generally, optimization techniques based on swarm search proce-
dures incorporate random changes and identification and still has capacity grow
which is attracting many young researchers. Bio-inspired algorithms still require
addressing new technologies along with it by exploring new ways to adopt algorithms.
In order to achieve they need to be collaborated with research communities like
computer science, biology, artificial intelligence, ecology, quantum and others. Cur-
rently, many bio-inspired algorithms exist, and application field is also extensive and
obviously work require further exploration,

• -solution for specific application suitability of selection of parameters

• optimization in range and value of parameters.

• theoretical analysis of convergence of algorithm

• new application of bio-inspired algorithms needs to be explored

• identify suitable hybridization of algorithms with function or algorithms either
convention or bio-inspired based.

6. Conclusion

Bio-inspired algorithms have got roots in both pure science and engineering
domains. Methods and related theories are mature got huge practical potential

Figure 14.
Frequency of research articles published on various based algorithms till 2021 bio-inspired algorithms year wise.
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benefits to provide in different domain problems. To conclude ten bio-inspired algo-
rithms, FSA imitates food search behaviour of fish considering three parameters
distance, length, crowd factor among them first two influence function much. WOA
whale inspired algorithm has three operators applied to model search, encircle and
foraging behaviour of whales. CSO includes two key operations seeking and tracing in
computation of optimum solution. AAA control parameters influence whole func-
tionality. MFO accuracy is based on spiral movement towards artificial light. ESA is
based on exploration and exploitation in searching. GWO algorithm simulates wolves
by dividing into four group; alpha, beta, delta, and omega.
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Section 2

Trends and Applications
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Chapter 3

Designing Artificial Neural
Network Using Particle Swarm
Optimization: A Survey
Pooria Mazaheri, Shahryar Rahnamayan and
Azam Asilian Bidgoli

Abstract

Neural network modeling has become a special interest for many engineers and
scientists to be utilized in different types of data as time series, regression, and
classification and have been used to solve complicated practical problems in different
areas, such as medicine, engineering, manufacturing, military, business. To utilize a
prediction model that is based upon artificial neural network (ANN), some challenges
should be addressed that optimal designing and training of ANN are major ones. ANN
can be defined as an optimization task because it has many hyper parameters and
weights that can be optimized. Metaheuristic algorithms such as swarm intelligence-
based methods are a category of optimization methods that aim to find an optimal
structure of ANN and to train the network by optimizing the weights. One of the
commonly used swarm intelligence-based algorithms is particle swarm optimization
(PSO) that can be used for optimizing ANN. In this study, we review the conducted
research works on optimizing the ANNs using PSO. All studies are reviewed from two
different perspectives: optimization of weights and optimization of structure and
hyper parameters.

Keywords: particle swarm optimization, artificial neural network, swarm
intelligence, optimization, evolutionary algorithms

1. Introduction

ANN has been considered as an intelligent universal mechanism of dealing with
function approximation, optimal design, process estimation, and prediction, pattern
recognition, and other applications. Because of ANNs adaptability over a range of
problems that involve decision making in uncertain situations, it is very attractive and
popular amongst researchers. An ANN with many layers between the input layer and
output layer is called Deep Neural Network (DNN). A large DNN may have millions
of parameters that result in its learning process can take several days or even a month
and need powerful hardware facilities. Also, there are several challenges which are
required to address. For instance, the selection of the parameters, the structure of the
networks, the selection of the initial values and the selection of the learning samples. If
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ANN is designed with suitable parameters, it can be a powerful tool and lead to
reducing learning time, minimizing loss function and make our predictions as accu-
rate as possible. At this time, optimizers come to our aid. The optimizer helps us to
build a better model, to improve the training process and some of them prevent to get
trap in local optima.

Various methods exist to optimize a NNs. Backpropagation (BP) is one of them
and it is used for optimizing Neural Networks [1–5]. BP training algorithm has differ-
ent forms such as Gradient Descent, Levenberg-Marquardt, Conjugate Gradient
Descent, Bayesian Regularization, Resilient, and One-Step Secant [6, 7]. For these
algorithms, computational and storage requirements are different, some of these are
suitable for an approximation of function and others for recognition of pattern, but
they have disadvantages in a way or another such as the size of NN and storage
requirements associated with them.

Another method is meta-heuristic algorithms. The objective of meta-heuristic
algorithms is to discover global or local optimal solutions that are optimal with low
cost. Meta-heuristic algorithms generally rely on various agents such as particles,
chromosomes, and fireflies, searching iteratively to discover the global optimum or
local optimum. Meta-heuristic is a collective concept of a series of algorithms such as
evolutionary algorithm like Genetic Algorithm (GA) [8], naturally inspired algo-
rithms such as PSO [9], trajectory algorithm like Tabu search [10], and etc.

In this paper, the focus is on PSO which is a nature-inspired algorithm for global
optimization which can be utilized for solving the black-box optimization problem.
Particle swarm is based upon simulation of the behavior of a school of fish or flock of
birds. The use of active communication in such schools or swarms is a key concept.
PSO like a GA is an optimization tool based upon population (swarm).

The goal of the study is to survey the papers which use PSO for optimizing ANN
based on optimizing weights and biases and optimizing hyper parameters. There are
some other surveys in this field, optimizing NN with evolutionary algorithms [11, 12],
conventional and metaheuristic approaches [13], but this study only focuses on
optimization of NN using PSO. In this survey, we try to categorize the existing
methods for optimizing NN with PSO and show the role of hybrid and non-hybrid
methods in optimization NN with PSO. The paper is organized as follows: In Section 2,
Background Review, the architecture of Artificial Neural Network is explained with
the backward and forward path for the BP method. Next, a brief overview of the
PSO and its implementation is explained. Section 3, presents a review of the
previous research related to optimizing ANN using PSO based on two categorizations.
Section 4 will review challenges and gaps and finally, Section 5 will draw the
Conclusion.

2. Background review

In this section, ANN, PSO, and the learning process in ANNs are reviewed.

2.1 Artificial neural network (ANN)

ANNs is considered a type of computational intelligence that is inspired by biolog-
ical human systems like the brain process information [14]. ANNs are learned by
instance and are configured for specific types of applications and problems through a
learning system [15]. One of the most widely applied NN models is BP Neural
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Network (Figure 1). The framework of BP Neural Network is made of three kinds of
layers, input layer, hidden layer, and output layer. The input layer and output layer
are representatives of input variables and output variables, so that the number of
input and output variables is equal to the number of neurons; depending on the
specific problem, there may be one or more hidden layers. An ANN is called a Deep
Neural Network when it is made up of more than three layers it means an input layer,
multiple hidden layers, and an output layer. In different layers, the neuron junctions
have their own weight, each output neuron is multiplied by a given weight and after
summing up the result is used as the input to the next neuron. In the next step, the
neurons generate the output signals by computations that are based upon the function
of transfer, and then the gradient descent method is used to minimize the error
function in order that the inferred network value be similar to the value of the target
output as far as possible [16].

The learning process in a network consists of two steps: Feedforward (FF) and BP.
The key principle is using the gradient descent method to minimize the error function
and make a small change to the weights of the network [17].

The learning process is usually implemented in ANNs by instances; the learning
process of ANNs has three types: supervised learning (SL), unsupervised learning
(UL), and semi-supervised learning. The first type of learning process is SL that is
based upon the direct comparison between the expected and actual output. The
optimization algorithms are based upon gradient descent like BP algorithm, they can
be used to iteratively modify the connection weights hence minimizing the error. UL
is the second type that is based upon the correlation of the input data. The learning
rule is the most important factor in the learning algorithm and can determine the
weight update rules. Some popular learning rules are the Competitive Learning rule,
Hebbian rule, and Delta rule [11]. The third type of learning process is semi-
supervised learning. In this approach, a large amount of unlabeled data is combined

Figure 1.
Three-layer topological structure of BPNN.
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with a small amount of labeled data. In fact, it can be said that semi-supervised
learning falls between SL and UL.

2.2 Particle swarm optimization

The algorithm of PSO is used to optimize continuous nonlinear functions. It was
proposed by J Kennedy and R Eberhart [18] and inspired by observations of collective
and social behavior. PSO algorithm is considered a metaphor of social behavior. The
social behavior is inspired by the movement of the flock to find food for the case of a
bird flocking.

One of the advantages of PSO is the ability to deal with problems of multi-modal
(i.e., multiple local optima) optimization and its simple implementation compared to
associated strategies such as GA. PSO is used in various fields and has successfully
been applied by several researchers to quantitative structure-activity relationship
modeling, including kernel regression and k-nearest neighbor [19], minimum span-
ning tree for partial least squares modeling [20], piecewise modeling, and Neural
Network training [21].

At first, the system will have a population of randomly created candidate solutions.
Each candidate solution is called a particle, and it will throw into the problem space
and will be given a random velocity. Each particle has memory and keeps track of
previous corresponding fitness and best position. pbest call the previous best value.
Therefore, pbest is associated only with a particular particle. The best value that exists
between all the particles pbest in the swarm is gbest. The basic concept of the PSO
technique is the acceleration of every particle toward its pbest and the gbest locations at
every time step. Acceleration weights are random for both gbest and pbest locations.
Figure 2 indicates the concept of PSO. In this figure, Pk, Pk + 1, Vini, and Vmod are the
current position, modified position, initial velocity, and modified velocity, respec-
tively. Vpbest is velocity considering Vgbest, and pbest is velocity considering gbest.

Figure 2.
Concept of changing a particle’s position in PSO [22].
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The PSO algorithm contains the following steps:

1.A population of particles initialized with random velocities and positions of d-
dimension in the problem space.

2.Evaluate the desired optimization fitness function in terms of d variables for each
particle.

3.pbest compare with particle’s fitness evaluation. If pbest is worse than the current
value then set pbest value and pbest location equal to the current value and the
current location, respectively in d-dimensional space.

4.The population’s overall previous best compare with fitness evaluation. When
the gbest is worse than the current value then gbest changes to the current
particle’s array value and index.

5.Change the position and velocity of the particle according to Eqs. (1) and (2),
respectively. rand1 and rand2 are two uniform random vectors. Xid and Vid also
show the position and velocity of ith particle that has d-dimension, respectively.

Vid ¼ Vid ∗Wð Þ þ rand1 ∗ c1 ∗ Pbestid � Xidð Þð Þ þ rand2 ∗ c2 ∗ Gbestid � Xidð ÞÞ (1)

Xid ¼ Vid þ Xidð Þ (2)

6.Step (2) is repeated until a criterion is met. This criterion usually is a maximum
number of iterations or sufficiently suitable fitness calls.

PSO has several control parameters: W is the weight inertia that controls the
exploitation and exploration of the search because it adjusts velocity dynamically.
Asynchronous updates are less costly than synchronous updates. Vmax is the largest
velocity that is possible for the particles, if Vmax is less than the velocity particle, the
velocity of the particle decreases to Vmax. Therefore, the fitness of search and resolu-
tion is directly affected by Vmax. Particles are trapped in local minima when Vmax is
too low, and particles will move beyond good solution if Vmax is too high. c1 (cogni-
tion) and c2 (social components) are the constants of acceleration. They change a
particle velocity toward gbest and pbest. The tension is determined by velocity in
the system. In a search space, a swarm of particles can be used globally or locally.
In the PSO’s local version, the entire procedure is the same and the gbest is replaced
by the lbest.

3. The optimization of ANNs based on PSO algorithm

Methods with the aim of optimal design of an ANN utilizing PSO have been
divided into two main categories: optimizing weights and optimizing structure and
hyper parameters. These categories are further divided into two subcategories,
including non-hybrid optimization and hybrid optimization, which in former
authors only used PSO to optimize ANNs weights, in latter, hybrid methods have
been utilized. Both subcategories have been reviewed in the following subsections
A and B.
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3.1 Weights and biases optimization

Some papers focused on weights for optimizing ANNs. They can be divided into
two categories. First, those related to Non-Hybrid Optimization, and second, those
related to Hybrid Optimization.

3.1.1 Non-hybrid optimization

Some studies used classical PSO to optimize NN and for showing their accuracy,
they compared their solution with conventional approach optimization like BP. The
first paper that falls into this category is from Gudise and Venayagamoorthy [23]
published in 2003. They made a comparative study on the computational require-
ments of the BP and PSO algorithm for NN as training algorithms. They presented
results for an FFNN learning a nonlinear function and indicated that the FFNN
weights converge faster when the PSO is used instead of the BP algorithm. Later, in
2005, a modified PSO was presented by Zhao et al. [24], which adjusts the velocities
and positions of the particle on the basis of the best positions that are earlier visited by
other particles and themselves, and includes the method of diversifying the popula-
tion to prevent premature convergence. In this paper, PSO is compared with the
conventional BP to learn a nonlinear function for training a FFNN. The considered
problem is how accurate and fast can the weights of NN be determined by BP and PSO
to learn a common function. Another research that compared the PSO and BP for
optimization NN was proposed by Ni et al. [25] in 2014. They introduced PSO for
stochastic global optimization in NN training to solve the flaws of the traditional BP
network in cementing prediction. They showed their method’s training time is shorter
than BP network and also the prediction accuracy that they obtained is high. Follow-
ing by that, Liu et al. [26] to predict the high-speed grinding temperature used a BP
NN based upon PSO algorithm (PSO-BP). They compared their method with gradient
descent training BP NN which trained based upon Levenberg Marquardt (LM) algo-
rithm and showed that PSO- BP performs better than the other methods in predicting
the grinding temperature. In this paper, the authors used PSO algorithm for training
BP NN to obtain a set of weights and biases, which could minimize the Mean Square
Error (MSE).

In some studies, firstly PSO was improved and then used for optimizing NN. First,
Bai et al. [27] used improved PSO- BP NN to improve the prediction accuracy of pest
occurrence cycle. Their method used inertia weight to improve the PSO algorithm.
Next, they used improved PSO to optimize the thresholds and weights of BP NN.
Then, they established a pest prediction model using a rough set and an improved
PSO- BP network. Their research showed that the number of iterations can be reduced
by the improved PSO algorithm. Second, Liu and Yin [28] optimized BP NN with
using an improved PSO. In the new algorithm, PSO used enhanced adaptive accelera-
tion factor and also enhanced adaptive inertia weight to justify the initial weight value
and biases of BP NN. At the end, simulation results indicated that the new algorithm is
able to enhance convergence rate and precision of prediction of BP NN, that decreases
the error of prediction. Later on, Nandi and Jana [29] rectified the problem by for-
mulating a new inertia weight strategy for PSO called PPSO which balanced the
exploitation and exploration properly while training ANN and compared their model
with 4 other training algorithms. For all benchmark datasets, PPSO showed better
performance with regard to avoiding local minima and convergence rate as well as
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better accuracy. The proposed PPSO reduced the trapping risk in local minima with a
very well convergence rate.

In some works, PSO was employed to optimize NN in different fields such as
medical imaging, energy consumption, civil engineering, etc. For example, in medical
imaging, Wang et al. [30] introduced a method of relatively recent image enhance-
ment for improving the brain image contrast. Then, they presented the Predator-Prey
PSO (PP-PSO), which is a modification of traditional PSO to train weights of single-
hidden layer NN. In their method, they utilized the MSE as an objective function.
Later on, Zhang et al. [31] developed a technique that could automatically establish
diagnoses from the brain magnetic resonance images. First, the processing brain
imaging was implemented. Second, from the volumetric image, one axial slice was
selected. Third, a single-hidden layer NN was utilized as a classifier. Finally, for
training the weights and biases of the classifier, a predator-prey PSO was proposed.
Their method performs better than the human observers and 10 state-of-the-art
approaches. Also, in energy consumption, Le et al. [32] proposed four novel AI
techniques. They utilized these models for predicting the heating load of buildings’
energy efficiency. Their model was based upon meta-heuristics algorithms and the
potential of ANN, including Imperialist Competitive Algorithm (ICA), Artificial Bee
Colony optimization (ABC), GA, and PSO. For the buildings prediction of the heating
load of energy efficiency with PSO-ANN model, the parameters of the PSO algorithm
were set up before optimization of the ANN model consisting of the number of
particle swarms, maximum particle’s velocity, individual cognitive, group cognitive,
inertia weight, and maximum number of iterations. Then, PSO algorithm optimized
the biases and weights of the initialized ANN. The best PSO-ANN model was deter-
mined with the lowest Root Mean Squared Error (RMSE). The GA provided the
highest performance in optimizing the ANN model, to forecast the HL of EEB sys-
tems. The remaining meta-heuristics algorithms provided more unsatisfactory per-
formance, in contrast to the performance of the ICA-ANN, PSO-ANN, and ABC-ANN
models. In the civil engineering field, Chatterjee et al. [33] proposed a PSO-based
approach to train the NN for predicting structural failure of the reinforced concrete
buildings. In order to find the optimal weights for the NN classifier, the PSO algorithm
was involved. In the first phase, NN training, PSO minimizes the RMSE to achieve the
optimal input weight vector to the input layer of the ANN. Next, to get ingenuity, the
NN-PSO model was compared with MLP-FFN classifier (multilayer perceptron FF
network) and NN. Finally, the supremacy of the presented NN-PSO in comparison to
the NN and MLP-FFN classifiers was shown by the experimental results.

Besides, some studies have focused on only a specific version of NN like random
FF NN (RFNN) and tried to use PSO to optimize them. For example, Xu and Shu [34]
at the beginning, considered the advantages of both PSO and non-iterative learning to
train RFNN. Pacifico and Ludermir [35] presented to utilize PSO and clustering
analysis to optimize RFNN input weights and biases. In this study, they employed a
local best neighborhood scheme for PSO population updating where each individual
only followed some members belongs to its immediate neighborhood. Following by
that, an improved PSO was proposed by Ling et al. [36], which encoded the input-to-
output sensitivity information of RFNN to optimize the input weights and biases.

Some researchers to find a better answer for their problems, used different types of
PSO such as cooperative PSO, Cultural Cooperative Particle Swarm Optimization
(CCPSO), and multi-phase PSO. The cooperative PSO is an enhanced PSO that was
presented by Van den bergh and Engelbrecht [37]. They obtained good results by
applying this method on NN training. In this method, input vectors are divided into
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several sub vectors that are optimized in their own swarms cooperatively. In this case,
performance is improved due to splitting the main vector into several sub vectors
which in turn results in better credit assignments and decreases the chance to omit a
possible good solution for a certain component in the vector. Lin et al. proposed [38] a
CCPSO approach that a collection of multiple swarms which interact by exchanging
information. They applied CCPSO for optimizing a fuzzy NN and result in it
performed better than BP and GA. Next, Multi-phase PSO (MPPSO) was proposed by
Al-kazemi and Mohan [39] in 2002. Training of ANNS by MPPSO is another variation
which evolves simultaneously multiple groups of particles that change the direction of
search in different phases of the algorithm. Each particle in this method is in a specific
group and phase at a given time. MPPSO boosts the broader exploration of the search
space, increases population diversity, and prevents premature convergences. Further-
more, MPPSO has different update equations comparing to the basic PSO and permits
changes to the locations of the particle that only lead to some improvements. Many
researchers chose a different path and have used multiobjective PSO for optimizing
NN. For example, Carlos Coello et al. [40] proposed Multiobjective Particle
Swarm Optimization (MOPSO) and used this method as a searching strategy for
improving NN.

Some studies utilized PSO for solving large-scale problems. For instance, a novel
study for high-dimensional datasets was proposed to optimize the weights of NN with
PSO and some other Evolutionary Computation (EC) methods. Xue et al. [41]
presented a self-adaptive parameter and strategy-based PSO (SPS-PSO) algorithm and
then they used this method to optimize FFNN with feature selection. The authors
divided the experiments into two groups. They utilized SPS-PSO and three other
evolutionary computation methods, GA, PSO, and biogeography-based optimization
for directly optimizing the FNN’s weights in the first group. In the other group, firstly,
they employed SPS-PSO-based feature selection on the initial datasets and obtained
eight comparatively smaller datasets with the K-Nearest Neighbor (KNN). Then, the
new datasets were utilized as the inputs for FNN. They optimized the FNN weights
one more time by SPS-PSO and three other evolutionary computation methods. The
experimental findings showed that SPS-PSO had the vantage to optimize the FNN
weights in comparison to the other methods of EC. Meanwhile, the feature selection
based upon SPS-PSO can decrease the size of solution and computational complexity,
whereas ensuring the accuracy of classification, it is utilized for preprocessing the
datasets for FNN.

3.1.2 Hybrid optimization

In this subcategory, authors used hybrid methods to optimize weights of ANNs.
Some studies combining GA and PSO for optimizing ANN’s weights. For instance,

in 2018, Anand and Suganthi [42] optimized ANN with using a hybrid algorithm of
PSO and GA. Then, they used this model to enhance the measurement of electricity
demand in India. Their model has higher performance and reliable accuracy than
ANN-PSO or ANN- GA that are single optimization models. They used hyperbolic
tangent and identity as activation function in hidden layer and output layer, respec-
tively, the sum of squares as error function and mean absolute percentage as an
indicator of the quality of prediction. PSO by using linear and quadratic regression
models together, optimized the weights of socio-economic indicators and performs a
search for the best fitted members that lessen the error. Also, Ma [43] developed a
short time traffic flow prediction software on the basis of BP NN that could be used
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for predicting urban short-term traffic flow. The GA-based improved PSO was uti-
lized for optimizing BP NN weight threshold to improve BP NN prediction accuracy.
The results showed that this software could accurately and quickly predict the infor-
mation of road traffic flow at the next moment, which could extremely reduce urban
road traffic pressure. Next, Xiao et al. [44] proposed a new three-stage nonlinear
ensemble model. In this model, three various types of NN based models, including
elman network, generalized regression NN, and wavelet NN built by three non-
overlapping training sets. The results of the study showed the ensemble ANNs-PSO-
GA method enhanced the prediction performance over other linear combination and
individual models.

In some works, researchers preferred combining PSO and wavelet to obtain a
better answer. In 2015, Zhang et al. [45] with using Wavelet Entropy (WE) proposed
a novel computer-aided diagnosis system to extract some features from Magnetic
Resonance (MR) brain images, followed by FFNN with training method of a Hybrid-
ization of PSO and biogeography-based optimization (HBP), which combined the
exploration ability of biogeography-based optimization and exploitation ability of
PSO. They used MSE as an objective function to optimize weights with PSO. The
proposed WE+HBP-FNN method obtain nearly perfect detection pathological brains
in MRI scanning. Next, a novel hybrid approach called Switching PSO-Wavelet Neural
Network (WNN) was proposed by Yang Lu et al. [46] in 2015 to enhance recognition
accuracy in face recognition that is one of the important research problems in com-
puter vision. They used the algorithm of the recently proposed Switching PSO (SPSO)
for optimizing the weight parameters, translation factors, scale factors, and threshold
in WNN. The proposed method, SPSO- WNN, has a higher learning ability and fast
convergence speed than conventional WNN. Especially, for overcoming the differ-
ence between the local search and the global search, which facilitates jumping the local
minimum, a velocity-updating equation depended on mode with Markovian
switching parameters is presented in SPSO. They showed their method has a much
better performance compared to PSO-WNN, GA-WNN, and WNN.

Following by that, some studies tried to use a hybrid model to propose better
models compare to BP. Firstly, in 2008, Chen et al. [47] used a hybrid evolutionary
algorithm that is based upon PSO and AFSA, also referred to as AFSA-PSO- parallel-
hybrid evolutionary (APPHE) algorithm in FFNN training. They showed that FFNN
training by the novel hybrid evolutionary algorithm compared to FFNN trained by
Levenberg-Marquardt BP (LMBP) algorithm, show high stability toward the optimal
position, satisfactory performance, convergent accuracy and converges quickly. In
this research, both the output transfer function and the hidden transfer function were
sigmoid function. Secondly, a hybrid crop classifier was presented by Zhang and Wu
[48] for polarimetric synthetic aperture radar images in 2011. The feature sets
included the cloude decomposition known as H/A/α decomposition, span image, and
the gray-level co-occurrence matrix-based texture features. Then, Principle Compo-
nent Analysis (PCA) reduced the features. Lastly, an FNN was built and trained by
Adaptive Chaotic PSO (ACPSO). The results on flevoland sites showed the superiority
of ACPSO to BP and adaptive BP.

Some works prefer to combine BP and PSO to make a hybrid model for optimizing
weights of NN. In 2007, Zhang et al. [49] proposed a hybrid algorithm combining BP
with PSO algorithm. For training the weights of FFNN, the hybrid algorithm can
benefit from employing strong global searching and local searching ability of the PSOA
and the BP algorithm, respectively. Firstly, in the PSOBP algorithm, a heuristic algo-
rithm was adopted by them to give a transition from PSO to gradient descending
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search. Also, they gave three kinds of encoding strategy of particles and gave the
different problem areas that every encoding strategy was actively used in. They
showed that in terms of accuracy and convergent speed, the proposed hybrid PSOBP
algorithm performs better than the adaptive PSO and BP algorithm. Following by that,
in 2011, Yaghini et al. [50] proposed a hybrid improved opposition-based algorithm
that is based upon PSO and GA (HIOPGA) methods and then compared BP algorithm
with their method on several benchmark problems. In fact, their method combined
ability of two algorithms. This algorithm began training using a particle population.
During the algorithm iteration, when improved opposition-based PSO cannot improve
some particles’ position, a subpopulation of such NNs is created and sent to GA. Now,
the HIOPGA can find better NN to replace in the population by utilizing the GA
operators, mutation, and crossover. Also, Kartheeswaran and Durairaj [51] in 2017, for
image reconstruction, presented the sequential and parallel data implementing the
decomposition strategies on a PSO algorithm based ANN weights optimization. They
utilized a hybrid algorithm combining BP with PSO algorithm. They used PSO with
BP-ANN for optimizing the different parameters including hidden layer sizes, number
of hidden nodes, and optimize the network connection’s weights. In fact, this study, by
optimizing the weights of connection, presented the application of a hybrid model for
the reconstruction of Shepp-Logan head phantom image.

3.2 Optimizing structure and hyper parameters

In this category, there are a few papers that have focused on optimizing hyper
parameters. There are two subcategories: first Non-Hybrid Optimization, second,
Hybrid Optimization.

3.2.1 Non-hybrid optimization

In this subcategory, the authors used non-hybrid methods to optimize structure
and hyper parameters.

In 2000, Zhang and Shao [52] were the first authors that presented a PSONN
system for evolving network architecture and the weights of ANNs, alternately. They
used evolved ANNs in modeling product quality estimator for a fractionator of the
hydrocracking unit in the oil refining industry. Carvalho and Ludermir [53] proposed
another study that was inspired by Zhang and Shaos methodology but introduces the
weight decay heuristic in the weight adjustment process in an attempt to obtain more
generalization control. They analyzed the use of the PSO for the optimization of
architectures and weights of NN with the aim of the performance of better generali-
zation by making a compromise between low training errors and low architectural
complexity and utilized them for specific problems in the medical field that fall within
benchmark classification category. The results that they obtained, showed that a PSO-
PSO based method indicates an acceptable alternative for optimizing architectures
and weights of NNs of MLP. Xue et al. [54] similar to Carvalho and Ludermir tried to
optimize weight and architecture simultaneously. They found a variable- length PSO
to optimize both the number of hidden nodes and input weights, simultaneously.
Particles with various lengths which showed various network configurations can be
solved with a new particle update strategy presented in this study.

Many researchers improved the algorithms themselves to optimize architecture.
Here are some examples: Carvalho [55], proposed a PSO-PSO method, in which a PSO
was employed for optimizing weights that were nested under another PSO which was
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employed to optimize the architecture of FNN by deleting or adding hidden nodes.
Next, in 2009, Kiranyaz et al. [56] proposed a multidimensional PSO approach to
construct FNN by utilizing an architectural space, automatically. Furthermore, the
individuals in the swarm population have been designed in a way that it optimized
both the weights and architecture of an individual in every iteration.

PSO for optimizing NN’s architecture used by researchers in different areas and
topics such as communication theory, civil and medical engineering. PSO has been
utilized widely to address the optimization problems existing in communication the-
ory. Das et al. [57] optimized ANN by using PSO for the problem of channel equaliza-
tion in 2013. In this paper, they used PSO algorithm to optimize all the variables
including network parameters and network weights. In fact, they used the PSO to
optimize the number of input neurons, hidden neurons, the type of transfer functions,
and the number of layers. The novelty in this paper is that they take care of suitable
network topology. Extensive simulations proposed in this research showed that, as
compared to other ANN-based equalizers as well as neuro-fuzzy equalizers, the pro-
posed equalizer performs better in all noise conditions. An interesting application area
of PSO is civil engineering. The application of an improved PSO technique was pro-
posed by Asadnia et al. [58] for training an ANN to predict water levels for the Heshui
Watershed. The results showed that the PSO-based ANNs performed better to predict
the peak and low water levels compare with the LM-NN model. Additionally, IPSONN
had a quicker convergence rate in comparison with CPSONN. In medical engineering,
an adaptive CPSO was developed by Zhang et al. [59] to train the parameters of FFNN,
with the purpose of accurate classification of magnetic resonance (MR) brain images.
The classification accuracy of the presented technique was 98.75% on 160 images.

Many works used basic PSO to optimize NN’s architecture. In a study by Chunkai
et al. [60], in 2000, the network structure is adaptively adjusted and the PSO algo-
rithm is applied to evolve the nodes of the NN with a specific generated structure. The
techniques such as the combination of partial training and evolving added nodes are
used to generate the desired architecture and then PSO is employed to evolve the
nodes of the predefined structure. In another study in 2013, Wang et al. [61] used the
BP NN to build an estimation model for the cost of plastic injection modeling parts to
decrease the complication of the conventional procedures of estimating all the costs.
They have made an estimation model for costs on the basis of the superior capability
in forecasting and diagnosis for BP NN, and the capability of the great solution caused
by PSO was utilized to get the parameters for BP NN, such as the number of hidden
nodes and layers, initial weight, learning rate, hence learning and training for the
network were made to perform better and be more precise. In this study, the sigmoid
function was utilized as activation function and transfer function. In 2018, Qi et al.
[62] presented a combination of ANN and PSO for forecasting the unconfined com-
pressive strength of Cemented Paste Backfill (CPB). The authors used ANN for non-
linear relationships modeling and also utilize PSO for tuning the ANN architecture. In
fact, in this work, PSO optimized the number of neurons and hidden layers. The
findings indicated that PSO was efficient for optimizing the ANN architecture. Also,
comparing the values of forecast UCS with experimental values indicated that the
model of optimal ANN was very precise to predict the strength of CPB.

3.2.2 Hybrid optimization

In this subcategory, authors employed hybrid methods to optimize the structure
and hyper parameters of NNs.
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In a study, J Yu et al. [63] presented a new evolutionary ANN algorithm called
IPSONet. This algorithm was based on an improved PSO. The improved algorithm
utilized parameter automation strategy, mutations, crossover, and velocity reset- ting
to enhance the performance of the classical PSO in fine-tuning of the solutions and
global search. To solve the design problem of FFNN, the improved PSO was used by
IPSONet. They used the improved PSO to evolve simultaneously weights and structure
of ANNs by the evolutionary scheme and a specific individual representation. Next,
researchers employed hybrid GA and PSO to optimize structure and hyper parameters
to obtain a better answer. For example, Juang [64] in 2004, presented a modified PSO
Hybrid of GA and PSO (HGAPSO) method that was employed to design NN. In this
method, the individuals of the next generation are created not only by crossover and
mutation operators but also by PSO. The upper half of the best performing individuals
in a population are enhanced using PSO and the other half is generated by applying the
crossover and mutations. Unlike GA, HGAPSO removes the restrictions of evolving the
individuals within the same generation. In this article, the proposed method is another
variation of PSO for fixed structure ANNs where only weights are adjusted.

4. Challenges and gaps

Particle Swarm Optimization is a heuristic optimization method that performs well
for various optimization problems. But like other swarm intelligence-based optimiza-
tion technique, PSO has some disadvantages including sensitivity to parameters, high
computational complexity, slow convergence. The first reason is that PSO is unable to
employ the crossover operator as utilized in genetic algorithm or differential Evolu-
tion. Therefore, the distribution of suitable information be- tween candidates is not at
an essential level. Another factor can be the fact that PSO is unable to handle appro-
priately the relationship between exploration and exploitation, in fact, local search
and global search, so it often converges to a local minimum quickly. One of the
solutions that can address these problems is hybridization. Numerous optimization
algorithms have been utilized for ANN optimization like GA that some of them can be
seen in this paper. For future work, PSO can be hybridized with some of these
optimization algorithms like GA, SA, TS, DE, ABC, and ACO to develop hybrid
approaches in order to achieve better exploration ability.

Another challenge is that study of PSO for optimizing NN had great achievements
but there is no in-depth research on theoretical aspects. So, we think it can be inter-
esting to conduct another study of both the run-time and convergence properties of
PSO for optimizing NN. In addition, there are not many works related to PSO
implemented in parallel for optimizing NN. Thus, it can be a potential path for future
research. Moreover, considering other Deep Learning.

Finally, stream data poses significant challenges in this area. In a non-stationary
environment, like weather forecasting and stock-price market, data comes in the
stream. So, it can be a good topic to design strategies for the dynamic training of NN
using PSO.

5. Conclusion

ANN as a fertile approach to developing an intelligent information processing
system has been introduced. Specifically, ANNs have been seen as a powerful tool in
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No. Author/Authors Year Optimization task Types

1 Zhang and Shao [52] 2000 Optimizing weights and structure Non-Hybrid

2 Chunkai et al. [60] 2000 Optimizing structure Non-Hybrid

3 Al-kazemi et al. [39] 2002 Optimizing weights Non-Hybrid

4 Gudise and Venayag [23] 2003 Optimizing weights Non-Hybrid

5 Vandenbergh and Engelbrecht [37] 2004 Optimizing weights Non-Hybrid

6 Coello et al. [40] 2004 Optimizing weights Non-Hybrid

7 Juang et al. [64] 2004 Optimizing structure Hybrid

8 Meissner et al. [65] 2005 Optimizing weights Non-Hybrid

9 Zhao et al. [24] 2005 Optimizing weights Non-Hybrid

10 Carvalho and Ludermir [66] 2006 Optimizing weights Hybrid

11 Xu and Shu [34] 2006 Optimizing weights Non-Hybrid

12 J Yu et al. [63] 2007 Optimizing weights and structure Hybrid

13 Carvalho and Ludermir [55] 2007 Optimizing weights structure Non-Hybrid

14 Carvalho [53] 2007 Optimizing weights and structure Non-Hybrid

15 Zhang et al. [49] 2007 Optimizing weights Hybrid

16 Lin et al. [38] 2008 Optimizing weights Non-Hybrid

17 Chen et al. [47] 2008 Optimizing weights Hybrid

18 Kiranyaz et al. [56] 2009 Optimizing structure Non-Hybrid

19 Zhang et al. [59] 2010 Optimizing structure Non-Hybrid

20 Zhang and Wu [48] 2011 Optimizing weights Hybrid

21 Yaghini et al. [50] 2011 Optimizing weights Hybrid

22 Zhao [67] 2012 Optimizing weights Non-Hybrid

23 Wang et al. [61] 2013 Optimizing structure Non-Hybrid

24 Armaghani et al. [68] 2013 Optimizing weights Non-Hybrid

25 Das et al. [57] 2013 Optimizing weights and structure Non-Hybrid

26 Pacifico and Ludermir [35] 2013 Optimizing weights Non-Hybrid

27 Xue et al. [54] 2013 Optimizing weights and structure Non-Hybrid

28 Asadnia et al. [58] 2014 Optimizing structure Non-Hybrid

29 Xiao et al. [44] 2014 Optimizing weights Hybrid

30 Bai et al. [27] 2014 Optimizing weights Non-Hybrid

31 Ni et al. [25] 2014 Optimizing weights Non-Hybrid

32 Yang Lu et al. [46] 2015 Optimizing weights and scale factors Hybrid

33 Zhang et al. [45] 2015 Optimizing weights Hybrid

34 Liu et al. [26] 2016 Optimizing weights Non-Hybrid

35 Wang et al. [30] 2016 Optimizing weights Non-Hybrid

36 Chatterjee et al. [33] 2016 Optimizing weights Non-Hybrid

37 Liu and Yin [28] 2016 Optimizing weights Non-Hybrid

38 Zhang et al. [31] 2017 Optimizing weights Non-Hybrid
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modern AI techniques. To utilize a prediction model based upon ANN, we face some
challenges that ANN training is one of the major of them. For training ANN, conven-
tional algorithms are used which results in researchers faced some problems. These
conventional algorithms like backpropagation, are local search methods that exploit
the current solution to produce a new solution. However, they lack exploration ability,
hence, they often, finds local minima of an optimization problem. Unlike conven-
tional approaches, metaheuristics like PSO are good at both exploration and exploita-
tion and are able to solve simultaneous adaptation in each component of NN. In this
paper, we present a survey of optimizing and training ANNs with using PSO that is
one of the best metaheuristic algorithms for optimizing ANN. We try to review some
studies conducted on optimizing ANN using PSO for different goals including com-
paring different methods results and solving various types of problems. In this study,
all the papers are grouped into categories including the kind of PSO, year of publica-
tion, activation fitness function types, and what has been optimized. Findings in this
study provide future direction for further work on optimizing ANN with using PSO
(Table 1).

No. Author/Authors Year Optimization task Types

39 Kartheeswaran and Durairaj [51] 2017 Optimizing weights Hybrid

40 Pradeepkumar and Ravi [69] 2017 Optimizing weights Hybrid

41 Anand and Suganthi [42] 2017 Optimizing weights Hybrid

42 Ling et al. [36] 2017 Optimizing weights Non-Hybrid

43 Qi et al. [62] 2018 Optimizing structure Non-Hybrid

44 Yang and Jiang [70] 2018 Optimizing weights Non-Hybrid

45 Kong et al. [71] 2019 Optimizing weights Non-Hybrid

46 Ma [43] 2019 Optimizing weights Hybrid

47 Xue et al. [41] 2019 Optimizing weights Non-Hybrid

48 Le et al. [32] 2019 Optimizing weights Non-Hybrid

49 Chen et al. [72] 2019 Optimizing weights Non-Hybrid

50 Nandi and Jana [29] 2019 Optimizing weights Non-Hybrid

Table 1.
Optimization types that researchers used.
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Perspective Chapter: Airborne
Pollution (PM2.5) Forecasting
Using Long Short-Term Memory
Deep Recurrent Neural Network
Optimized by Gaussian Process
Marco Antonio Olguin-Sanchez,
Marco Antonio Aceves-Fernández,
Jesus Carlos Pedraza-Ortega and Juan Manuel Ramos-Arreguín

Abstract

Forecasting air pollution is a challenging problem today that requires special
attention in large cities since they are home to millions of people who are at risk of
respiratory diseases every day. At the same time, there has been exponential growth in
the research and application of deep learning, which is useful to treat temporary data
such as pollution levels, leaving aside the physical and chemical characteristics of the
particles and only focusing on predicting the next levels of contamination. This work
seeks to contribute to society by presenting a useful way to optimize recurrent neural
networks of the short and long-term memory type through a statistical process
(Gaussian processes) for the correct optimization of the processes.

Keywords: deep learning, gaussian process, optimization, recurrent neural network,
long-short term memory, airborne pollution

1. Introduction

Recurrent neural networks (RNN), especially Long Short Term Memory (LSTM),
have proved their efficiency in working on time-dependent values by (as its names
indicate) the use of memory (sequences) gives enough information to the network to
work properly finding patterns and trends in the values, which are not so obvious at
first glance. Also, the gaussian processes are a useful statistical technique that allows
the hyperparameters of the network since it has shown that the processing time is
reduced and, at the same time, the accuracy may be improved [1]. Afterward, there is
airborne pollution, which is a complex system that affects billions of people world-
wide, especially in a metropolis such as Hotan, China. Shanghai, China, Ghaziabad,
India, or in the case of this study, Mexico City, Mexico. Also, there we have a lot of
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types of particles interacting with each other in chemical, biological, and physical
ways. The pollutants that are monitored by the SEDEMA’s network in the City of
Mexico are nitrogen dioxide (NO2), Ozone (O3), sulfur dioxide (SO2) and particulate
matter (PM2:5, and PM10). Hence, we propose the use of an RNN-LSTM and optimiz-
ing its hyperparameters using Gaussian processes to increase the accuracy in the
forecast of airborne pollution instead of the use of the current method.

2. Literature review

2.1 Airborne pollution

Air pollution has been a problem that has been increasing in recent decades mainly in
large cities, bringing with it respiratory diseases [2, 3]. This contamination is accompa-
nied by the same pollutant particles that have a useful life depending on physical
parameters (size and shape) and their chemical composition. Mexico City has been
studied for decades [4] due to its high levels of pollution that affect more than 20million
people. The sites used in this work are the following: Northeast (Gustavo A. Madero—
GAM, FES Aragón—FAR, Xalostoc—XAL), Northwest (Tlalnepantla—TLA,), Center
(Hospital General de México—HGM, Merced—MER), Southeast (Nezahualcóyotl—
NEZ, Santiago Acahualtepec—SAC) and Southwest (Ajusco Medio—AJM, Pedregal—
PED, Santa Fe, SFE). The map of the monitoring sites is shown in Figure 1.

2.1.1 Multiple imputation by chained equations (MICE)

Dealing with the missing data problem often leads to two general approaches for
imputing multivariate data: Joint modeling (JM) and fully conditional specification

Figure 1.
Location of the monitoring sites in Mexico City.
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(FCS), also known as multivariate imputation by chained equations (MICE) [5]. It is
known that is a JM-type problem when we must specify a multivariate distribution for
the missing data and obtain the imputation of its conditional distributions through
Markov Monte Carlo chains (MCMC) techniques. On the other hand, it is FCS, which
specifies the multivariate imputation model on a variable-by-variable basis using a set
of conditional densities, one for each incomplete variable. The imputation starts by
iterating over the conditional densities, usually, a low number of iterations is enough.
In order to explain the model, let us use the following notation [5]: Let Yj with
(j ¼ 1,⋯, p) be one of p incomplete variables and Y ¼, ⋯, Yp). The observed and

missing parts of Yj are denoted by Yobs
j and Ymis

j , respectively, then Yobs ¼
Yobs
1 , ⋯, Yobs

p

� �
and Yobs ¼ Ymis

1 , ⋯, Ymis
p

� �
, these are the observed and missing data

respectively in Y. The number of imputations is m≥ 1. The h-th imputed data set is
denoted as Y hð Þ where h ¼ 1,⋯,m. Now let Y�j ¼ Y1, ⋯, Yj�1, Yjþ1, ⋯, Yp

� �
denote

the collection of the p� 1 variables in Y except Yj. Finally, letQ denote the quantity of
scientific interest. The mice algorithm has three main steps: imputation, analysis, and
pooling. The analysis starts with an incomplete data set Yobs. The second step is to
compute Q on each imputed data set, here the model is applied to Y 1ð Þ,⋯,Y mð Þ in the

general identical. Finally, the third step is to pool them estimates ^Q !ð Þ,⋯, ^Q mð Þ into one
estimate �Q and estimate its variance.

2.1.2 Recurrent neural networks

Recurring neural networks (better known as RNN) can be used for any type of
data. In practical applications, the use of symbolic values is more common. In a
recurrent neural network, there is a one-to-one correspondence between the
layers of the network and specific positions in the sequence. The position in the
sequence is also known as its timestamp. Finally, RNNs are complete Turing, which
means that this type of network can simulate any algorithm with sufficient data and
computational resources [6]. A representation of this kind of network is shown in
Figure 2.

2.1.3 Long-short term memory (LSTM)

To represent the hidden states of the kth hidden states (layer) the notation h� kð Þ
t is

used and to simplify the notation it will be assumed that the input layer �xt can be
denoted by h� 0ð Þ

t (this layer is not hidden) [7]. To obtain good results, a hidden vector

of dimension p must also be included, which will be denoted by
�
c kð Þ
t and refers to the

state of the cell. The state of the trap can be observed as the long-term memory within
the network. The matrix that updates the values is denoted by W kð Þ and is used to

permute the column vectors h� k�1ð Þ
t , h� kð Þ

t�1

h iT
. The matrix that is obtained always

results in dimensions 4p� 2p. A 2p size vector is then premultiplied by the W kð Þ

matrix resulting in a 4p vector. Now to find the updates we have the following; for
setting up intermediates Eq. 1, for selectively forget and add to long-term memory eq.
2, for selectively leak long-term memory to hidden state (Eq. 3).
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InputGate :
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c kð Þ
t�1 þ�i⊙�c (2)

�h kð Þ
t ¼ �o⊙ tanh

�
c kð Þ
t

� �
(3)

Additionally, clarify that LSTM is an algorithm that belongs to recurrent neural
networks or RNN [8]. The RNN’s refer to neural networks that take their previous
state as input, this means that the neural network will have two inputs, the new
information entered into the network and its previous state, which is shown in
Figure 2. With this model we can have short-term memory in the neural network [9].
These neural networks have applications in sequential predictions, that is, predictions
that depend on a temporal variable.

2.2 Bayesian optimization using Gaussian processes

2.2.1 Multidimensional Gaussian distribution

To talk about Gaussian processes, we must first define a multivariable
Gaussian distribution in several dimensions. Formally, this distribution is expressed
as in Eq. 4:

p xð Þ ¼ 1

2πð ÞD=2 e
�1
2 x�μð ÞTΣ�1 x� μð Þ (4)

Figure 2.
Graphic representation of a recurrent neural network.
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Where D is the number of dimensions, x is the variables, μ is the average
vector, Σ is the covariance matrix. Gaussian processes try to model a function
f given a set of points [10]. Traditional nonlinear regression machine learning
methods usually give a function that they think best fits these observations. But,
there may be more than one function that fits the observations equally well.
When we have more observation points, we use our posterior-anterior as our ante-
rior, we use these new observations to update our posterior. This is the Gaussian
process. A Gaussian process is a probability distribution over possible functions
that fit a set of points. Because we have the probability distribution over all
possible functions, we can calculate the means as the function and calculate the
variance to show how confident we are when we make predictions using the
function (Figure 3).

2.2.2 Gaussian process

Because we have the probability distribution over all possible functions, we can
calculate the means as the function and calculate the variance to show how confident
when predictions are made using the function as demonstrated by Wang [10], we
must take into account that:

I.The (later) functions are updated with new observations.

II.The mean calculated by the posterior distribution of the possible functions is the
function used for the regression.

The function is modeled by a multivariable Gaussian of the form shown in Eq. 5:

P f jXð Þ ¼ N f jμ, Kð Þ (5)

Figure 3.
Graphic example of a multidimensional gaussian distribution.
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Where X ¼ x,⋯, xn½ �, f ¼, ⋯, f xnð Þ, μ ¼, ⋯, m xnð Þ, Ki,j ¼ k xi, xj
� �

. Being X the
points of the observed data, m represents the average function and K represents a
definite positive kernel.

3. Materials and methods

3.1 Materials

The data used to train the model were obtained from the Atmospheric Monitoring
System (SIMAT for its acronym in Spanish) database is conformed of four subsys-
tems: RAMA, REDMA, REDMET, and REDDA, all are given by its website but we just
focus on the Automatic Environmental Monitoring Network (RAMA for its acronym
in Spanish).

3.2 Methodology

3.2.1 Data acquisition and preprocessing data

First, the database on air quality, RAMA (SEDEMA, 2021) [11] must be
downloaded, which is public. This file (dataset) contains values captured by all sta-
tions capable of monitoring PM2:5. In case the dataset contains more variables in
addition to the one already mentioned, a preprocessing process must be carried
out. First, the values of interest (PM2:5. and air direction) should be classified,
excluding any other. Once the data has been classified, it will be necessary to
determine if there are missing data and in which cases it is convenient to impute
because if the amount of data to be imputed exceeds 40% of the total data, it is
advisable not to use that station since there is a loss very large data and a case of
over-learning or data that does not reflect reality could be presented. To impute the
missing data, the MICE algorithm will be used and once the algorithm has been
applied, a new dataset will have to be generated with the imputed data (complete).
Because the RNN-LSTM works by taking a tensor as input and already having an
absent dataset of missing data, now it will be necessary to divide this data into
three different datasets which would serve for training, testing, and data validation.
To conclude with the preprocessing, the data will be normalized and later converted
into tensors. To normalize the data, the min-max normalization will be used, which
takes the minimum value of the data as “zero” and the maximum value as “one”
and it is based on these that the normalization is performed. For tensors, they must
take into account the batch value, which in turn takes values of 2n with nϵN. The value
of the sequence to use as a parameter should also be considered when creating the
tensors.

3.2.2 Instantiate LSTM and optimize the model

To begin with the training and optimization of the network, we are going to start
the network with values of the hyperparameters selected at random, this is only to
make the network start and work since later the values of each selected
hyperparameter will be rewritten in optimization until the optimal point is found
within the search space that is established. By having the data imputed, divided,
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normalized, and transformed into tensors now, using the training dataset, as its
name implies, we will begin the process of training the network, which will go
hand in hand with the number of iterations (points) that have been assigned to
the optimization process. In each iteration, an adjustment will be made in some
of the hyperparameters, and saving the score of each model to end up with the
best one.

3.2.3 Model evaluation

Having already a trained and optimized model, we can now determine the effi-
ciency of the model by calculating the RMSE that the model has by comparing the
predicted data against the real data. To generate predictions, we are going to use the
evaluation set (Figure 4).

Figure 4.
Proposed methodology.
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4. Results and discussion

There was a considerable amount of missing values all across the data. After
applying the MICE algorithm the data full fill. In order to confirm that the imputation
was successfully checked that the distribution of the data did not change as is shown
in Figures 5 and 6. These processes will be repeated for each station. This process was
repeated for all the stations which were selected getting similar results in all cases.
Once the preprocessing was finished, the training was started and by optimizing the
model, a search space was stabilized for each hyperparameter of the RNN-LSTM
considered. Now, with the model ready and tested, the results of the optimization
process can be seen within the network. As is shown in Figures 7 and 8, for the LSTM
optimized by GP, the loss function during training decreases rapidly in each epoch
until it converges and the change between epochs is no longer so noticeable compared
with simple LSTM (Figures 9 and 10). In both cases when the converges are reached,
it means that the network has already stopped learning. Finally, the validation set is
used to estimate the skills of the network obtained in its training for the prediction of
PM2:5 levels. This is shown for the LSTM optimized by GP in Figures 11 and 12, and

Figure 5.
Data distribution of AJM station before and after being imputed.

Figure 6.
Data distribution of PED station before and after being imputed.

96

Swarm Intelligence - Recent Advances and Current Applications



Figure 7.
Metrics obtained with LSTM model optimized by Gaussian process for the AJM station.

Figure 8.
Metrics obtained with LSTM model optimized by Gaussian process for the PED station.

Figure 9.
Metrics obtained with simple LSTM model for the AJM station.
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Figure 10
Metrics obtained with simple LSTM model for the PED station.

Figure 11.
LSTM optimized by gaussian process, validation forecast for AJM station.

Figure 12.
LSTM optimized by gaussian process, validation forecast for PED station.
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for the simple LSTM the results are shown in Figures 13 and 14. The results show are
from AJM and PED stations.

5. Conclusion

The potential of using Gaussian Processes to improve the hyperparameters tuning
is based on a strong mathematical model compared with other methods of
hyperparameter tuning; this gives more confidence when looking for an optimized
deep learning model. On the other hand, to use this method requires more time to
compute the Bayesian search and it may be a thing to consider.

About the project, it does not pretend to end the airborne pollution problem, but it
introduces a useful tool for the government and the citizen in order to prevent and
plane his day because the model can make predictions along more than three hundred
hours with high accuracy, so this gives 12 days to the corresponding users to avoid or
prevent the contamination levels.

Figure 13.
Simple LSTM, validation forecast for PED station.

Figure 14.
Simple LSTM, validation forecast for PED station.
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Chapter 5

Dynamic Economic Load Dispatch
of Hydrothermal System
Soudamini Behera, Ajit Kumar Barisal and Sasmita Behera

Abstract

A Quasi Oppositional Gray Wolf Optimization (QOGWO) algorithm has been
used in this work to decipher the economic load dispatch of hydrothermal system.
Dynamic economic load dispatch problem involves scheduling of committed genera-
tors to meet the load demand with minimum fuel cost and several constraints which
are dynamic in nature. It is basically short-term hydrothermal scheduling (STHS)
problems through cascaded reservoirs. Instead of pseudo-random numbers quasi-
opposite numbers are used to initialize population in the proposed QOGWO method
so that the convergence rate of GWO increases. The viability of the projected
approach is verified in three standard multi-chain cascaded hydrothermal systems
with four interconnected hydro systems. The load and number of thermal units differ
from one system to another. Water transportation delay between interconnected
reservoirs, Valve Point Loading (VPL) have been considered in different combination
in three cases. The technique put forth with established superior to many recent
findings for the STHS problems with increased complexities.

Keywords: hydrothermal scheduling, cascaded reservoir, gray wolf optimizer
(GWO), quasi oppositional-based learning, STH problem, VPL effect

1. Introduction

Over the last few years, we are in a shortage of energy and facing the
environmental pollution problem. So, now a day’s wise utilization of energy and the
operating cost minimization are major issues in the energy field. This signifies constraints
of hydrothermal systems must be modified and more robust technique is required to
provide more accurate scheduling results. The main aim of optimal HTS of an electrical
system is to optimize hydrothermal generations so that the load demand is fulfilled in a
scheduled time with accommodating several system constraints of the hydrothermal
system. It is very complicated than that of the thermal system due to nonlinearity.

The Stochastic methods like Genetic Algorithm (GA) [1], Quick Evolutionary
Programming (QEP) [2], Improved Particle Swarm Optimization (IPSO) [3], Teach-
ing Learning Based Optimization (TLBO) TLBO [4], Symbiotic Organisms Search
(SOS) [5], Intensified water cycle approach (IWCA) [6] have used for solving STH
problems. GWO [7] is a simple, fast and effective global optimization method. GWO
algorithm has been applied for the solution of non-convex and dynamic economic load
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dispatch problem (ELDP) of electric power system [8]. GWO has successfully solved
various ELD problems [9]. Many researchers have demonstrated that an opposite
candidate gives a more optimal solution than the candidate. Opposition Based Gray
Wolf Optimizer (OGWO) has been implemented in solving ELD problem [10] for
thermal power generators which increases the success rate and the convergence speed
of GWO.

This study applies Quasi Opposition based GWO (QOGWO) for solving HTS
problem of a hydrothermal system which prime objective is to allocate the hydro
generation between the multi-reservoir cascaded units with PDZ and thermal units
with VPL effect. The objective is to cut the total fuel cost of the thermal system with
accommodating several limitations of the hydrothermal system which makes it a non-
convex problem. To establish that the intended approach is better, a rigorous exercise
of the QOGWO for a hydrothermal system, with the gradual increase of complexity
and dimension, is considered in this study. In contrast to recent techniques, the out-
comes of the QOGWO technique exhibits superiority for operating cost as well as the
convergence characteristics to achieve the optimal result in all the cases tested here.

2. Formulation of STHS Problem

The STHS problem is to allocate the generation to the hydro and thermal units so
that the required load demand is achieved and it reduces the net cost without affecting
other constraints of Hydro and Thermal systems.

2.1 Hydro-thermal scheduling (HTS)

Since hydropower unit’s fuel cost are trivial when assessed with that of thermal
unit, the optimal HTS solution lessens the net coal cost of the thermal units with the
maximum utilization of the accessible hydro resource. In line with this, the optimal
HTS problem is formulated as the fuel cost FC as given in (1).

FC PTi,j
� � ¼

XNs

i¼1

XZ
j¼1

aiPT2
i,j þ biPTi,j þ ci (1)

Considering the VPL effect as a sinusoidal variation the Eq. (1) modifies to (2).

FC PTi,j
� � ¼

XNs

i¼1

XZ
j¼1

aiPT2
i,j þ biPTi,j þ ci þ di � sin ei � PTi, min � PTi,j

� �� ��� �� (2)

The prime goal of HTS problem is to reduce the net fuel cost F of the thermal
plants. Then the objective function is given in (3).

Minimize F ¼
XZ
j¼1

XNs

i¼1

FC PTi,j
� �

(3)

where the symbols carry the meaning as defined earlier.
The following operational restrictions are to be satisfied.
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a. Load Demand constraints: It is defined as the balance of the net hydro and
thermal generation with the load inclusive of losses in each slot of scheduling j
as given in (4)

XNs

i¼1

PTi,j þ
XNh

i¼1

PHi,j ¼ PDj þ PLj,for j ¼ 1,2,… ,Z (4)

b. Generation constraints of Thermal Plant: The ith thermal generator must operate
within the lower and upper bound PTimin and PTimax respectively as shown in (5)

PTimin ≤PTij ≤PTimax (5)

c. Generation constraints of Hydro Plant: The ith hydro plant generator must operate
between its minimum and maximum bounds PHimin and PHimax respectively as
given in (6)

PHimin ≤PHi,j ≤PHimax (6)

d. Reservoir constraint: The ith reservoir volume capacity has to lie within the lowest
and highest margins as expressed in (7)

Vimin ≤Vi,j ≤Vimax (7)

e. Water Discharge constraint: The flow in m3,qij, must be in between the lowest
and highest margins as given in (8)

f. Continuity Equation of Hydraulic Network: The storage capacity of the reservoir
must be in between the lower and higher volume margins as given in (9)

Vi jþ1ð Þ ¼ Vij þ
XRu

u¼1

qu j�τð Þ þ su j�τð Þ
h i

� qi jþ1ð Þ � si jþ1ð Þ þ ri jþ1ð Þ for j ¼ 1,2… ,Z (8)

Where τ is the time gap for water transportation to the reservoir i from its
upstream reservoir u at time slot j and Ru is the combination of the upstream
hydraulic reservoirs before the hydro plant i

g. The power generation of the hydro plant PHij. It depends on water discharge rate
and reservoir storage capacity. It is expressed as in (10)

PHij ¼ c1iV2
ij þ c2iq2ij þ c3i Vijqij

� �
þ c4iVij þ c5iqij þ c6i (9)

Where, c1i to c6i are the constants.

3. GWO

GWO is a recent soft computing approach that mimics the social activities of gray
wolves. This algorithm depicts leadership, tracking, surrounding and attacking prey
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[7] activities of the species. In this algorithm a specific number of gray wolves in a
group travel through a multi-dimensional search space in search of prey. The position
of gray wolves are considered as different position variables and the distances of the
prey from the gray wolves determine the fitness value of the objective function. The
individual gray wolf adjusts its position and moves to the better position. The GWO
saves the best solutions obtained through the course of iterations. The goal of this
algorithm is to reach to the prey by the shortest possible route. The movement of each
individual is influenced by four processes. Their hunting mechanism is as follows:

a. The initial step of hunting is to track, chase and approach the prey.

b. The second step is to pursue, move around and harass the prey until it gives up.

c. The last step is to attack prey.

These steps are shown in Figure 1 [7].
The GWO algorithm was anticipated by Mirjalili et al. [7]. Gray wolves are related

to the Canidae family and are zenith predator. A pack approximately consists of a
group of 5to12 wolves. Their society is divided on the basis of hierarchy. The leader is
a couple called the ‘Alphas’. They take all the decisions for the pack and these deci-
sions are then communicated to the pack. All the members of the pack respect the
leader with keeping their tails down. The alpha is the best member who can manage
the pack in a better way. The second level in this hierarchy is the ‘Beta’ wolves. It is an
assistant wolf next to alpha after the current wolf gone. It assists alpha and keeps
discipline in the pack. The third level in this hierarchy is the ‘Delta’wolves. The lowest
ranked gray wolf is ‘Omega’. They are the scapegoat or the babysitters. Amidst all the
social hierarchy, there is an exciting social activity of the gray wolf is group hunting
(optimization).

Figure 1.
Hunting steps of Gray Wolf: (A) chasing, approaching and tracking prey (B–D) pursuing, harassing, and
encircling (E) Stationary situation and attacking [7].
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The encircling behavior of gray wolves may be modeled mathematically as per
following Eqs. (11) and (12).

D
! ¼ C

!
:X
!

p tð Þ � X
!

tð Þ
���

��� (10)

X
!

tþ 1ð Þ ¼ X
!

p tð Þ � A
!
:D
!

(11)

Where X
!

p and X
�!

are the respective vectors corresponding to the position of the
prey and the gray wolf, and t designates the present iteration.

The coefficient vectors A
!
and C

!
can befound out as given in (13) and (14).

A
! ¼ 2a!: r!1 � a! (12)

C
! ¼ 2: r!2 (13)

Where r!1 and r!2 vectors are randomly chosen in the range [0, 1], the values of a!

are gradually varied from 2 to 0 with the increase of iteration so as to put emphasis on
exploration and exploitation, respectively.

All the wolves of the pack keep updating their locations as per the location of the
senior wolves in the pack. Moreover, the location of the prey would be a random place
encircled by the alpha, beta and delta during their search because they are more
experienced in hunting. The following Eqs. (15)–(17) are proposed to revise the
position of all wolves as per the locations obtained so far by the best candidates as the
alpha, beta and delta.

D
!

α ¼ C
!
1:X
!

α � X
!���
���,D!β ¼ C

!
2:X
!

β � X
!���
���, D
�!

δ ¼ C
!
3:X
!

δ � X
!���
��� (14)

X
!

1 ¼ X
!

α � A
!

1: D
!

α

� �
,X
!

2 ¼ X
!

β � A
!

2: D
!

β

� �
, X

!
3 ¼ X

!
δ � A

!
3: D

!
δ

� �
(15)

X
!

tþ 1ð Þ ¼ X
!

1 þ X
!

2 þ X
!

3

3
(16)

Diverging and converging towards the prey in order to search and attack the prey
is what the gray wolves follow. In the mathematical modeling of divergence, we use
the value of Aj j > 1 or Aj j < 1 for the searching wolf to deviate from the prey to
emphasize exploration.

At the beginning of search process, a pack of gray wolves is randomly initialized in
the GWO algorithm. Each wolf in the searching place updates its gap from the prey.
Finally, the algorithm ends the optimization when termination limit is attained.

4. Quasi opposition based learning

Opposition Based Learning considers both the current and its opposite population
simultaneously for getting the best candidate solution. The quasi-opposite population

QOP xq01 , xq02 , ::… … xq0i , ::… xq0d
� �

in D dimensional region differs from the opposite

population as it is the population between the Centrec of the search region and the
opposite point x0i , expressed as in (18).
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xq0i ¼ rand
ai þ bi

2
, ai þ bi � xi

� �
¼ rand ci, x0i

� �
; i ¼ 1,2,:… d (17)

Where, xq0i is an arbitrary number between ci and x0i .

4.1 QOGWO algorithm for hydrothermal scheduling

The flowchart of the QOGWO to clarify the HTS problem is given in Figure 2 and
the steps are described as follows:

Step 1: Specify the system parameters, the highest and lowest limits of each
variable such as Popmax , qmin , qmax , Ns, Nh, Z, B-coefficient matrix, PD, PTmin ,
PTmax , PHmin , PHmax

, Vmin , V max , jr, Cost coefficients and itermax .
Step-2: Initialize randomly the search agents (Gray wolves) among the population
and those agents are possible solutions who satisfy the specified constraints.
Step-3: Compute the trial vector (current search agents) Qi,j,k ¼ P1 P2::…PPOPmax½ �
of the population. The random search agent matrix (Pk) is as in (19).

Pk ¼

q11 q12 … … q1,Nh

q21 q22 … … q2,Nh

… … … … :

… … qij … qi,Nh

qZ,1 … qz,j … qZ,Nh

2
6666664

3
7777775

(18)

Step 4: The discharge rate qi,d of all the reservoirs for all the slots is taken at
random within the bounds and repeatedly adjusted after the check to satisfy the
first and last reservoir storage volume which is calculated using (20).

qi,d ¼ Vi,1 � Vi,25 �
XZ

j�1

j6¼d

qi,j þ
XZ
j�1

ri,j þ
XRu

u¼1

XZ
j¼1

qu j�τð Þ (19)

Step 5: The volume of each reservoir is calculated by the Eq. (9), and then the
hydro generation is scheduled over 24 slots by the Eq. (10).
Step 6: Calculate the thermal power at jth slot using load balance Eq. (4). To satisfy
the equation PT d, jð Þ is taken at random and adjusted using Eq. (21) until it does
not defy the limits.

BddPT2 d, jð Þ þ 2
XNhþNs�1

i¼1

Bd,i:PT i, jð Þ � 1

 !
PT d, jð Þ

þ PD jð Þ þ
XNhþNs�1

i¼1

XNhþNs�1

k¼1

PT i, jð ÞBi,kPT k, jð Þ �
XNh

i¼1

PH i, jð Þ �
XNs

i¼1

i 6¼d

PT i, jð Þ

0
BBBBB@

1
CCCCCA

¼ 0

(20)
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Step 7: The fitness of the solution is evaluated by Eq. (3).
Step 8: Remember the best three search agents Xα, Xβ and Xδ (gray wolves) from
the population.

Figure 2.
Flow chart of QOGWO method.
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Step 9: Revise the values of a, A and C as per Eqs. (13) and (14).
Step 10: According to the positions of best three search agent Xα, Xβ and Xδ (gray
wolves) all search agents updated their current position by Eq. (17). The violation
of constraint is formulated as a penalty added in the fitness function.
Step 11: If the water discharge, the volume of the reservoir and power generations
limits are lower than the lowest limit it is assigned the lowest value and if their
value exceeds the highest limit, it is assigned the highest value.
Step 12: Select a fresh parameter “jumping rate” ( Jr) within the range [0, 1].
If rand< Jr, Quasi Opposite set of agents (wolves) can be shaped as below.

If rand< Jr:
for k ¼ 1 : Popmax

for i ¼ 1 : Z

for j ¼ 1 : Nh (21)

QOS : , : , kð Þ ¼ q i, jð Þ ¼ rand c jð Þ, x0 jð Þð Þ;
end

end

end

Step 13: Go to Step 2 until the predefined highest iteration number is reached.

5. Result discussion

The projected QOGWO has been used to find the solution of a hydrothermal test
system. It has been simulated using MATLAB software. As HTS is a real time problem
so, it is necessary that each run of the program should reach close to optimum
solution. 20 independent runs are executed to get the optimum solutions for all the
algorithms considered here.

5.1 Test system-1

Here the test system-1 is similar to that in [1] but the supplementary data for VPL
effect and PDZ of turbines are taken from [2]. Then the fuel cost of the corresponding
thermal unit with VPL is given in (22)

FC PTi,j
� � ¼

XNs

i¼1

XZ
j¼1

0:002PT2
i,j þ 19:2PTi,j þ 5000

þ 700� sin 0:085� PTi, min � PTi,j
� �� ��� �� (22)

The respective minimum and maximum thermal generations correspond to 500
and 2500 MW. The water loss in the spillway and the energy loss in catering the load
from the hydro plant are ignored. The respective lowest and highest hydro generation
correspond to 0 and 500 MW.

Three cases of the test system-1 such as Case 1 (HTS problem considering qua-
dratic cost function only), Case 2 (with PDZ) and Case 3 (with VPL and PDZ) are
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under study. The several controlling parameters like a, A, C, size of the pack and
maximum iteration number have been tried in this algorithm. The values of a, A, C
are varied as per Eqs. (13) and (14), the size of the pack is 30 and the maximum
iterations took is 500.

5.1.1 Case 1: (HTS problems considering quadratic cost function only)

This is the simplest case where the PDZ of the hydro units and the VPL effect of
the steam power plant are neglected. The convergence characteristic in Figure 3 gives
an idea about the working of projected QOGWO approach. From Figure 3 it is clear
that the fuel cost is reduced in 50 numbers of iterations. The considered QOGWO
approach takes the computation time of 340.452 s to get the optimal HTS. To validate
the proposed QOGWO method, its simulation outcomes are compared in terms of
best, average and worst fuel cost over 20 independent runs with the results of other
approaches as shown in Table 1. The optimal results found by the projected algorithm

Algorithm Best fuel
cost ($)

Average fuel cost
($/day)

Worst fuel cost
($/day)

Variance Standard
deviation

CPU time
(sec)

GA [1] 932734.00 936969.00 939734.00 — — —

FEP [2] 930267.92 930897.44 931396.81 — — —

CEP [2] 930166.25 930373.23 930927.01 — — —

IFEP [2] 930129.82 930290.13 930881.92 — — 1033.20

IPSO [3] 922553.49 — — — — —

TLBO [4] 922373.39 922462.24 922873.81 — — —

SOS [5] 922332.17 922338.20 922482.90 — — 6.21

GWO 917203.73 917242.58 917288.03 0.0127 0.1128 353.224

QOGWO 916795.74 916812.67 916829.28 0.0096 0.0982 340.452

Table 1.
Comparison of optimal costs for the test system (case 1) after 20 independent runs.

Figure 3.
Convergence features of QOGWO in case-1 of the test system.
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are contrasted with other referred results shown in Table 1. It is clear that the
QOGWO founded superior result than the above-mentioned accessible techniques.
Though SOS has taken less time with a smaller number of iterations and population
size, it gives the minimum cost but its minimum is higher than that by GWO and
QOGWO.

5.1.2 Case 2: (with PDZ)

The PDZs of reservoirs of hydro power units have taken into account to ensure the
viability of the projected method. This case has not been dealt with by many
researchers but it is an important case for operation. The results of the proposed
method QOGWO are compared in terms of best, average and worst fuel cost over 20
independent runs with the results of other approaches as shown in Table 2. It is
observed that the QOGWO decreased the minimum, average and worst costs at less
execution time than those obtained by the other existing techniques when population
size and iterations are similar. The cost convergence feature of QOGWO algorithm is
revealed in Figure 4.

5.1.3 Case 3: (with VPL and PDZ)

Now the VPL of thermal power units and PDZ of hydro power units are included
to confirm the robustness of the projected algorithm. The best rates of hydro

Algorithm Best fuel cost
($/day)

Average fuel cost
($/day)

Worst fuel cost
($/day)

Variance Standard
deviation

CPU
time (s)

IPSO [3] 923443.17 — — — — —

TLBO [4] 923041.91 — — — — —

SOS [5] 922844.78 922867.24 923125.44 — — 9.53

GWO 923146.941 923187.45 923239.50 0.0129 0.1138 321.47

QOGWO 922736.233 922764.186 922810.58 0.0087 0.0932 310.941

Table 2.
Comparison of optimal costs in case-2 for the test system (case 2) after 20 independent runs.

Figure 4.
Convergence features of QOGWO in case-2 of the test system.
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discharges in slots got by the projected QOGWO are shown in Table 3. The conver-
gence plot attained by QOGWO is illustrated in Figure 5(a), respectively. In this case,
the hourly hydropower generations found by the QOGWO method are given in
Figure 5(b).

6. Conclusion

In this study, an effective GWO algorithm is united with quasi-oppositional based
learning (QOGWO) has been effectively implemented to solve a hydrothermal test
system with quadratic nonlinear cost functions. Progressive improvement of the
computational efficiency and better convergence characteristics are attained by quasi-
oppositional based learning introduced in the conventional GWO algorithm. It is
observed that the simulation time for the same number of iterations and the net cost
of generation got by the presented QOGWO for the day is lower than others in all the

Figure 5(a).
Convergence features of QOGWO in Case-3 of the test system.

Figure 5(b).
Hourly hydro power generation obtained by QOGWO in Case-3 of the system.
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systems with the different level of complexities because of well-balanced exploration
and exploitation of the QOGWO algorithm. The maximum cases of hydrothermal
scheduling studied here in comparison to the existing works can be referred by
researchers in future. The consistent performance of QOGWO in the large dimension
of the problem with multiple constraints exposes its potential for application in other
engineering domains for constrained nonlinear non-convex engineering optimization.
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Chapter 6

Using Many Objective Bat
Algorithms for Solving Many
Objective Nonlinear Functions
Iraq T. Abbas and Saja Ayad

Abstract

In this paper, we have relied on the dominant control system as an important tool
in building the group of leaders because it allows leaders to contain less dense areas,
avoid local areas, and produce a more compact and diverse Pareto front. Nine stan-
dard nonlinear functions yielded this result. MaBAT/R2 appears to be more efficient
than MOEAD, NSGAII, MPSOD, and SPEA2. MATLAB was used to generate all the
results of the proposed method and other methods in the same field of work.

Keywords: Many-objective problems, bat algorithm, inverted generational distance

1. Introduction

Although the truth of the algorithmic strategy for dealing with combinatorial
optimization (CO) has been available for a long time, further application of evolu-
tionary algorithms (EAs) to solve these problems provides a means to deal with large-
scale multi-objective optimization.

In this section, the current of my study, which is considered one of the most
important studies in recent decades, has been dealt with, and we will explain in it:
research objectives, research question, study significance, research breadth, and
research limitations.

Often there is not one perfect solution in multi-objective function optimization,
but rather a set of optimal Pareto options. Thus, cluster sampling is critical when the
co-optimization of an algorithm to generate a comprehensive and varied approxima-
tion of the Pareto front (PF) is performed [1]. Using the rule of change of weights, a
multi-objective bat algorithm (MOBAT) is introduced to determine the optimal
Pareto array for multipurpose functions (MO).

The source [2] also presented bat for multi-objective problem-solving, as well as
the multi-objective bat algorithm (MOBAT). To verify this, we will develop solutions
against a subset of the multi-objective test functions first. We will now use it to
address engineering design improvement challenges such as the total and partial steel
beam.
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MOBAT was used for this purpose, and it can be described as a successfully
biologically inspired algorithm to address problem floor planning in VSLI design in a
publication approach [3].

The author in [4] proposed a multi-purpose optimization problem (MOOP) to
achieve both of the aforementioned goals. MOOP is solved using a new simple opti-
mization algorithm called BAT Algorithm, which is based on weight addition method
(WSM). Therefore, from the literature we can say here that there is no study before
that combined many-objective bat algorithm with indicator convergence R2 (MaBAT/
R2). In addition, in another study, a comparison was made between the algorithms for
feeding frontal neural networks (NN) and then the gradient descent (GD) algorithms
(backpropagation and Levenberg–Marquardt), and three population-based statistical
inference methods were used: the bat algorithm, the genetic algorithm (GA), and the
particle swarm optimization (PSO) algorithm for the test. It has been shown that the
BAT algorithm is superior to all other algorithms in training to feed-forward neural
networks (NN) [5]. These results support the use of the best available techniques for
further experiments, which greatly contributed to finding the optimal solution.

The advantage of using the bat algorithm is that it allows us to find solutions using
population and local search techniques. This work introduced global diversity and
rigorous local extraction, both of which are important for exploratory methods. As a
result, the Bat algorithm was combined with PSO and local search, in addition to
controlling the pulse rate and loudness [6].

MOBAT was used in many-objective optimization problems (MaOPs), which gave
us a good balance between diversity and convergence, representing the main issue in
MaOPs, by adapting the reference groups approach. Additionally, in 2021, a paper was
published entitled using the multipurpose bat algorithm to solve the multipurpose
nonlinear programming problem [7]. Moreover, in 2020 [8], a met heuristic hybrid
method is proposed to solve multi-objective optimization problems.

We conclude from the above that the main objective of this study is to improve the
performance of multi-objective algorithms by developing a new algorithm inspired by
bats for multi-objective optimization problems that used a technique to achieve orga-
nization and to achieve goals and diversity. Therefore, we proposed a method of
increment based on the R2 index distance algorithm to reduce processing efforts in the
field of different objective challenges in this paper.

2. Basic concept of optimization problem

In this field, we will first address the general form of the issue of multi-objective
optimization and a sequence of definitions and important issues related to the core of
the subject under study. So the general form of the problem is:

Minimizeð Þ F xð Þ ¼ f 1 xð Þ, f 2 xð Þ, … , f k xð Þ� �

Subject to:

wi xð Þ≤0,i ¼ 1,… ,k; (1)

nj xð Þ ¼ 0,j ¼ 1,… ,p;

xl ≥0,l ¼ 1,2,… n
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where x ¼ x1 : x2, … , xn½ �T is the vector of decision variables Fi : Rn ! R; i ¼
1,… , k are the objective functions and wi, nj : Rn ! R,i ¼ 1,::, m, and j ¼ 1,… , p, are
constraints functions a problem. To describe the objective concept of optimization, we
will give some of the following definitions:

Definition (1) [9]: (Multi-objective optimization problem (MOP)). A MOP is
made up of a number of parameters (decision variables), a number of optimization
techniques (m), and a number of constraints (m). The determination variables’ func-
tions and constraints are functions of the optimization algorithms and requirements.
The purpose of optimization is to:

Minimize yi ¼ f xið Þ subj: : toe xð Þ ¼ e1 xð Þ; e2 xð Þ; … ; ek xð Þð Þ≤0 (2)

where X ¼ x1, x2, xnð Þ and Y ¼ y1, y2, ym
� �

, and x the choice pattern is called the
decision vector, the ambition velocity is called the objective vector, the determination
space is called the decision sector, and the object space is called the subjective space.
The constraints e xð Þ≤0 determine the set of feasible solutions.

Definition (2) [9]: (Allocative efficiency optimality). A dimension of choice x ∊Xf

when it comes to a set, it is said to be completely non ⊆Xf iff ∄ a ∊A : a˃x . If it is
evident from the circumstances whichever set A is wanted, the following will simply
be omitted. Furthermore, x is described as allocative efficiency optimal iffx is
nondominated regarding Xf .

Definition (3) [9]: A set of controller parameters in a scalar x1ϵX ⊂Rn is
nondominant when it comes to X, if no x2 ∈X appears in the sense that f x2ð Þ< f x1ð Þ:

Definition (4) [9]: The allocative efficiency optimal set P* is characterized as
follows: P* = {x1ϵF: x1 is alocative efficiency optimal}.

3. Using bat algorithm to solve MOP

In this section, we will present the new or improved algorithm based on the
characteristic of R2 or based on the influencer R2 that was used well and correctly to
choose the optimal value when choosing a leader.

Bats are winged mammals and are known to be able to use echolocation.
Approximately 996 unique species of bats have been identified worldwide,
representing about 20% of all well-evolved mammal species [7]. Another
improved computation called BAT [10] is based on the swarm concept. Using BAT,
one can re-enact some echolocation features of a smaller level bat. The benefits of this
approach include ease of use, versatility, and simplicity in implementation. Moreover,
the approach effectively deals with a wide range of challenges, such as highly
nonlinear issues. Also, BAT provides a perfect arrangement that promises quickly
and works brilliantly with complex problems. Attempting to follow-up are some of
the drawbacks of this estimation: conjugation occurs rapidly at first, and the rate of
conjugation declines. Furthermore, no scientific study has linked factors to varying
rates.

The swarm is responsible for maintaining and re-establishing the perfect
Pareto arrangements that have so far been discovered, and which cannot be con-
trolled. The most reasonable arrangement obtained is used in calculating MaBAT/R2.
This approach leads people to move in order to find a solution near the best
arrangement. Contrasting with Pareto’s best suggestions, however, it could not be
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more objective about space. The Pioneer Choice component is designed to
address the research problem under study. The nondominant and most logical
arrangements are recorded in a single volume. The leader selects a piece from
among the stacked parts of the space layout and suggests one of the nondominant
options. The random wheel is used to make the appropriate decision, along with the
opportunities available to each individual: Below are full details of the proposed
algorithm construction step by step based on the R2 optimum value selection
component.

The performance measures in this paper are known as hypervolume (HV) [11] and
inverted generational distance (IGD) [12]. Both HV and IGD are able to reflect the
focus and diversity of the optimal result set of the algorithms.

Greater similarity to the original PF was indicated by a larger HV value or a smaller
IGD number. For many issues, a reference point dominated by true PF is carefully
selected to determine HV.
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4. Experimental results

Now we will present the most important results, which proved the superiority of
the proposed algorithm MaBAT/R2 over other algorithms using the well-known func-
tions DTLZ (the DTLZ suite of benchmark problems, created by [13], is unlike the
majority of multi-objective test problems in that the problems are scalable to any
number of objectives), from which we took only nine functions for comparison and
with different sizes in terms of directions, number of target functions, and number of
repetitions, especially regarding the problems of irregular Pareto Front (PF) patterns.

4.1 Inverted generational distance (IGD)

Let S denote the search result of a MOEA on a specific MOP. Should R be a set of
PF representation points that are equally spaced? [1] Can be used to determine S’s IGD
value in relation to R.

IGD S, Rð Þ ¼
P

r∈Rd r, Sð Þ
∣R∣

(3)

where |R| is the cardinality of R and d (r, S) is the minimum Euclidean distance
between r and the points in S. It is important to note that perhaps the elements in R
should really be spread evenly, and |R| should be large enough to ensure that the
points in R fairly reflect the PF. This ensures that the IGD value of S may accurately
assess the solution set’s confluence and diversification. S has a lower IGD value, which
indicates that it is of higher quality [14].

A set R of indicative points of the PF must be provided in this section to calculate
the IGD value of a result set S of a MOEA executing on a MOP.

4.2 Hypervolume indicator

The hyperbolic quantity indicator Ihyp Að Þ calculates the volume of a territory H
that is composed of a set of points A and a set of reference points N:

Ihyp Að Þ ¼ volume ⋃
∀a∈A;∀n∈N

hypercube a, nð Þ
 !

(4)

As a result, higher indicative values correspond to better solutions. The S metric and
the Lévesque measure are other names for the hyperdensity indicator. It has a number
of appealing attributes that have aided in its adoption and success. It is, in example, the
only marker with metric features and the only one that is strictly Pareto monotonic [15].
Because of these characteristics, this indicator has been employed in a variety of appli-
cations, including measuring performance and evolutionary programming.

5. Analysis results

Tests and access points for the best algorithm will be presented using a good
statistical test called the Wilcoxon Proficient Placement Test Scale.
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5.1 Wilcoxon marked

Positional evaluation of the Wilcoxon marked positioning test determines the
difference between two illustrations [16] and provides an optional territory trial that
is influenced by the sizes and indications of these distinctions. The following theories
are addressed by this test:

H0 : mean Að Þ ¼ mean Bð Þ
H1 : mean Að Þ 6¼ mean Bð Þ

(5)

The solutions to the first and second hypothesis are denoted by the letters A and B,
correspondingly. Furthermore, this metric determines if one prediction outperforms
the other. Let di denote the gap between the presentation scores of two calculations
when it comes to dealing with the ith out of n difficulties. Let Rþ represent the number
of sites for instances where the main computation beats the second. Finally, let R- deal
with the number of places for the instances where the next estimate outperforms the
previous. Several 0’s are equitably spread across the entireties. If any of these totals
have an odd number, one of them has been discarded:

Rþ ¼
X
di >0

rank dið Þ þ 1
2

X
di¼0

rank dið Þ

R– ¼
X
di <0

rank dið Þ þ 1
2

X
di¼0

rank dið Þ
(6)

We utilize MATLAB to find p self-worth in order to contrast the equations at a
large degree of alpha = 0.05. Also rand (di) represents the random number between
the interval (0, 1).

The invalid hypothesis is rejected when the p-esteem is not exactly the essential
part. R+ deals with a high mean estimate that demonstrates predominance over
processes of planning using a variety of test setups. This method outperforms all other
algorithms in all tests. While Rþ ¼ n ∗ nþ1ð Þ

2 surpasses all other techniques in all of
adventure.

6. Results and discussion

This section is dedicated to describing and confirming which algorithms are the
best in comparison. And the proposed multi-target bat computation (MaBAT/R2)
with decay was implemented in Matlab, depending on the problem imposed. The
proposed method has been tested with a variety of items, including community size
(n), number of iterations, and rate of access reduction β.

The results were applied to fit the proposed methodology for balancing conver-
gence and diversity. On the other hand, we compared MaBAT/R2 with two multi-
target PSO accounts to get and know its severity and power to reach the optimal
solution. MOPSO [13] and MOEA/D [10] are two different methods. Each calculation
is repeated several times in order to achieve the metrics (IGD) and (HV) for each test
work. Table 1 show the following results:
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Problem N M D IBEA BiGE KnEA RVEA MaBAT/R2

DTLZ1 150 5 9 6.8257e�1
(6.33e�2)

8.9840e�1
(5.53e�2)

6.8355e�1
(1.34e�1)

9.6374e�1
(3.02e�4)

9.7496e�1
(1.40e�4)

200 10 14 9.0336e�1
(3.58e�2)

2.4403e�1
(1.52e�1)

0.0000e�0
(0.00e�0)

9.2711e�1
(3.91e�2)

9.9749e�1
(2.40e�4)

250 15 19 9.3565e�1
(2.91e�2)

2.7192e�1
(1.98e�1)

1.8867e�6
(1.03e�5)

9.5880e�1
(2.90e�2)

9.9989e�1
(5.96e�5)

300 20 24 9.5413e�1
(2.15e�2)

2.2710e�1
(2.53e�1)

3.0867e�3
(1.67e�2)

9.6537e�1
(2.70e�2)

1.0000e+0
(1.63e�6)

DTLZ2 150 5 14 7.9481e�1
(4.08e�4)

7.6948e�1
(5.95e�3)

7.8019e�1
(3.76e�3)

7.9323e�1
(4.92e�4)

7.9836e�1
(1.27e�3)

200 10 19 9.4386e�1
(2.21e�4)

9.4840e�1
(3.12e�3)

9.5777e�1
(3.02e�3)

9.4295e�1
(3.54e�4)

9.6815e�1
(6.75e�4)

250 15 24 9.9124e�1
(1.05e�4)

9.8878e�1
(9.11e�4)

6.4009e�1
(4.45e�1) =

9.8956e�1
(7.75e�4)

9.9315e�1
(2.37e�4)

300 20 29 9.9819e�1
(1.68e�4)

9.9712e�1
(3.54e�4)

4.4353e�1
(4.94e�1)

9.9796e�1
(3.07e�4)

9.9860e�1
(2.91e�4)

DTLZ3 150 5 14 3.7945e�1
(2.18e�3)

4.8529e�1
(1.31e�1)

5.0144e�1
(1.48e�1)

2.4283e�1
(3.24e�1)

7.9323e�1
(1.70e�3)

200 10 19 6.1617e�1
(1.22e�2)

0.0000e�0
(0.00e�0)

0.0000e�0
(0.00e�0)

7.7229e�1
(2.30e�1)

9.4241e�1
(1.38e�3)

250 15 24 7.3150e�1
(2.42e�2)

0.0000e�0
(0.00e�0)

0.0000e�0
(0.00e�0)

5.5369e�1
(2.77e�1)

9.9062e�1
(4.53e�4)

300 20 29 7.8536e�1
(4.53e�2)

0.0000e�0
(0.00e�0)

0.0000e�0
(0.00e�0)

8.1717e�1
(2.40e�1)

9.9792e�1
(3.62e�3)

DTLZ4 150 5 14 7.9124e�1
(2.45e�2)

7.7511e�1
(4.60e�3)

7.8581e�1
(3.86e�3)

7.9315e�1
(5.55e�4) =

7.9184e�1
(1.67e�2)

200 10 19 9.6910e�1
(2.03e�3) =

9.4497e�1
(2.40e�2)

9.5469e�1
(3.05e�3)

9.4337e�1
(3.21e�4) =

9.3291e�1
(1.80e�2)

250 15 24 9.9357e�1
(2.21e�4) =

7.8809e�1
(2.55e�2)

9.9298e�1
(4.29e�4)

9.9102e�1
(1.00e�4)

9.9126e�1
(1.11e�4)

300 20 29 9.9858e�1
(7.05e�5)

8.2491e�1
(3.37e�2)

9.9845e�1
(9.00e�5)

9.9866e�1
(3.00e�5) =

9.9865e�1
(1.00e�4)

DTLZ5 150 5 14 1.1598e�1
(2.85e�3) =

1.1421e�1
(4.17e�3)

8.8917e�2
(1.17e�2)

1.1535e�1
(2.98e�3)

1.0512e�1
(1.10e�3)

200 10 19 8.9600e�2
(2.00e�3)

9.0956e�2
(1.95e�4)

6.1102e�2
(2.51e�2)

9.1144e�2
(1.13e�3)

9.2377e�2
(1.38e�3)

250 15 24 8.8414e�2
(4.13e�3)

9.0898e�2
(1.19e�4)

1.8175e�2
(3.03e�2)

9.1038e�2
(5.22e�4) =

9.1199e�2
(5.38e�4)

300 20 29 8.7890e�2
(5.02e�3)

9.0899e�2
(7.79e�5)

1.0933e�2
(2.51e�2)

9.0972e�2
(3.31e�4) =

9.0949e�2
(2.17e�4)

+/�/= 0/17/3 0/20/0 0/19/1 0/15/5

Table 1.
The mean and standard deviation of the IGD value of the proposed algorithms and the four recently comparative
algorithms IBEA, BiGE, KnEA, RVEA, and MaBAT/R2 on DTLZ (1–5) for 5, 10, 15, and 20 objective
problems, where the best value for each test case is highlighted with a bold background.
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7. Convergence graphs

Again for the data sets, an asymptotic graph was constructed to show the speed of
convergence of the fitting values with the number of iterations. 100,000 iterations were
run for all data. Figure 1 illustrate this methodologically and analytically effectiveness
of the proposed algorithm in obtaining the optimal value as quickly as possible. For this
reason, these algorithms were used for comparison: MOEA/D, MOPSO, NSGAII, and
SPEA2. All seven algorithms have been applied to 100,000 iterations of hypervolume
(HV) and IGD running on them, and their graphs have already been obtained.

8. Conclusions

Many-objective bat algorithms based on deterioration subsystem (MaBAT/R2) are
proposed in this paper, in which MOPs are deteriorate into several scalar improve-
ment sub-issues, and each sub-issue is enhanced by just using information from its
own few nearby sub-issues in a single run. It is clear from both performance metrics
(IGD and HV) that MaBAT/R2 is quite serious and even outflanks the chosen
MOBATs. In comparison to the chosen MOBATs, the numbers of Pareto battlefields
suggest that MaBAT/R2 can offer quite well Pareto lines.

Additional tests and examinations of the recommended are performed on a case-
by-case basis. Later in the project, we will focus on parametric examinations for a
broader range of test concerns, including discrete and blended aim of boosting. We
aim to examine the various variations of the Pareto frontline it can generate in order to
distinguish the methods for improving this computation to meet a range of difficul-
ties. There are a few effective approaches for creating various Pareto fronts, and
combining these procedures with others could considerably improve MaBAT/R2.
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Figure 1.
Number of functions of VS fitness value graph for DTLZ1 and DTLZ2, such that N=No. of population, M = No. of
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Chapter 7

Intelligent Local Search
Optimization Methods to Optimal
Morocco Regime
Karim El Moutaouakil, Chellak Saliha, Baïzri Hicham
and Cheggour Mouna

Abstract

In this paper, we compare three well-known swarm algorithms on optimal regime
based on our mathematical optimization model introduced recently. Different
parameters of this latter are estimated based on 176 foods and on who’s the nutrients
values are calculated for 100 g. The daily nutrients needs are estimated based on the
expert’s knowledge. Different experimentations are realized for different configura-
tions of the considered swarm algorithms. Compared to Stochastic Fractal Search
(SFS) and Particle Swarm Optimization Algorithm (PSO), the Firefly Algorithm (FA)
produces the main suitable regimes.

Keywords: optimal regime, favorable nutrient, unfavorable nutrient, quadratic
optimization, stochastic fractal search, firefly algorithm, optimization swarm
algorithm

1. Introduction

For healthy individuals, balanced diets reduce the likelihood of developing chronic
diseases; whereas for individuals with chronic diseases, balanced diets reduce the
likelihood of entering dangerous stages, especially for diabetics, cardiovascular
disease, obesity and cancer [1–6]. It is a matter of satisfying the body’s demands in an
optimal manner.

The earliest optimization model, relating to the diet issue, was suggested in [7] with
the regime cost as an objective function. Within [8], the target function was minimiza-
tion of weighted meal compositions, implicating case- and rule-based reasoning; in
which any new daily vegan menu consisted of breakfast, lunch, dinner, a snack, and, in
additional, a fruit serving. Further suggestions [9] involve minimizing the difference
between the real and advised consumption whilst satisfying the nutritional needs. In
studies [10], the authors suggest supplemental plans (children under the age of 2 years)
and dietary plans (school age group 13–18 years) at the lowest total cost. To further
investigate more features, various multi-objective driven schemes were suggested.
While generating food meals, the authors of [11] tackled the economical and aesthetical
aspects (taste, flavor, color… ). When forming the objective functions of their
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mathematical optimization model, the authors of the article [12] included the price of
regime, and other aspects like carbon dioxide emissions, land, and water consumption,
etc. V. Mierlo have considered nearly the identical case by substitution of the regime
cost and the fossil fuel depletion minimization [13]. At [14], the authors suggest a multi-
objective programming framework which delivers a nutritional program plan and min-
imizes glycemic load and cholesterol consumption, seen as the major causes of child-
hood overweight.

Recently, we have proposed an original mathematical optimization model for the
optimal diet problem. In this paper, we compare three well-known swarm algorithms
on optimal regime based on our mathematical optimization model introduced recently
[5]. Different parameters of this latter are estimated based on 176 foods who’s the
nutrients values are calculated for 100 g. The daily nutrients needs are estimated
based on the expert’s knowledge [6].

The remainder of the material is structured as follows: the second section concerns
the mathematical model of the diet problem. The third section is about the three
swarm optimization methods: SFS, FA, and PSO. In the fourth section, several exper-
imental results are presented and analyzed. At the end, some conclusions and future
propositions are discussed.

2. Optimal regime mathematical model

The quadratic optimization problem which permits the control the total glycemic
load of the regime, the lack of positive nutrients, and overdose of negative nutrients in
the regime is given by the coming Equations [5, 6, 15]:

Dð Þ :

Min g⊺xþ θ dist Ax, bð Þ þ σ dist Ex, fð Þ
Subject to :

c⊺i x≥ ρi C
txð Þ , j∈ car, pf g

c⊺j x≤ τj Ctxð Þ, j∈ tf , sff g
x∈ 0 6½ �176

8>>>>>>>><
>>>>>>>>:

(1)

In the problem Dð Þ, ρcar ¼ 0:55, ρp ¼ 0:18, τtf ¼ 0:29, andτsf ¼ 0:078 represent the
ratios recommended by WHO [16]; g represents the matrix of glycemic load of foods
taking into account possible variations; A symbolizes the knowledge of foods in terms
of positive nutrients; E gives the amount of negative nutrients in foods; f and b are the
daily requirements of positive and negative nutrients, respectively; C is the vector of
the foods calories extracted from A; ccar, cp, ctf , and csf are the calories from
carbohydrate, potassium, total fat, and satured fat, respectively. Finally, θ and σ are
parameters to control different components of the cost function.

In the Section 4, we will use three optimization swarm algorithms to estimate the
optimal diet based on our model for different configurations.

3. Principles and complexity of firefly local search algorithm

This part concerns a brief description of the smart local search optimization
methods, called firefly algorithm, we used to solve the diet problem (P).
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Firefly algorithm: The Firefly Algorithm (FirA) was originally pioneered by
Xin-She Yang [17, 18], on the basis of flashing and behavior models of fireflies.
Essentially, FA employs three rules:

a. Fireflies are single-gender and a firefly might be attracting another firefly
whatever its gender.

b. Attraction is directly correlated to brightness. If two fireflies are blinking, the
darker one will move closer to the lighter one. If there is no firefly with more
light, then a random firefly will change its place.

c. The luminosity of a firefly is decided based on the cost function of the problem
to be solved.

Because the attractiveness of a firefly is shown to be proportional to the brightness
seen by nearby fireflies, given to firefly i and j, the variability of attractiveness δij,
given the distance dij, is given by:

δij ¼ δ0 exp �σd2ij
� �

(2)

Where δ0 is the basic attracness and σ is a parameter chosen by the user and σ can

be chosen based on the formula σ ¼ ffiffiffi
L

p �1
, such that L depends on the large scale of

the problem.
Given the current position of the ith xti and jth xtj fireflies and the distance between

these particles, noted dij, the position of the ith firefly is updated by:

xtþ1
i ¼ xti þ δij xtj � xti

� �
þ αtεti (3)

The Figure 1 illustrates the behavior of the ith firefly considering the nearest
strong firefly; The random term permits to explore more regions.

αt is a global random serie of parameters and εti is personalized local random serie
of of parameters linked to the ith firefly. The Figure 2 gives different steps of the FA
algorithm.

Parameters: A good way to control the algorithm randomness is consists on
updating αt based on the formula αt ¼ α0at where a∈ :95:97½ �; α0 represents the initial
randomness control factor [18] and can be chosen using the formula α0 ¼ :001L.

Complexity: Considering the two loops of FA, the complexity at the extreme case
is O N2T

� �
, where N is the number of generated individuals and T is the number of

Figure 1.
Ullistration of the behavior of the ith firefly considering the nearst strong firefly.
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iterations. To reduce the complexity of FA, we can rank the attractiveness or bright-
ness using sorting algorithms and the complexity becomes O TNlog Nð Þð Þ.

Variants: In the case of combinatorial optimization Problems, variants of FA were
developed with improved efficiency [19–21].

4. Stochastic fractal search algorithm

SFS is inspired by the background process of development. This algorithm is a
computational search method that utilizes a mathematical principle known as a fractal
[22]. Fractal search uses 3 rules to come up with a solution: (a) every particle has an
electrical potential energy, (b) every particle spread and induces the generation of
more random particles, and the starting particle’s energy is shared among the newly
formed particles, and (c) just a small amount of the better particles stay in the next
round, and the remaining particles are skipped. The Figure 3 illustrates the diffusion

Figure 2.
Diagram of the FA algorithm.

Figure 3.
Particle diffusion.
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of the particle Ei . This strategy works well in identifying the solution; however, the
method has its drawbacks.

The major problem is the high number of parameters required to be properly
managed, and the additional issue is that the interchange of knowledge is not taking
place between the individual. To overcome the above challenges, Salimi, H. intro-
duced another version of fractal search called stochastic fractal search [22].

In the SFS algorithm, two main operations take place: the diffusion operation and
the updating operation. In the first operation, each particle scatters around its current
position to satisfy the intensification (exploitation) property. In the latter operation,
the algorithm mimics the way an individual updates his location depending on the
position of the remaining individual in this cluster.

To generate new individual from the scattering operation, Lévy and Gaussian
flight are investigated as two statistical methods. Generally, a sequence of Gaussian
treads participating in the scattering operation were listed in the next equations:

GW1 ¼ N μBP, σð Þ þ εBP� ε0Pi and GW2 ¼ N μP, σð Þ (4)

Here ε, ε0 � U 0 1½ �ð Þ, BP denotes the global best position, Pi is the position of the

current particle, μBP ¼ BP, μP ¼ Pi, and σ is given by σ ¼ log gð Þ
g Pi � BPð Þ

���
���; g represents

the number of iterations and log gð Þ
g permits to reduce the size of the normal step.

To ensure a good exploration of the research domain, two statistical strategies are
considered:

(a) A uniform probability weight is attributed to each individual i in the group:

Pai ¼ the rank of the point i in the group
the number of the points in the group

¼ rank Pið Þ
N

: (5)

Figure 4.
Diagram of SFS algorithm.
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In this sense, Pai is less than a given threshold, the position of the ith point, from
the group G, is updated using the equation:

P0
i ¼ Prand1_G � ε Prand2_G � Pið Þ such that ε � U 0 1½ �ð Þ (6)

As in the first process, if the Pai ≤ ε holds, the current particle is changed:
If ε0 ≤ :5, then P00

i ¼ P0
i � ε̂ P0

rand1_G � PB
� �

, else P00
i ¼ P0

i � ε̂ P0
rand1_G � P0

rand2_G

� �
,

Where ε̂ � U 0 1½ �ð
The Figure 4 illustrates different steps of SFS algorithm; for more details, the

reader can see the paper of Salimi [22].

5. Particle swarm algorithm

Particle swarm optimization, first introduced by Kennedy and Eberhart [23], is a
synthetic meta-heuristic approach to global computer optimization, belonging to the
swarm intelligence concept-based algorithm family of approaches.

5.1 Basic PSO algorithm

Each potential solution is known as a “particle”within PSO and the location of the ith

particle may be determined by pi ¼ pij

� �
j¼1,… ,n

where n is the dimension of the search

space. From now on, we suppose that we have a swarm P of N particle p1, … :,pN .
During the search process, the particles update their positions using the motion

equation:

ptþ1
i ¼ pti þ vtþ1

i (7)

The ith particle velocity is given by:

vtþ1
i ¼ vti þ c1 bpi � pt

i

� �
r1 þ c2 bg� pt

i

� �
r2 (8)

Such that bpi is the best position of the particle i, g is the global best position of
the swarmmembers, ck, k ¼ 1, 2, is the acceleration parameters usually thoken from the
interval [0 4] named also “cognitive coefficient”, and rk ¼ diag uniform 0 1½ �ð Þð Þ, k ¼ 1, 2.
The Figure 4 illustrates the PSO formula used to update the particles positions (Figure 5).

Figure 5.
PSO learning equation illustration.
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The basic PSO pseudo-code can be the following:

1.Initialization. For each of the N particles:

a. Initialize the position p0i ;

b. Initialize the particle’s best position to this initial position bp0i ¼ p0i ;

c. Calculate the fitness of each particle and bg ¼ p0j with f p0j
� �

≥ f p0i
� �

.

2.Repeat the coming steps until convergence:

a. Update the velocity using:

vtþ1
i ¼ vti þ c1 bpi � pt

i

� �
r1 þ c2 bg� pt

i

� �
r2 (9)

b. Update the particle position using:

ptþ1
i ¼ pti þ vtþ1

i (10)

c. Evaluate the ith particle fitness f ptþ1
i

� �
;

d. If f ptþ1
i

� �
≥ f ptþ1

i

� �
;; bpi ¼ ptþ1

i

e. If f ptþ1
i

� �
≥ bgÞ;; bg ¼ ptþ1

i

3.At the convergence the best solution is bg.

5.2 PSO meta parameters

Initialization: PSO involves an initial estimate of the positions and velocities.
For the initial positions, a general consensus is to cover the solution space on a
uniform basis: p0ij � U LBj,UBj

� �� �
. For initial velocities, it is suggested to use a

uniform distribution to ensure a uniform coverage of the search space. But this
could augment the probability of particles being infeasible solutions. To
defeat this inconvenience, the velocities may be set to zero or to very tiny arbitrary
numbers.

Acceleration constants: The parameters c1 and c2 have a very large impact on the
particle’s paths and on the algorithm convergence. In this sense, the larger these
constants are, the more the oscillation of the particle around the optimum increases,
whereas very small values give rise to sinusoidal patterns. In general, it is
recommended to set these parameters to 2 [24].

Swarm size: A large swarm size improves the variety of the swarm and its explo-
ration ability, but in another way, it may also increase the risk of an early convergence
and the calculation costs. Nevertheless, in most situations, it has actually been found
that once the swarm size is higher than 50 particles, PSO becomes insensitive to the
swarm size [24].
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6. Experimentation and analysis

We utilize FA, PSO, and SFS algorithms to establish optimal regimes based on
the proposed mathematical model in [5] where θ ¼ 0:67 and σ ¼ 1:34. The WHO
recommendations concerning the nutrients daily needs were token into considerations
[6, 25, 26]. We work on 176 aliments considered as the most consumed in Morocco.
The linear part of our model is estimated using the means glycemic load of the
considered foods. From now on, we adopt the symbols: TGL for Total Glycemic Load,
FTG for Favorable Totale Gap, and UFTG for UFavorable Totale Gap.

a. We used the SFS algorithm to solve problem (D). We tested this algorithm for
different values of the parameters: walk probability, maximum diffusion, and
the number of iterations. Th Table 1 gives TG, FTG, and UFTG of diets
produced by SFS for max diffusion equals to 5, start points equals to 50, number
of iterations of 200, and different values of walk probability from the interval
[0.3 0.9] adopting 0.1 as step.

The best diet is the one produced by SFS for walk probability value equals to 0.7
with glycemic load in the interval [82.2152 92.5292] and nutrients requirements gaps

SFS walk probability Diet total glycemic load FTG UFTG

min mean max

0.3 95.4564 116.5515 120.6926 210.7442 18.9232

0.4 87.0935 94.1033 97.3494 190.9682 30.2345

0.5 89.6853 97.8046 98.4658 216.7432 37.7244

0.6 101.0979 113.8293 110.0329 170.6037 22.8605

0.7 82.2152 87.4453 92.5292 143.3103 30.9554

0.8 86.3963 94.3195 94.5612 151.0829 30.5128

0.9 86.3344 94.2951 99.5339 164.5838 46.2813

Table 1.
TG, FTG, and UFTG of diets produced by SFS for max diffusion = 5, start points = 50, number of iterations of
200, and different values of walk probability.

SFS diffusion Diet total glycemic load FTG UFTG

min mean max

5/45 76.9257 82.9567 83.2560 133.2240 40.1505

5/50 82.2152 87.4453 92.5292 143.3103 30.9554

6/45 73.0082 84.9846 87.1250 196.1147 48.0560

7/45 94.8373 98.9290 101.1763 77.5158 6.1873

9/45 84.0789 99.0630 100.9079 106.8640 18.2439

10/45 68.8041 74.0633 76.3373 52.0240 47.8260

Table 2.
TG, FTG, and UFTG of diets produced by SFS for start points = 50 (45), number of iterations of 200, walk
probability of 0.7, and different values of diffusion.

134

Swarm Intelligence - Recent Advances and Current Applications



143.3103 mg (for positive nutrients) and 30.9554 mg (for negative nutrients). These
diets still bad considering the considered three criterions. To investigate possible
improvements, we set the walk probability to 0.7 and, start points to 45, and number
of iterations to 200, and we variate the value of diffusion.

The Table 2 give TGL, FTG, and UFTG of diets produced by SFS for start points
equals to 50(45), number of iterations of 200, walk probability of 0.7, and different
values of diffusion from [5 10] by adopting 1 as step. The obtained diets become to be
acceptable and the best diet is the one who’s TGL is in [68.8041 76.3373],
FTG = 52.0240, and UFTG = 47.8260.

To investigate more improvements, we set max diffusion to 10, walk probability to
0.7, start points to 45, and we vary different number of iterations; see Table 3.

Indeed, we detect a very good diet (produced by SFS) for 600 number of iterations
with TG is in [53.8780 66.0715], FTG = 50.1917, and UFTG = 28.5891. The Figure 6
illustrates the behavior of (D) objective function when solving the diet problem using
SFS for max diffusion equals to10, walk probability equals to 0.7, start points equals to
45, and the number of iterations equals to 600; it is clear that the algorithm has not yet

SFS iterations number The diet total glycemic load FTG UFTG

min mean max

300 68.8041 74.0633 76.3373 52.0240 47.8260

400 91.5940 95.7307 98.1429 86.6777 10.5893

500 82.1371 88.2860 93.6195 119.4418 12.2939

600 53.8780 60.5048 66.0715 50.1917 28.5891

700 79.8448 82.8554 85.6542 68.4567 16.4858

800 84.6661 95.5110 105.3748 23.6773 21.2563

Table 3.
TG, FTG, and UFTG of diets produced by SFS for max diffusion 10, walk probability 0.7, start points 45, and
different number of iterations.

Figure 6.
Evolution of the model (D) fitness with iterations by SFS for walk probability of 0.7, maximum diffusion of 10,
and number of iteration equals to 600.
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converged and an additional number of iterations will allow more improvement, but
we compare the algorithms for a very small number of iterations to get a good diet in
real time.

b. We used the FA algorithm to solve problem (D). We tested this algorithm for
different values of the parameter’s population, attraction coefficient base value,
iterations, and of Mutation coefficient damping ratio.

The Table 4 give TG, FTG, and UFTG of diets produced by FA for: population 40,
attraction coefficient base value of 2.25, iterations of 300, variation of mutation
coefficient damping ratio from in [0.1 0.9] with 0.1 as step.

All the produced diets are acceptable and the best diet is the one produced for
Mutation Coefficient Damping Ratio equals to 0.4. To investigate more improvements

FA Mutation Coefficient Diet total glycemic load FTG UFTG

min mean max

0.1 52.6591 53.0527 53.4451 32.7860 3.1337

0.2 52.9493 54.3853 55.8213 10.0024 12.5275

0.3 77.3769 78.5940 79.7333 10.0022 11.3670

0.4 68.7673 71.0372 73.1670 14.8004 4.7598

0.5 69.6771 70.7284 71.7793 19.9331 7.4906

0.6 59.7460 61.6316 63.3772 5.1746 19.7053

0.7 64.4724 65.4970 66.3804 16.5202 20.7693

0.8 59.0634 60.0857 61.0316 12.5387 1.0147

0.9 63.6272 64.4156 65.0629 11.0490 18.8717

Table 4.
Diet produced by FA for population equals to 40, attraction coefficient base value of 2.25, iterations equals to
300, and variation of mutation coefficient damping ratio.

FA population size Diet total glycemic load FTG UFTG

min mean max

20 64.2545 65.9005 67.5535 13.5829 32.0750

25 42.2206 43.8853 45.4469 56.8449 7.4848

30 54.6090 56.0057 57.3672 72.9725 5.3529

35 79.2812 81.8633 84.3053 3.0136 15.7434

40 68.7673 71.0372 73.1670 14.8004 4.7598

45 76.3777 78.0148 79.6519 26.6040 3.2404

50 53.5439 54.9658 56.3875 10.6000 7.8365

Table 5.
Diets produced by FA for attraction coefficient base value equals to 2.25, iterations equals 300, mutation
coefficient damping ratio = 0.4, and variation of population.
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of this diets, we variate the number of iterations will setting the mutation coefficient
damping ratio to 0.4; see Table 5.

In fact, the quality of diets were improveded and the best one is obtained for
attraction coefficient base value equals to 2.25, iterations equals to 300, mutation
coefficient damping ratio equals to 0.4, size population = 50 with TGL is in [53.5439
56.3875], FTG = 10.6000 mg, and UFTG = 7.8365 mg.

The Figure 7 illustrates the behavior of (D) objective function when solving the diet
problem using FA for coefficient base value equals to 2.25, iterations equals to 200,
mutation coefficient damping ratio equals to 0.4, and size of population equals to 50.We
remark that FA algorithm reaches early a very good local solution.

c. We used the PSO algorithm to solve problem (D). We tested this algorithm for
different values of iterations, self-adjustment weight, social-adjustment weight,
and population size.

Figure 7.
Behavior of (D) objective function when solving by FA for: Firefly attraction coefficient base value = 2.25,
iterations = 200, mutation coefficient damping ratio = 0.4, variation of population = 50.

PSO population size Diet total glycemic load FTG (mg) UFTG (mg)

min mean max

20 59.6241 63.5302 68.5703 170.9513 22.2901

30 75.4830 85.8035 88.7775 170.4762 77.3999

40 68.5199 78.5372 80.0771 102.6863 36.4461

50 70.8154 75.5430 80.1564 61.6584 19.1466

60 83.5883 91.8249 98.7967 469.1408 184.4479

70 72.0223 81.4192 81.8198 170.7936 29.8207

80 69.5418 74.5632 80.3492 133.7875 37.3952

Table 6.
Diets produced by PSO for number of iterations = 200, self-adjustment weight = social-adjustment weight = 2, and
variation of the population size.

137

Intelligent Local Search Optimization Methods to Optimal Morocco Regime
DOI: http://dx.doi.org/10.5772/intechopen.105600



The Table 6 give TG, FTG, and UFTG of diets produced by FA for number of
iterations equals to 200, self-adjustment weight = social-adjustment weight = 2, and
population size variation between 20 and 80 particles.

The best diet is the one produced by PSO for population size of 50 with TG in
[70.8154 80.1564], FTG = 61.6584 mg, and UFTG = 19.1466 mg. To investigate more
improvements of this diets, we vary the Adjustment Weight coefficients in [1 2] will
setting the population size to 50 (Table 7).

PSO Adjustment Weight Diet total glycemic load FTG (mg) UFTG (mg)

min mean max

1 89.4023 100.8713 111.2694 1.3158e+03 122.9172

1.1 87.1844 95.9035 98.1930 1.0457e+03 79.9678

1.2 74.1234 83.6180 84.1389 230.2951 482.5612

1.3 81.7219 91.7305 94.7066 117.2526 55.7460

1.4 81.9234 94.7501 101.9684 236.6845 45.4220

1.5 70.6824 82.5010 85.0437 551.0106 52.5807

1.6 77.2499 87.0125 89.6039 116.2240 61.8163

1.7 73.5639 79.0021 83.3030 66.6849 25.3209

1.8 58.8132 60.9824 62.9015 110.0112 57.2320

1.9 71.0009 73.7154 79.7176 146.4381 127.1389

2 70.8154 75.5430 80.1564 61.6584 19.1466

Table 7.
Diets produced by PSO for number of iterations = 200, variation of self-adjustment
weight = SocialAdjustmentWeight, and population size =50.

Figure 8.
The behavior of (D) objective function when solving the diet problem using PSO for number of iterations = 200,
self-adjustment weight = social-adjustment weight = 2, and population size = 50.
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Indeed, the quality of diets were improveded and the best one is obtained for PSO
with iterations = 200, variation of self adjustment weight = social adjustment
weight = 2, and population size =50; the Diet total glycemic load is in [70.8154
80.1564] and FTG = 61.6584 mg, and UFTG = 19.1466 mg, which meets the
recommandations given in [24] . It should be noted that the first height diets are
unacceptable.

The Figure 8 illustrates the behavior of (D) objective function when solving the
diet problem using PSO for self-adjustment weight = social-adjustment weight = 2, and
population size =50. We remark that PSO was attracted very early to a very bad diet.

d. We compared the best diets produced by SFS, FA, and PSO based on the
considered three criteria: TGL, FTG, and UFTG; see Table 8.

We remark that the best diet is the one produced by firefly algorithm for the
configuration shown by the column 2 of the Table 8 for a small number of iterations.

We can repeat all this study will consider additional quality measures such as the
satiety rate and the applicability of the considered diets.

7. Conclusion

In this work, we used well-known swarm algorithms to solve the optimal diet
problem based on the optimization mathematical model proposed recently in [5]. The
inputs of our model were estimated based on 176 Morocco foods. Based on different
paper search and the WHO’s recommendations, we have estimated the daily nutrients
requirements [6]. Different experimentations were realized for different configura-
tions of the considered algorithms. Concerning SFS algorithm, we solved the problem
(D) for different values of walk probability (0.7*), maximum diffusion (10*), and
number of iteration (600*). Concerning FA algorithm, we solved the problem (D) for
different values of attraction coefficient base value (2.25*), iterations (300*), muta-
tion coefficient damping ratio (0.4*), and variation of population (40*). Concerning
PSO, we solved the problem (D) for different values of Iterations (200*), adjustment

Method Parameters values Diet total glycemic load FTG
(mg)

UFTG
(mg)

min mean max

SFS • Walk probability = 0.7
• Diffusion = 45
• Maximum diffusion = 10
• Number of iteration = 600

53.8780 60.5048 66.0715 50.1917 28.5891

FA • Attraction coefficient base value = 2.25,
• Iterations = 300,
• Mutation coefficient damping
ratio = 0.4,
• Variation of population = 40

53.5439 54.9658 56.3875 10.6000 7.8365

PSO • Iterations = 200,
• Adjustement weight = 2,
• Population size = 50

70.8154 75.5430 80.1564 61.6584 19.1466

Table 8.
Comparison between the diets produced by PSO, FA, and SFS.
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weight (2*), and population size (50*). The best diets were produced by Firefly
algorithm.

We can replicate that this entire investigation will consider further metrics of
quality like satiety rate and feasibility of the examined diets.

In the future, we will propose a hybrid algorithm based on the SFS, FA, and PSO;
this algorithm will be used to solve the diet problem and other well-known problems.
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Chapter 8

Design Optimization of 18-Poled
High-Speed Permanent Magnet
Synchronous Generator
Aslan Deniz Karaoglan, Deniz Perin and Kemal Yilmaz

Abstract

The aim of this research is to optimize the design of an 18-poled 8000 rpm 7 kVA
high-speed permanent magnet synchronous generator. The goal is to find the best
factor levels for the design parameters, namely magnet thickness (MH), offset, and
embrace (EMB) to optimize the responses namely efficiency (%), rated torque (N.m),
air-gap flux density (Tesla), armature current density (A/mm2), armature thermal
load (A2/mm3). The aim is to keep the air-gap flux density at 1 tesla while maximizing
efficiency and minimizing the rest of the responses. Optimization was carried out with
one sample algorithm selected from each of the commonly used optimization algo-
rithm classifications. For this purpose, different class of well-known optimization
techniques such as response surface methodology (gradient-based methods), genetic
algorithm (evolutionary-based algorithms), particle swarm optimization algorithm
(swarm-based optimization algorithms), and modified social group optimization
algorithm (human-based optimization algorithms) are selected. In the Ansys Maxwell
environment, numerical simulations are carried out. Mathematical modeling and
optimizations are performed by using Minitab and Matlab, respectively. Confirma-
tions are also performed. Results of the comparisons show that modified social group
optimization and particle swarm optimization algorithms a bit outperform the
response surface methodology and genetic algorithm, for this design problem.

Keywords: high-speed alternator, permanent magnet synchronous generator, electric
machine design, design optimization, response surface methodology, modified social
group optimization algorithm, particle swarm optimization algorithm, genetic
algorithm

1. Introduction

Many researchers have studied magnetic device design optimization and perma-
nent magnet synchronous generator (PMSG) design optimization, which are investi-
gated in many research studies over the last few decades. Efficiency, magnetic flux
density distribution, total harmonic distortion (THD), and other performance criteria
are commonly used in these studies and are attempted to be improved [1–11]. The
most common problems are heat buildup in the rotor, balancing issues, and bearing
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issues. Magnetic flux density distribution is a key success criterion that must be
maintained within a specific range in order to provide high efficiency and low heating
for the electric machine. Many different methods are used for design optimization. It
is impossible to perform optimization using real experimental results because there
are so many design combinations. In most cases, simulation results are used instead.
However, there are limited numbers of studies about high-speed alternator design
optimization.

Sadeghierad et al. [12] studied on performance comparisons of alternative designs
of high-speed alternators (HSA) for microturbines and considered the design diffi-
culties. Sadeghierad et al. [13] studied on optimizing the design of a high-speed axial
flux generator (HSAFG) by the aid of particle swarm optimization (PSO) and genetic
algorithm (GA) to maximize the efficiency. They discussed the effect of the lambda,
which is the ratio of inner diameter to outer diameter. Ismagilov et al. [14] tested a
new topology of the stator magnetic core made of amorphous alloy for a 5 kW
60,000 rpm high-speed permanent magnet electric machine with a tooth-coil winding
with six slots and two and four poles. Guo et al. [15] presented a method for deter-
mining the back electromotive force (EMF) utilizing air gap static flux density distri-
bution and calculating the coil average inductance at the midline of the quadrature-
direct axis. They used gradient descent-based optimization to minimize the volume of
high-speed generator for micro turbojet engine. The summary for the state of the art is
given in Table 1.

As can be seen from the literature review, the studies about design optimization of
high-speed generator by using optimization methods are very limited. Also the results
those presented to show the performance comparisons of the meta-heuristic optimi-
zation methods are very poor.

The motivation of this study is to perform design optimization of 18-Poled
8000 rpm 7 kVA high-speed PMSG. This problem is important because of the high
rotor speed and high frequency of the stator flux variation; the design of a high-speed
machine differs significantly from the design of a conventional machine with low
speed and low frequency. The first motivation of this study is to contribute to the
knowledge that has emerged based on the limited number of studies on this subject in
the literature, with a new study on topology optimization of high-speed PMSGs.

The second motivation is to show the performance of the different class of opti-
mization techniques on the design problem of high-speed alternators to the related
researchers. Deterministic or stochastic algorithms can be used for optimization. Due
to their high processing demands, deterministic approaches are ineffective for han-
dling multimodal and nonlinear complex issues. The nature is a major source of
inspiration for meta-heuristic algorithms, which are stochastic approaches utilized for

Author(s) Year Subject Optimization method

Sadeghierad et al. 2006 HSA for microturbines N/A

Sadeghierad et al. 2010 HSAFG PSO, GA

Ismagilov et al. 2018 5 kW 60,000 rpm high-speed permanent magnet
electric machine

N/A

Guo et al. 2019 High speed generator for micro turbojet engine Gradient descent
method

Table 1.
Summary of the literature review.
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optimization. There are four different types of meta-heuristics: (i) evolutionary, (ii)
swarm, (iii) physical and chemical, and (iv) human. Various well-known optimization
methods, such as response surface methodology (RSM) (gradient-based methods),
GA (evolutionary-based algorithms), PSO (swarm-based optimization algorithms),
and modified social group optimization algorithm (MSGO) (human-based optimiza-
tion algorithms), are used for this purpose.

The selected design parameters (magnet thickness (MH), offset, embrace (EMB))
and the responses (efficiency (%), rated torque (N.m), air-gap flux density (Tesla),
armature current density (A/mm2), armature thermal load (A2/mm3)) are not previ-
ously used together for high-speed alternator design optimization problem. So this is
the novelty aspect of this research.

This research was carried out in a real industrial plant, and by focusing on a small
number of parameters, we hoped to have a smaller impact on the layout and operation
of a serial production line (Such as redesigning assembly parts that may have an
impact on standard production, cooling design, body design, and so on.). As a result,
the parameters (magnet thickness (MH), offset, embrace (EMB)) that have the least
impact on the outer dimensions of the alternator are chosen as the design parameters
(factors). The following section goes over the materials and methods.

2. Materials and methods

2.1 Regression modeling and response surface methodology (RSM)

The design optimization problem that is handled in this study is solved in three
steps: i) design the experiments and perform the experimental runs, ii) perform
regression modeling to determine the mathematical relations between the responses
and the factors, iii) perform optimization to determine the optimum factor levels.
The goal of this paper is to calculate the optimum levels of magnet thickness (X1),
offset (X2Þ, and embrace (X3) to maximize the efficiency and to minimize the
rated torque, armature current density, and armature thermal load, while keeping
the air-gap flux density at 1.0 Tesla. Linear, quadratic, and interaction terms can
all be found in regression models. These three terms occur simultaneously in a
full quadratic model. Eq. (1) provides the full quadratic model’s general
representation [16–18].

Yi ¼ β0 þ
Xm

k¼1

βkXki þ
Xm

k¼1

βkkX
2
ki þ

Xm

k< l

βklXkiXli þ ei (1)

βT ¼ β0, β1, β2, … , βm½ � (2)

The response value for the ith experimental run is represented by Yi. In this study,
five different regression equations—which belong to five responses—will be calcu-
lated in the next section. Xki and X2

ki terms are the linear and quadratic terms,
respectively, while XkiXli terms represent the interactions (X1X2, X1X3, X2X3). Finally,
ei is the residual error. The vector given in Eq. (2) contains the model’s coefficients
given in Eq. (1) and calculated as shown below [16–18]:

β ¼ XTX
� ��1

XTY
� �

(3)
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Y is referred to as the response, and it is denoted by a column vector. In this study,
the response values are obtained using Maxwell simulations. X is a matrix, and it is
made up of the various combinations of the design parameters involved in the exper-
imental design. The first column of the X is made up of 1 s for the model’s constant
term (β0Þ. The second, third, and fourth columns contain the factor values X1, X2, and
X3, respectively. The experiments in this study are divided into 14 runs. These three
columns (the second, third, and fourth columns) and 14 rows are identical to the
experimental design. The squares of X1, X2, and X3 make up the 5th, 6th, and 7th
columns of the X matrix, respectively. The same issue applies to interactions. By
multiplying the related columns of X1, X2, and X3, the interactions are placed in the
8th, 9th, and 10th columns of the X matrix.

After mathematical modeling, R2 (coefficient of determination) is calculated to
determine whether the factors are sufficient to describe the response change. To put it
another way, R2—which is presented in Eq. (4)—represents the level of explanatory
power between the regression model and the factors.

R2 ¼ βTXTY � n�Y2

YTY � n�Y2 (4)

In order to use these models established in Eq. (1)–(3) during the optimization
phase, R2 must be closer to 1 (which means 100%). Then this means the factors of the
mathematical models are sufficient to explain the shifts at Y, and in this case this
means there is no need to add new factors to the regression model. The significance of
the models must be determined in the final step before optimization. This is done
using analysis of variance (ANOVA). The F-test is used in ANOVA to test the signif-
icance of a regression model. In this study, we used “p-value” technique (where the
p-values of the each model are calculated using Minitab statistical analysis program).
When the p-value is less than the alpha (type-I error), the model is considered
significant. We set confidence level at 95% in the statistical analysis. This indicates
that the type-I error==0.05 (5%).

In the second phase, the optimization algorithms will be run through these five
regression models to calculate the optimum factor levels. In this study, four different
classes of optimization methods (RSM, GA, PSO, and MSGO) are tried on this opti-
mization problem. RSM is a gradient-based deterministic optimization method; how-
ever, GA, PSO, and MSGO are the meta-heuristics. Meta-heuristic algorithms can be
classified into different groups such as evolutionary, swarm-based, human-based, etc.

Since its introduction in 1951, the RSM has become a commonly preferred design
of experiment (DOE) approach for modeling and optimizing processes with a small
number of experimental runs [16–18]. In this study, RSM is applied by using “Minitab
Response optimizer Module,” which uses gradient search algorithm in its background.

2.2 Genetic algorithm (GA)

Meta-heuristic algorithms are stochastic optimization methods that are heavily
influenced by nature. In 1975, Holand created GA, a search and optimization tech-
nique [18]. Natural selection and genetic concepts are used to replicate the evolution-
ary process in nature. It operates based on probability laws and simply requires the
purpose function. The solution area is partially investigated by GA, resulting in a more
efficient search in a shorter amount of time. Chromosomes are created in the initial
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phase of GA to explore potential solutions. Chromosome set represents the genera-
tion’s population. Selection, crossover, and mutation are the three GA operators.
These operators drive the evolution of chromosomes in a generation toward the
following generation. There are several uses for GA, including scheduling, vehicle
routing, and transportation. GA is an evolutionary-based algorithm [19, 20].
According to Haupt and Haupt [21], since the chromosomes are not decoded before
calculating the cost function, continuous GA is faster than binary GA. As a result,
instead of binary GA, continuous GA was used in this study because it has the
advantage of requiring less storage. In this study, the crossing method, in which Haupt
& Haupt [19] combine the extrapolation method with a crossing method, is used.

2.3 Particle swarm optimization (PSO) algorithm

Particle swarm optimization (PSO) algorithm is invented by Kennedy & Eberhart
[22] in 1995, and it is the first swarm-based meta-heuristic algorithm. Every possible
solution in PSO is represented by a particle. The distances between a particle’s present
position and its best position and the best position of the group are used in PSO to
update a particle’s velocity [23–25].

The velocity vector and position vector for the ith particle are shown by vi and xi,
respectively, in the D-dimensional search space (where vi ¼ vi1, vi2, … , viDð Þ and
xi ¼ xi1, xi2, … , xiDð Þ). After random initialization of particles, each particle’s velocity
and position are updated as specified in Eq. (5) and Eq. (6) [25].

vi tþ 1ð Þ ¼ wvi tð Þ þ c1r1 pi � xi tð Þ
� �þ c2r2 pg � xi tð Þ

� �
(5)

xi tþ 1ð Þ ¼ xi tð Þ þ vi tþ 1ð Þ (6)

In these equations, w stands for the inertia weight and is used to regulate how the
previous velocity affects the new. The best past positions of the ith individual and all
particles in the current generation are represented, respectively, by pi and pg. The
constants c1 and c2 are used to weight the positions. The uniformly distributed values
between [0, 1] are [r1] and [r2]. Figure 1 shows the algorithm’s progress [25].

2.4 The modified social group optimization (MSGO) algorithm

MSGO is a human-based optimization algorithm and invented in 2020. It is pro-
posed by Naik et al. [26] by improving the acquiring phase of social group optimiza-
tion (SGO) algorithm [27] and introducing a self-awareness probability factor. It is
based on an individual’s social behavior in a group to solve complex problems.

In MSGO, each member of the group (person) stands in for a potential solution,
and the human traits—which stand in for a person’s dimension—represent the
amount of design variables in the issue. Figure 2 below shows the pseudocode for the
improvement phase. In Figure 2, Pi represents the members of the social group made
up of N individuals, where i ¼ 1,2,3,… ,N. Each individual additionally has D traits
(Pi ¼ Pi1, Pi2, … , PiDð Þ). The self-introspection parameter between [0,1] and rand �
U 0, 1ð Þ is called c. The best member of the group is gbest, who works to spread
knowledge among all people. Gbest will then be able to assist the group as a whole in
learning more. Eq. (7) presents the aim as a minimization problem. Figure 2 and
Eq. (7) illustrate the update for each individual [26, 27].
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minvalue, index½ � ¼ min f Pið Þ, i ¼ 1, 2, … , Nf gandgbest ¼ P index, :ð Þ (7)

A person interacts with the group’s best member (gbest) as well as other group
members at random during the learning phase in order to gain information. In other
terms, gbest is the best member of the group. A person learns something new if
someone else is more knowledgeable. The person with the most knowledge, or
“gbest,” has the most influence over others to learn from. Even if they are more
knowledgeable than they are, group members can teach a person something new. The
acquiring phase is represented by Eq. (8) and Figure 3 [26, 27].

minvalue, index½ � ¼ min f Pið Þ, i ¼ 1, 2, … , Nf g and gbest ¼ P index, :ð Þ (8)

Figure 1.
The PSO algorithm.

Figure 2.
The improving phase.
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where the updated values at the conclusion of the improving phase are Pi values.
By changing the acquisition step of the SGO algorithm, the MSGO algorithm was

created. The improving phase, however, is identical to SGO. Each social group mem-
ber is still interacting with the finest individual throughout this period (bestp). Each
person also engages in interaction with the other group members to learn. During this
stage, if the other person knows more, the person learns something new. If one person
knows more than another and that person has a greater self-awareness probability
(SAP) of learning that knowledge, then that person learns something new from that
other person. SAP is the capacity to learn from others, according to its definition.
Modified acquisition phase is shown in Eq. (9), and Figure 4 below shows a minimi-
zation problem [26, 27]:

value, index_num½ � ¼ min f Pið Þ, i ¼ 1, 2, … , Nf g and bestP ¼ P index_num, :ð Þ
(9)

Figure 3.
The acquiring phase for SGO.

Figure 4.
The acquiring phase for MSGO.
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The relevant design variable’s upper and lower bounds are shown in Figure 4 as lb
and ub, respectively. It is proposed to select the SAP between: 0:6≤ SAP≤0:9.
According to the literature, MSGO shows best performance for SAP = 0.7 and c = 0.2
[26, 27].

3. Experimental results and discussions

We used an 18-poled 8000 rpm 7 kVA PMSG in this study. The design is done
using Maxwell. Table 2 lists the design parameters. The PMSG’s structure is also
shown in Figure 5. The rated power factor of the PMSG is 1.0. All of the winding
material in the Maxwell design is standard copper. Lamination is done with Si-Fe.
Finally, the insulation material H-Class is chosen.

The goal of the first stage is to use regression modeling to find the mathematical
relationship between the factors (magnet thickness (X1), offset (X2), and embrace
(X3)) and the responses (efficiency (%), rated torque (N.m), air-gap flux density
(Tesla), armature current density (A/mm2), armature thermal load (A2/mm3)) by
using regression modeling. “RSM face-centered design” is used to create an experi-
ment to complete this phase. The factor levels for this experimental design are shown
in Table 3. Figure 6 shows a graphical representation of the experimental design. The
level-2 for embrace in a standard face-centered design is 0.8%. However, due to the
restrictions of the serially configured production line, we used 0.8% in the experi-
mental design instead of 0.75%.

According to the graphical representation of experimental design that is presented
in Figure 6, it can be clearly indicated that there are 15 experimental runs for three
factors. However, no simulation could be made in Ansys Maxwell for the (�1, +1, +1)

Name Value Unit Part Description

Machine type N/A — — 3-phase adjust speed PMSG

Inner dia. 100 Mm Stator Gap side core diameter

Outer dia. 160 Mm Stator Yoke side core diameter

Length 50 Mm Stator Length of the core

Skew width 1 Units Stator Slot range number

Slot type 3 N/A Stator Circular

Slots 54 Units Stator Number of slots

Bs1 2.7 Mm Stator Tooth width

Hs0 0.5 Mm Stator Slot opening height

Hs2 23 Mm Stator Slot height

Inner dia. 30 Mm Rotor Gap side core diameter

Outer dia. 99 Mm Rotor Yoke side core diameter

Length 50 Mm Rotor Length of the core

Poles 18 — Rotor Number of poles

Magnet NdFe35 — Rotor Magnet type

Table 2.
Design parameters of 18-poled 8000 rpm 7 kVA PMSG.

150

Swarm Intelligence - Recent Advances and Current Applications



experiment (magnet thickness: 2 mm, offset: 40 mm, embrace: 1%) in this experi-
mental design. It is not a suitable design because the offset magnet is much larger than
the thickness. Therefore, since such a magnet cannot be produced, this simulation
does not yield results. At the end of Maxwell simulation, it gives an error “ARC Offset
is too big.” The findings of 14 experimental runs using Maxwell simulations are

Figure 5.
Structure of the PMSG.

Figure 6.
Graphical representation of RSM face-centered design.

Factors Symbols Unit Levels

�1 0 1

Magnet thickness X1 mm 2 4 6

Offset X2 mm 0 20 40

Embrace X3 % 0.5 0.8 1

Table 3.
Levels of factors.
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presented in Table 4. The disadvantage of making genuine PMSG prototypes—which
is unpredictable due to expenses—is avoided in this approach. The original uncoded
factor levels are also coded by using Eq. (10) given below. The mathematical modeling
will be performed in terms of both uncoded and coded factor levels. Mathematical
models for uncoded factor levels display the real relationship to the readers, while the
models for coded factor levels will be used in the optimization phase (the details of
which will be expanded in the following paragraphs).

Xcoded ¼ Xuncoded � Xmax þ Xminð Þ=2ð Þ
Xmax � Xminð Þ=2 (10)

Minitab program is used for regression modeling and significance tests. The math-
ematical models for the uncoded factor levels are given in Eqs. (11) and (15). Table 5
shows the R2 statistics associated with the regression models.

Run
i

Factors Responses

Uncoded Coded Efficiency
(%)

Rated
Torque
(N.m)

Air-Gap
Flux Density

(T)

Armature
Current Density

(A/mm2)

Armature
Thermal Load
(A2/mm3)

Xi1 Xi2 Xi3 Xi1 Xi2 Xi3 Yi1 Yi2 Yi3 Yi4 Yi5

1 2 0 0.5 �1 �1 �1 94.08 8.88 0.89 9.86 726.16

2 6 0 0.5 1 �1 �1 93.36 8.95 1.01 10.50 822.86

3 2 40 0.5 �1 1 �1 92.58 9.02 0.89 11.17 931.11

4 6 40 0.5 1 1 �1 92.21 9.06 1.02 11.80 982.58

5 2 0 1 �1 �1 1 97.54 8.56 0.89 6.11 278.45

6 6 0 1 1 �1 1 98.02 8.52 1.02 5.42 219.37

7 6 40 1 1 1 1 94.69 8.82 1.02 9.30 645.47

8 2 20 0.8 -1 0 0 96.61 8.64 0.89 7.28 396.00

9 6 20 0.8 1 0 0 97.00 8.61 1.02 6.78 343.20

10 4 0 0.8 0 -1 0 97.46 8.57 0.99 6.22 288.41

11 4 40 0.8 0 1 0 95.01 8.79 0.99 8.99 602.48

12 4 20 0.5 0 0 -1 93.61 8.92 0.99 10.29 789.81

13 4 20 1 0 0 1 97.53 8.57 0.99 6.13 280.17

14 4 20 0.8 0 0 0 97.07 8.61 0.99 6.72 336.90

Table 4.
Ansys Maxwell simulation results.

Y1 Y2 Y3 Y4 Y5

R2 (%) 99.35 99.57 100 99.25 99.39

R2 (prediction) (%) 88.24 93.14 99.7 85.07 89.32

R2 (adjusted) (%) 97.88 98.59 99.99 97.57 98.03

Table 5.
Summary of coefficient of determination values.
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Ŷ1 ¼ 81:0151784520298 þ 0:0227200449501287X1 þ 0:090808386009271X2

þ 34:4411803062228X3 � 0:0526452802359875X2
1 � 0:00195145280235988X2

2

� 18:6931720747296X2
3 þ 0:000938938053097341X1X2

þ 0:513403216743922X1X3 � 0:0987609565950274X2X3

(11)

Ŷ2 ¼ 10:0924651495997 þ 0:00532434330664408X1 � 0:00804942407641527X2

� 3:24443902233461X3 þ 0:00413938053097343X2
1 þ 0:000178893805309734X2

2

þ 1:77530383480827X2
3 � 0:0000876106194690151X1X2

� 0:0481433487849417X1X3 þ 0:00866354122770053X2X3

(12)

Ŷ3 ¼ 0:717642281219273 þ 0:0998102261553588X1 þ 0:000230039331366765X2

þ 0:0165307767944939X3 � 0:00900958702064896X2
1 � 0:0000025959X2

2

� 0:0168692232055067X2
3 þ 0:0000584070796460183X1X2

þ 0:00464847590953787X1X3 � 0:000464847590953787X2X3

(13)

Ŷ4 ¼ 22:825129006883� 0:0399906588003885X1 � 0:112362143559489X2

�33:6265606686333X3 þ 0:0581474926253684X2
1 þ 0:00201897492625369X2

2

þ17:8853726647001X2
3 þ 0:00091681415929201X1X2 � 0:603758603736482X1X3

þ0:121209193706982X2X3 (14)

Ŷ5 ¼ 2449:75496212952� 0:949312895068736X1 � 11:2799654586319X2

� 4567:06018645878X3 þ 6:74597935103238X2
1 þ 0:257072293510325X2

2

þ 2496:87546116028X2
3 � 0:130220353982304X1X2 � 67:5995269700804X1X3

þ 12:0458653954207X2X3

(15)

The R2 values presented in Table 5 are very close to 100%—which means the
selected design parameters (magnet thickness, offset, embrace) are sufficient to
mathematically model the responses. ANOVA is used to determine the model’s signif-
icance. For this purpose, P-value approach is used. The summary for the ANOVA
results is presented in Table 6.

Y1 Y2 Y3 Y4 Y5

P-Value 0.001 0.000 0.000 0.001 0.000

Test <0.05 <0.05 <0.05 <0.05 <0.05

Result Significant Significant Significant Significant Significant

Table 6.
Summary of ANOVA results.
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ANOVA results presented in Table 6 indicate that all the calculated p-values are
less than α = 0.05 (5%)—which means each mathematical model is significant and can
be used in optimization phase. The RSM face-centered design looks to accurately
reflect the supplied set of alternator design parameters. Table 7 displays the predic-
tion performances of the mathematical models. Ŷi is the Minitab predictions
(expected values) while Yi is the simulation results obtained from Maxwell (observed
values). The prediction error percentage is denoted by PE(%) and computed using
Eq. (16):

PEi %ð Þ ¼ Yi � Ŷi
�� ��

Ŷi
100 (16)

Results provided in Table 7 show that the regression models good fit the observed
values and the PE(%) is quite low. Also the confirmation tests are performed for the
mathematical models. For this purpose a new dataset that is composed of five new
Maxwell simulation results—which is not used in the mathematical modeling phase
previously—is used. Confirmations are presented in Table 8.

According to the confirmation results indicated in Table 8, the overall PE(%) is
acceptable. The comparisons shown in Tables 7 and 8 indicate that these numerical
models can be used for optimization.

In the optimization phase, four different optimization methods (RSM, GA,
PSO, and MSGO) from four different classes are tested for calculating the optimum
design parameters. To establish the optimum factor levels, the optimization

Run
(i)

Efficiency (%) Rated torque
(N.m)

Air-gap flux
density (Tesla)

Armature current
density (A/mm2)

Armature thermal
load (A2/mm3)

Yi1 Ŷi1 PEi1

(%)
Yi2 Ŷi2 PEi2

(%)
Yi3 Ŷi3 PEi3

(%)
Yi4 Ŷi4 PEi4

(%)
Yi5 Ŷi5 PEi5

(%)

1 94.08 93.911 0.18 8.88 8.893 0.15 0.89 0.890 0.01 9.86 10.032 1.71 726.16 747.929 2.91

2 93.36 93.344 0.02 8.95 8.951 0.01 1.01 1.010 0.02 10.50 10.525 0.24 822.86 824.805 0.24

3 92.58 92.521 0.06 9.02 9.024 0.04 0.89 0.890 0.04 11.17 11.265 0.85 931.11 938.546 0.79

4 92.21 92.104 0.12 9.06 9.067 0.08 1.02 1.020 0.01 11.80 11.905 0.89 982.58 994.586 1.21

5 97.54 97.625 0.09 8.56 8.554 0.07 0.89 0.890 0.02 6.11 6.029 1.34 278.45 269.456 3.34

6 98.02 98.085 0.07 8.52 8.515 0.05 1.02 1.020 0.03 5.42 5.315 1.98 219.37 211.132 3.90

7 94.69 94.870 0.19 8.82 8.805 0.17 1.02 1.020 0.02 9.30 9.119 1.98 645.47 621.831 3.80

8 96.61 96.754 0.15 8.64 8.629 0.13 0.89 0.890 0.05 7.28 7.093 2.63 396.00 375.788 5.38

9 97.00 96.878 0.13 8.61 8.622 0.14 1.02 1.020 0.00 6.78 6.936 2.24 343.20 361.126 4.96

10 97.46 97.496 0.04 8.57 8.567 0.04 0.99 0.990 0.00 6.22 6.209 0.18 288.41 281.927 2.30

11 95.01 94.996 0.01 8.79 8.794 0.05 0.99 0.990 0.05 8.99 8.970 0.22 602.48 606.677 0.69

12 93.61 93.961 0.37 8.92 8.896 0.28 0.99 0.990 0.03 10.29 9.892 4.02 789.81 746.654 5.78

13 97.53 97.201 0.34 8.57 8.595 0.29 0.99 0.990 0.01 6.13 6.497 5.65 280.17 321.040 12.73

14 97.07 97.026 0.04 8.61 8.609 0.01 0.99 0.991 0.08 6.72 6.782 0.91 336.90 341.473 1.34

Table 7.
Regression model performances.
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algorithms will be run through these five regression models. RSM is a gradient-
based method, while GA (evolutionary-based algorithm), PSO (swarm
intelligence-based algorithm), and MSGO (human-based algorithm) are meta-
heuristic optimization methods [24]. In this study, the performance of the
multiobjective optimization using meta-heuristics is done by combining all the
responses in one objective function independent from their units. To do this, the
response functions must be recalculated by using the coded factor levels (instead
of original levels) between �1 (for minimum value for the factor level) and + 1 (for
maximum value for the factor level). The regression models calculated from coded
factor levels are given in Eqs. (17)–(21):

Ŷ1,coded ¼ 96:7492070304818þ 0:0107779533642339X1 � 1:15129382638011X2

þ 1:61995398230089X3 � 0:210581120943952X2
1 � 0:780581120943952X2

2

� 1:1683232546706X2
3 þ 0:0375575221238924X1X2

þ 0:25670160837196X1X3 � 0:493804782975135X2X3

(17)

Ŷ2,coded ¼ 8:63435501474926þ 0:0011593271526898X1 þ 0:105070831577469X2

� 0:150196460176991X3 þ 0:0165575221238939X2
1

þ 0:0715575221238936X2
2 þ 0:110956489675516X2

3

� 0:00350442477876052X1X2 � 0:0240716743924708X1X3

þ 0:0433177061385025X2X3

(18)

Ŷ3,coded ¼ 0:990846656833825þ 0:0647760570304818X1

þ 0:000223942969518185X2 þ 0:000130973451327435X3

� 0:0360383480825959X2
1 � 0:00103834808259587X2

2

� 0:00105432645034415X2
3 þ 0:00233628318584071X1X2

þ 0:00232423795476892X1X3 � 0:00232423795476893X2X3

(19)

Run
(i)

Efficiency (%) Rated torque
(N.m)

Air-gap flux
density
(Tesla)

Armature
current density

(A/mm2)

Armature thermal
load (A2/mm3)

Yi1 Ŷi1 PEi1

(%)
Yi2 Ŷi2 PEi2

(%)
Yi3 Ŷi3 PEi3

(%)
Yi4 Ŷi4 PEi4

(%)
Yi5 Ŷi5 PEi5

(%)

15 96.75 96.237 0.53 8.63 8.679 0.57 0.96 0.947 1.37 7.11 7.623 6.73 377.61 443.702 14.90

16 95.33 95.455 0.13 8.76 8.756 0.05 1.01 1.011 0.14 8.67 8.382 3.44 560.40 548.170 2.23

17 97.73 97.850 0.12 8.55 8.535 0.18 1.01 1.014 0.43 5.84 5.800 0.69 254.69 236.384 7.74

18 94.82 94.619 0.21 8.81 8.833 0.26 1.01 1.014 0.41 9.18 9.296 1.25 628.25 659.757 4.78

19 96.89 96.421 0.49 8.62 8.664 0.51 1.01 1.014 0.43 6.95 7.442 6.61 360.79 420.246 14.15

Table 8.
Confirmation tests.
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Ŷ4,coded ¼ 7:07668220255654� 0:0185867748279251X1 þ 1:25942010816126X2

� 1:69733805309735X3 þ 0:232589970501475X2
1 þ 0:807589970501475X2

2

þ 1:11783579154375X2
3 þ 0:0366725663716815X1X2

� 0:30187930186824X1X3 þ 0:606045968534907X2X3

(20)

Ŷ5,coded ¼ 377:792067158309� 0:571060788032038X1 þ 150:328878248349X2

� 212:806948672566X3 þ 26:9839174041298X2
1 þ 102:82891740413X2

2

þ 156:054716322517X2
3 � 5:20881415929203X1X2

� 33:7997634850401X1X3 þ 60:2293269771036X2X3

(21)

The objective function is given in Eq. (22) and Eq. (23). The aim is to maximize the
efficiency (Y1), while holding the air-gap flux density (Y3) at 1 Tesla and minimizing
the rest of the responses (Y2, Y4, Y5).

Z ¼ Y1,coded=max Yi1ð Þð Þj j � Y2,coded=max Yi2ð Þð Þj j
� Y3,target=max Yi3ð Þ� �� Y3,coded=max Yi3ð Þð Þ�� ��� Y4,coded=max Yi4ð Þð Þj j
� Y5,coded=max Yi5ð Þð Þj j

(22)

Min Z s.t. X1 ∈[�1,1]; X2∈[�1,1]; X3∈[�1,1]

Note that the Y3,target ¼ 1 Tesla in the equation of Z. In addition; max Yi1ð Þ,
max Yi2ð Þ, max Yi3ð Þ, max Yi4ð Þ, and max Yi5ð Þ are the maximum observed response
values presented in Table 4 (which are 98.02, 9.06, 1.02, 11.8, and 982.58 for this
problem, respectively). If the readers would like to use the Matlab codes referred in
the reference [28] for MSGO, note that the signs of the each term are the exact
opposite (since the codes in the reference are coded according to maximization prob-
lems). Then the Z function set in the Matlab code is given in Eq. (23):

Z ¼ � Y1,coded=98:02ð Þj j þ Y2,coded=9:06ð Þj j þ 1=1:02ð Þ � Y3,coded=1:02ð Þj j þ Y4,coded=11:8ð Þj j
þ Y5,coded=982:58ð Þj j

(23)

MSGO, PSO, GA, and RSM are run through these mathematical models to perform
multi-objective optimization. Table 9 summarizes the optimized factor levels and the
calculated CPU times (at a PC: Intel i5 4GB RAM), for each method. In this table, nPop
and MaxIt represent the population size and maximum number of iterations, respec-
tively. For MSGO, c and SAP are set as 0.2 and 0.7, respectively. In PSO, the param-
eters of the algorithm are set as: w = 1, wdamp = 0.99, c1 = 1.5, c2 = 2.0. In the GA, we
use the crossover rate = 0.50 and the mutation rate = 0.20. The optimization results for
these optimization methods are presented in Table 10.

Results presented in Table 10 indicate that the meta-heuristics superiors RSM with
a quite bit difference. When compared among themselves, MSGO and PSO together
give better results than GA. The MSGO and PSO give the same optimization results. So
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the optimized factor levels of MSGO and also same as PSO are used for designing the
optimized design. The optimum factor levels are calculated as: magnet thickness:
5.48 mm, offset: 0 mm, embrace: 1%. However, confirmation results of these four
methods are given together in Table 11. The observed responses and the fitted
responses are presented in Table 11. Also the PE (%) values are calculated for each
response in terms of the methods.

The optimized PMSG’s magnetic flux distribution and the voltage graphs are
presented in Figures 7 and 8, respectively. The graphs for flux linkage, power, and
torque are given in Figures 9, 10, and 11, respectively.

In order to obtain the desired responses, the embrace must be maximum. Also the
magnet thickness must be bigger than 4 mm. For this sample PMSG structure in the
article, the results showed that offset has no discernible effect on responses (causes
little changes).

As previously stated, this issue is only relevant to the PMSG in this case study.
Additional optimization methods can be used to expand on these findings and discus-
sions such as bat algorithm (BA) [29], grew wolf optimizer (GWO) [30], whale

Run parameters Coded factor levels Uncoded factor levels CPU time

Method nPop MaxIt X1 X2 X3 X1 X2 X3

MSGO 30 2000 0.7396 -1 1 5.48 0 1 5

PSO 100 1000 0.7396 -1 1 5.48 0 1 7

RSM N/A N/A 0.2 �0.5 1 4.4 10 1 N/A

GA 8 100,000 0.1528 �1 0.9485 4.31 0 0.99 9

Table 9.
Optimized factor levels for each method.

Ŷ1 Ŷ2 Ŷ3 Ŷ4 Ŷ5

Target: Max Min 1 Tesla Min Min

MSGO 98.1202 8.513 1.0192 5.3024 206.5071

PSO 98.1202 8.513 1.0192 5.3024 206.5071

RSM 97.8696 8.5352 1.0025 5.7079 236.194

GA 98.0959 8.5157 1.0002 5.3895 209.4387

Table 10.
Summary of the optimization results.

Method Yi1 Ŷi1 PEi1

(%)
Yi2 Ŷi2 PEi2

(%)
Yi3 Ŷi3 PEi3

(%)
Yi4 Ŷi4 PEi4

(%)
Yi5 Ŷi5 PEi5

(%)

MSGO 98.03 98.1202 0.09 8.52 8.513 0.08 1.01 1.0192 0.90 5.4 5.3024 1.84 217.9 206.5071 5.52

PSO 98.03 98.1202 0.09 8.52 8.513 0.08 1.01 1.0192 0.90 5.4 5.3024 1.84 217.9 206.5071 5.52

RSM 97.84 97.8696 0.03 8.54 8.5352 0.06 1 1.0025 0.25 5.69 5.7079 0.31 241.3 236.194 2.16

GA 98.01 98.0959 0.09 8.52 8.5157 0.05 1 1.0002 0.02 5.42 5.3895 0.57 219.76 209.4387 4.93

Table 11.
Confirmations for the optimized factor levels.
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Figure 7.
Magnetic flux density distribution of the optimized PMSG.

Figure 8.
Voltage graph of the optimized PMSG.

Figure 9.
Flux linkage of the optimized PMSG.
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optimization (WOA) [31], grasshopper optimization algorithm (GOA) [32] etc., in
the future research studies.

4. Conclusion

The design of an 18-poled 8000 rpm 7 kVA PMSG is optimized in this study. The
goal is to determine the optimal levels of magnet thickness (MH), offset, and embrace
(EMB) to keep the air-gap flux density at 1 tesla while maximizing efficiency and
minimizing other responses. For this purpose, Ansys Maxwell is used for calculating
the responses and Minitab is used for mathematically modeling the relations between
the factors and the responses by using simulation results. Then MSGO, PSO, RSM, and
GA are used for optimization by running these algorithms through the regression
models. Matlab coding is performed for this stage. Although the results of the four
methods are nearly identical, MSGO and PSO outperform the other methods for the
sample PMSG presented in this study. Although the results of the four methods are
nearly identical, one advantage of RSM is that it does not require program coding and
allows for visual examination of the relationships between factors and responses. The
RSM is clearly less complex than the PSO, MSGO, and GA, according to the time
complexity analysis. When comparing the PSO, MSGO, and GA, it is clear that the
MSGO has fewer parameters to tune and produces extremely accurate results, making
it extremely efficient. In the future, we plan to expand the work to include additional

Figure 10.
Power graph of the optimized PMSG.

Figure 11.
Torque graph of the optimized PMSG.
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design parameters, higher power groups, and additional optimization methods. The
optimum factor levels are calculated as: magnet thickness: 5.48 mm, offset: 0 mm,
embrace: 1% at the end of optimization phase. The embrace must be at its peak in
order to obtain the desired responses. In addition, the magnet thickness must be
greater than 4 mm. The results demonstrated that offset has no discernible effect on
the selected responses for the selected PMSG structure in this manuscript.
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Chapter 9

Autonomous Role Assignment
Using Contact Stimuli in Swarm
Robotic Systems
Kazuaki Yamada

Abstract

This study proposes a novel autonomous role assignment method for swarm
robotic systems using the response threshold model based on local interactions in a
dynamic environment. Ants are social insects with high and low pheromone sensitiv-
ity. The pheromone sensitivity of ants is related to autonomous role assignment. The
response threshold model was proposed to describe the pheromone sensitivity of ants.
The conventional response threshold model assumes that an ant knows the number of
workers in an ant colony. However, it is difficult for an ant to contact all workers
because its functions are very limited. Therefore, our proposed method adopts a
response threshold model based on contact stimuli with foraging ants instead of the
worker ratio in an ant colony. In this study, to evaluate the proposed method’s
robustness in dynamic environments, we apply it to ant foraging problems in
environments with varying amounts and distributions of feeds.

Keywords: swarm robotics, autonomous role assignment, local interaction, ant
foraging, response threshold model

1. Introduction

Swarm robotics is an approach that applies the smart swarm behaviour [1]
observed in flocks of birds, schools of fish and swarms of social insects to engineering
problems [2–4]. This study focuses on the excellent functions of swarms of ants,
which are social insects. Ants sustain large colonies through caste systems, with the
queen at the top, which assign different roles to each caste member. The perception
functions and action rules of ants are limited, and communication between them can
only be conducted through different pheromones. The queen ant cannot monitor
everything that happens in a colony and cannot give instructions to each ant directly.
Nevertheless, ants are successfully assigned different roles, such as colony protection,
food exploration and foraging, without any centralised management system [5].
The autonomous role assignment mechanism of ants may be useful for transport
automation by using several autonomous mobile robots in large warehouses and for
search-and-rescue operations using several autonomous drones in disaster relief.
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As one of the autonomous role assignments in termites, a worker ant specialises as a
soldier ant [6]. However, an appropriate role assignment system is required because an
excessively increasing number of soldier ants reduce the amount of collected feeds.
Therefore, the specialisation of a worker ant to a soldier ant is impeded by a soldier
pheromone, the concentration of which rises with the number of soldier ants. In addi-
tion, a colony’s autonomous role assignment allows it to adapt to changing circum-
stances. For example, when food becomes scarce, a colony needs to increase the number
of ants exploring new food sources as well as the number of ants foraging for food once a
new food source has been discovered. Rather than assigning roles in a top-downmanner,
ants assign roles appropriately through local communication using pheromones.

Bonabeau et al. [7–9] modelled this role assignment using a response threshold model.
The response threshold model is an equation that describes the sensitivity of ants to
pheromones. There are two types of ants [10]: one with high sensitivity to pheromones
and the other with low sensitivity. These different sensitivities are thought to contribute
to an autonomous role assignment. However, the conventional response threshold model
uses the ratio of workers in an ant colony as an external stimulus, ignoring the crucial
factor that social insects can assign roles through local communication.

In contrast, Gordon et al. [11–13] revealed that an ant’s tendency to perform
midden work1 or foraging work is related to the recent history of its contact with an
ant engaged in those works based on the observation of red harvester ants. Our
research group has proposed an autonomous role assignment and task allocation
method with local interactions in scalable swarm robotic systems [14, 15]. The method
used a response threshold model using the ratio of encountered foraging ants in the
short term as an external stimulus and mimicking the action rules of real ants. We
applied the proposed method to ant foraging problems in a dynamic environment
with a varying number of ants [15]. Through simulation results, we confirmed that,
during internal environment fluctuations, the proposed method using local interac-
tions outperformed the conventional method using global information.

In this study, we propose a simple autonomous role assignment method using
contact stimuli with foraging ants, rather than the ratio of encountered foraging ants in
the short term. To evaluate the proposed method’s effectiveness, we apply the method
to ant foraging problems in a dynamic environment with fluctuating amounts and
distributions of feeds. Through simulation results, we demonstrate that, during external
environment fluctuations, the proposed method using local interaction outperforms the
conventional method using global information. In addition, we demonstrate that the
method can successfully perform role assignment in an ant colony by switching
between exploring and foraging behaviours through contact stimuli with foraging ants.

The rest of this chapter is organised as follows. Section 2 explains how to model an
ant foraging problem. Section 3 shows the new response threshold model. Section 4
demonstrates the proposed method’s effectiveness through simulations. Conclusions
and future work are discussed in Section 5.

2. Foraging problem

This section models an ant foraging problem as a multi-agent simulation following
previous studies [16]. In this model, an ant is modelled as an agent. An agent has the
following three functions:

1 Midden work is carrying objects to and sorting the refuse pile of the colony.
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• Exploring/foraging behaviour

An agent exhibits either exploring or foraging behaviour. When an agent discovers
food, the agent exhibits foraging behaviour and carries food to its nest. Otherwise, the
agent explores food sources.

• Homing/trail pheromone

An agent possesses chemical substances termed homing and trail pheromones. The
agent secretes the homing pheromone while exploring for food and the trail phero-
mone while carrying food to the nest. Both pheromones are volatile substances that
diffuse and evaporate quickly.

• Worker/non-worker

An agent can be either a worker or a non-worker. While exploring food sources, an
agent can perceive trail pheromones if it is a worker but cannot if it is a non-worker.
While carrying food, the agent can perceive homing pheromones whether it is a
worker or a non-worker.

Table 1 shows the relationship among exploring/foraging behaviour, worker/non-
worker and homing/trail pheromone.

Next, we describe the modelling of perception and action. As shown in Figure 1,
an agent can perceive the difference in pheromone level between three front cells and
the current cell and can select one of three action rules before moving to the next cell.
The three action rules are as follows:

Worker Non-worker

Exploring behaviour able to perceive trail pheromones unable to perceive trail pheromones

laying homing pheromones

Foraging behaviour able to perceive homing pheromones

laying trail pheromones

Table 1.
Relationship among behaviour, pheromones and worker/non-worker.

Figure 1.
Pheromone-following action rules.
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1.Random walk

When the difference in pheromone level is negative, an agent randomly
selects one cell from three cells and moves to that cell.

2.Pheromone trail

When the difference in pheromone level is positive and an agent detects the
pheromone in the front cell (Figure 1a), the agent moves forward. On the
other hand, when the agent detects pheromones in the right and left front
cells, it moves to the cell with the highest pheromone level (Figure 1b).

3.Turn around

When an agent discovers food or exhausts its homing pheromone, the agent
turns to the nest. However, the agent also turns to the nest if the angle between
the moving direction and the direction of the nest is greater than 90° [17].

An agent can exhibit exploring or foraging behaviour by changing the
combination of rules (Table 2). In exploring behaviour, an agent moves
according to Rule 2 if it is a worker and can detect a trail pheromone, but an
agent moves randomly according to Rule 1 if it is a non-worker. In foraging
behaviour, both worker and non-worker agents follow Rule 3. If an agent
detects a homing pheromone, it moves according to Rule 2. If it detects no
homing pheromone, it moves according to Rule 1.

3. Response threshold model

This section proposes a new response threshold model using contact stimuli with
foraging agents. Firstly, we describe the role that a response threshold model plays in
autonomous role assignment and introduce the conventional response threshold
model. Next, we describe the proposed response threshold model that uses contact
stimuli with foraging agents as external stimuli. There are two types of ants: those
sensitive to external stimuli and those insensitive to external stimuli. Sensitivity to
external stimuli can be modelled using a parameter called a response threshold. An
agent with a low response threshold is likely to become a worker even if its sensitivity
to external stimuli is weak; however, an agent with a high response threshold is
unlikely to become a worker even if its sensitivity to external stimuli is high. Thus, a
response threshold can prevent outcomes in which all agents are workers or non-
workers. In the conventional response threshold model, an agent changes from a
worker to a non-worker with probability p and changes from a non-worker to a
worker with the probability described using the following equation:

Worker Non-worker

Exploring behaviour Rule 2 ! Rule 1 Rule 1

Foraging behaviour Rule 3 ! Rule 2 ! Rule 1

Table 2.
Relationship between worker/non-worker and behaviour rules.
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q ¼ s tð Þ2
s tð Þ2 þ θ tð Þ2 , (1)

where θ and s represent a response threshold and an external stimulus at time t,
respectively. The response threshold is updated using Eq. (2) if the agent is a
worker and using Eq. (3) if it is a non-worker. If the agent is a worker, the
response threshold decreases and its sensitivity to external stimuli increases. If the
agent is a non-worker, the response threshold increases and its sensitivity to
external stimuli decreases.

θ tþ 1ð Þ ¼ θ tð Þ � ξ: (2)

θ tþ 1ð Þ ¼ θ tð Þ þ ψ : (3)

In the conventional model, a stimulus s is updated by the ratio of the number of
workers Nw tð Þ to the total number of ants Nt tð Þ in an ant colony, as described by the
following equation:

s tþ 1ð Þ ¼ s tð Þ þ δ� α
Nw tð Þ
Nt tð Þ , (4)

where δ represents an increase in loads per unit time if no ant forages. The third
term on the right side of Eq. (4) represents a decrease in loads per ant to the ratio
of the number of workers in the ant colony, and α represents a scale factor. That is,
if the worker ratio in the ant colony decreases, the stimulus s increases with
increasing loads per ant and the probability of changing from a non-worker to a
worker increases. However, ants cannot know the state of all other ants. Therefore,
the above equation cannot represent the mechanism by which ants can form
orderly swarms through local interactions. We, therefore, propose a novel
equation as follows:

s tþ 1ð Þ ¼ βcs tð Þ, (5)

cs tð Þ ¼ c tð Þ þ γcs t� 1ð Þ, (6)

c tð Þ ¼ 1 if  an agent contacts withaforaging agent,
0 otherwise:

�
(7)

In the proposed model, a stimulus s tþ 1ð Þ is updated by multiplying a contact
stimulus cs tð Þ by a scale factor β. The contact stimulus cs tð Þ decreases by the attenua-
tion rate γ over time if an agent does not contact a foraging agent. If an agent contacts
a foraging agent, c tð Þ is 1, otherwise 0.

4. Simulations

We applied the proposed method to an ant foraging problem and evaluated its
robustness in a fluctuating external environment. The simulation results show mech-
anisms that can flexibly assign foraging and exploring agents in an environment with
fluctuating amounts and distributions of feeds through contact stimuli with foraging
agents as the local interaction.
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4.1 Simulation setting

Figure 2 depicts the simulator. The simulator was constructed with reference to
the following previous studies [9, 15, 16, 18], with the best simulation parameters
selected through preliminary experiments. Table 3 shows the parameters used in
simulation experiments. The experimental environment comprised a two-dimensional
grid space of 150 � 150 cells. The nest was placed in the centre of the environment.
The simulation halted after 10,000 steps in one trial, and we conducted 50 trials in
each experimentation setting. A red cell represents a worker agent, and a purple cell
represents a non-worker agent. When an agent touches the feed, it carries the feed to
the nest; it is represented as an orange cell. A green cell contains a trail pheromone,
and a blue cell contains a homing pheromone. As the pheromone evaporates, the
pheromone level decreases, and the colour of the cell becomes lighter. The homing
and trail pheromones do not mix. In the initial state, food sources were randomly
placed in the food source area. When the feed in one source is exhausted, the next
food source is placed randomly in the area. In the simulation, we fluctuated the
amount and distribution of feeds to evaluate the proposed method’s robustness in a
dynamic environment. The simulation alternated between three different types of
environments as follows:

Type-A: In Figure 3a, the environment is dotted with four small food sources.
Each food source includes one feed.
Type-B: In Figure 3b, the environment is dotted with four medium food sources.
Each food source includes nine feeds.
Type-C: In Figure 3c, the environment has one large food source. The food source
contains one hundred feeds.

Figure 2.
Simulator.
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4.2 Evaporation and diffusion of pheromones

An agent secretes a trail or homing pheromone while moving. The initial value of
each pheromone is 1.0, and each pheromone decreases at a rate of 0.99. The agent
returns to the colony when the residual quantity of each pheromone is less than 0.01.
These parameters were set through preliminary experiments so that an agent can
sufficiently explore an environment. Here, an agent can explore an environment in
approximately 450 steps.

Pheromones are spread out by evaporation and diffusion, diluting their density.
The equations for these evaporation and diffusion phenomena are defined as follows.

Fp x, y, tð Þ ¼ μFp x, y, t� 1ð Þ þ ΔFp x, y, tð Þ (8)

ΔFp x, y, tð Þ ¼ Qp if an agent is in the grid x, yð Þ
0 otherwise

�
(9)

ap x, y, tð Þ ¼ ap x, y, t� 1ð Þ þ λ ap xþ 1, y� 1, t� 1ð Þ þ ap xþ 1, y, t� 1ð Þ
n

þ ap xþ 1, yþ 1, t� 1ð Þ þ ap x, y� 1, t� 1ð Þ þ ap x, yþ 1, t� 1ð Þ
þ ap x� 1, y� 1, t� 1ð Þ þ ap x� 1, y, t� 1ð Þ þ ap x� 1, yþ 1, t� 1ð Þ

� 9ap x, y, t� 1ð Þ
o
þ 1� μð ÞFp x, y, tð Þ,

(10)

Notation Description Values

Simulation

step the maximum number of steps in one trial 10,000

trial the number of trials in each experiment 50

Response threshold

p probability with which an agent changes from a worker to a non-worker 0.001

θ initial response threshold (Eq. 1) 500

response thresholds range (Eq. 1) 0–1000

ξ coefficient for updating a response threshold when an agent is a non-
worker (Eq. 2)

1

ψ coefficient for updating a response threshold when an agent is a worker
(Eq. 3)

10

Conventional method

δ, αð Þ combinations of (1,3), (3,5), (5,7), (7,9) and (9,11) were tested in
simulation experiments (Eq. 4)

Proposed method

β coefficient for scaling a contact stimulus with a foraging agent (Eq. 5) 1000

γ attenuation rate for decreasing the contact stimulus over time (Eq. 6) 0.99

Table 3.
Parameters of simulation experiments.

171

Autonomous Role Assignment Using Contact Stimuli in Swarm Robotic Systems
DOI: http://dx.doi.org/10.5772/intechopen.107852



where Qp denotes the addition quantity of the pheromone, and Fp x, y, tð Þ repre-
sents the quantity of the pheromone in a grid x, yð Þ at a time, t. ap x, y, tð Þ represents
the quantity of the pheromone above a grid x, yð Þ at a time, t. The second term on the
right side of Eq. (10) represents the quantity of the pheromone that inflows, outflows
and disappears from neighbouring grids, and the third term on the right side repre-
sents the quantity of the pheromone that evaporates. An agent detects the pheromone
quantity, ap, in the three forward cells. In the simulation, the initial pheromone
density was set as Qp ¼ 1:0. γ and λ represent the rates of evaporation and diffusion,
respectively, with values set as μ ¼ 0:99 and λ ¼ 0:01. These parameters were set with
reference to a previous study [19]. However, if the rates of evaporation and diffusion
are very high, agents cannot arrive at a food source by following a pheromone trail
because pheromones will disappear rapidly. Conversely, if the rates are very low,
agents cannot discover pheromone trails leading to food sources because pheromones
will fill the environment. Thus, we made appropriate adjustments to fit the simulation
environment through preliminary experiments.

Figure 3.
Three types of environments, with varying amounts and distributions of feeds.
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4.3 Simulation results

4.3.1 Appropriate worker ratio in each environment

Firstly, we reveal the appropriate worker ratio in the three types of environments
with varying amounts and distributions of feeds. Figure 4 depicts the means and
standard deviations of collected feeds by a swarm of agents with different worker
ratios in the three types of environments. The swarm of agents needed to increase the
number of exploring agents because there was only a small amount of feed in the type-
A environment, with four small food sources. Therefore, the mean of collected feeds
was higher as the worker ratio was smaller. In the type-B environment, with four
medium food sources, both foraging and food exploration were important for the
swarm of agents. Therefore, the maximummean of collected feeds was obtained when
the worker ratio was 60%. In the type-C environment, with only one large food
source, a swarm of agents could easily discover the large food source. Therefore, the
swarm of agents needed to mobilise several ants to collect feeds efficiently. However,
if all agents attended to the foraging call, it may take a long time to discover a new
food source. Thus, the maximum mean of collected feeds was obtained when the
worker ratio was 80%. According to the above results, the swarm of agents uses the
appropriate worker ratio in each environment with varying amounts and distributions
of feeds.

4.3.2 Adaptability of the proposed method

We studied the proposed method’s adaptability in environments with varying
amounts and distributions of feeds. In addition, we compared the proposed method

Figure 4.
The means and standard deviations of collected feeds in different worker ratios.
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with the conventional method in terms of the mean of collected feeds by a swarm
of agents.

Figure 5 illustrates the means and standard deviations of collected feeds in the
type-A environment. For example, C(1–3) denotes the conventional method, with the
load parameter, δ and the scale factor, α, set as 1 and 3, respectively. On the other
hand, P denotes the proposed method. Here, the maximum mean of collected feeds of
the conventional method was 126. Similarly, the mean of collected feeds of the
proposed method was 131. The conventional and proposed methods had the same
foraging ability.

Figure 6 shows the relationship among the worker ratio, the foraging agent ratio
and the amount of existing feeds in an environment. The horizontal axis represents
the number of steps. The vertical axis represents the ratio of workers and foraging
agents, and the secondary vertical axis represents the amount of existing feeds in the
environment. In the simulation, when the feed in one source is exhausted, the next
food source is placed randomly in the environment. Therefore, the amount of feeds
fluctuated between 3 and 4. That is, the number of vertical blue lines represents the
amount of collected feeds, and its slits represent the time spent discovering a new food
source. Figure 6 depicts the results of the proposed and conventional methods in
terms of the amount of feeds collected. The worker ratio of the conventional method
remained constant at approximately 30%, whereas that of the proposed method

Figure 5.
Means and standard deviations of collected feeds in type-A environment.

Figure 6.
The transition of the worker ratio and the amount of existing feeds in type-A environment.
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fluctuated with the amount of existing feeds in the environment. In addition, the
mean worker ratio of the proposed method was 28%. As a result, in both methods, the
swarm of agents could discover a new food source quickly by increasing the number
of exploring agents.

Figure 7 displays the means and standard deviations of collected feeds in the type-
B environment. The maximum mean of collected feeds of the conventional method
was 604. Here, the load parameter, δ and the scale factor, α, were set as 3 and 5,
respectively. The mean of collected feeds of the proposed method was 622. As shown
in Figure 8, the worker ratio of the conventional method remained constant at
approximately 60%. On the other hand, the worker ratio of the proposed method
increases when a new food source is placed in the environment, whereas its worker
ratio decreases when the amount of existing feeds in the environment reduces. That is,
with the proposed method, a swarm of agents could collect large amounts of feeds by
adjusting the number of foraging and exploring agents according to the amount of
existing feeds in the environment. Furthermore, the proposed method’s mean worker
ratio was 60%, which is mostly identical to that of the conventional method.

Figure 9 displays the means and standard deviations of collected feeds in the type-
C environment. The maximum mean of collected feeds of the conventional method
was 997. Here, the load parameter, δ and the scale factor, α, were set as 9 and 11,
respectively. The proposed method’s mean of collected feeds was 943. As shown in

Figure 7.
Means and standard deviations of collected feeds in type-B environment.

Figure 8.
The transition of the worker ratio and the amount of existing feeds in type-B environment.
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Figure 10a, the conventional method’s mean worker ratio is 80% because many
workers must collect feed from one large food source effectively. On the other hand,
the proposed method’s mean worker ratio is 64%, as shown in Figure 10b. The reason
for this was that, with the proposed method, the swarm of agents exhausted the feed
in a food source before its worker ratio reached 80%.

4.3.3 Role assignment process

We explain the role assignment process in the proposed method in each environ-
ment with varying amounts and distributions of feeds. Figure 11 depicts the relation-
ship between the contact stimuli and the worker/non-worker state for a certain agent.
In this graph, the horizontal axis represents the number of steps. The vertical axis
represents the response threshold and the probability of changing from a non-worker
to a worker. However, the value of the response threshold was normalised from 0.0 to
1.0. The secondary vertical axis represents the strength of the contact stimulus. The
red line indicates the strength of contact stimuli with foraging agents. The green line
indicates the transition of the response threshold. The blue line indicates the transition
of the probability of changing from a non-worker to a worker. The light blue line
indicates that an agent is in a worker or non-worker state. In addition, a convex shape
indicates a worker state and a concave shape indicates a non-worker state. The

Figure 9.
Means and standard deviations of collected feeds in type-C environment.

Figure 10.
The transition of the worker ratio and the amount of existing feeds in type-C environment.
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probability of changing from a non-worker to a worker varied with the contact stimuli
and the response threshold. On the other hand, the probability of changing from a
worker to a non-worker remained constant at 0.1%.

As shown in Figure 11a, an agent remains in a non-worker state until approxi-
mately 5,000 steps, and the duration of the non-worker state is very long. The reason
for this was that the frequency of contact stimuli with foraging agents was low
because the type-A environment had only a small amount of feed. On the other hand,
as shown in Figure 11b, an agent contacts foraging agents frequently because there is
much feed in the environment, increasing the duration of the worker state. The agent
contacted two foraging agents continuously at approximately 2,800 steps. Further-
more, the strength of the contact stimulus reached 1.99, and the agent changed to a
worker. As shown in Figure 11c, an agent contacts foraging agents frequently after
4,000 steps and changes to a worker quickly even if it had changed to a non-worker.
According to the aforesaid results, the proposed method can perform role assignment
automatically under different environmental conditions through contact stimuli with
foraging agents according to the amounts of feeds.

4.3.4 Robustness in a dynamic environment

To evaluate the proposed method’s effectiveness in a dynamic environment, we
compared the proposed method with the conventional method in terms of the mean of
collected feeds in an environment with varying amounts and distributions of feeds.
Figure 12 depicts the means and standard deviations of collected feeds in a dynamic

Figure 11.
Relationship between contact stimuli and worker state in the proposed method.
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environment. The conventional method’s maximummean of collected feeds was 1102,
and its standard deviation was 414. Here, the load parameter, δ and the scale factor, α,
were set as 5 and 7, respectively. Conversely, the proposed method’s mean of collected
feeds was 1176, and its standard deviation was 61. Based on the difference between
standard deviations, the amount of collected feeds of the conventional method was
unstable, whereas that of the proposed method was stable in the dynamic environ-
ment.

Figure 13 depicts the proposed method’s results. The red line indicates the transi-
tion of the worker ratio, and the blue line indicates the amount of existing feeds in the
environment. As shown in Figure 13, the worker ratio is low in the type-A environ-
ment with a small amount of feed. This means that the swarm of agents could discover
new food sources by increasing the number of exploring agents. Conversely, the
worker ratio was higher in the type-B and C environments, with more feeds. This
means that the swarm of agents could collect much feed effectively by increasing
the number of foraging agents. As a result, the proposed method could perform
autonomous role assignment effectively through contact stimuli with foraging agents
according to the external environment fluctuations. On the other hand, to change the

Figure 12.
Means and standard deviations of collected feeds in a dynamic environment.

Figure 13.
The transition of worker ratio and the amount of collected feeds of the proposed method. (A), (B) and (C) in the
graph denote an environment with four small food sources, an environment with four medium food sources and an
environment with one large food source, respectively. The maximum number of steps in this simulation is 50,000.
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worker/non-worker state, the conventional method used the stimulus updated by the
previous stimulus, the load parameter and the worker ratio in the colony. This means
that the strength of stimuli did not reflect the external environment fluctuations.
Therefore, the conventional method did not allow agents to be assigned roles
according to external environment fluctuations.

5. Conclusions

This study proposed a novel autonomous role assignment method using the
response threshold model through local interactions in swarm robotic systems. In this
study, to study the proposed method’s robustness in a dynamic environment, we
applied the proposed method to ant foraging problems, where the amount and distri-
bution of feeds fluctuate in an environment. The conventional response threshold
model, which mimics autonomous role assignment mechanisms of ants, uses the
worker ratio in an ant colony as external stimuli. Conversely, the proposed method
uses contact stimuli with foraging agents as external stimuli. Our simulations con-
firmed that, with the proposed method, agents can maintain an appropriate worker
ratio and can effectively collect feeds in a dynamic environment compared with the
conventional method. In addition, through the analysis of autonomous role assign-
ment processes of ants, we revealed the mechanisms by which agents can specialise as
a worker or a non-worker appropriately according to the external environment fluc-
tuations through the frequency of contact stimuli with foraging agents. In future
work, we will apply other mechanisms of cooperative behaviours of ants and bees,
which are social insects, to swarm robotics systems. In addition, we will create a
rescue robot team composed of many autonomous drones.
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