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Preface

Psychometrics is a specialized field of psychology devoted to techniques of assess-
ment and measurement and their respective theories. It is concerned with objective 
measurement of cognitive functions (e.g., intelligence, memory, attention, reaction 
times, etc.), characteristics of personality (e.g., hypochondria, hysteria, paranoia, social 
introversion, psychotic traits), emotions, behaviour, and socio-educational qualities. Its 
constructs are also applied to emotional and mental disorders (especially anxiety and 
depression). 

Psychometric measures are inferred through mathematical models based on observa-
tion and statistical analysis conducted on a sample of subjects in comparison with the 
general population which brings to the planning of mental tests, scales, and open- or 
close-ended questionnaires.

Psychometrics – New Insights in the Diagnosis of Mental Disorders discusses psychometrics 
and its uses. It is divided into three sections. 

The first section consists of an introductory chapter by Sandro Misciagna that defines 
psychometrics and discusses its history and main concepts. It presents a brief history of 
psychometrics from the first experimental studies of Sir Francis Galton, often referred 
to as the father of psychometrics, to the development of modern mathematical and 
statistical models applied to the study of human consciousness. 

The second section consists of two chapters that discuss the theoretical bases of psycho-
metrics. Chapter 2 by Cristian Ramos-Vera et al. presents the methodological principles 
of network psychometrics, which is a new approach to the study of latent variables. The 
authors examine the differences between the traditional approach of latent variable 
theory and network psychometrics in the context of psychopathology. They discuss the 
theoretical bases and advantages of this approach, such as its activation of a relationship 
between symptoms of some disorders or identification and classification of comorbidi-
ties. The authors also review analytical models for network psychometrics that are based 
on probabilistic graphs (non-directional, directional, and chain graphs). They empha-
size the potential use of network models with different data sources (genetic, neurologi-
cal, physiological, and behavioural) in a neuropsychological context. In this context, 
network psychometrics can measure cognitive variables such as memory, language, 
attention, executive functions, and processing speed variables. A network approach is 
proposed by the authors as a model for understanding the diagnosis and treatment of 
psychological disorders.

Chapter 3 by Guillaume Gronier proposes a methodological framework for psychomet-
ric analysis in cross-cultural adaptation of psychological scales. The author discusses 
the steps necessary for validation scales on the bases of other recommendation meth-
odologies, such as the ones proposed by the International Test Commission, called ITC 
guidelines. According to these guidelines, the recommendations are divided into six 



IV

steps: pre-condition, test development, confirmation, administration, score scales, and 
documentation. The author describes how to measure internal consistency (Cronbach’s 
alpha, McDonald’s omega), statistical bases for validation of the psychological scales 
(exploratory factor analysis, principal component analysis, confirmatory factor analy-
sis), convergent validity, time constancy, and socio-demographic analyses.

The third and final section of the book consists of three chapters about psychometric 
instruments and procedures. Chapter 4 by Sandro Misciagna is a review of psychomet-
ric methodologies in the assessment of dementia. Most forms of dementia are classified 
by means of morphological techniques, assays of biomarkers in cerebrospinal fluid, and 
neuropsychological assessment into degenerative forms, dementia of vascular type, and 
dementia secondary to other conditions. It is very difficult to make a clear-cut diagno-
sis of the different types of dementia by means of clinical methods. However, many 
psychometric tests play a prominent role in the screening and evaluation of patients 
with cognitive impairment. Some tools can help clinicians in differential diagnosis 
among the various forms of dementia, such as those that assess clinical aspects, tests 
that focus on specific cognitive areas, or behavioural inventories. Still, nowadays there is 
no consensus about the best strategies for screening and assessment of cognitive impair-
ment among elderly subjects. In this chapter, the author reviews the screening tools and 
psychometric test instruments that healthcare professionals can use for screening and 
neuropsychological assessment of geriatric individuals with cognitive disorders to help 
diagnose dementia as well as make differential diagnosis of the most common forms of 
dementia.

Chapter 5 by Kenneth J. Reid focuses on psychometric analysis of a version of the 
Student Attitudinal Success Inventory (SASI-I) to assess first-year engineering students. 
This instrument was a survey designed to collect data on the affective non-cognitive 
characteristics of incoming students. Data were based on a cohort of undergraduate 
engineering students enrolled in a Midwestern university over a three-year period from 
2004 to 2006. The instrument consisted of 161 items indicating responses on a 5-point 
Likert scale (1 for strongly agree to 5 for strongly disagree). The nine measures used to 
assess academic success are academic motivation, metacognition, deep learning, surface 
learning, academic self-efficacy, leadership, team vs individual motivation, expectancy-
value, and major decision. The scale scores of SASI-I demonstrate evidence of reliability 
and validity even if further studies are needed to evaluate this tool over the years.

Chapter 6 by Prof. Ek-Uma Imkome discusses the assessment of psychiatric and mental 
disorders regarding symptoms of stressful responses, such as depression, anxiety, and 
suicidal ideation. The author uses the context of the COVID-19 pandemic since these 
disorders were particularly evident during this time because of quarantine and social 
isolation. The author states that the most relevant psychological problems during the 
COVID-19 pandemic were fear, phobias, anxiety disorders, psychological trauma, and 
stress. The author reviews the steps for administering and interpreting a development 
scale to assess mental health. The first step is to determine the possible measurement 
scale to use, such as the Likert rating scale or questionnaire, and possible methodologies 
of administration (cross-sectional, self-reporting methodology, web-based surveys). 
The second step is to analyse the results using statistical methods (exploring factor 
analysis, confirmatory factor analysis) and then optimize the results. A scale with psy-
chometric properties could help nurses screen and identify individuals with psychiatric 
disorders. 

V

This book provides a comprehensive overview of theoretical approaches, instruments, 
and procedures of modern psychometric science with examples of psychometric 
assessments in human experimental models and possible clinical applications in human 
disorders.

Dr. Sandro Misciagna
Neurology Department,

 Belcolle Hospital,
Viterbo, Italy
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and procedures of modern psychometric science with examples of psychometric 
assessments in human experimental models and possible clinical applications in human 
disorders.
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Chapter 1

Introductory Chapter: 
Psychometrics
Sandro Misciagna

1. Introduction

Psychometrics is a scientific discipline that concerns the theories and construction 
of models for measurement of psychological data. These models try to establish how 
psychological latent constructs, such as human intelligence, psychological abilities, 
or mental disorders, can be measured through use of psychological tests, genetic 
profiles, or neuroscientific information [1]. This problem is commonly approached 
by building mathematical measurement models in which latent variables act as a 
common determinant of a set of observable variables [2]. Latent variables models 
represent the construct of interest as a latent variable that is the common determinant 
of a set of scores. Psychometrics involves the formalization of psychological theories 
and the design of psychological assessment instruments including surveys, scales, 
and open or closed questionnaires [1]. Psychometricians are usually psychologists 
with advanced training in psychometrics and measurement theory. However, psy-
chometrics is a highly interdisciplinary field with connections with statistical models, 
data theory, econometrics, biometrics, measurement theory, and mathematical 
psychology.

2. Brief history of psychometrics

The birth of psychometrics is generally situated at the end of the nineteenth 
century when Sir Francis Galton in 1884 created an anthropometric laboratory to 
determine psychological attributes experimentally [3]. Among the first constructs 
of interest, he proposed to measure keenness of sight, color sense, and judgment of 
eyes. Galton, often referred to as the father of psychometrics, attempted to measure 
such attributes by using a vast variety of tasks, recording performance accuracy as 
well as reaction times. In his book entitled “Hereditary genius” he described different 
characteristics that people possess regarding sensory and motor functions such as 
visual acuity, physical strength, or reaction times. He included among anthropomet-
ric measures also mental abilities that could be measured through mental tests.

Francis Galton was probably inspired by Charles Darwin who in 1859 published 
the book “On the origin of species by means of natural selection” [4]. In this book, 
Darwin described the role of natural selection in the emergence, over time, of dif-
ferent populations of plants and animals. According to his theory, individuals with 
more adaptive characteristics were more likely to survive and procreate in certain 
environments, while individuals with less adaptive characteristics were more likely to 
go extinct.
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Another pioneer in the field of psychometrics was James McKeen Cattel who 
coined the term “mental tests” and was responsible for the research that led to the 
development of modern tests [5].

At the same time that Darwin, Galton, and Cattel were making their discoveries, 
the German educator Johann Friedrich Herbart was interested in discovering the 
mysteries of human consciousness so he created the first mathematical models of the 
mind [5]. Inspired by his works, the German physiologist Ernst Heinrich Weber tried 
to demonstrate the existence of a psychological threshold, arguing that a minimum 
stimulus was necessary to activate a sensory system. After Weber, the German 
psychologist Gustav Theodor Fechner devised the law that the strength of a sensation 
grows as the logarithm of the stimulus intensity.

During the early twentieth century, the interest in measuring human qualities 
intensified greatly when the US implemented programs to select soldiers using 
tests that measured a range of abilities relevant to military performance. Such tests 
produced a great deal of data, which led to questions that inspired the birth of 
psychometric theory as we currently know regarding in particular the analysis of 
psychological test data, the properties of psychological tests, and the selection of the 
best tests suited for a certain purpose. Almost immediately two important properties 
of the tests were identified [6].

The first property of a test concerns the notion of reliability, which is the question 
of whether a test produces consistent scores when applied in the same circumstances. 
One of the first scientists to take interest in this topic was the psychologist and stat-
istician Charles Edward Spearman who wrote in 1904 an article about the theory of 
measurement reliability [7]. A reliable measure is consistent across time, individuals, 
and situations that is the question of generalization, from test to test, from examiner 
to examiner, from situation to situation, or from testing time to testing time [8]. For 
example, it regards the question of whether an intelligence test produces the same 
score of intelligence quotient when administered to people with the same level of 
intelligence. In the article of Spearman, he developed most of the basic statistics about 
reliability including corrections for attenuation, standard error of measurement, 
correction of the split half, reliability coefficient for test length, and other statistics 
that are identified with test reliability [9]. In his classic book “Theory of Mental 
Tests” written in 1950, Harold Gulliksen extended the simple mathematical models 
for reliability developed by Spearman and provided an extensive mathematization of 
reliability based on the concept of parallel tests [10].

The second property of a test concerns the notion of validity, which is the question 
of whether a test is valid in measuring what it is intended to measure. For example, 
it regards the question if an intelligence test actually measures intelligence. There are 
three main types of validity on which the worth of psychological tests is determined, 
which are predictive validity, content validity, and construct validity. In 1954 well-
known experts on test development stated that the predictive validity of a test is its 
correlation with a criterion [11]. Content validity is a demonstration that the items of 
a test do an adequate job of covering the domain being measured. For example, many 
types of tests were developed in the 50s in the civil service, the military, the industry, 
and schools at all levels of education [11]. Construct validity is related to measures of 
other constructs as required by the theory. It means that the validity of a test could 
not be determined by the correlation with a single criterion, but it is necessary to pro-
vide numerous relationships with variables with which it logically relates [12]. Other 
forms of validity are criterion-related validity, which refers to the extent to which a 
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test predicts a sample of behavior, or concurrent validity when the criterion measure 
is collected being validated.

The concepts of reliability and validity are still today among the most essential 
elements in the evaluation of quality of any psychological tests. Reliability is neces-
sary but not sufficient for validity. Furthermore, the definition of reliability is widely 
accepted while the definition of validity is widely contested [13]. The development 
of reliability theory culminated in the half of the twentieth century with the work of 
Lord and Novick in 1968 who presented the currently accepted definition of reliabil-
ity [14]. According to their definition, reliability is a signal-to-noise ratio or better the 
ratio of true score variance to observed score variance. This concept was somewhat 
differently conceptualized in different theoretical frameworks. In fact, according to 
the latent variable theory of Mellenberg formulated in 1994, it was considered a mea-
surement of precision [15], while according to the generalizability theory of Cronbach 
formulated in 1972, it was considered as a generalizability measure [16]. However, 
Lord and Novick’s definition typically follows as a special case, which indicates the 
consistency of the general psychometric framework [14].

Reliability could be estimated in various ways, such as from correlation between 
two test halves, from the average correlation between test items, and from the correla-
tion between two administrations of the same test at different times [17]. Some dis-
cussions are about how to optimally estimate reliability or about the coefficients that 
should be preferred in a particular contest. For example, consistency over repeated 
measures of the same test can be assessed with the Pearson correlation coefficient, 
which is often called test-retest reliability. Internal consistency may be assessed by 
correlating performances on two halves of a test, which is called split-half reliabil-
ity. One of the most commonly used indexes of reliability is Cronbach’s α, which is 
equivalent to the mean of all possible split-half coefficients [18]. Coefficient alpha is 
a correlation between an existing test and a hypothetical test, under the assumption 
that (1) the average correlation among items in each of the two tests is the same and 
(2) the average correlation between items on the two tests is the same as the average 
correlation within items on each of the tests.

Other approaches include the intra-class correlation, which is the ratio of the vari-
ance of measurements of a given target to the variance of all targets.

As regards the validity of a test there are no widely accepted methods to determine 
whether a test is valid or is to estimate the degree of validity of a psychometric test 
[19]. The question of whether a test measures what it aims to measure raises from the 
question about the nature of the psychological constructs themselves. One ques-
tion on validity of a test concerns if psychological constructs could be measured in 
the same way or if different ways of measurement should be invoked [20]. Another 
question concerns if psychological constructs give a realistic interpretation or if they 
are summaries of data [21]. Another question concerns if we could talk about validity 
of tests at all or if we should talk about the validity of interpretations of the test scores 
[13]. These examples of questions demonstrate that the validity of a test is one of the 
most problematic psychometric concepts.

Psychometric theory and its practice have developed largely even if there was not 
a definitive answer to these questions. With the spread of psychometrics as a psy-
chological science, it got inspiration from mathematic and statistic concepts for the 
development of measurement models of psychological data, therefore, becoming a 
largely technical discipline. Generally, such models contain a psychological construct 
to be measured, such as the expectations of the observed scores. Statistical models 
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have largely contributed to the development of psychometric theories such as the 
modern test theory of Rash developed in 1960 [22], the classical test theory of Lord 
and Novick developed in 1968 [14], the latent class analysis of Lazarsfeld and Henry 
developed in 1968 [23], the cogeneric model of Jöreskog developed in 1971 [24], and 
the nonparametric item response model of Mokken developed in 1971 [25]. After the 
theorization of these models, one of the main topics of the psychometric research 
became the development of software to fit and estimate them and the development of 
estimation algorithms [26], software for test analysis [27], and general latent variable 
modeling [28]. These developments have taken place in the last three decades of the 
twentieth century.

In 2014, American Psychological Association (APA), the American Educational 
Research Association (AERA), and the National Council on Measurement in 
Education (NCME) published a revision of the book “Standards for Educational and 
psychological testing” for development, evaluation, and use of psychological tests 
[29]. This book covers topics about test validity, reliability, errors of measurements, 
test designs, use of scales, score linking, how to establish cut-off scores, test adminis-
tration, testing application, and interpretation of psychometric tests.

3. Main concepts of the psychometric theory

Psychometric models relate to a set of observed variables by mapping positions 
in the latent structure to distribution of the observed variables. This is usually done 
by specifying a conditional distribution function of the observables given the latent 
structure. Thus, the general framework consists of a simultaneous regression of 
observed variables on a latent variable or a set of latent variables.

Three principal theoretical models are derivatives of this idea that are: (1) the form 
of the latent structure according to which there is a continuous line or a set of latent 
classes [30], (2) the form of a regression function that consists in a step function or a 
logistic function, and (3) the distribution or density appropriate to the observations 
such as a binomial distribution or a normal density.

According to the linear common factor model when the latent structure is a uni-
dimensional continuum, the regression function is linear and the observables follow 
a normal density [24]. Instead, according to the two parametric logistic models, the 
latent structure is a unidimensional continuum and the regression function is logistic, 
and the observables follow a binomial distribution [31]. Finally, in the latent class 
model, the latent structure is categorical and the observed variables are binary [23]. 
The latent structure consists of a representation of the constructs to be measured 
such as intelligence, while the observed scores are typically the concrete behavioral 
responses, such as the items to determine the QI in an intelligence test. Consequently, 
the psychometric model coordinates the correspondence between the observational 
and the theoretical terms creating a measurement model [32]. This means that the 
psychometric model is a measurement model that coordinates theory with observa-
tions and not in the sense that human behavior can be successfully analyzed in terms 
of quantitative laws.

The reliability is related to the psychometric model through the concept of 
measurement precision, which is inversely related to the variance of the observed 
scores [15]. Therefore, the higher the variance of the conditional distribution of the 
observables, the lower the measurement precision of the observables. Measurement 
precision may not be identical for different positions of the latent structure.



7

Introductory Chapter: Psychometrics
DOI: http://dx.doi.org/10.5772/intechopen.111830

In the linear common factor model, measurement precision is identical for all val-
ues of the latent variable. In the Rash model, measurement precision is highest for the 
latent position since the logistic regression of the observable has its inflection point 
[22]. The reliability of test scores, as theorized in the classical test theory of Lord and 
Novick, is an unconditional index of measurement precision [14].

A subfield of psychometrics that plays an important role in the analysis of educa-
tional tests is the item response theory [33] in which the observed variables are the 
responses to test items such as the items in a QI test. In the item response theory, the 
latent function that specifies the regression of the observed variables is known as an 
item characteristic curve (ICC). Generally, item response theory assumes models with 
a unidimensional and continuous latent structure. In educational testing, items are 
typically scored dichotomously (0: incorrect and 1: correct) and the item character-
istic curve is bounded from above and below and is often modeled using a nonlinear 
function. The slope of the item characteristic curve, at a given point on the latent 
scale, is proportional to the ability of the item to discriminate between positions 
above and below and determine the amount of the item information at that point. The 
result of the item information against the latent variable is the item information func-
tion (IIF). The item information function can be used in psychometrics to regulate 
the selection of items.

This idea is on the bases of adaptive testing, which is becoming more and more 
increasingly important with the advent of computerized test administrations [34]. In 
adaptive testing, items are administered sequentially and are selected for administra-
tion adaptively. In the process of item administration, examinee ability is estimated 
on the basis of the item responses given so far. The next item to be administered 
is instead chosen on the basis of the slope of the item information function at the 
estimated examinee ability. In this way, tests can be shortened without disturbing the 
reliability.

One of the features often necessary in psychometric tests is measurement invari-
ance [35]. This is especially required when psychometric tests are used to select 
individuals based on their attitudes such as in student placement or in job selection. 
Generally, these selection processes operate on heterogeneous populations with 
respect to background variables such as age, sex, education, and ethnicity. In these 
cases, the psychometric test should function in the same way across different subpop-
ulations and should not produce bias in the test scores in a specific group. For exam-
ple, this bias could arise when an intelligence test contains questions that are easier 
in subpopulations with a specific background regardless of their intelligence level. 
For example, in a test that contains general knowledge questions, it could be more 
difficult for ethnic minorities for reasons independent of their level of intelligence.

An alternative to the latent variable model in the psychometric literature concern 
the multidimensional scaling model [36]. Multidimensional scaling is a method for 
finding a simple representation of data with a large number of latent dimensions. 
Multidimensional scaling is a psychometric tool to infer the number of underlying 
dimension in proximity data. An example is given by the degree of different facial 
expressions that are judged to be similar. Metric multidimensional scaling is applied 
when similarity measures are continuous [37] while nonmetric multidimensional 
scaling is applied when similarity measures are ordinal [38]. In the multidimensional 
scaling model, individual differences are weighted according to the underlying 
dimensions differently across subjects [39]. In this way, each subject receives a 
different weight for each dimension. An important instance of multidimensional 
scaling with individual differences is the unfolding analysis in which each subject is 
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assumed to have an ideal point on the dimension underlying the preference data [40]. 
A stimulus is preferred when it is close to the subject’s ideal point.

Other alternative psychometric models that make a connection between theory 
and data are: (1) taking the construct to be a universe of behaviors, described by 
Cronbach in 1972 [16]; (2) representing the construct as a common effect of the 
observed variables, described by Bollen and Lennox in 1991 [41]; and (3) interpret-
ing the construct as a causal system in which the observables influence each other, 
described by Cramer in 2010 [42].

Recent advances in psychometrics have focused attention on models that deal with 
more complex situations. Some extensions include the incorporation and develop-
ment of multilevel and random effects structures in item response theory models 
[43], factor models [44], or latent class models [45]. In these models, item parameters 
may become random variables and psychometric analysis of data is common in large-
scale assessments.

Another recent innovation is the use of computerized technologies tests that make 
available response times in addition to ordinary responses. It enables more refined 
estimation techniques and new models of assessment, especially for multidimensional 
item response theory models [46], factor analysis of categorical and nonnormal data 
[47], cluster analysis, discriminatory analysis, cognitive diagnosis models [48], and 
nonlinear factor models [49]. The factor analysis [50] is a method for determining 
the underlying dimensions of data that does not require a consensus on appropriate 
procedures for determining the number of latent factors [51]. Cluster analysis is a psy-
chometric approach to find objects that are like each other’s. Multidimensional scal-
ing, factor analysis, and cluster analysis are all multivariate descriptive methods used 
to distill simpler structures from large amounts of data. As factor analysis, discrimi-
natory analysis is a multivariate descriptive statistic that tries to demonstrate that a 
multiple discriminant function is a special type of factoring, in which the factors are 
obtained to optimally discriminate among two or more groups of people on the basis 
of the scores from a set of tests [52]. For example, in a classic paper by Tiedman and 
colleagues written in 1952, they demonstrated discriminatory analysis with Airman 
Classification Battery applied to the problem of assigning air force personnel to eight 
occupational specialties [53]. However, the models underlying discriminant function 
are more appropriate with respect to noncognitive variables (such as personality) 
rather than cognitive variables. From a conceptual point of view, recent psychometric 
literature is focused on the status of psychometric measurement models, the relation 
between psychometrics and psychology, and the usefulness of Cronbach’s alpha as a 
measure of reliability [54].

The use of open-source statistical software programs has also enabled psychome-
tricians to develop their own models and share these with other researchers.

4. Psychometric research

4.1 From human sciences to artificial machines

Psychometric experiments studying individual differences are mainly concerned 
with correlation among variability in response to the same group of subjects to differ-
ent sources of response elicitation.

As argued by Jum Nunnally, there are three overlapping topics in psychometrics 
methods [11]. The first psychometrics method is mainly a deductive analysis when 
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it concerns multidimensional scaling, factor analysis, and item analysis. Most of the 
deductive models are expressed in mathematical models or have mathematical impli-
cations. The deductive models in psychometrics have always been closely wedded 
to basic research on empirical individual differences with respect to achievements, 
abilities, personality, and other types of human traits [11].

The second psychometrics method is a mathematical method that concerns basic 
research on individual differences. Examples are psychometric studies that try to 
determine the structure of specific human abilities [55].

The third psychometrics method concerns the measurement of individual differ-
ences in applied settings such as schools, government, military, industry, and other 
institutions. The application in this setting depends both on the use of deductive 
models and basic research on human traits [11].

One of the first psychometric instruments was designed to measure human 
psychological traits, abilities, and characteristics of personality. The histori-
cal approach was developed by Alfred Binet and Theodore Simon who made the 
Stanford-Binet IQ test to measure human intelligence [56]. Subsequently, these 
tests were revised and other new important tests were developed such as the 
Wechsler Intelligence Scale for adults and for children (WAIS). Another focus 
in psychometrics regards personality testing, even if still nowadays there are not 
widely accepted way of measuring personality since the theoretical construct of 
personality is a complex idea. Some of the best-known personality instruments 
include the Minnesota multiphasic personality inventory (also known as MMPI), 
the Big Five inventory (or Big 5), the Rorschach Inkblot test, the neurotic personal-
ity questionnaire (KON 2006) [57], the Eysenk’s personality questionnaire (EPQ-
R), the personality and preference inventory, and the Myers-Briggs Type indicator. 
Numerous test batteries of personality grew out of previous findings from factor 
analysis; in other cases, factor analysis served to construct subtests of a battery with 
a small number of factors.

Psychometric approaches have also studied extensively human psychological 
attitudes, human abilities, and educational evolution. Around 1950s, researchers 
developed collections of tests with heterogeneous criteria finalized to predict success 
in a particular job or social activity based on mental attitudes. In fact, they discovered 
that success could be better predicted by use of a battery composed of tests, each 
of which was homogeneous with respect to a particular psychological trait. In this 
area, psychometrics tests are applied in setting for making important decisions about 
people such as selecting people for pilot training or assigning individuals to different 
types of treatments. Another example would be in comparing groups of children who 
have undertaken different types of preschool. In this case, psychometric measures 
would concern various aspects of achievements in relation to language development. 
A concise battery of aptitude tests does a good job of predicting school grades and 
other school performances. Some of the correlations with school grades have ranged 
up into the 80s and are frequently good indicators for future performances in college. 
However, the philosophy of education has been influenced by the Skinnerian move-
ment that sustains techniques of behavioral modification. This movement argues that 
individual initial competencies can be changed after a specific training and then it 
would be superfluous to apply achievement tests. The answer of the researchers who 
sustain a psychometric approach is that tests can determine the initial level of compe-
tence in order to know where to start in the training program, employ aptitude tests to 
predict how rapidly the person achieves the competencies, and determine the level of 
competence that is reached.
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With the advent of high-speed computers, researchers developed psychometric 
hardware that could be useful in helping to solve social problems [58]. This approach 
could be ideal for distinguishing the natural grouping of people, animals, or material 
objects on a set of relevant measurements.

More recently psychometrics is also approaching nonhuman abilities such as 
learning evolution of machines with particular regard in the area of artificial intel-
ligence so some researchers have proposed an integrated approach under the name of 
universal psychometrics [59].

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Abstract

In this chapter, we present the main methodological principles of psychological 
networks as a way of conceptualizing mental disorders. In the network approach, 
mental disorders are conceptualized as the consequence of direct interactions 
between symptoms, which may involve biological, psychological, and social mecha-
nisms. If these cause-and-effect relationships are strong enough, symptoms can 
generate a degree of feedback to sustain them. It is discussed how such an approach 
contrasts with the traditional psychometric approach, known as the Latent Variable 
Theory, which assumes that disorders are constructs that exist but are not directly 
observable. Furthermore, it is also discussed how new neuropsychological hypoth-
eses have been derived in the network approach and how such hypotheses generate 
direct implications for the understanding of diagnosis and treatment of psychological 
disorders. Finally, the recentness of the network approach in psychology and how 
future studies can establish its robustness are discussed.

Keywords: graph theory, network analysis, psychometrics, neuropsychology, clinical 
measurement

1. Introduction

Network psychometrics is a new approach to the study of latent variables (i.e.,  
psychological constructs) that contrasts with the traditional psychometric approach. 
In the traditional approach, responses to items on a psychological instrument (e.g., 
responses to questions such as “Do you sleep poorly?”) are analyzed as evidence of an 
underlying characteristic (or psychopathology) that the researcher or clinician wishes 
to measure [1]. This idea is formalized in analytic methods, such as Factor Analysis, 
Item Response Theory, Latent Class Analysis, and Mixture Modeling, among others, 
which are the main ways to validate psychological and psychiatric instruments [2].

In theoretical terms, the traditional psychometric approach, known as Latent 
Variable Theory [3], suppose that the observed behavior (e.g., responses to items 
on a psychological questionnaire or scale) is the effect of a common cause (in the 
clinical context, usually assumed to be psychiatric disorders). This approach is used 
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in different ways in psychology and psychiatry (see the study by Demjaha et al. [4]). 
Whereas in psychology metric models (i.e., those that assume that psychiatric  
disorders are quantitative variables) are more commonly used, in psychiatry cat-
egorical models (i.e., those that assume that a disorder is or is not present) are more 
common. These theoretical differences translate into differences in how to diagnose, 
classify, and even clinically act on psychiatric disorders [4].

Network psychometrics has the main feature in relation to the traditional 
psychometric approach that it does not necessarily assume that psychological con-
structs exist [5]. More specifically, network models of psychopathology assume that 
symptoms form complex cause-and-effect relationships with each other, dynami-
cally reinforcing each other and giving rise to psychiatric disorders [6–8]. However, 
there are alternative network models that allow different interpretations. Some 
are even compatible with the Latent Variable Theory. The aim of the present study 
is to analyze critically the main distinctions between Latent Variables Theory and 
Network Psychometrics in the context of psychopathologies. As specific objectives, 
we will critically evaluate Latent Variable Theory in the causal perspective of Pearl 
[9], present the theoretical foundations of Network Psychometrics, and discuss the 
theoretical and practical implications for clinical study and action in the context of 
psychopathology.

2. Latent variables in psychology

Latent Variable Theory, in its various implementations in statistical models, is 
formally indistinguishable from the so-called common cause model [9]. The models 
of this theory assume that when the latent variable is tested, the correlations between 
observable behaviors should disappear. This property is known as “local indepen-
dence,” which is normatively imposed in traditional psychometric models [10]. This 
implication derives from the fact that correlations between effects with a common 
cause are suppressed whenever there is no direct causal relationship between these 
effects and the relationship between the two variables is controlled by the common 
cause [9].

Thus, the psychometric model and the causal interpretation affirm that the 
psychological (or psychopathological) construct naturally causes the behaviors. This 
relationship is certainly not a coincidence: the standard psychometric model is based 
on the notion that different indicators measure the same thing because they depend 
on the same property and no other [11]. Another consequence of Latent Variable 
Theory is that item response can be described in terms of a functional relationship 
between a single property of individuals and items [1]. Thus, in the case of unidimen-
sional tests (i.e., based primarily on a single construct or disorder), it is assumed that 
all psychopathology test items are statistically interchangeable [12]. From a pragmatic 
point of view, Item Response Theory models, such as the Two-Parameter Logistic 
Model [2], can demonstrate which items are most closely related to the central 
construct being measured (so-called item discrimination), as well as the sensitivity of 
items to the magnitude of the construct (so-called item difficulty). However, it can-
not be said that there are items that play a more central role in the identification of the 
construct, and as long as their difficulties and discriminations are adjusted, all items 
are equivalent. Such implication contrasts with clinical practice, where it is identified 
that there are more characteristic or more influential symptoms in each psychopatho-
logical disorder [4].
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Regarding the development of instruments for the measurement, identification, 
or screening of psychopathological disorders, the common cause model provides psy-
chometrics and psychiatry with a standard approach to test construction and analysis 
[13]. This approach is implemented with the following steps:

1. create a set of items as a measure of the same construct;

2. collect data and apply a statistical model that formalizes this common causal 
dependence;

3. eliminate or modify items that do not fit the model, and

4. repeat steps 1 through 3 until the model fits the data adequately.

Following these steps, provided we are changed from the recommended order 
it is possible to measure virtually any construct [1], although there is criticism as 
to whether such an approach actually produces a true measure [14, 15]. Such an 
approach will not be accurate if there is no common factor across items, which some 
researchers in psychopathology suggest is the case (see the study by Fried et al. [16]).

For example, in one of the most influential works in psychometric history in the 
clinical and psychiatric context, Krueger [17] defined the two main higher-order 
factors of his model in terms of two central psychopathological processes: internal-
izing and externalizing. These latent variables of the measurement model (i.e., the 
statistical factors) refer to two intrinsically significant psychological mechanisms 
that, in principle, could be easily observable in the expression of a picture of even 
heterogeneous behaviors. According to this author, internalization can lead to depres-
sion or anxiety, whereas externalization can lead to antisocial or aggressive behaviors. 
Although the behaviors are very different, these differences would reflect basic 
processes in the way psychopathology manifests itself.

In Krueger’s original approach [17], the underlying causal homogeneity is psycho-
logical in nature, but more recent studies propose that the underlying causal homogene-
ity is neurological or genetic. Overall, there is a growth in studies that seek to reveal 
the “underlying brain mechanisms” of psychopathology [18]. In essence, however, all 
of these approaches boil down to the same explanatory model: there is some “deeper” 
cause of the symptomatology (e.g., a psychological variable, a brain abnormality, a 
genetic mutation, among others) that explains why people show the observed symp-
tomatology. Certainly, there are many advances in this area (see the study by Rose [19]). 
However, it is also known that there are a number of socioeconomic influences on the 
mental health of individuals, which are not considered in the identification, classifica-
tion, and treatment of disorders (see the study by Silva et al. [20]).

3. The network psychometry approach and psychopathology

The network psychometrics approach assumes that the lack of stronger evidence 
for the latent origins (whether psychological, neurological, genetic, or otherwise) 
of psychopathological disorders cannot be a matter of measurement problems or a 
limited understanding of genetics and the brain. The alternative proposed by the 
network approach is that this lack of evidence may be the result of an erroneous way 
of thinking about or assessing the relationship between symptoms and disorders [21]. 
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More specifically, in the network approach to psychopathology, it is assumed that 
disorders emerge when, over time, specific symptoms become more strongly con-
nected [8]. From a pragmatic point of view, psychopathology is identifiable when the 
probability of observing a symptom is higher than “normal” (additionally another 
symptom has been observed).

It is important to specify that many diagnostic systems, such as the Diagnostic 
and Statistical Manual of Mental Disorders (DSM-5) [22], do not make any explicit 
assumptions about the origins of the symptoms. No explanatory mechanisms 
of the disorder are presented, but only the main symptoms and clinical criteria. 
Traditionally in psychopathology, no direct attribution of relationships between 
symptoms of disorders and the common effect of a latent variable is made directly. 
The relationships between symptoms in their various contexts are established as  
criteria (see the study by Ramos Vera; Cramer et al.; Borsboom; and Spitzer et al. 
[23–26]). For example, a person who often has panic attacks in public places (symp-
tom 1) is likely to be afraid that the attacks will recur (symptom 2) and, consequently, 
will avoid public places frequently (symptom 3). In another example, a person who 
cannot sleep (symptom 1) will end up tired and unable to concentrate (symptoms 2 
and 3), which may cause him or her to feel guilty about poor performance at school or 
work (symptom 4). Evidence of this type of relationship between symptoms is com-
mon and makes it clear that local independence and equivalence between symptoms 
are not real for several disorders and their indicators.

It should be noted that, despite not explicitly assuming causal symptom structure, 
diagnostic systems, such as DSM-5, include such structures at least implicitly [24]. 
For example, a person who sleeps poorly does not show symptoms of depression if the 
lack of sleep is attributed to a newborn child, just as a person who frequently washes 
his or her hands only shows a symptom of obsessive-compulsive disorder, hand wash-
ing occurs in response to an excessive obsession with hygiene. From this point of view, 
it can be argued that diagnostic systems, such as the DSM-5, are not purely empirical 
or theoretically neutral as is often claimed. It is clear that at least as far as hegemonic 
diagnostic practice in psychopathology is concerned, common cause models are 
rejected [25, 26]. Such conceptual positioning may be better elaborated under the 
network approach, especially in cases where a certain event external to symptoms 
may activate relationships between symptoms of some disorder for a long time, even 
in the subsequent absence of such an external event [25, 26].

Another advantage of the network approach is the method by which comorbidities 
can be identified and classified. Ideally, symptoms should be sufficient and necessary 
conditions for identifying a disorder. However, in the general clinical context, this 
is rarely the case (even for some disorders or diseases that are clearly biological in 
origin). It is more common to state that symptoms nominated as “characteristic” of a 
psychiatric disorder are simply those more frequent in one group of individuals than 
in others [21, 25]. The traditional psychometric approach, by favoring symptoms that 
would be more “characteristic” (i.e., occur together more frequently and thus would 
be more correlated), would not identify idiosyncrasies derived from an individual’s 
specific symptoms. Consequently, some authors [27] suggest that diagnostic comor-
bidity could be a consequence of spurious associations and, for this reason, could be 
reduced by retaining distinctive symptoms, but eliminating nonspecific symptoms, in 
psychopathological assessments.

In the network approach, symptoms are assessed in relation to their “importance” 
for the stability of the symptom network as a totality [25, 28]. For example, central-
ity measures indicate the degree of interconnectedness of a symptom with the other 
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symptoms in the network. As there are different ways in which one symptom can 
connect to another, different centrality metrics can demonstrate different degrees of 
“importance” of the assessed symptom [29]. Thus, for the assessment of comorbidi-
ties, using an idiographic network analysis paradigm, it is possible to identify, for each 
individual and for groups of individuals, which symptoms appear most relevant in the 
set of networks and which expression of symptom interdependencies allows certain 
comorbidities to occur in some individuals [24, 30–32].

4. Analytical methods for network psychometry

The models used in network psychometry are derived from the graph theory of 
mathematics [33]. Graphs (also called networks) are mathematical objects in which 
nodes represent various elements (such as other mathematical objects, e.g., sets and 
variables, or even real objects, e.g., individuals and organizations) and edges repre-
sent relationships between nodes. In the statistical derivation of graph theory, known 
as probabilistic graph models [34], nodes are used to represent variables (in the case 
of psychopathology networks, the variables are usually the possible symptoms) 
and edges are used to represent the dependency relationships between the nodes. 
Dependency relationships usually involve correlations or partial correlations, but may 
also involve nonlinear dependency measures [35]. It is also common to use clustering 
methods to identify which variables are most strongly connected [36, 37].

Unlike social networks, in which nodes (people) and the relationships between 
them can be directly observed [38], psychological networks are based on probabilistic 
graphs [20, 39]. There are three main types of probabilistic graphs, which are given 
below [34]:

i. nondirectional graphs (in which the relationships between variables are 
symmetric);

ii. directional graphs (in which the relationships between variables are  
asymmetric); and.

iii. chain graphs (sometimes also called mixed graphs in which there are both 
symmetric and asymmetric relationships).

In the study of psychological networks, the use of nondirectional graphs where 
edges represent partial correlations is the most common [21, 27, 40, 41]. This prefer-
ence is mainly because nondirectional graphs allow us to derive hypotheses about 
causal relationships without the need to make explicit assumptions about which 
variables are cause and which are effect.

Among the nondirectional graph models used in the study of psychological 
networks, three of them have received special attention in the literature, which are as 
follows:

i. correlation networks;

ii. partial correlation networks; and.

iii. directional graphs (directed acyclic graphs, DAG).
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The first of these is the correlation network [34]. This type of model uses cor-
relations as measures of dependence between variables and is used when one wants 
to know if there is a direct dependence between variables. These models have two 
main limitations. First, these models do not allow inferences to be made about causal 
relationships since, according to the theory of causal calculus [9], these can only be 
derived from conditional dependencies. The second limitation of this type of model 
is that, being based on correlations, the dependencies are not affected by the other 
variables in the network.

The second type of network model, probably the most widely used, is the partial 
correlations network model (also known as concentration networks) [42]. This type 
of model uses partial correlations to measure the strength of the linear relationship 
between variables. There are two main ways to estimate partial correlation network 
models [41]. The first is to simply calculate the partial correlations of all the variables in 
the model and remove the edges of the correlations that are not significant. However, 
this type of practice is sensitive to false positives. For this reason, it has been more 
common to use regularized partial correlation networks [42]. which minimizes the 
probability of maintaining spurious relationships. The use of partial correlations is 
particularly interesting, as such measures can be interpreted as causal relationships 
between variables [9, 34]. However, care must be taken not to interpret them as 
mutualistic causal relationships (which is the case in some important references in 
the literature) [42]. In fact, partial correlation network models can also be referred to 
as “visual graphs,” which are the non-directional representations of DAGs [43]. This 
means that causal directions, in some cases, can be determined.

The third type of model is known as DAG [9]. Directional graphs of the DAG 
type imply all the expected causal relationships between the collected variables. 
DAGs allow one to appreciate the existence of cycles in the network. For example, 
it is possible that a variable A causes a variable B, which in turn causes a variable C, 
and that this in turn causes variable A. This condition is used to avoid breaking the 
basic assumptions of causality, such as localism and realism of natural phenomena, 
as well as the transitivity of causal relationships. However, working with longitudinal 
data, it is possible to identify cycles that are valid (i.e., when the transitivity of causal 
relationships at the same moment in time is respected) [44]. For example, inattention 
at a time point t = 1 can be the cause of inattention at the same time point t = 1. If this 
relationship is true, it is only causally valid to say that inattention is also the cause of 
inattention if inattention at time point t = 1 is the cause of inattention at time point 
t ≥ 2. DAGs have not been widely used in psychology given that they require explicit 
assumptions about which relationships are causal or not; however, few causal theories 
in psychology or psychopathology have the robustness to be used in this way [30, 42].

4.1 The use of network models in the context of psychopathology

It is important to emphasize that the use of network models not only allows us to 
address the complexity of the relationships between variables but is in fact a different 
approach to thinking about theories in psychopathology. Network analyses have been 
fundamental for researchers to work with more diverse data sources (e.g., genetic, 
neurological, physiological, behavioral, and other data) and to seek more comprehen-
sive ways of theorizing. In this context, network analyses have been complemented 
by what is known as conjoint modeling [45]. Joint modeling is a statistical approach 
similar to structural equation modeling, but which allows the use of any alternative 
model as a measurement model (i.e., “for example, see [46]”). These models are 
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used, for example, to develop psychological or psychopathological models sensitive to 
neurophysiological limitations.

The proposal of the mental health-related symptom network model has promoted 
the application of different types of variables from different levels of psychobio-
logical development to explore new systemic theories that may include cognitive, 
biological, and social aspects [47–49], as well as risk and protective factors for mental 
health [50]. This explanation is of great importance in the current context, for 
example, a network review study reported the first 18 months since the pandemic, 
symptomatological variables of fear, distress, and stress were used to a greater extent 
by COVID-19 [28].

These symptoms allow us to understand the etiological mechanisms of the psycho-
logical impact of a stressful event, such as the current pandemic. Protective factors, 
such as resilience or psychological well-being, and psychosocial measures, such as 
alcohol and drug abuse, were also included [28]. The studies reviewed by Ramos-Vera 
et al. [28] refer to the use of different clinical variables related to COVID-19, such 
as preventive behaviors; emergency personnel communication measures, atypical 
reactions to pandemic stress, anti-mask attitudes; components of COVID-19 dreams 
and nightmares, insomnia and work fatigue. One of the studies considered variables 
consequent to the pandemic, such as perceived present and future infection risk, loss 
of income, and financial worry [51], while another research conducted in Italy by 
Invito et al. [52] took into account psychological distress and viral contagion beliefs, 
and added epidemiological characteristics, such as COVID-19 diagnosis, sex status 
and number of COVID-19 infected and deaths according to the participant’s region. 
Symptom interaction network theory research has spurred several papers seeking 
to explore the interconnections of the most recurrent physical and psychological 
symptoms in certain chronic conditions, such as cancer [53], HIV [54], schizophrenia 
[55], stroke [56], chronic pain [57] chronic bowel disease [58], multiple sclerosis [59], 
arterial hypertension [7], obesity [60], and COVID-19 [61].

4.2 The use of psychological network models in the context of neuropsychology

Network neuropsychology can be useful in understanding cognitive adapta-
tion and maladaptation in neurological disorders. Since cognitive functions are not 
isolated from each other, despite being framed in different domains they can be 
represented as a cognitive network system, additionally, the successful performance 
of most neuropsychological tasks is based on the interdependence of several cogni-
tive domains [62, 63]. One of the properties of this network variant is the repre-
sentation of several networks where measurable differences in neuropsychological 
profiles between distinct groups can be identified. Two previous studies report that 
differences are identified in the way neuropsychological tasks are associated in the 
network between those with neurological diagnoses (cognitive impairment and 
Alzheimer’s disease) relative to control groups [64, 65]. Specifically, regroupings 
of memory, language and semantic variables and executive or attention, working 
memory and processing speed variables are evidenced in the network system belong-
ing to participants with Alzheimer’s disease relative to healthy control models. This 
feature allows for new explorations of the cognitive network reorganization that may 
occur throughout the stages of aging, as referred to in the cognitive dedifferentiation 
hypothesis. It is very likely that aging has an impact on network composition and 
there is a need to identify topological deviations that may be indicative of age-related 
neuropathology [66].
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Cognitive impairment can be considered as a transdiagnostic dimension of 
psychopathology [67, 68], therefore, it is possible to consider the study and use of 
psychopathological symptoms and cognitive performance in network models. An 
Italian research in patients with a psychiatric diagnosis of schizophrenia included in 
the network system psychopathological symptoms of disorganization and avolition, 
positive and negative symptoms related to schizophrenia, in addition to the expressive 
deficit, akathisia, dystonia, parkinsonism and dyskinesia, and cognitive performance 
according to six domains: thought processing, attention/vigilance, working memory, 
verbal learning, visual learning, reasoning and problem solving, and social cognition, 
[69]. This work found a greater positive relationship of cognitive performance with 
social cognition and a negative with parkinsonism (this factor was more connected 
with psychopathological and cognitive measures) and disorganization.

Networks in neuropsychology may also aim to gain insight into changing asso-
ciative patterns between cognitive constructs following brain damage [70]. For 
example, research by Iverson et al. [71] estimated the network structure of physical, 
cognitive, and emotional symptoms associated with attention deficit hyperactivity 
disorder following concussion. A total of 3074 student athletes were included who 
reported increased levels of difficulty concentrating and emotional symptoms. 
Most of the relationships between symptoms were positive, and the most influential 
symptoms in the network were dizziness and intensity of emotional symptoms. The 
relationships with the highest magnitude were emotional intensity and psychologi-
cal distress, as well as forgetfulness and visual problems. There was a structural 
difference in the network according to sex, with a higher frequency of symptoms in 
women [71]. These findings demonstrate that similar studies should be encouraged 
in clinical participants given that from a systems neuroscience perspective, damage 
to one area of the brain is considered to affect the functioning of other areas  
adaptively (e.g., compensation, neuronal reserve, degeneration) or maladaptively 
(e.g., diaschisis, transneuronal degeneration, and dedifferentiation) [72].

Researchers can make supplementary assumptions, such as specifying hierarchi-
cal and/or directional relationships between cognitive functions or support other 
neuropsychological approaches, such as cognitive neuropsychology to create network 
models. Network theory can also be used to model relationships between tasks, which 
offers the advantage of conditioning (multivariate control) on all variables in the 
model, without making any assumptions about the underlying relationships between 
cognitive functions. In the following, certain studies are detailed with the aim of 
illustrating findings that would probably not be found using traditional methods of 
psychometric analysis.

One of the most important contributions to the field of neuropsychology, in 
the context of network analysis, is the study by Tosi et al. [65]. In this study, differ-
ences in networks of neuropsychological variables were evaluated in patients with 
and without clinical conditions, composed of 165 healthy elderly, 191 patients with 
Alzheimer’s disease (AD), and 129 patients with vascular encephalopathy (VE). 
These networks included neuropsychological measures in the domains of memory, 
language, executive functions, attention, and abstract reasoning, in addition to the 
covariates of age, sex, and years of schooling. Patients with VS obtained better results 
(greater connection of cognitive abilities) than those with AD even when controlling 
for covariates, also, two groups of variables focused on memory and frontal-executive 
functions were identified in these networks.

Another study evaluated the network configuration of neurocognitive mea-
sures in adults using four serial assessments approximately one year apart [73]. 
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The sample consisted of two groups of 432 elderly who obtained, at baseline, a 
cognitive assessment at normal levels. However, after subsequent assessment steps, 
the first group retained the same cognitive diagnosis, whereas participants in the 
second group developed mild cognitive impairment or AD dementia. Differences in 
network structures (connectivity and centrality) were identified between the groups 
even before AD was diagnosed, with such differences increasing over time.

Ferguson [64] estimated three network structures in adults according to his 
neuropsychological assessment:

i. cognitive normality;

ii. amnestic mild cognitive impairment; and

iii. AD (Alzheimer’s disease).

In these structures, the networks were composed of cognitive variables linked to 
the domains of attention, working memory, episodic memory, language, fluency, 
visuospatial ability, and sociodemographic variables (such as age and education). 
The centrality of episodic memory in the network structure of people with cognitive 
impairment was higher, whereas processing speed and fluency were more central in 
the network of people with AD. In addition, two groups of variables were identified 
in the three networks, the first focused on semantic memory and language, while the 
second was composed of attention, processing speed, and working memory.

The research by Foret et al. [74] composed of adults with no neurological or 
psychiatric history aimed to compare two simultaneous networks in men and women 
that included biomarkers of cognitive impairment risk, components of the metabolic 
syndrome (obesity, hypertension, dyslipidemia, and hyperglycemia), neuroimaging-
based brain age minus chronological age, ratio of white matter hyperintensities to 
total brain volume, resting-state brain connectivity based on default mode network 
seed analysis, and ratios of N-acetyl aspartate, glutamate, and myo-inositol to 
creatine, which were measured by proton magnetic resonance spectroscopy [74]. 
Differences were found in the connectivity of both networks where women report 
lower relationships between cardiometabolic risk variables and brain functioning, 
furthermore, the most influential measures are shown to be apolipoprotein status and 
waist circumference.

An investigation in Scottish patients with multiple sclerosis evaluated two net-
works with a difference of a 12-month follow-up period where psychological aspects 
more prevalent in this clinical condition, such as fatigue, sleep quality, anxiety, and 
depression, were evaluated [59]. Measures of physical disability, upper extremity 
dexterity, gait speed, body mass index, and cognitive performance based on the 
domains of information processing speed, auditory information processing, working 
memory, and attention span, as well as neuroanatomical variables related to intracra-
nial volume in the natural space were also considered. The results report that fatigue 
was related to most variables with the exception of brain measures and depression 
was the most central element in both networks, respectively [59].

The most recent study by Rotstein et al. [75] evaluated psychometric networks of 
cognitive impairment in more than 1000 American patients with Alzheimer’s dis-
ease assessed by the cognitive subscale of the Alzheimer’s Disease Assessment Scale 
composed of seven domains: temporal and spatial orientation, attention, learning, 
memory, abstract thinking, verbal fluency, and naming. Several network systems 



Psychometrics – New Insights in the Diagnosis of Mental Disorders

26

were represented between two groups that received treatment with donepezil and 
placebo at 24 weeks of follow-up, the results showed a statistically significant differ-
ence in the global strength of the network integrated by the patients who received 
medication, evidencing a lower cognitive deterioration in this group.

Also, other network variants that assess dimensionality have been implemented, 
such as Exploratory Graphical Analysis (EGA; [36]). EGA employs a network algo-
rithm to detect Walktrap communities [76]. Therefore, EGA estimates the dimension-
ality of multivariate data by combining network analysis with a community detection 
algorithm, where a community represents a latent variable reported in a factor 
technique [36, 37]. Consequently, it is a method to detect dimensions in networks, 
and additionally reports factor loadings of network variables with their respective 
communities. In addition to using the EBICglasso estimator for regularized partial 
correlation networks, this variant of the psychometric network can also group the 
variables in a graphical model composed of a zero-order correlation matrix using the 
Maximally Filtered Triangulated Graph Method (TMFG; [77]). This method allows 
regularizing the relationships and selecting the most parsimonious network structure.

The use of the Bootstrap Exploratory Bootstrap Graphical Analysis (bootEGA) 
module is recommended, to evaluate the structural consistency of an estimated 
dimensional structure. Structural consistency is understood as the extent to which a 
dimension is interrelated (internal consistency) and homogeneous in the presence of 
other related dimensions [78, 79], such a measure provides an alternative but com-
plementary approach to internal consistency measures in the factor analytic frame-
work. In bootEGA estimation, two metrics are required for structural consistency. 
The first consists of investigating the solidity of the structure of the dimensionality 
and the second in the robustness of the location of each element within these dimen-
sions. Three steps have been described for this purpose: (1) estimating a network 
using EGA, (2) then generating new replicate data from a multivariate normal distri-
bution (with the same number of cases as the original distribution), (3) then apply-
ing EGA to the replicate data sets, continuing interactively until the desired number 
of samples (e.g., 500 participants; [80]) is achieved. Therefore, there are two reasons 
for employing the parametric bootstrap: resampling smaller samples increase the 
influences that outlier cases may have on the estimated sampling distribution, and 
(2) its higher accuracy is the detection of the correct dimensionality structure in the 
simulated populations [80].

Finally, the need for more studies with multilayer networks (network of networks) 
is highlighted since they allow better statistical accuracy of the joint use of neurophysi-
ological and psychological data [81, 82]. This may be important in the current pandemic 
context, as COVID-19 can affect the central nervous system and cause neuropsychiatric 
disorders [83]. Naturally, this clinical condition has a complex etiology, composed of 
associative networks of inflammatory biomarkers that can be represented in a network 
system [84], together with other physical and mental health risk phenotypes [84, 85] and 
neuroanatomical measures [59, 81, 86]. In this sense, network assessment of variables 
at different psychobiological levels related to COVID-19 can add to findings reported 
widely in the literature [87–93].

5. Conclusions

The main objective of this research was to critically analyze the main  
distinctions between Latent Variables Theory and Network Psychometrics in the 
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context of psychopathologies. To achieve this goal, relevant implications of the 
common cause model have been presented which, in contrast to the discussion on 
Network Psychometrics, do not seem to correctly represent some of the empirical 
evidence. It is important to note that research in using network analysis is still 
being refined and specific theories are still scarce [94]. However, the observed 
results have been promising and consolidation of the field will show how impor-
tant this new line of research can be [24, 41]. On the other hand, although the net-
work approach is not, after all, the most suitable for the study of psychopathology 
and psychological constructs in general, the exemplified applications, especially 
those involving variables external to psychological symptoms, are important for 
the promotion of new hypotheses in the neuropsychological field [95–97], in the 
face of the inclusion of new network centrality metrics that allow the identifica-
tion of different structural features following the systemic grouping of transdiag-
nostic variables in network models [98–100], including longitudinal data to assess 
how the network is organized over time [101].

In this perspective, network analysis has the potential to change the field of 
psychopathology, and even neuropsychology, given its tools that allow combining 
evidence from different contexts and backgrounds in a way that was not previously 
used, this is essential in the complex assessment of psychosocial and public health risk 
factors (e.g., addictions and suicidal behavior, see the study by Anderson et al.; Penzel 
et al.; Hirota et al.; Sanchez-Garcia et al.; and Calati et al. [101–105]). Therefore, 
future studies that combine data and evidence from different levels of analysis and 
from different sources may lead to a better understanding of transdiagnostic factors 
[106–109], cognitive deficits [67], and especially of the integration of neural, behav-
ioral, and symptomatic systems [110–113].

Finally, it is recognized that the understanding and study of psychological vari-
ables is a complex task, involving a multitude of variables at multiple levels of analysis 
(biological, cognitive, and social), which are related to each other in a complex way 
[114]. However, network analysis may lead to a change in the current epistemological 
and methodological approach to psychological phenomena so that this complexity can 
be effectively assessed [115, 116]. Network analysis is unlikely to be one of the best 
innovations in the field of studying psychological phenomena and problems remain 
to be solved [28, 96, 117–122], but we believe that the presented discussion highlights 
positive expectations for the future.
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Chapter 3

Psychometric Analyses in the 
Transcultural Adaptation of 
Psychological Scales
Guillaume Gronier

Abstract

Measurement scales play an important role in the methodology of  psychological 
research and practice. They make it possible to obtain scores linked to numerous 
individual characteristics (feeling of hope, perceived stress, experience, felt well-being, 
etc.) and thus to draw up a profile of respondents or to compare several situations 
with each other according to their psychological impact. Most of the research on the 
construction of these scales is Anglo-Saxon and, therefore, proposes scales in English. 
However, many non-English speaking countries feel the need to use these scales for 
their studies, which requires them to be translated into a target language. This proposed 
chapter describes the steps and psychometric analyses required to adapt an English scale 
in another language. Based in particular on the recommendations of the International 
Test Commission and the APA Standards of Practice for Testing, this chapter aims to 
guide researchers who wish to undertake the translation of a psychological scale. It also 
includes an analysis of the literature on the translation practices of some one hundred 
scales, translated and published recently in various scientific journals.

Keywords: translation, questionnaire, scale, psychometric analyses, transcultural 
adaptation

1. Introduction

Psychology has long mobilised the subjective assessment of individual character-
istics using questionnaires or measurement scales. These self-administered scales, 
i.e., which subjects are invited to respond alone, capture the perception that subjects 
have of themselves. Without being exhaustive, this may, for example, concern their 
perceived well-being or ill-being, their perception of certain personality traits, their 
satisfaction with a product, or their way of apprehending a particular situation. These 
scales generally have a diagnostic purpose: they provide a score that, once interpreted, 
gives an evaluation of the subject’s perception. While some scales, particularly in the 
health field, propose thresholds for interpreting their scores, most of them leave the 
researcher or practitioner free to interpret the meaning of the scores obtained.

The design of these scales is based on a very specific scientific approach, which 
generally follows the Churchill paradigm [1]. The methodological paradigm for scale 
construction defined by Churchill aims not only to reduce the common biases in 
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scale completion (halo bias, social desirability bias, contamination bias and response 
polarisation bias) but also to verify the internal validity of the scale. The approach is 
thus based on a succession of stages of item definition, data collection and psycho-
metric analysis, which, as part of an iterative process, ultimately makes it possible to 
validate the scale that has been designed. Some psychology scales have been validated 
and used for many years. For example, the Depression Anxiety Stress Scales (DASS) 
[2] have been used for over 25 years to measure perceived stress and anxiety in clinical 
psychology.

Therefore, when research requiring the use of certain psychological scales is con-
ducted in languages other than that of the original scale, it seems simpler and more 
reliable to translate these scales than to create new ones from scratch in the target 
language. Adapting a scale into new languages thus has the following advantages:

• to be able to compare the scores of the same scale submitted to different 
 audiences of different languages;

• to draw on scales that have often been used in different research studies, thus 
allowing the advantages and limitations of the scale to be better delineated;

• to continue psychometric analyses of the original scale in new studies; and

• promote research on scale construction.

Like the creation of a new scale, the cross-cultural adaptation of a scale is based 
on a clearly defined process, of which there are two main steps: the translation of the 
scale into the target language and the analysis of the psychometric properties of the 
translation. From a psychometric point of view, the aim is to ensure that the trans-
lated version corresponds to the properties of the original version, with particular 
attention paid to factor correspondence.

This chapter aims to summarise the psychometric analyses necessary for the 
validation of cross-cultural adaptations of psychology scales. It is thus intended as an 
aid to researchers and practitioners who wish to adopt a scale into a new language.

2. General methodology for cross-cultural adaptation of psychology scales

Several methodological frameworks describe the steps necessary for cross-cultural 
adaptation and validation of scales [1–4]. These frameworks are regularly discussed 
and adapted to provide a more reliable methodology. One of the most common 
frameworks is the one proposed by the International Test Commission, called the 
ITC Guidelines for Translating and Adapting Tests (Second Edition) [5]. This guide 
provides a set of 18 recommendations for conducting and evaluating the adaptation 
(sometimes also referred to as ‘localisation’) or simultaneous development of psycho-
logical and educational tests for use with different populations.

The 18 recommendations are divided into six main themes: preconditioning, test 
development, confirmation, empirical analyses, administration, score scales and inter-
pretation and documentation. Figure 1 summarises the framework described by the ITC.

Among these steps, some require psychometric treatments for the validation of 
the scales during cross-cultural adaptation, in particular, step 5 ‘Score scales and 
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Figure 1. 
Synthesis of the International Test Commission guidelines for translating and adapting tests.
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interpretation’. Indeed, psychometric analyses are involved in the process of adapting 
items from the original language to a new language in order to ensure the quality of 
the translation. Failure to transfer the meaning of the original items can lead to a 
variation called scale error in the scale scores. As a result of this transfer of meaning, 
it is possible to create a structure that is different from the original scale structure. 
Therefore, in an adaptation study, it is necessary to ensure that the translation of the 
item is done correctly before starting the analysis. A consistent translation process is 
very important for the elimination of structural differences [6].

The most important and commonly applied psychometric analyses are presented 
in the following section.

3. Psychometric analyses of scale adaptations

3.1 Measuring internal consistency

According to the models of classical test theory [7], the total score (X) on a test is 
never fully representative of the true score (V), i.e., the exact quantity that is being 
measured. There is always an error (ε), so the total score is composed of the true score 
and the error score. Thus, we note [8]:

 = +Total True ErrorScore Score Score  (1)

The error is assumed to be random with an average of zero, so that it sometimes 
acts to increase the total score and sometimes to decrease it, but does not bias it in any 
systematic way. Since any scale has some degree of measurement error, it is never pos-
sible to determine the true score, which would be the average of all the scores a person 
would get if they took the test an infinite number of times [9].

The error is itself divided into two components: the random error, which is nor-
mally distributed and has a mean of 0, and the systematic error, which is asymmetri-
cally distributed and has a mean that differs from 0. While the random error does not 
introduce systematic bias into the measurement, the systematic error, when it differs 
from 0, will cause the observed score to systematically overestimate or underestimate 
the true score. Thus, the true score (V) will be composed of the construct of interest 
(CI) and the systematic error (SE), plus the random error (RE):

 = + +Total Construct of Interest SystematicError RandomErrorScore Score Score Score  (2)

Fidelity estimators are used to assess how close the observed score is to the true score.

3.1.1 Cronbach’s alpha

One of the most widely used fidelity indices in the humanities and social sciences 
is most likely Cronbach’s alpha [10]. According to Cronbach, internal consistency 
refers to the homogeneity of the items, i.e. how similar the test items are or, in 
other words, how well they measure the same dimension of a construct, i.e., its 
unidimensionality.
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Cho and Kim [11] state that the articles by Cortina [12] and Schmitt [13] have 
done much to inform researchers on the use of alpha, highlighting its advantages and 
limitations. Other research is more radical and recommends the use of other measures 
of internal consistency [14, 15]. Indeed, several authors [11–13] have demonstrated 
that a high alpha value does not necessarily translate into homogeneity or unidimen-
sionality of the items. Rather, alpha indicates how closely the items in a scale are 
related or correlated to each other.

Yet most studies of cross-cultural adaptation of scales in psychology still rely on 
the calculation of Cronbach’s alpha as a measure of internal consistency or homogene-
ity; see for example [11–13]. This persistence of alpha in psychometric studies can be 
explained by the ubiquity of this measure since the 1950s, which allows comparisons 
to be made between scales. It is indeed common to rely on the alpha of the original 
scale to ensure the validity of a translation into a target language, by comparing 
the alpha of the two scales. Moreover, across research, alpha is used as a traditional 
benchmark for measuring internal consistency, although as we have pointed out 
this interpretation is biased. Sijtsma [15] finally points out that in practice it is often 
understood that SPSS statistical software does not offer any calculations other than 
homogeneity, which is of course wrong. Cho and Kim [11] conclude that alpha has 
become as popular as some marketing products, which are less effective than others 
but have a better reputation than others. They, therefore, advise authors, but also 
editors of scientific journals, to incorporate other indicators of internal consistency, 
in addition to or instead of alpha.

3.1.2 McDonald’s omega

As an alternative to Cronbach’s alpha, McDonald’s omega [16] is the second 
indicator of internal consistency that is most often found in cross-cultural adapta-
tion of scales in psychology. It is a fidelity coefficient that takes into account the 
strength of the association between items and a construct on the one hand, and 
the link between the items and the measurement error on the other. Thus, according 
to McDonald, the omega provides a more accurate estimate of the true reliability 
of the scale.

Several studies justify the use of McDonald’s omega as an alternative reliability 
index to the alpha [14, 17, 18]. Also, some cross-cultural adaptation studies calculate 
the omega in addition to the alpha [19–21]. However, these studies are far from being 
the most representative, and none of them completely replace alpha with omega.

3.2 Factor analysis

3.2.1 Exploratory factor analysis

The main purpose of exploratory factor analysis (EFA) is to identify the underly-
ing latent variables or factors of a measure by exploring the relationship among 
observed variables [22]. Roberson et al. [22] also report that, as an exploratory 
technique, EFA should not be used as a rigorous verification of the theoretical model; 
that is, in the case of cross-cultural scale adaptation, as a means of verifying the 
factorial adequacy of the translated scale with respect to the original scale. Finally, the 
authors summarise a set of good practices for conducting EFA, in terms of the statisti-
cal distribution, sample size, extraction and rotation to be applied and the matrices to 
be included in the publications. Comrey [23] points out in this respect that too little 
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information on the application of EFA is given by researchers, which makes it difficult 
to compare or replicate studies.

In general, EFA is used to extract latent factors from the newly translated scale. 
The results of this analysis are compared to the structure of the original scale to verify 
that the same factors are present, with a similar organisation of items within each 
factor. Many studies of cross-cultural scale adaptation in psychology use this process; 
see for example [19–21, 24].

3.2.2 Principal component analysis

Principal component analysis (PCA) is one of the most popular multivariate sta-
tistical technique in psychometric analysis in psychology. It is also likely to be the old-
est multivariate technique, formalised in its current state by Hotelling [25]. According 
to Abdi and Williams [26], PCA analyses a data table representing observations 
described by several dependent variables, which are, in general, inter-correlated. Its 
goal is to extract the important information from the data table and to express this 
information as a set of new orthogonal variables called principal components. PCA 
also represents the pattern of similarity of the observations and the variables by 
displaying them as points on maps. Jolliffe [27] adds that PCA is often used to reduce 
the dimensionality of a data set, replacing the p variables which have been measured 
by a much smaller set of m components. In the case of measurement scales in psychol-
ogy, p represents the items and m the factors, or dimensions, of that scale.

In cross-cultural adaptations of psychological scales, the PCA is applied instead 
of the EFA. The orthogonal Varimax rotation is the most common one [24], although 
other rotation methods are also used, but are generally not well documented [28].

Two criteria are frequently used to determine the number of factors to be 
extracted from the PCA. The first criterion is the widely used eigenvalue. The higher 
the initial eigenvalue, the more the factor explains a significant portion of the total 
variance. By convention, any factor with an initial eigenvalue greater than 1 is con-
sidered significant. The second criterion is Cattell’s kink criterion, and it is a more 
stringent criterion for determining the number of factors. Here a graph displays all 
the points that represent the eigenvalues of the components. They are connected by 
a line. Only those factors that lie before the abrupt change in slope are retained. The 
points following this change, called the bend break, appear to form a straight hori-
zontal line. A few publications offer eigenvalue graphs [29], but this is not common 
practice (Figure 2).

3.2.3 Confirmatory factor analysis

Confirmatory factor analysis (CFA) is a type of structural equation modelling 
that assesses the internal validity of an instrument or the relationships between 
several manifest and latent variables [30]. CFA is used to test the fit between an a 
priori defined theoretical model and empirically collected data. This means that the 
researcher must be able to specify how many factors are needed and which variables 
would load heavily or have near-zero loadings on each factor. Thus, on the basis of 
various fit indices, it is determined whether the postulated model fits the data well. 
When the model does not show a good enough fit, the indices exceed a threshold 
value, thus suggesting the rejection of the model tested.

The CFA technique is particularly well suited to cross-cultural studies. Watkins 
[31] states that CFA can be used to compare the equivalence of factor structures across 
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cultures. This can be done either by collecting similar data in each culture or by col-
lecting data in one culture and testing it against the factorial model established in the 
other culture. DiStefano and Hess [32] note the ubiquity of CFA in construct valida-
tion studies in psychology. Indeed, it is observed that most cross-cultural adaptations 
are validated or invalidated, using CFA; see for example [33–35].

The validation of the adapted scale, in comparison with the theoretical model 
of the original scale, necessarily relies on the consideration of fit indices, described 
in the next section.

3.2.4 Fit indices

The validation of the structural model calculated in the CFA is based on a set of fit 
indices whose thresholds indicate whether the model tested is valid or not. In other 
words, in the cross-cultural adaptation of psychological scales, the researcher applies 
the structural model of the original scale to his or her translation using a CFA in the 
first instance (the items are grouped into the corresponding dimensions), and then 
observes whether this model can be retained or should be rejected. If it is rejected, 
one or more other models are then applied until a satisfactory model is found, thus 
meeting the fit indices. This approach is applied, for example, to the French transla-
tion and validation of the Karitane Parenting Confidence Scale [20].

Several fit indices are usually calculated, of which we present here the most used 
among a larger set of fit indices [36], indicating the thresholds for model acceptance:

• Normed χ2. A value below 2 suggests good model fit and below 3 acceptable  
model fit [37].

• Goodness of Fit Index (GFI) [38]. The value should be higher than 0.90 [39].

• Comparative fit index (CFI). The value should be higher than 0.80 [39]. CFI 
indicates a good model fit for values in the range between 0.95 and 1.00, whereas  
values in the range of 0.90 to 0.95 signify acceptable fit [37].

Figure 2. 
Illustration of a scree plot [29].
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• Tucker-Lewis index (TLI). TLI higher than 0.95 is a commonly used cut-off  
criterion for the goodness of fit [40].

• Root mean square error of approximation (RMSEA). The value should be  
lower than 0.10 [39]. The values less than 0.05 indicate a good model fit and  
less than 0.08 an acceptable model fit [37].

• Standardised root means square residual (RMSR). Hu and Bentler [40] suggested  
the value should be lower than 0.08, while Sivo, Fan, Witta and Willse [41]  
suggested a cut-off value of 0.05.

• Akaike information criterion (AIC). The lower the value is, the better the fit [39].

• Normed Fit Index (NNFI). A correct model should have a value higher  
than 0.95 [41].

• Standardised root means square residual (SRMR). The values are expected to 
stay below 0.10 [37].

3.3 Convergent validity

Calculating convergent validity is an important step in measuring the validity of 
a scale adapted into another language. This is to ensure that the instrument really 
measures the construct(s) it is intended to measure and that it provides an adequate 
measure of the theoretical model on which it is based. A scale with good construct 
validity should therefore normally have high correlations with other scales measuring 
the same or similar constructs. Convergent correlations are therefore measured using, 
most often, Pearson’s correlation coefficient.

In the context of cross-cultural adaptation of a scale, the translated scale is 
compared to one or more scales in the same language, which measure a similar psy-
chological concept. For example, Yang, Zang, Ma et Bai [19] compared the Surgical 
Fear Questionnaire (SFQ ) with the Hospital Anxiety and Depression Scale (HADS). 
The significance levels (p-value), associated with the correlation coefficients, indicate 
whether the links between the scales are satisfactory or not.

3.4 Time constancy

The time constancy is measured using the so-called test–retest technique. This 
technique consists of administering the same scale to the same subjects at two-time 
intervals. Generally, following the first measurement, the second measurement is 
carried out after 2 to 4 weeks. The scores at these two-time points are compared using 
a Pearson correlation coefficient, the Intraclass Correlation Coefficient (ICC) or the 
Kendall coefficient of concordance [42]. This technique ensures that the scale is stable 
over time and therefore reliable. A correlation with 0.30 < r < 0.50 is considered as 
low, moderate with 0.50 < r < 0.70 and strong with r > 0.70 [39].

In a cross-cultural adaptation of the Implicit Theory of Emotion Scale, Congard 
et al. [43] interviewed 35 subjects, 21 to 27 days apart. The Pearson correlation coef-
ficient of 0.69 (p < 0.001) showed very good reliability of the scale over time.

It should be noted, however, that this technique is not relevant for certain scales in 
psychology, such as those measuring the perception of a product. Indeed, depending 
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on the use of the product, the same individual may have very different perceptions 
of the same product from one week to the next. This is particularly the case for scales 
measuring usability or user experience [29, 44, 45].

3.5 Socio-demographic analyses

The sensitivity of a cross-cultural adjustment is measured by comparisons 
between different modalities of the same variable. The difference in scores according 
to gender is often the first element of comparison. Depending on the variables and the 
number of modalities of the variables, researchers conventionally apply Student’s t or 
ANOVA when there are more than two modalities.

In the adaptation of the Feelings at School (FAS) scale, Sanchez et al. [46] compared 
the scores between two different primary school levels (6- and 11-year-olds). The cal-
culation of an ANOVA revealed the presence of a significant effect on the school level.

4. Conclusion

The aim of this chapter was to propose a methodological framework for psycho-
metric analyses in the cross-cultural adaptation of psychological scales. Although the 

Figure 3. 
Methodological framework for psychometric analysis in the transcultural adaptation of psychological scales.
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choice of statistical validation tools may change from one study to another, depending 
on the requirements of the journal for publication or the psychometric skills of the 
researcher, it is possible to identify a guideline in a succession of steps that can serve 
as a guide to the cross-cultural adaptation of scales. This methodological line, which 
takes up the analyses described in this chapter, is described in Figure 3. It is imperfect 
and not exhaustive, but it will be a support that will be suitable for most of the valida-
tion of scale translations.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Chapter 4

Psychometry in Dementia
Sandro Misciagna

Abstract

Grow in aging has led to an increasing number of people presenting with  
cognitive impairment and dementia. Most forms of dementia are classified by means 
of morphological techniques, assays of biomarkers in cerebrospinal fluid and neu-
ropsychological assessment, into degenerative forms, dementia of vascular type and 
dementia secondary to other conditions. It is very difficult to make a clear-cut diag-
nosis of the different types of dementia by means of clinical methods. However, many 
psychometric tests play a prominent role in screening and evaluation of patients with 
cognitive impairment. Some tools can help clinicians in differential diagnosis among 
the various forms of dementia such as the ones that assess clinical aspects, tests that 
focus on specific cognitive areas or behavioral inventories. Still nowadays, there is 
not a consensus about the best strategies for screening and assessment of cognitive 
impairment among elderly subjects. The purpose of this chapter is to make a review 
of the screening tools and psychometric test instruments that healthcare professionals 
can use for screening and neuropsychological assessment of geriatric individuals with 
cognitive disorders to help diagnosis of dementia and to make differential diagnosis 
of the most common forms of dementia.
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1. Introduction

All countries of the world have observed a substantial increase in the number of 
elderly people. This phenomenon resulted to an increase of chronic health conditions 
and cognitive impairments. With the consequence of world population senescence, 
the healthcare professionals need to differentiate expected changes due to aging from 
pathological conditions due to dementia.

The current state of knowledge allows a detection of neurodegenerative brain 
changes [1] with neuroimaging techniques such as magnetic resonance imaging [2] 
or positron emission tomography with amyloid binding tracers [3] and assays of 
biomarkers such as beta amyloid fragment or phosphorylated tau protein in cerebro-
spinal fluid [4]. These techniques make possible to identify degenerative forms of 
dementia (Alzheimer’s disease, Lewy bodies dementia and frontotemporal demen-
tia), dementia of vascular type and dementia secondary to other conditions (such 
as traumatic brain injuries, human immunodeficiency infection, substance-induced 
dementia, Huntington disease, Parkinson’s disease and prion disease).
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However, research studies show that preclinical diagnosis of neurodegenera-
tive conditions is still possible with neuropsychological measurement of cognitive 
changes [5]. Different cognitive tasks used in combination can provide screening 
and assessment of cognitive impairment among elderly people, since if used together 
they can bring more information. Psychometric tests are also useful to differentiate 
pseudo-dementias [6] or other form of primary dementias that may mimic dementia 
of Alzheimer type such as frontotemporal dementia and Jacob–Creutzfeldt disease, 
predict increased or reduced risk of dementia and describe disease evolution in 
affected individuals.

There is no consensus regarding the best strategies for screening of cognitive 
impairment among elderly patients even if several brief instruments are recom-
mended [7].

Most individuals and their caregivers would want to know a diagnosis of dementia 
as soon as possible to allow them to make decisions regarding future plans when 
they are still able to do it [8]. Furthermore, studies conducted to prevent cognitive 
decline and disability have demonstrated that pharmacological treatments and early 
interventions on healthy life-style factors such as social interactions, leisure activities, 
cognitive stimulation, Mediterranean diet and regular physical activity should be 
encouraged in patients with mid cognitive impairments as possible protectors against 
neurodegenerative disease of aging and progression of cognitive deficits [9].

2. Screening batteries for detection of cognitive impairment

Clinicians have developed many neuropsychological instruments that are best 
suited for middle-aged and older people. Brief screening tools are useful for identify-
ing individuals with cognitive disorders, staging their severity, tracking progression 
over time and response to treatments. Most of them have a general applicability. The 
sensitivity of the screening test is defined as the number of positives correctively 
identified by the test as a percentage of the total number of the positives in the 
population studied (percentage of demented subjects). Conversely the specificity 
of the screening test is the number of negatives correctly identified by the test as a 
percentage of all the true negatives (percentage of not demented subjects). Screening 
tests are summarized in Table 1.

Some researchers consider the clock drawing test (CDT) as a possible instrument 
for the screening of dementia [10]. In this test subjects are asked to follow a two-step 
instruction: The first instruction consists in drawing a clock with all the numbers 
on it, while the second instruction consists in putting the hands of the clock on a 
specific time [11]. CDT is a very brief cognitive test (administration time < 5 min), 
easy to apply, but it is vulnerable to different interpretations of the final result, given 
by the different ways to analyze the clock that was drawn. The most common score 
in screening patients with Alzheimer disease is a total score of 10 points and a cut-
off score of 7 [11]. A score of 10 corresponds to the best representation of the clock, 
while a score of 1 corresponds to the worst representation of the clock. Other authors 
propose a hierarchical classification system of errors from 1 (mild) to 5 (severe) with 
a total score of 5, determined by the highest level of error based on a classification 
system [12]. According to these authors, the errors could be classified as mild visuo-
spatial errors, errors in denoting the time, perseverations, severely disorganization of 
the space and total inability to make any reasonable attempt at a clock [12].

The CDT has 67 to 97.9% sensitivity and 69 to 94.2% specificity in screening 
cognitive impairment [13]. It cannot be used among people with visual or motor 
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difficulties that prevent them from using properly paper and pen. There is not a con-
sensus on whether the CDT can distinguish mild cognitive impairment (MCI) from 
dementia even if this test can assess motor and executive functions, memory and 
verbal comprehension and has been used to differentiate dementia from cognition in 
different studies [14]. Finally, there are also multiple scoring methods for interpret-
ing CDT (with different degree of complexity), and there is no consensus on the best 
method [13].

Battery Total 
score

Sensitivity 
%

Specificity 
%

Cut-
off 

scores

Administration 
time

Components of 
the battery

CDT 10 67–97.9 69–94.2 <7 4-5 min A, VS, E, PR

Dem-Tect 18 100 92 ≤12 8–10 min M, L, E

MIS 8 43–86 93–97 ≤4 4 min M

Mini-Cog 5 76–99 85.3–96 ≤3 2 min A, M, L. VS, E

MSQ 10 92.3–100 86.5–100 ≥3 2 min O

SPMSQ 10 92.3–100 86.5–100 ≥3 2 min O, A, MT

BDRS 28 43 94 ≥4 4–5 min ADL

VFT NA 37–89.5 43–97 12/13 
or 

14/15

4–5 min M, L, E

SLUMS 30 92–100 76–100 23.5 or 
25.5

7 min O, M, L, A, C, 
VS, E

RAVLT-IR 75 97.9 17.9 ≤30 10–15 min A, M, L

RAVLT-DR 15 95.7 28.6 ≤3 30 min M, L

RAVLT-RT 15 91.5 46.4 <10 30–60 min M, L

RAVLT-FC 15 92.6 67.9 <13 30–60 min M, L

ACE-R 100 84–94 89–100 82 or 
88

20 min O, M, L, A, 
VS, E

CAMCOG 106 92 96 <80 30 min O, L, M, A, PR, 
CA, AT, PE, VS

MMSE 30 88.3 86.2 23/24 
or 

24/25

6–10 min O, M, L, A, C, 
VS, PR

MoCA 30 90–100 87 26 6–10 min O, M, L, A, E, 
C, VS, PR

Abbreviations of the battery: CDT = Clock Drawing Test; Dem-Tect = Dementia Detection Test; MIS = Memory 
Impairment Screening Test; Mini-Cog = Mini Cognition Test; MSQ = Mental Status Questionnaire; SPMSQ = Short 
Portable Mental Status Questionnaire; BDRS=Blessed Dementia Rating Scale; VFT = Verbal Fluency Test; 
CAMCOG = Cambridge Cognitive Examination; MMSE = Mini Mental State Examination; MoCA = Montreal 
Cognitive Assessment; RAVLT-IR = Rey auditory verbal learning test-Immediate recall; RAVLT-DR = Rey auditory 
verbal learning test-Delayed recall; RAVLT-RT = Rey auditory verbal learning test-Recognition trial; RAVLT-FC = Rey 
auditory verbal learning test-Forced choice recognition.
Abbreviations of the components: A = attention; ADL = activities of daily living; AT = abstract thinking; 
C = calculation; E = executive functions; L = language; M = memory; MT = mental tracking; O = orientation; 
PE = perception; PR = Praxis; VS = visuo-spatial functions.

Table 1. 
Screening tools for detection of cognitive impairment.
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The DemTect is an instrument used by Kalbe to detect dementia [15]. It takes 
from 8 to 10 minutes to complete and includes different cognitive tests: immediate 
memory of a word list, late evocation of the same list, a numerical transcoding task, 
and a digit span test and a semantic verbal fluency test. Total score is independent 
from age and education. Maximum score is 18. A score of 13–18 points is adequate for 
age, a score of 9–12 points identifies MCI with sensitivity of 80% and specificity of 
92%, a score of 8 points or below identifies dementia with sensitivity of 100% and 
specificity of 92% [15].

The memory impairment screening test (MIS) consists in a brief 4 items battery of 
neuropsychological tests (delayed and cued recall of words) that has been recom-
mended as a preliminary test in screening for dementia, in conjunction with other 
screening tools [16]. Total score is 8, and the cut-off score is 4. Sensitivity of MIS in 
screening dementia ranges from 43 to 86%, and specificity ranges from 93 to 97% 
[13]. MIS can be applied within four minutes and does not require the ability to write 
[17]. However, it is sensitive to reading abilities that means educational level of the 
subjects tested influences the results.

The Mini-Cog is a brief screening tool that includes CDT and a test of immediate 
and late evocation of three words [18] with a total score of 5. Administration time 
requires about two minutes. The Mini-Cog has a moderate-high sensitivity (76–99%) 
and a moderate-great specificity (85.3–96%) [19]. In a study conducted by Fowler 
et al., where the Mini-Cog was applied together with MIS, authors concluded that 
Mini-Cog was suitable for routine screening of dementia within primary care [20]. 
The Mini-Cog classifies dementia from cognitive normal and is not influenced from 
language or education [18].

The mental status questionnaire (MSQ ) is a brief and simple screening test that 
consists in ten questions [21]. Orientation questions deal with place and time, and 
general information questions concern personal information (age, month and year of 
birth, name of the current and the past president). Each incorrect response receives 1 
point; the maximum score is 10. According to the authors, scores from 0 to 2 indicate 
absence or just moderate brain dysfunction, scores from 3 to 8 a moderate brain dys-
function and scores from 9 to 10 reflect a severe brain dysfunction. MSQ scores corre-
late significantly with measures of brain metabolism in cortical and subcortical areas 
of the brain [22]. Sensitivity of MSQ in screening dementia ranges from 92.3 to 100%, 
while specificity ranges from 86.5 to 100% [13]. This instrument is more accurate in 
identifying moderate to severely impaired patients and normal subjects, but produces 
a high rate of false negatives among mildly impaired patients [23]. Fillebaum suggests 
that just two items (date of birth and name of the previous president) are sufficient as 
a brief screening technique [24].

The short portable mental status questionnaire (SPMSQ ) is another brief and 
simple ten-point test for screening of cognitive impairment [25]. Seven questions 
involve spatial, temporal and personal orientation (e.g. current date and place of the 
examination); two questions consist in asking the names of current and previous 
presidents, while the last tasks consist in tests of concentration and mental tracking. 
Sensitivity of MSQ in screening dementia ranges from 92.3 to 100%, while specificity 
ranges from 86.5 to 100% [13]. The SPMSQ is able to discriminate between cognitively 
intact patients and patients with three level of cognitive impairment severity. On the 
bases of a regression analysis study, the best items to identify cognitive impairment 
are the date of birth, the name of the previous president and the name of the current 
day of the week [24]. However, like most of the brief screening instruments, the 
SPMSQ does not identify mildly impaired subjects from early-demented patients [24].
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The blessed dementia rating scale (BDRS) is a brief rating scale that registers 
functional behavior changes reported by informants [26]. The subjects are rated on 
a list of 22 items, covering changes in the previous six months in abilities in personal 
care/eating, dressing, sphincter control, performances in daily activities (moneys, 
finding one’s way), in personality, interests and drive. The BDRS contains items that 
score 1 and items weighted according the severity. Total possible score of this scale 
is 28 for the most deteriorated patients. Persons receiving a score less than 4 are 
considered unimpaired; persons with a score between 4 and 9 are considered with 
mild impairment; patients with a score of 10 or higher are considered with a moder-
ate to severe impairment [27]. In a study conducted to recognize dementia in general 
practice, BDRS showed a sensitivity of 43% and a specificity of 94% [28]. Blessed 
and colleagues find a highly significant correlation between mean plaque counts and 
scores of this scale in a group of patients examined before they died and later came to 
autopsy [26].

The verbal fluency test (VFT) [29] is a very brief test for evaluation of language, 
memory and executive functions. The phonological VFT version consists in asking 
to list words that begin with a particular letter of the alphabet in a time interval of a 
minute. Instead, the semantic VFT version consists in asking to list categories of col-
ors, animals, fruits or cities in one minute. The VFT is a simple test that can be easily 
applied and is very effective in evaluating language abilities and executive functions 
since the test requires the ability to self-regulate working memory through the ability 
to search and retrieve information stored in long-term memory. The VFT has a range 
of sensitivity from 37 to 89.5% and a specificity from 43 to 97% [13]. The VFT is quite 
accurate for screening early stages of cognitive impairment or dementia. It is also 
able to distinguish between individuals with or without normal cognition. This test is 
simple and does not require any materials other than a device to keep track of the time 
and number of words produced. Performances in the test are influenced by subject’s 
level of age and education, and consequently raw scores must be corrected for these 
variables.

The Saint Louis University Mental Status examination (SLUMS) is a 30-point 
screening questionnaire [30]. It explores orientation, attention, memory, calculation, 
executive functions, language and visuo-spatial functions. It takes about 7 minutes to 
complete. The optimal cut-off scores are 23.5 for subjects with less school education 
and 25.5 for subjects with high school education [30]. The cut-off scores for dementia 
are 19.5 for subjects with less school education and 21.5 for subjects with high school 
education [30]. The sensitivity is 92–100%, while the specificity is 76–100% [30].

The Rey auditory verbal learning test (RAVLT) is an easy screening test based on 
assessment of verbal memory [31]. It consists of five presentations with recall of a 
15-word list, one presentation of a second 15-word list and a sixth recall trial which 
altogether take from 10 to 15 minutes. Retention is generally examined after 30 min-
utes. The immediate free recall trial (RAVLT-IR) gives information on immediate 
word span recall and provides a learning curve that reveals learning strategies. The 
delayed recall trial (RAVLT-DR) gives information on how well the patient recalls 
what was once learned. The score for each trial is the number of words correctly 
recalled. Total score of the immediate free recall is the sum of the five trials; the maxi-
mum score is 75. Total score of the delayed recall trial is the number of words recalled 
with a maximum score of 15.

Many clinicians and researchers also include a recognitions trial (RAVLT-RT) that 
is assessed after a time of 30–60 minutes first developed by Lezak [32]. In the recog-
nition task, the examiner asks the patient to identify as many words as possible from 
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the first list when shown a list of 50 words containing words that are semantically 
associated or phonemically similar of the 15-words target list.

Porech et al. presented in 2016 an auditory verbal learning forced-choice recogni-
tion task (RAVLT-FC) and proposed its use as part of a routine neuropsychological 
assessment [33]. In this procedure, the examiner reads a pair of words and asks the 
subject to choose the word from each pair that had been presented in the original list. 
The RAVLT-FC is then composed of 15 FC items, each consisting of the target list of 
15 words paired with 15 distractors. RAVLT-FC total score consists in the number of 
words correctly identified; maximum score is 15. Authors have considered for each 
trial cut off scores that minimize risk of false positive and that have high specificity 
values. According to a recent study on the validity of the Rey auditory verbal learn-
ing test, RAVL-IR (total 1–5 trial) at a level of cut-off less than 30 has a specificity 
of 97.9% and sensitivity of 17.9%; RAVL-DR (long delay recall) at a level of cut-off 
less than 3 has a specificity of 95.7% and sensitivity of 28.6%; RAVL-RT (recognition 
task) at a level of cut-off less than 10 has a specificity of 91.5% and sensitivity of 
46.4%; RAVL-FC (forced-choice trial total score) at a level of cut-off less than 13 has 
a strong specificity (92.6%) and a sensitivity of 67.9% [34]. As in all learning tests, 
age effects are prominent and tend to affect all the relevant measures [35].

The Addenbrooke’s cognitive examination-revised (ACE-R) is a brief neuropsycho-
logical battery with an approximately administration time of 20 minutes. It includes 
five subdomain scores that are orientation/attention, memory, verbal fluency, 
language and visual–spatial abilities. A cut-off as 88 is indicative of presence of 
dementia with a sensitivity of 94% and a specificity of 89%. However, the cut-offs 
are defined as 82, with a sensitivity of 84% and a specificity of 100%. The ACE-R is 
recommended both in general hospital settings than in memory clinics [36].

The Cambridge cognitive examination (CAMCOG) is a brief neuropsychological 
battery since it takes about 30 minutes to complete. The CAMCOG consists in eight 
major subscales that are orientation, attention, memory, calculation, language, 
abstract thinking, perception and praxis. The CAMCOG has been designed to detect 
dementia and mild degrees of cognitive impairment [37]. The total score is 106, and 
the cut-off score for diagnosis of cognitive impairment is less than 80. The sensitivity 
is 92%, specificity is 96% [38], and there is not a ceiling effect [37].

The mini–mental state examination (MMSE) is one on the most widely used 
brief screening instrument for recognition of cognitive impairment [39]. It takes 
approximately 8 minutes to complete [40] and is generally considered a gold 
standard in clinical practice for dementia [41]. MMSE has been validated for 
application both in the community and in primary care in many countries [42]. It 
is a screening tool for cognitive impairment and identification of individuals for 
a more complex evaluation. MMSE is a rapid tool influenced by levels of age and 
formal education. The MMSE explores orientation (in time and space), attention 
and concentration (spell of words backwards and subtractions), memory (immedi-
ate and delayed recall of 3 words), language (denomination of 3 objects, repetition 
of words, execution of a three- stage command, reading and obey to an order and 
writing a sentence) and visuospatial construction (ability to copy a geometrical 
figure). Each correct response receives 1 point of score; the maximum score is 30 
[43]. A suggested cut-score of 23 versus 24 (23/24) was recommended for detecting 
dementia in a primary care setting in persons with at least 8 years of education [39]. 
Scores of 21 to 24, 10 to 20 and 9 or less indicate, respectively, mild, moderate and 
severe cognitive impairment [44]. Sensitivity and specificity of MMSE are 88.3% 
and 86.2%, respectively [13].



61

Psychometry in Dementia
DOI: http://dx.doi.org/10.5772/intechopen.110883

However, MMSE is not suitable for the screening of the initial phases of dementia 
and is not useful to evaluate executive functions. It is effective in discriminating 
patients with moderate or greater cognitive deficits from control subjects [45]. It is 
sensitive for the follow up of progressive deterioration in dementing patients [46]. 
Item analyses indicate that the three-word recall is the most sensible item to dementia 
while the second most failures are orientation for date [47]. Given to its susceptibility 
to ceiling effect [48] and sociodemographic factors [49], the MMSE should not be 
used in isolation to definitively diagnose or rule out of dementia [50].

The montreal cognitive assessment (MoCA) is a brief battery of 30 point tests 
frequently used to screen mild forms of cognitive impairment (MCI) [51]. The MoCA 
has better sensitivity and specificity than MMSE in detecting MCI and dementia 
[52]. The MoCA covers all cognitive domains and has more tests of executive func-
tions. Using a cut-off of 26 the MoCA assesses different cognitive domains such as 
orientation, memory, attention, executive functions, naming, language, abstraction 
and visuospatial abilities. According to some authors, it is the test with the highest 
predictive value for differentiating MCI and Alzheimer’s dementia (AD) from normal 
individual cases, with a sensitivity of 90% and 100%, respectively [53]. The MoCA 
also has a high specificity in identifying 87% of healthy controls [54]. However, 
MoCA has significant correlations with age and level of formal education as other 
cognitive batteries such as mini–mental state examination [39], clock drawing test 
[55], Cambridge cognitive examination or verbal fluency test [29]. The MoCA is a 
tool that provides a superior overall assessment in the early stages of cognitive decline 
[56], but has the disadvantage of taking longer than MMSE, and it presents limita-
tions with regard the capabilities of illiterate individuals to perform proposed tasks. 
The MoCA is also useful in identifying non-anamnestic forms of MCI, behavioral 
variant of frontotemporal dementia [57] and mild cognitive impairment in patients 
with Parkinson’s disease [58].

3. Functional assessment of subjects with cognitive deficits

As suggested by Jiang et al. [59], changes in instrumental activities daily living for 
domestic works are common in patients with mild cognitive impairment. Therefore, 
it is recommendable the use of functional scales during the screening of subjects with 
cognitive deficits (Table 2).

The informant questionnaire on cognitive decline in the elderly (IQCODE) is an 
example of functional scale [60] with an administration time less than 20 minutes. 
It consists in a 26 items questionnaire applied to individuals that accompanying the 
patient. The examiner asks various questions about different performances of the 
patient in different activities of daily living (ADLs). The IQCODE has a sensitivity 
of 75% to 83 and a specificity from 65–90% for a cut-point of approximately 3.3 [13]. 
According to some researchers, this scale has better precision of results than MMSE in 
cases of MCI [61].

The Pfeifer functional assessment questionnaire (PFAQ ) consists in simple ques-
tions about performance of elderly people regarding their functional ability in 
ten activities of daily living such as paying bills, making out business papers, 
shopping, playing a game of skill, making a cup of coffee, preparing a meal, 
keeping track of current events, paying attention to TV programs, remembering 
appointments and travel [62]. For every activity the examiner assigns four level 
of function from 0 (normal) to 3 (it requires assistance). Total score is 30. This 
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questionnaire can be completed in 15–20 minutes. In a clinical study, the use of 
PFAQ combined with VFT showed a sensitivity of 88.3% and a specificity of 76.5%, 
suggesting that these tests could be useful for screening of cognitive impairment 
among elderly subjects [29].

The clinical dementia rating scale (CDR) is another functional tool to assess 
behavior and cognition among elderly and to establish the degree of dementia [63]. 
The administration time is about 20 minutes. This instrument is a 0–3-point numeric 
scale that explores cognitive and behavioral functions, in order to assess the influence 
of cognitive impairment on functional capacity to perform activity daily living. The 
domains explored are six: memory, orientation, judgment, problem solving, com-
munity affairs, home and hobbies and personal care. For each domain, a score of 0 
means an absence of impairment, while a score of 3 means a severe impairment; total 
score is 18.

In a study where CDR was used for screening of dementia, the authors found a 
sensitivity of 95% and a specificity of 94% [64].

The CDR is used in clinical practice and research studies to stage dementia severity 
and monitor disease progression over times. Since its first version, researchers have 
developed a modified version of CDR that includes domains of language, behavior 
and personality disorders to capture a range of symptoms beyond memory impair-
ment associated with less common dementia types [65].

4. Assessment of cognitive functions in demented patients

Comprehensive test batteries provide a baseline of an individual with dementia 
and monitor symptoms progression over time. Most of the psychometric test planned 
for the examination of dementia consist in batteries that incorporates pre-existing 
neuropsychological tests that their creators brought together [66]. Each battery 
generally contains published tests or tasks specifically developed for the battery. The 
neuropsychological evaluation typically includes a clinical interview and assessment 
of different cognitive domains [67].

Functional 
scale

Total 
score

Sensitivity 
%

Specificity% Cut-
off

Administration 
time

Cognitive 
and 

functional 
domains of 
daily living

IQCODE 26–130 75–83 65–90 3.3 10–20 min M, O, J, PS, 
CA, HH, PC

PFAQ 30 88.3 76.5 >10 15–20 min M, O, J, PS, 
CA, HH, PC

CDR 18 95 94 >6 20–30 min M, O, J, PS, 
CA, HH, PC

Abbreviations of the functional scale: IQCODE = Informant Questionnaire on Cognitive Decline in the Elderly; 
PFQAQ = Pfeiffer Functional Activity Questionnaire; CDR = Clinical Dementia Rating scale.
Abbreviations of the functional domains: CA = community affairs; J = judgment; HH = home and hobbies; M = memory; 
O = orientation; PS = problem solving.

Table 2. 
Functional evaluation scales.
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Orientation assessment consists in asking information about spatial, temporal and 
personal components.

Complex attention has different domains that include sustained attention, divided 
attention, selective attention and processing speed. Sustained attention is the abil-
ity to maintain attention over time and is tested in tasks where the subjects have to 
execute specific tasks in a determined time. Divided attention consists in executing 
two or more tasks in the same period of time. Selective attention consists in main-
tenance of attention despite distracting stimuli. Examples of attention tasks consist 
in mental calculations tasks, backwords spans and barrage tasks. Processing speed 
measures times of reaction in the attention tasks.

Battery Sub-tests Administration time Main cognitive 
functions 
explored

IBMD TO; BVRT; COWAT 10–20 minutes O, VS, L, M, E, 
PR, VS

DAB FTT; FDS; NT; ViMT; VeMT; TT; 
WFT; SDST; CD; NCT

45 min A, L, M, E, AT, VS

CERAD VFT; NT; MMSE; WLMT; CP; 
WLRecall; WLRecog

20–30 min O, L, E, M, A, VS, 
PR, C

MFI MMSE; RCPM; SDST 15–25 min O, M, L, A, VS, 
AT

NSB GENERAL NEUROPSYCHOLOGY 
TESTS

30–45 min O, A, M, L, VS, 
PR

MDB VFT; PC; WLMT; RCPM; ViMT; 
CD

40–75 min VS, L, M, AT, 
VS, PR

CCT PinfT; CAT; PIntT; MT; PRS; MF; 
VR; RLDO

45 min O, AT, VS, M

DRS FDS; FTT; CD; VeMT 30–45 min A, E, PR, AT, M

ABCD MSQ; SR; WLMT; NT; VC; CD 45–90 min O, L, M, PR

CSD VT; VR; VSR; VeMT; OM 120 min L, E, VS, M

ADAS MSQ; BSQ 45 min O, L, M, PR

Abbreviations of the batteries: IBMD=Iowa Battery for Mental Decline; DAB=Dementia Assessment 
Battery; CERAD=Consortium to Establish a Registry of Alzheimer Disease; MFI = Mental Function Index; 
NSB=Neuropsychological Screening Battery; MDB = Mental Deterioration Battery; CCT = Cognitive Competency Test; 
DRS=Dementia Rating Scale; ABCD = Arizona Battery for Communicate Disorders of Dementia; CSD=Cognitive 
Scales for Dementia; ADAS = Alzheimer’s Disease Assessment Scale.
Abbreviations of the sub-tests: BSQ = behavioral state questionnaires; BVRT = Benton Visual retention test; 
CAT = card arrangement test; CD = copying designs; CP=Construction praxis; COWAT = Controlled oral association 
test; FDS=Forward digit span; FTT = finger tapping test; NCT = number cancelation test; MF = management 
of finances; MMSE = Mini Mental State examination; MSQ = Mental status questionnaires; MT = memory test; 
NT = naming test; OM = object memory; PC = phrase construction; PInfT = personal information test; PintT = picture 
interpretation test; PRS=Practical reading skills; RCPM = Raven colored progressive matrices; RLDO = route learning 
and directional orientation; SDST = symbol digit substitution test; SR = story recall; TO = temporal orientation; 
TT = token test; VC = verbal comprehension; VeMT = verbal memory test; ViMT = Visual memory test; VFT = Verbal 
Fluency test; VR = verbal reasoning; VSR = visuo spatial reasoning; VT = vocabulary test; WFT = Word fluency test; 
WLMT = word list memory test; WLRecall = word list recall; WLRecog = word list recognition.
Abbreviations of the functions explored: O = orientation; A = Attention; M = memory, VS = visuo-spatial function; 
E = executive functions; L = Language; PR = Praxis; C=Calculation, AT = abstract thinking, PE = perception.

Table 3. 
Neuropsychological batteries for assessment of cognitive functions in dementia.
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Memory comprises recent memory (ability to encode new information), seman-
tic memory (memory of facts), long-term autobiographical memory (memory of 
personal events) and implicit memory (procedural learning). These sub-domains can 
be studied using verbal and non-verbal materials. For example, recent and long-term 
verbal memory are studied using tasks of free recall of words, delayed recall of words, 
cued recall and recognition. Spatial long-term memory can be studied using tasks of 
delayed reproduction of geometrical figures.

Executive and processing functions include different sub-components such as 
working memory, planning, decision-making, feedback error corrections and mental 
flexibility. Clinicians have many techniques to assess executive functions that include 
trail-making tests, planning tasks, problem-solving tasks, inhibition tasks based on 
Stroop interference effect [68], backwords spans, tasks of abstraction, matrix reason-
ing, verbal judgments and category fluencies.

Language has subdomains that include expressive abilities (naming, fluency, 
vocabulary and word finding), grammar, syntax and receptive language. Expressive 
language abilities are generally studied by asking the patient to name objects visually 
presented. Grammar and syntax errors can be observed during naming and fluency 
tests. During language assessment examiners generally study also reading, writing, 
trans-codification abilities and verbal comprehension.

Perceptual-motor functions include visual perception, visual-constructional reason-
ing, motor coordination, praxis and gnosis. The usual method to detect these deficits 
is to ask the patients to draw simple and complex geometrical figures such as the Rey–
Osterrieth complex figure [69] or block design. Examiners can test visual perception 
function using line bisection tasks and visual perception tasks. Perception tasks can 
include facial and colors recognition tasks.

The entire neuropsychological exam can take from several minutes to several 
hours on the bases of the battery of tests used. The most common batteries used in 
assessment of cognitive functions are summarized in Table 3.

5. Neuropsychological batteries

The Iowa screening battery for mental decline is one of the shortest battery with 
an administration time of less than 20 minutes [70]. It consists of just three tests: 
temporal orientation, Benton visual retention test and controlled oral word association 
test. This battery is able to discriminate patients with dementia due to many aetiolo-
gies (degenerative, vascular, mixed or other aetiologies) from normal subjects. The 
authors use this battery as a screening test and submit to further evaluations subjects 
with possible dementia.

Another battery of tests generally used for assessment of dementia is the dementia 
assessment battery (DAB) [71]. This neuropsychological battery consists in administra-
tion of ten tests. The finger tapping test consists a 15 seconds trial. Forward digit span 
consists in two-digit sets. The naming test assesses the abilities to denominate four 
sets of items of the 60 Boston naming test. Visual memory test consists in four sets of 
three items of geometric designs similar to those of the Benton visual retention test. 
Verbal memory test consists in four nine-items lists to be repeated three times in the 
recall trial and recognized among other words in the recognition trial. Token test is 
an oral understanding task that comes from the multilingual Aphasia examination 
battery. Word fluency test is a task of generation of lists of words that comes from the 
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multilingual Aphasia examination battery. Symbol digit substitution test is a five-sym-
bol form of digit symbol that comes from Wechsler intelligence scale. Copying designs 
is a constructive apraxia task that uses for models Benton visual retention test figures. 
Number cancelation test is a task specifically developed for this battery. The dementia 
assessment battery takes about 45 minutes to administer.

Probably the best known of dementia batteries is that developed by the Consortium 
to Establish a Registry of Alzheimer’s Disease (CERAD) [46]. This battery consists of 
seven tests. Verbal fluency for semantic category is a test in which the subject has to tell 
a list of words in the category of animals [72]. The naming test consists in the presenta-
tion of 15 items of the Boston naming test with five words each of low, medium and 
high frequency of occurrence. Mini–mental state is the battery for examination of 
mental status. Word list memory test is a task consisting in three learning trials of list 
of ten words. Constructional praxis consists in copying four geometric figures. Word 
list recall is the delayed recall of the list of the ten words of the word list memory 
test. Word list recognition consists in the identification of the ten target words among 
ten distractors. This neuropsychological battery is generally completed within 20 to 
30 minutes. The CERAD is both a diagnostic and a follow-up tool.

The mental function index (MFI) is a screening battery [73] that incorporates 
three tests: the mini–mental state examination (MMSE), The Raven’s colored progressive 
matrices (RCPM) and the symbol digit modalities test (SDMT). The three tests required 
15–20 minutes for normal and mildly demented individuals; very obsessive, very 
depressed, or confused persons required up to 25 minutes. The scores of the three 
tests enter into a discriminant function equation to arrive to a mental function index. 
A score equal or superior to zero is typical in demented patients, while a negative 
score characterizes no demented patients. This index has a high level of agreement 
with diagnosis made by neurologists and is useful to discriminate among normal 
subjects, depressed patients and demented patients. It can be used as a follow-up tool 
to put in evidence increasing deterioration over a period of several years.

The neuropsychological screening battery [45] consists in 18 tests that cover the major 
areas of cognitive functioning. The battery is used in an original or an abbreviated 
form and requires 30–45 minutes. Cut-off scores have been developed for middle age 
subjects. The battery is enough effective to discriminate between Alzheimer’s patients 
and normal elderly control subjects by comparing their performance in the different 
tasks.

The mental deterioration battery (MDB) is a neuropsychology battery generally 
used in Italy [74]. It is composed by three tests that explore verbal functions and three 
tests that explore visuo-constructive functions. The verbal tasks are the word fluency, 
phrase construction and Rey’s 15 words memory, while non-verbal tasks are The Raven’s 
colored progressive matrices, immediate visual memory test and copying drawings. Phrase 
construction test consists in asking to the subject to compose sentences from two or 
three words. Immediate visual memory test uses some of the items of the colored 
matrices that the patient has to recognize for three seconds among four alternative 
response choices. In copying drawings, the subject copies a star, a cube and a house 
on a blank paper, then copies the same figures on a paper containing “landmarks”. 
The administration time of this neuropsychological battery is about 40–75 minutes. 
Studies conducted on this battery have demonstrated that non-aphasic subjects with 
predominant dysfunction in left hemisphere have prevalent deficits in verbal tasks 
while subjects with predominant dysfunction in right hemisphere have prevalent 
deficits in visuospatial tasks [75]. Word fluency demonstrated particular sensitivity to 
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dysfunction in anterior cerebral areas, while copying drawings demonstrated particu-
lar sensitivity to posterior cerebral areas.

Some psychometric test has been specifically designed to measure competency of 
elderly patients with dementia [66].

The cognitive competency test [76] is a battery validated on a sample of subjects with 
an age range from 50 to 93 years. The approximate administration time is 45 minutes. 
The battery consists of eight tests for each of which have been developed cutting 
scores. Personal information test requires the subject to write his information on an 
application form such as the ones used to open a bank account. Card arrangement test 
requires the subject to give the correct sequence of practical activities such as doing 
the laundry or making a phone call. Picture interpretation test consists in asking to the 
subject to explain what is happening in a set of five pictures. The memory test consists 
in a task of immediate and delayed recall of everyday activities such as time and place 
of an appointment or a short list of words. Practical reading skills consist in a pre-
sentation of pictures of daily situations and asking the subject to choose the proper 
response. In management of finances, the subject receives an envelope containing ten 
money-related items such as bills, a credit card application or a blank check and the 
instructions to sort these items for a bank deposit, pay a bill or doing other financial 
operations. Verbal reasoning consists in solving practical questions about time man-
agement or personal care. Finally, route learning and directional orientation consist in 
tasks about the correct use of a map of towns and routes, ability to discovery a route 
or trace a simple path.

The dementia rating scale (DRS) consists in five scales that examine the areas that 
characterize dementia of Alzheimer’s type [77]. Attention is examined using digit 
forwards and backward tasks. Initiation and perseveration is examined studying the 
capabilities to repeat a series of one-syllable rhymes, perform a double alternating 
hand movements and copying tasks. Construction abilities are studied in a set of tasks 
of copy a set of figures and lines. Conceptual functions are explored by similarities 
items. Memory functions consist in tests of delayed recall of lists of words, sentences 
and designs. In the research used with this battery authors reported age effects, while 
educational levels did not affect performances [78]. Mattis reports that the examina-
tion of demented patients can take 30–45 minutes. The total score of this battery of 
tests discriminates Alzheimer’s patients from normal control subjects [23] and mildly 
impaired patients from control subjects [79]. Subscales appear sensitive to differ-
ent neuropathological conditions. For example, mildly and moderated Alzheimer’s 
patients were more impaired in the attention and concept formation subscales [78], 
patients with frontal damage resulted more impaired only in initiation and persevera-
tion subscales, and Korsakoff patients had worse scores in memory subscales [80].

The Arizona battery for communication disorders of dementia (ABCD) is a 14 
sub-tests battery constructed for examining speech, language, verbal memory and 
communication deficits of demented patients [81]. The administration time is from 
45 to 90 minutes. The battery consists in mental status, story recall, word learning, 
description and naming tests, verbal comprehension, but also drawing and copying 
tasks. Most of these tests have been subjected to reliability and validity evaluation 
[82]. The subtests of this battery are able to discriminate Alzheimer’s patients from 
both normal subjects and aphasic stroke patients [82].

Some cognitive scales for dementia [83] are useful to distinguish levels of dysfunc-
tion in patients with dementia in particular of Alzheimer’s typology. This cognitive 
battery consists in a set of six scales developed to assess patients at mild to moderate 
levels of deterioration to normal elderly subjects. The scales contain from 48 to 122 
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items. The scales are vocabulary, verbal reasoning, visual–spatial reasoning, verbal 
memory and object memory. A series of mazes are used to measure executive func-
tions. Testing may take as long as two hours. This battery lowers the floor level and 
allows for gradations in patient’s performances.

The Alzheimer disease assessment scale (ADAS) is a 21-item scale which combines a 
mental states examination (items from 1 to 11) and a behavioral examination (items 
from 12 to 21) [84]. The mental status questions concern orientation, language 
(speech and comprehension), memory (recall and recognition of a list of words), 
constructional praxis (ability to copy geometric figures) and ideational praxis (ability 
to prepare and send a letter). Most items are scored on a scale from one to five. Higher 
scores indicate severity of dysfunction. Interrater reliability is high for both the cogni-
tive and the behavior sections of the scale. Items analysis shows data differences in 
relationship to the progression of the severity of the dementia. The ADAS is adminis-
tered in approximately 45 minutes.

6. Psychometric tools for differential diagnosis of cognitive impairment

Psychometric assessment with specific tools can help clinicians in the process of 
differential diagnosis of cognitive impairments and dementia (see Table 4).

Mild cognitive impairment (MCI) is a clinical condition generally involving mem-
ory (in amnestic forms) but not functioning so that it do not meets clinical criteria 
for dementia [85]. Other major criteria included by the International Working Group 
consist in suboptimal performance on cognitive tests without evidence of functional 
limitations [86]. The assessment and follow-up of these subjects is necessary due to 
their increased risk for developing dementia [87]. The most commonly test used in 
clinical practice for diagnosis of MCI are MMSE, MoCA, ACE-R, DemTect, SLUMS, 
IQCODE and CAMCOG. The sensitivity of MMSE in the diagnosis of MCI varies 
from 18.1% to 85.7%, while specificity varies from 48–100% [88]. The MoCA for 
screening of MCI has a sensitivity of 90% and a specificity of 87% [54] and is prob-
ably the best alternative to the MMSE in detecting MCI among patients older than 
60 [89]. Also, the ACE-R has high sensitivity (84%) and specificity (100%) in the 
screening of MCI [90]; however, both MoCA and ACE-R have failed to discriminate 
patients with MCI minimally educated and healthy controls matched for age and 
education [91]. DemTect has a sensitivity of 80% in screening of MCI [15]. Another 
psychometric instrument for the assessment of MCI is the Saint Louis University 
Mental Status Examination (SLUMS) with a sensitivity of 92–95% and a specificity of 
76–81%. SLUMS is probably better than MMSE in detecting MCI [30].

Alzheimer’s disease (AD) is the most common form of degenerative dementia. 
The typical presentation consists in memory impairment and executive dysfunction 
interfering with daily life activities [92]. Many tests have been validated for screening 
of patients with moderate Alzheimer’s disease such as MMSE, MoCA, MIS, Mini-
Cog, CDT, CAMCOG and RAVLD. Study of delayed memory impairment conducted 
using RAVL-DR (Rey auditory verbal learning test—delayed recall of a list of 15 
words) have demonstrated that it can predict AD with an accuracy of 75.9% [93]. 
Some authors suggest that a supraspan learning task in the immediate recall task can 
give information about short-term retention and learning capabilities [94]. Patients 
with defective learning abilities (such as patients with Alzheimer’s dementia) show a 
better recall of the words at the end of the list than those at the beginning (known as 
“recency effect”). On the other hand, normal subjects have generally better recall of 
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the words at the beginning of the list then most of the other words (known as “pri-
macy effect”). Many subjects with good learning capability repeat the list in almost the 
same order as it is given [66]. Patients with early Alzheimer’s type dementia have a 
very low recall for the first presentation of the 15-words list and performances charac-
terized by many more intrusions than patients with other diagnostic groups [95].

Some psychometric tools such as neuropsychiatric inventory [96] or behavioral 
pathology in Alzheimer’s disease focus the attention on different aspects of behavior 
disorders that are common in this form of dementia. The behavioral pathology in 
Alzheimer’s disease (Behave-AD) [97] reviews seven categories of behavior symptoms. 
These are paranoid and delusional ideation (e.g. hallucinations or activity distur-
bances), aggressivity, diurnal rhythm disturbances, affective disorders, anxieties and 
phobias. The behavioral symptoms often create problems for caregivers of demented 
patients but could be pharmacologically treated. Each of the behavioral symptoms is 
rated on a four-point scale in which a score of zero indicates that the symptom is not 
present, while a score of 3 indicates that the symptom is present and not tolerated by 
the caregiver. A follow up of behavioral symptoms thought the course of the disease is 
possible with this instrument.

Frontotemporal dementia is a degenerative form of dementia less common than 
Alzheimer’s disease. Neuropsychological instruments focused on detection of impair-
ments in executive functions are important for the diagnosis of this form of dementia 
[98]. An example is the frontal assessment battery (FAB), a short battery that takes 
about 10 minutes to complete [99]. The score of FAB ranges from 0 to 18. Subjects 
with a lower score have a more severe impairment [100]. The FAB is effective to differ-
entiate patients with frontal lobe impairment from healthy subjects [100]. The execu-
tive interview (EXIT-25) is another screening toll exploring executive functions that 
takes about 10 minutes to complete [101]. FAB and EXIT-25 have a similar diagnostic 
power for distinguishing frontotemporal dementia from Alzheimer’s disease [98].

Cerebrovascular diseases are a common cause of cognitive impairments known 
as vascular cognitive impairment and vascular dementia. Clinical tools such as the 
Hatchinski ischemic score [102] sometimes modified [103] help clinicians to distinguish 
vascular dementias from other primary dementia types such as Alzheimer’s disease. 
Some items have a score of 2 points such as abrupt onset of dementia, fluctuating 

Type of Cognitive impairment Psychometric tools for differential diagnosis

Mild cognitive impairment MMSE, MoCA, ACE-R, DemTect, IQCODE, CAMCOG, SLUMS

Alzheimer’s disease MMSE, MoCA, MIS, Mini-Cog, CDT, RAVLT, CAMCOG, NPI, 
Behave-AD

Frontotemporal dementia FAB, Exit-25

Vascular cognitive impairment HIS, TMT, DS, MMSE, CAMCOG, ACE-R, MoCA

Parkinson’s disease dementia MoCA, SCOPA-COG, ACE-R, PD-CRS

Abbreviations of the psychometric tools: ACE-R = Addenbrooke cognitive examination revised, Behave-AD = Behavioral 
pathology in Alzheimer’s disease interview, CAMCOG = Cambridge Cognitive Examination, CDT = Clock drawing 
test, DS=Digit span, Exit-25 = Executive interview, FAB = frontal assessment battery, HIS=Hatchinski ischemic score, 
IQCODE = Informant Questionnaire on Cognitive Decline in the Elderly, MIS = memory impaired screening test, 
MMSE = Mini mental state examination, NPI = neuropsychiatric inventory, PD-CRS=Parkinson disease cognitive rating 
scale, RAVLT = Rey auditory verbal learning test, SCOPA-COG = Scales for outcomes of Parkinson disease-cognition, 
SLUMS=Saint Louis University Mental Status examination, TMT = trail making test.

Table 4. 
Psychometric tools for differential diagnosis of the most common forms of cognitive impairment.
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course, history of strokes, presence of focal neurological symptoms and presence of 
focal neurological signs. Other items have a score of 1 point such as stepwise deteriora-
tion, presence of nocturnal confusion, relative preservation of personality, presence 
of depression, somatic complaints, emotional continence, history of hypertension and 
evidence of associated atherosclerosis. The total score of the Hatchinski Ischemic score 
is 18. Studies conducted by Hatchinski and his colleagues [102] demonstrated that the 
ischemic score clearly differentiated patients suffering from Alzheimer’s dementia from 
patients with multi-infarct dementia. In fact, the higher the score the more likely is that 
the patient is suffering from vascular dementia. Prominent cognitive deficits in vascular 
cognitive impairment are executive and attentional functions while episodic memory is 
relatively intact. The best neuropsychological tools for assessment of patients with small 
vessels disease are the trail making test and digit spans [104]. The MoCA and the infor-
mant-based cognitive screening test (IBCST) are screening tools for diagnosis of multido-
main cognitive impairment in stroke and post-stroke dementia [105]. Other screening 
tools that can be used for differential diagnosis of post-stroke dementia include the 
MMSE, the Rotterdam-CAMCOG [37] and the Addenbrooke’s cognitive examination [36].

Cognitive impairment in Parkinson disease generally includes fronto-subcortical 
dysfunctions such as attention, frontal and executive functions deficits. Less common 
are cortical dysfunctions such as memory and visuospatial deficits. The MoCA is a 
tool that can be suited for screening of cognitive impairment in Parkinson disease 
[106]. Another valid instrument sensitive to cognitive deficits in Parkinson’s disease 
is the scale for outcomes of Parkinson’s disease-cognition (SCOPA-COG). SCOPA-COG 
is a 10-item scale with a maximum score of 43 [107]. The ACE-R with a cut-off less 
than 89 has a sensitivity of 69% and a specificity of 84% in detecting mild cogni-
tive impairment in Parkinson disease. Finally, the Parkinson’s disease cognitive rating 
scale (PD-CRS) is a tool that identifies both fronto-subcortical than cortical deficits 
associated with Parkinson’s disease [108]. The PD-CRS has a sensitivity of 94% and 
specificity of 94% in diagnosis of dementia in Parkinson’s disease [108].

7. Conclusions

There are many neuropsychological tools for screening and assessment of cogni-
tive functions among elderly people. Scales, inventories and other tests designed for 
the screening of dementia contain items and tasks that are sensitive to the most com-
mon dementing processes especially recent and remote memory and some aspects 
of attention. The mini–mental state examination is still the most commonly used in 
screening of dementia. Other commonly used screening tools include the montreal 
cognitive assessment and the clinical dementia rating scale.

For a detailed cognitive profile of the dementia and differential diagnosis of the 
different forms of dementia, examiners must explore many cognitive areas that 
include memory, attention, executive functions, language and visuo-spatial func-
tions. It involves the use of neuropsychological batteries of tests, each one measuring 
a distinct cognitive ability with greater sensitivity and specificity than a screening 
toll. Diagnostic accuracy may be enhanced by combining data from several of the 
instruments described in this chapter.

Neuropsychological measurements play an important role in identification condi-
tions of normal aging, dementia assessment, prediction of development of cognitive 
impairment, measurement of residual functional abilities and identification of 
possible targets of intervention [109].
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Chapter 5

Psychometric Analysis of an 
Instrument to Study Retention in 
Engineering
Kenneth J. Reid

Abstract

Although engineering programs admit highly qualified students with strong 
academic credentials, retention in engineering remains lower than most other pro-
grams of study. Addressing retention by modeling student success shows promise. 
Instruments incorporating noncognitive attributes have proven to be more accurate 
than those using only cognitive variables in predicting student success. The Student 
Attitudinal Success Instrument (SASI-I), a survey assessing nine specific noncogni-
tive constructs, was developed based largely on existing, validated instruments. It 
was designed to collect data on affective (noncognitive) characteristics for incom-
ing engineering students (a) that can be collected prior to the first year and (b) for 
which higher education institutions may have an influence during students’ first year 
of study. This chapter will focus on the psychometric analysis of this instrument. 
Three years of data from incoming first-year engineering students were collected 
and analyzed. This work was conducted toward investigating the following research 
questions: Do the scale scores of the instrument demonstrate evidence of reliability 
and validity, and what is the normative taxonomy of the scale scores of first-year 
engineering students across multiple years? Further, to what extent did the overall 
affective characteristics change over the first year of study?

Keywords: affective, cluster analysis, engineering, noncognitive, normative taxonomy, 
retention, SASI-I

1. Introduction

Engineering programs tend to admit students who are academically talented, 
defined by strong grade point averages and standardized exam scores. Unfortunately, 
many of these students leave engineering, often at the end of their first year of study. 
Further, the structure of engineering plans of study makes it difficult for students to 
transfer into engineering, meaning that engineering programs show a significantly 
lower percentage of retained students when compared to other disciplines.

A plethora of publications regarding undergraduate engineering student reten-
tion have been written. Efforts to reform undergraduate engineering vary from the 
introduction to first-year engineering programs, to pedagogical improvements, to 
curricula focused on design, mentorship programs, etc. Studies have attempted to 
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develop predictive models of student success and retention. Studies have demon-
strated evidence of strong predictive power of noncognitive attitudes over purely 
cognitive measures of students in retention and future academic performance [1–9].

This paper focuses on the psychometric analysis of the initial version of the 
Student Attitudinal Success Inventory (SASI-I), which was shown to be valid and 
reliable, and further discusses the use of normative taxonomy of first-year engi-
neering students across multiple years to assess engineering students’ multifaceted 
noncognitive attributes. Further, studies of shifts in noncognitive attributes over the 
first year of study have repeatedly shown trends in an unfavorable direction [8, 10, 
11]. The scale was used at the end of the year to examine trends in student normative 
taxonomy (as operationalized by cluster membership) over the course of an academic 
year. This chapter will introduce this analysis technique to the study of noncognitive 
characteristics of first year engineering students.

2. Driving research questions

Specific research questions which led to this analysis include:

1. What is the evidence of reliability and validity for the SASI-I instrument consist-
ing of a number of affective / attitudinal factors related to student success, based 
on incoming first-year engineering student responses?

2. What evidence supports the use of normative taxonomies (clusters) to establish 
SASI-I factor stability over different cohorts of incoming first-year engineering 
students?

3. How do the normative taxonomies of affective student characteristics change 
over the first year? To what extent do students’ group memberships change  
over time?

3. Instrumentation

Data were based on separate cohorts of undergraduate engineering students 
enrolling in a large Midwestern university over a three-year period of 2004 (cohort 
1; N = 1,605), 2005 (cohort 2; N = 1,777), and 2006 (cohort 3; N = 1,779). Table 1 

Preyear Postyear

Number Male Female Number Male Female

Cohort 1 1,605 1,297
(80.8%)

308
(19.2%)

722 563
(78.0%)

159
(22.0%)

Cohort 2 1,777 1,502
(84.2%)

275
(15.5%)

627 516
(82.3%)

111
(17.7%)

Cohort 3 1,779 1,482
(83.3%)

297
(16.7%)

Table 1. 
Demographics of student cohort groups, pre- and postsurveys.
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shows cohort demographics. Each cohort consisted of all entering first-year students 
who were admitted to the college of engineering but had not yet started their first 
semester, a small number of whom did not subsequently enroll or attend classes at the 
institution.

The SASI-I was used to collect data from entering engineering students and was 
used to assess their affective / attitudinal characteristics. Data were used to identify 
the normative taxonomy of cohorts of incoming students [12].

Students completed the 161 item SASI-I instrument online as part of a required 
set of activities at orientation, indicating their responses on a Likert scale (from 
1 = Strongly Agree to 5 = Strongly Disagree). The SASI-I was administered along with 
other tests (e.g., math placement, chemistry) prior to the first semester and again at 
the end of the academic year. Students who did not complete each of the three parts of 
the SASI-I assessment were excluded from analysis.

The self-report measures sought to assess students’ affective / attitudinal beliefs 
across the following constructs, each theorized within the literature to be critical to 
academic success [1, 12].

• Academic Motivation: consisting of 25 items in four subfactors: Control, 
Challenge, Curiosity and Career.

• Metacognition: comprised of 20 items in four subfactors: Planning, Self-
monitoring/Self-Checking, Cognitive Strategy and Awareness.

• Deep Learning: consisting of 10 items in two subfactors, Motive and Strategy.

• Surface Learning: consisting of 10 items, originally with identical subfactors to 
Deep Learning. Factor analysis showed two different subfactors, Memorization 
and Studying.

• Academic Self-Efficacy: consisting of ten individual items that do not form 
specific subfactors.

• Leadership: consisting of 20 items with four subfactors, Motivation, Planning, 
Self-Assessment and Teammates.

• Team vs. Individual Orientation: consisting of 10 items in two subfactors, 
Individual and Team Dynamic.

• Expectancy-Value: consisting of 32 items in five subfactors: Academic Resources, 
Community Involvement, Employment Opportunities, Persistence and Social 
Engagement.

• Major Decision: consisting of 21 items in four subfactors: Certainty of Decision, 
Difficulty in Decision, Personal Issues, and Urgency. One question was shown 
not to load to any of the subfactors and is assessed on its own (Independence).

The multilevel structure, where each item loads to a superordinate construct or 
general factor (for example, Major Decision) and one subfactor or subordinate factor 
within the domain of the construct (for example, the Certainty of Decision subfactor 
under Major Decision) supports analysis at multiple levels.



Psychometrics – New Insights in the Diagnosis of Mental Disorders

82

Table 2 shows a summary of constructs, subconstructs, and number of items in 
each construct.

4. Psychometric analysis

4.1 Internal consistency of scales and subscales

Internal consistency of scale scores was investigated using Cronbach’s coefficient 
alpha for each scale and subscale, for each cohort. Values for Cronbach’s coefficient 
alpha exceeding 0.80 are desired [21, 22]. As Cronbach’s coefficient alpha is sensitive 
to the number of items within a construct, the Spearman-Brown formula [23, 24] was 
used to estimate Cronbach’s alpha in any subscale containing less than 10 items.

Construct Origin NS Nt Subconstruct Ni

Intrinsic motivation Academic Intrinsic Motivation 
Scale (AIMS) [13]

4 25 Career
Challenge
Control

Curiosity

5
6
7
7

Academic self-efficacy Based on [14] 1 10 Self-efficacy 10

Expectancy-value Based on [15] 5 32 Expected use, acad 
resources

Community 
involvement
Employment 
opportunities

Persistence
Social engagement

5
4
8
7
8

Deep learning 
approach

Revised two-factor Study
Process Questionnaire

(R-SPQ-2F) [16]

2 10 Motive
Strategy

5
5

Surface learning 
approach

2 10 Memorization
Studying

3
7

Metacognition Based on State Metacognitive 
Inventory [17]

4 20 Awareness
Cognitive strategy

Planning
Self-checking

5
5
5
5

Leadership Based on [18] 4 23 Motivation
Planning

Self-assessment
Teammates

5
4
7
7

Team vs. individual 
orientation

Based on [19] 2 10 Individual dynamic
Team dynamic

5
5

Major decision Based on [20] 5 21 Certainty of decision
Difficulty of decision

Personal issues
Urgency

Independence

3
10
4
3
1

Total 9 constructs 29 161 161

Table 2. 
Constructs, subconstructs, and number of items in each construct.
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4.2 Construct and subscale structure

Factor analytic procedures were used to test the scales’ multidimensional struc-
tures. Each item loads to a construct or general factor (for example, Surface Learning) 
and one subscale or factor within the domain of the construct (for example, the 
Studying subscale under Surface Learning) since the scales were based on multidi-
mensional constructs.

Subscale definitions were examined through confirmatory factor analysis (CFA) 
for those constructs with an a priori structure. For those constructs developed specifi-
cally for this instrument, Exploratory Factor Analysis (EFA) was used to establish the 
subscale structure.

SAS (version 9.1.3) proc factor with a promax rotation was used for EFA. Promax 
rotation allows for the rotation of the axes to a position allowing optimal loadings 
for a set of items. The ideal number of factors was determined using both the Kaiser 
criterion, in which the number of factors is indicated by factors whose eigenvalues are 
greater than 1, and examination of the scree plot of eigenvalues.

Confirmatory Factor Analysis was performed to test the factor structure of each 
construct. Fit was assessed based on the 2004 cohort of students using LISREL™. 
Each construct (with the exception of self-efficacy) was specified using a path diagram 
showing each latent variable loading to the overall construct and one individual sub-
scale. The null hypothesis (H0) is that the data will adequately fit the proposed struc-
ture for each construct at the item level. In cases where EFA was used to specify the 
subscale structure (constructs developed for this instrument), a randomly selected 
subset of the data (n = 500) was used in the EFA procedure; a mutually exclusive 
subset of the data (n = 1000) was then used to verify the structure using CFA.

Confirmatory Factor Analysis fit was assessed using a number of criteria, includ-
ing the chi-square statistic, the Comparative Fit Index (CFI), the Goodness of Fit 
Index (GFI) and the Root Mean Square Error of Approximation (RMSEA). The 
chi-square statistic is reported, but its sensitivity to sample size means that it is rarely 
used as the sole criterion to judge model fit [25]; with a sample size in excess of 1500 
students, rejection of the null hypothesis is expected. Instead, Hu and Bentler [25] 
suggest that acceptable model fit (no Type I or Type II errors) is indicated when 
CFI > 0.95 and RMSEA <0.08, with an excellent fit indicated when RMSEA <0.05. 
Tanguma [26] demonstrated that the CFI and GFI were relatively unaffected by 
sample size for sufficiently large samples (n > 500), with acceptable model fit indi-
cated by values of GFI > 0.90.

4.3 Cohort group normative taxonomy

To show factor stability over time, McDermott’s [27] three stage cluster analysis 
was used on each cohort to determine normative taxonomies of students, clustering 
students with similar response patterns. Each cohort was compared to each other 
cohort to measure the similarity from year to year. Further, results from each postsur-
vey sample (cohorts 1 and 2, 2004 and 2005) are established and compared to each 
other and to the pre-first year normative taxonomy.

The first step of the analysis was converting raw scores to normalized z-scores to 
equally weight each of the nine affective/attitudinal constructs with respect to each 
other. Subsequently, mutually exclusive groups of approximately equal size partitions 
(B = number of blocks) of the data using Ward’s minimum variance method [28]. 
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For example, data for the 2005 cohort consists of nine blocks: seven with 197 and two 
with 199 students, with a normalized z-score for each affective / attitudinal construct 
for each student. For each random block, criteria for determining the optimal number 
of clusters (K) were: R2 statistic (indicating the proportion of the variance accounted 
for by the clusters), the pseudo-F statistic over the pseudo-t2 statistic [29] and 
Mojina’s first stopping rule [30].

The second stage involved formation of a (B∙K) x (B∙K) similarity matrix 
reflecting the consequence of merging any two clusters. Each resulting cluster was 
considered as input to the cluster analysis procedure, resulting in the final number of 
clusters indicated for the complete data set. The resulting homogeneity coefficients 
indicate, in this case, the consistency from year to year for each cohort group.

Finally, the third stage applied k-means iterative (nonhierarchical) partitioning to 
relocate potentially misassigned individual cases to improve homogeneity coefficients. 
The profile of each individual is examined to ensure membership in the ideal cluster: 
misassigned profiles are reassigned to a profile more closely matching the individual. All 
analysis was done in SAS with modifications to code developed by Paul McDermott [27].

Final clusters were expected to satisfy an average within-cluster homogeneity 
coefficient H  > 0.6 [31]. Cattell’s Cluster Similarity Coefficient, rp, [32] was calcu-
lated to demonstrate cluster similarity between clusters within and between cohort 
groups. Higher coefficient values demonstrate better congruence: excellent similarity 
is shown with values greater than 0.95 while values between −0.7 and +0.7 show poor 
factor similarity [33].

4.4 Differences in taxonomy over the course of an academic year

Analysis of the response data showed that an assumption of normality was not 
valid; therefore, nonparametric tests were used to analyze the data for differences 
over the course of the academic year. Comparisons for statistically significant differ-
ences were done using Mann-Whitney nonparametric tests of comparison. Mann-
Whitney nonparametric test results were found using SAS for Windows (version 9) 
proc. npar1way with the Wilcoxon and Monte Carlo (MC) options. The MC option 
produces Monte Carlo estimates of exact p values and is used specifically for large 
data sets. Specifying the Monte Carlo estimate results in an estimated value of p as 
well as upper and lower bounds of the confidence interval of the actual p value (using 
alpha = 0.01) with a significant savings in computational time. In addition to non-
parametric tests, standard two tailed t-tests were also computed and results compared 
with those of nonparametric tests.

4.4.1 Effect size: Cohen’s d

Statistical significance of differences is influenced by large sample sizes, and a 
statistically significant difference does not necessarily imply a meaningful or impor-
tant difference – only that a true difference of means most likely exists. As the size of 
the population increases, even very small differences tend to become significant. The 
effect size, or Cohen’s d, is a measure of the magnitude of the effect or the importance 
of the difference [33–35]. Cohen’s d is found by:

 σ
−

= 1 2M M
pooled

d
 

(1)
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where M1 and M2 are the means of the male and female population. The pooled 
standard deviation, σpooled, is the root-mean-square of the standard deviations of the 
two populations [33]. That is:

 

σ σ
σ

+
=

2 2
1 2

2pooled
 

(2)

When the two standard deviations are similar (as is typically the case), the root 
mean square differs very little from the simple average of the two variances.

Hyde [36, 37] defined ranges for effect sizes as part of the Gender Similarity 
Hypothesis as: near-zero, d ≤ 0.10; small, 0.11 < d ≤ 0.35; moderate, 0.36 < d ≤ 0.65; 
large, 0.66 < d ≤ 1.0; and very large, d > 1.0.

5. Results

5.1 Structure of the overall instrument

For those constructs with a predefined structure (Motivation, Metacognition, 
Deep Learning and Surface Learning), Exploratory Factor Analysis (EFA) was per-
formed to verify that the items loaded to the constructs as specified in the literature. 
EFA results agreed in all but one case, Surface Learning. In the constructs without 
a predefined structure (Academic Self-efficacy, Leadership, Team vs. Individual 
Orientation, Expectancy-Value and Major Decision), EFA was used to define the 
multidimensional structure. Confirmatory Factor Analysis was used to assess the fit 
of the multidimensional structure of the constructs. Fit indices including chi-square, 
CFI, GFI and RMSEA for each construct are shown in Table 3.

Motivation, Metacognition and Deep Learning constructs: Subscales that were 
unchanged from those originally presented in their literature included those under 

χ2 χ2 df pr > χ2 GFI RMSEA CFI

Motivation 902.6 240 <.0001 0.99 0.053 1.00

Metacognition 767.53 141 <.0001 0.99 0.067 1.00

Leadership 522.16 197 <.0001 0.99 0.041 1.00

Team vs. Individual orientation 63.45 22 <.0001 1.00 0.012 1.00

Expectancy value 1410.1 417 <.0001 0.98 0.049 1.00

Major decision 805.16 153 <.0001 0.99 0.065 1.00

Deep learning 49.73 22 .00064 1.00 0.036 1.00

Surface learning (original subscales) 152.5 25 <.0001 0.97 0.072 0.942

Surface learning (revised) 31.34 24 0.14 0.99 0.013 1.00

Academic self-efficacy n/a

Surface Learning original and revised are listed to show improvement with revision of subscale structure.
χ2 = Chi-squared; χ2 df = Chi-square degrees of freedom; GFI = Goodness of Fit Index; RMSEA = Root Mean Square 
Error of Approximation estimate; CFI = Bentley’s Comparative Fit Index

Table 3. 
Confirmatory Factor Analysis results for each construct.
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motivation, metacognition and deep learning. Factor analysis supported the subscales 
as originally specified. CFA results show an acceptable fit for each of these constructs 
with values for GFI > 0.9, CFI > 0.9 and RMSEA <0.08.

Surface Learning: The subscales of surface learning were originally defined the 
same as those of deep learning: Motive and Strategy. However, EFA results indicated 
that the subscale Strategy itself loaded into two separate factors, which is typically not 
indicative of a homogeneous construct. EFA results on the entire Surface Learning 
construct showed individual items clearly loading into one of two factors, which 
were redefined as Memorization and Studying based on context of the questions. CFA 
results indicate a significant improvement in fit. The redefined structure with modi-
fied subscales resulted in a value of chi-square that was not significant, meaning that 
the data did indeed fit the theoretical structure, even with a very large sample size.

Academic Self-Efficacy: EFA performed on the academic self-efficacy construct 
indicated no subscales.

Leadership, Team vs. Individual Orientation, and Expectancy-Value: Subscales for 
each of these constructs were defined based on exploratory factor analysis: results 
were validated using CFA on a mutually exclusive subset of the data. Table 3 shows 
the results of the CFA for each construct, with values for GFI > 0.9, CFI > 0.9 and 
RMSEA <0.05, verifying the validity of the structure for each construct.

Major Decision: Results of the EFA showed the items in the Major Decision con-
struct loaded to five subscales and CFA results showed an acceptable fit for this struc-
ture (GFI = 0.99, CFI > 0.99 and RMSEA = 0.065). The Major Decision scale contained 
one question which was shown not to load on any particular subscale and is presented 
independent of the subscales (Independence). Three items were shown to negatively 
correlate to the remainder of the scale, and were reverse scored during the analysis.

5.2 Internal consistency of scales and subscales

Reliability of the instrument is demonstrated with acceptable values of Cronbach’s 
alpha for each construct and subscale for each cohort [21, 22, 38]. Complete results 
are shown in Table 4. Values of Cronbach’s alpha are shown after reverse-scoring two 
of the items in the Major Decision scale.

Cronbach’s coefficient alpha values for all scales exceed 0.8 with two exceptions: 
Surface learning (α = 0.79) and Team vs. Individual Orientation (α ≥ 0.75), demon-
strating the homogeneous nature of each construct [22, 39]. The lack of variation 
in values of Cronbach’s coefficient alpha for different student cohort groups is one 
indication of stability and repeatability of the scales over time. Using the Spearman-
Brown formula [24, 40] results in an estimate for Cronbach’s coefficient alpha for 
a construct when interpolated to a specified number of items. In cases where there 
were fewer than 10 items in a subscale, the Spearman-Brown formula was used to 
assess values of Cronbach’s coefficient alpha for a consistent number of items. Some 
subscales with very few items were outside of this range; the small number of items 
within each subscale certainly contributed to low values of alpha. In each case, values 
of alpha were very consistent from cohort to cohort, further demonstrating the 
internal consistency of the constructs and subscales.

5.3 Cluster analysis: Pre-year survey

McDermott’s three stage cluster analysis was used to derive the core profiles for 
each of the three years of cohort data from cohort 1 to cohort 3. The primary goal of 
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Number of items Cohort 1 Cohort 2 Cohort 3

Motivation 25 0.93 0.93 0.93

Career 5 0.82 0.81 0.83

Challenge 6 0.80 0.79 0.80

Control 7 0.79 0.80 0.79

Curiosity 7 0.81 0.81 0.82

Metacognition 20 0.92 0.92 0.93

Awareness 5 0.77 0.79 0.79

Cognitive strategy 5 0.78 0.79 0.79

Planning 5 0.76 0.78 0.79

Self-checking 5 0.72 0.74 0.76

Deep learning 10 0.81 0.83 0.82

Motive 5 0.69 0.70 0.69

Strategy 5 0.67 0.71 0.71

Surface learning 10 0.79 0.79 0.79

Memorization 3 0.60 0.59* 0.62

Studying 7 0.80 0.79 0.80

Leadership 23 0.89 0.89 0.89

Motivation 5 0.69 0.69 0.69

Planning 4 0.70 0.70 0.67

Self-assessment 7 0.78 0.77 0.77

Teammates 7 0.68 0.70 0.68

Team vs. Individual orientation 10 0.75 0.79 0.76

Individual 5 0.61 0.63 0.59*

Team dynamic 5 0.69 0.74 0.73

Expectancy value 32 0.90 0.91 0.91

Academic resources 5 0.75 0.76 0.76

Community involvement 4 0.71 0.72 0.72

Employment opportunities 8 0.81 0.82 0.82

Persistence 7 0.80 0.81 0.81

Social engagement 8 0.81 0.80 0.80

Major decision 21 0.85 0.85 0.85

Certainty of decision 3 0.49* 0.49* 0.53*

Difficulty in decision 10 0.92 0.92 0.92

Personal issues 4 0.60 0.61 0.56*

Urgency 3 0.57* 0.58* 0.59*

Independence 1 — — —

Academic Self-efficacy 10 0.90 0.90 0.90

*indicates alpha values less than 0.6

Table 4. 
Values of Cronbach’s coefficient alpha for each construct and subscale.
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this analysis was to identify normative taxonomies of individuals who exhibit 
similar profiles within a given cluster, yet dissimilar profiles across clusters. Similar 
taxonomies are indicated by a consistent number of core profiles, and profiles of 
similar magnitude and shape as determined by the cluster homogeneity coefficient 
H  > 0.6 [31] and Cattell’s similarity coefficient [32] (similar: rp > 0.95, dissimilar: 
|rp| < 0.7) [41].

Cluster analysis resulted in three core profiles for each cohort. The shape and 
pattern of each profile was consistent from cohort to cohort, showing strong repeat-
ability and stability.

Figure 1 shows an overlay of plots of the means of each construct for each 
cluster of students. Specific constructs are shown on the x-axis, with center values 
(normalized z-scores) for each construct for each cluster on the y-axis. There is no 
significance to the order of the constructs on the x-axis. Center means for each core 
cluster within each cohort are shown in Table 5. The identification of three distinct 
clusters and the shape of each cluster of students are significant. Students who tended 
to rate themselves at least one standard deviation stronger than other students tended 
to do so across the board, except for their propensity toward surface learning: the 
sharp spike seen in the plots indicates these students view their learning style as deep 
(developing an understanding and appreciation of material) as opposed to surface 
(memorization). As might be expected, those students rating themselves below the 
affective / attitudinal norms indicated a propensity toward surface learning. Students 
in cluster 1 responded approximately one standard deviation below the norm (with 
the exception of Surface Learning) while students in cluster 3 responded one standard 
deviation above the average (again, with the exception of Surface Learning). Students 
in cluster 2 clustered about the norms for each construct. There is no significance to 
the cluster numbers; they are used only to distinguish between groups.

Table 6 shows the number of students within each profile. Final clusters satisfied 
an average within cluster homogeneity coefficient H  > 0.99 (Table 6), demonstrat-
ing that the clusters were indeed homogeneous. The plots in Figure 2 show year to 
year consistency in shape with minimal variation in values for each construct. 

Figure 1. 
Overlay of plots of normalized center means for each construct, shown for each cohort of students. Data points are 
shown as connected to illustrate similarly / dissimilarity of each cluster, and are not meant to imply a relationship 
between constructs.
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Stability is demonstrated with minimal variability in the center values for each cohort 
over multiple years.

Cattell’s Cluster Similarity Coefficients were calculated to objectively determine 
the similarity between each cluster for each year. Excellent cluster similarity is dem-
onstrated with values of Cattell’s coefficient rp > 0.95; values of Cattell’s coefficient 
comparing clusters expected to be highly similar are consistently 0.94 < rp < 1.00 (see 
Table 7), demonstrating these clusters to be similar and stable over this time period. 
Clusters expected to be dissimilar show comparison values well below values indicat-
ing similarity, demonstrating these clusters to be dissimilar to each other. Strong 
coefficients of similarity and similar percentages of students within each cluster show 
that student responses tend to remain stable from year to year.

Interestingly, the smallest spread among cohorts was found in Major Decision, 
indicating that students in each profile appear to differ least in their initial intent to 
pursue an engineering degree. The widest disparities between clusters appear to be 
among motivation and metacognition; this may be expected given the strong aca-
demic backgrounds of incoming engineering students.

5.4 Clusters in the postsurvey sample population

Cluster analysis on the postsurvey data shows that the sample population surveyed 
at the end of the first year clustered into four distinct groups; a significant finding as it 
differs from the three groups found in the presurvey. The sample population was divided 
into mutually exclusive groups as input to McDermott’s three-stage cluster analysis; dur-
ing this process, the ideal number of clusters is assessed for each subgroup, then carried 
through the analysis to arrive at a final answer. The criteria include multiple measures to 
establish the ideal number of clusters taken in concert with each other. In most cases, four 
clusters were indicated by Mojina’s first stopping rule while the Cubic Clustering Criteria 
(CCC) and the pseudo-F statistic over the pseudo-t2 statistic [29] indicated between 4 
and 6 clusters. However, Milligan and Cooper [42] found that the CCC often indicates too 
many clusters. In each subgroup, a four cluster solution was indicated, leading to a final 
4-cluster solution for the sample population in cohort 1 and 2 postsurvey data. Figure 2 
shows an overlay plot of the clusters in the postsurvey data for 2004 and 2005.

Figure 2. 
Overlaid plots of center means for each subscale for clusters 1 and 2 for presurvey data.
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An examination of the four clusters shows a clearly “upper” cluster and “lower” 
cluster, where students tended to respond to the SASI either higher or lower 
(respectively) than their peers (except for Surface Learning as expected). Two 
clusters emerge near the middle of the responses. As seen in Figure 2, these clusters 
are similar with the exception of Deep and Surface Learning and Major Decision. As 
a group, students who responded near the average of their peers and tended toward 
surface learning tended to be significantly lower in the decision to continue in engi-
neering – this group is designated “middle (low)”. Conversely, students who tended 
away from surface learning tended to indicate decisiveness toward their major 
[“middle (high)”]. Further examination of these two groups showed that, although 
the sample population was heavily skewed toward those remaining in engineering, 
retention in the “lower” and “middle (low)” groups was lower than retention in the 
“upper” and “middle (high)” group, 95% vs. 98% within the sample population. 
However, the low numbers of students who did not continue in engineering in the 
program under study do not allow a definitive conclusion to be drawn from these 
percentages.

Table 8 shows values of Cattell’s similarity coefficients, indicating similarity 
between clusters which are presumed to be similar, and dissimilarity between all 
other clusters. Notably, the “upper” profiles did not demonstrate excellent similarity 
(with rp = 0.75), although they are acceptably similar (with rp > 0.7). The “middle 
(high)” and “middle (low)” clusters do show a degree of similarity, as expected, but 
are dissimilar enough to justify two distinct clusters of students by Cattell’s similarity 
coefficient (rp < 0.6) (Figure 3).

5.5 Cluster analysis of the aggregate postsurvey population

Because of the similarity of the cluster solution between cohorts 1 and 2, the data 
will be taken in aggregate for much of the analysis. McDermott’s cluster analysis was 
repeated on the aggregate population by combining the data, sorting the students 
randomly and forming mutually exclusive datasets as previously described. Eight 
blocks of 184 students were used as input and, as expected, a four cluster solution was 
indicated once again. Cattell’s similarity coefficient showed the resultant cluster solu-
tion was similar to the solution based on cohorts 1 and 2 where expected, with values 
of rp > 0.84 (Table 9).

5.6 Differences in constructs, pre- to postsurvey

Ideally, students should improve not only in their cognitive abilities through 
the first year, but also in their desirable noncognitive characteristics. Of the nine 
constructs in the SASI-I, a desirable outcome would be an increase in the students’ 
self-perception in eight of the constructs (Motivation, Metacognition, Deep Learning, 
Academic Self-Efficacy, Leadership, Team vs. Individual Orientation, Expectancy-
Value, and Major Decision) with a lower propensity toward Surface Learning. An 
examination of the means of student responses from the presurvey to the postsurvey 
shows us that postsurvey responses went down significantly (except for Surface 
Learning, which increased) over the first year of study. Table 10 shows the mean 
values and effect sizes for all differences. While there was a statistically significant 
movement (p < 0.001) in the nondesired direction for each construct, only Surface 
Learning and Expectancy-Value also showed a large effect size, or a large ‘importance’ 
of shift in mean values.
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Comparing the presurvey cluster analysis results with the postsurvey cluster 
analysis results gives an indication of the similarity of the profiles prior to the first 
year and at the end of the first year. The fact that the postsurvey data results in a four 
cluster solution indicates that shifts have certainly occurred with the emergence of an 
additional cluster, or the further division of student responses.

Figure 4 shows an overlay plot of presurvey clusters from 2004 and postsurvey 
aggregate results from 2004 to 2005. There is a clear similarity in appearance in the 
“upper” and “lower” clusters from the presurvey and postsurvey. The middle clusters 
show a clear deviation for Surface Learning and Major Decision. Table 11 shows val-
ues of Cattell’s similarity coefficients, indicating that the “upper” and “lower” clusters 
are indeed similar (rp = 0.84 and rp = 0.93, respectively). The presurvey “middle” 
group shows acceptable similarity to the two middle clusters of the postsurvey data 
(rp = 0.84 and rp = 0.79). Clusters presumed to be dissimilar are indeed shown to be 
dissimilar (|rp| < 0.53).

While these results are important, an investigation based on students tending to 
shift from one cluster to another through the course of the year should shed addi-
tional light on these trends.

Figure 3. 
Overlay plot of 2004 and 2005 postsurvey clusters. Mid (1) indicates a cluster about the average with a higher 
value of Major Decision. Mid (2) indicates a cluster about the average with a lower value of Major Decision.

Cohort 2

population cluster Post high Post mid (high) Post mid (low) Post low

Cohort 1 Post High 0.75 0.54 0.27 −0.24

Post Mid (high) −0.01 0.94 0.59 0.48

Post Mid (low) 0.07 0.48 0.99 0.22

Post Low −0.49 0.08 0.10 0.94

Bold text indicates clusters which are presumed similar. Mid (high) indicates a cluster about the average with a higher value 
of Major Decision. Mid (low) indicates a cluster about the average with a lower value of Major Decision.

Table 9. 
Cattell’s similarity coefficients, cohorts 1 and 2, postsurvey clusters.
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5.7 Cluster drift: changes in cluster membership over the first year

While the discovery of a three-cluster presurvey and four-cluster postsurvey 
solution is significant, the movement of students from a precluster to a postcluster is 
also of interest.

Table 12 is a frequency table showing the number of students moving from 
each pre-survey cluster to each postsurvey cluster, including the number of male 
and female students within each group. One indication of cluster stability from the 

Figure 4. 
Presurvey clusters (cohort 1 shown) and postsurvey clusters (cohorts 1 and 2 aggregate).

Cohort 1 and 2 aggregate postsurvey

population cluster Post High Post Mid (high) Post Mid (low) Post Low

Cohort 1 Post High 0.84 0.49 0.22 −0.29

Post Mid (high) 0.06 0.97 0.62 0.40

Post Mid (low) 0.13 0.48 0.98 0.16

Post Low −0.46 0.12 0.17 0.98

Cohort 2 Post High 0.97 0.11 0.05 −0.45

Post Mid (high) 0.23 1.00 0.57 0.19

Post Mid (low) 0.17 0.56 0.99 0.18

Post Low −0.37 0.32 0.31 0.99

Aggregate Post High 1.00 0.19 0.11 −0.41

Post Mid (high) 0.19 1.00 0.57 0.24

Post Mid (low) 0.11 0.57 1.00 0.25

Post Low −0.41 0.24 0.25 1.00

Bold text indicates clusters which are presumed similar. Mid (high) indicates a cluster about the average with a higher 
value of Major Decision. Mid (low) indicates a cluster about the average with a lower value of Major Decision.

Table 10. 
Cattell’s similarity coefficients, comparing aggregate population postsurvey data to each of cohorts 1 and 2 and 
aggregate postsurvey data.
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presurvey to the postsurvey is that 55% of students remained within their original 
cluster: this assumes students from the presurvey “middle” cluster remain in one of 
the two middle clusters in the postsurvey group.

Some other observations can be made immediately:

• Most students who were in the presurvey “upper” cluster moved to either the 
postsurvey “upper” cluster (n = 81) or the middle cluster with high Major 
Decision [“middle (high)”] (n = 88).

• Most students who were in the presurvey “lower” cluster moved to the postsur-
vey “lower” cluster (n = 189), although a large percentage went to the middle 
cluster with high Major Decision [“middle (high)”] (n = 132 or 31% of students 
from the presurvey “low” cluster), a favorable shift in student noncognitive 
characteristics.

• Most students in the postsurvey “upper” cluster came from the presurvey 
“upper” cluster (n = 81).

Presurvey Postsurvey

Construct Mean σ, pre Mean σ, post Post-pre Cohen’s d Effect size

Surface Learning 2.487 0.493 3.028 0.628 0.542 0.959 Large

Expectancy-Value 3.915 0.359 3.582 0.500 −0.333 −0.765 Large

Motivation 4.111 0.407 3.816 0.526 −0.295 −0.628 Moderate

Major Decision 3.515 0.441 3.222 0.521 −0.293 −0.608 Moderate

Self-Efficacy 4.232 0.471 3.950 0.589 −0.281 −0.528 Moderate

Deep Learning 3.663 0.477 3.422 0.606 −0.241 −0.442 Moderate

Team vs. Individual * 3.940 0.389 3.793 0.510 −0.147 −0.323 Small

Metacognition * 3.923 0.408 3.803 0.523 −0.120 −0.255 Small

Leadership * 3.926 0.372 3.818 0.486 −0.108 −0.249 Small

* = Statistically significant difference, small to near-zero effect size.

Table 11. 
Differences in mean student responses, cohort 1, pre- and postsurvey, Effect Size shown.

Cohorts 1 and 2 aggregate data, postsurvey

Population Cluster Post High Post Mid (high) Post Mid (low) Post Low

Cohort 1 Pre High 0.84 0.52 0.29 −0.26

Pre Middle 0.01 0.84 0.79 0.53

Pre Low −0.45 0.12 0.21 0.93

Bold text indicates clusters which are presumed similar.
Italics indicate clusters from the middle regions which are expected to be somewhat similar.
Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.

Table 12. 
Cattell’s similarity coefficients, 2004 presurvey and 2004–2005 aggregate postsurvey clusters.
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• Most students in the postsurvey “lower” cluster came from the presurvey “lower” 
cluster (n = 189), although a large percentage came from the presurvey “middle” 
cluster (n = 155, or 41% of the postsurvey low cluster).

• The fewest number of students (n = 6) took the transition from the “lower” 
presurvey cluster to the “upper” postsurvey cluster. Second to this was the least 
favorable transition, from presurvey “upper” to postsurvey “lower” (n = 36).

• The largest number of students transitioning was from the presurvey “middle” 
cluster to the middle cluster with a high Major Decision score [“middle (high)”]: 
n = 276, or nearly 21% of the population.

If an unfavorable shift is defined as one where a student downgrades their original 
cluster membership, for example, from presurvey “middle” to postsurvey “lower”, or 
remains in the postsurvey “lower” cluster, 515 students, or 39%, shifted unfavorably 
in their noncognitive characteristics. Defining a favorable shift as one where students’ 
trajectories are from a lower presurvey cluster to a higher postsurvey cluster or remain 
in the postsurvey “upper” cluster results in 354 students (or 27%) shifting in a favor-
able direction. It should be noted that, because the means of each cluster decreased 
from the presurvey to the postsurvey, students classified as having a positive shift 
may in fact have lower scores in their self-perception of their noncognitive attributes; 
if this indeed constitutes a positive shift remains to be explored.

A visual representation of the shift from presurvey cluster membership to post-
survey cluster membership is shown in Figure 5. Line weight represents the number 
of students transitioning from a presurvey to a postsurvey cluster. Postsurvey clusters 
have been labeled to illustrate their separation from one another.

5.8 Cluster membership and indicators of student success

Table 13 shows progress toward degree (operationalized by credits at the end of 
semester 4). Neither membership in presurvey cluster nor membership in postsurvey 
cluster was indicative of more successful progress toward degree. No significant dif-
ference was seen and no trends seen from one cluster to another, from either presur-
vey cluster membership or postcluster membership.

Table 14 shows retention to the end of the second year. In this case, no signifi-
cant difference in indicated by presurvey cluster membership; however, students 
in the “upper” or “middle (high)” cluster were significantly more likely to remain 
in engineering with 93.6% retention vs. students in the “middle (low)” or “lower” 
postsurvey cluster, with 87.6% retention (z = 3.67). This trend is visible regardless of 
student presurvey cluster. While this data set is biased in that overall first year reten-
tion was very high compared to the overall student population in engineering, the 
emergence of a significant difference in second year retention based on postsurvey 
cluster membership indicates the potential for postsurvey cluster membership as an 
indicator of retention.

Grade point averages at the end of the first and second year are shown in Tables 15 
and 16 respectively. Neither GPA shows any significant difference based on presurvey 
cluster membership, when taken in aggregate or taken within individual postsurvey 
cluster memberships. In other words, there is no evidence that presurvey cluster 
memberships in indicative of improved GPA after one or two years.
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Postsurvey cluster membership does appear to be indicative of GPA to an extent. 
Improvement in GPA is seen as students progress from the “lower” to the “upper” 
postsurvey cluster membership when data are taken in aggregate, and within indi-
vidual presurvey clusters, for both one year and two year GPAs. Using postsurvey 
cluster membership, a significant difference and small (but near moderate) effect size 
was found when students in the “upper” and “middle (high)” cluster were combined 
and compared to students in the “middle (low)” and “lower” clusters: one year GPAs 
were 3.09 and 2.87 respectively (p < 0.001, d = 0.334); two year GPAs were 3.00 and 
2.79 respectively (p < 0.001, d = 0.286). Therefore, it appears that postsurvey cluster 
membership is indicative of improved student success while presurvey cluster mem-
bership is not indicative of improved student success as operationalized by GPA.

Examination of the postsurvey clusters shows that one construct, Major Decision, 
distinguishes the “upper” and “middle (high)” clusters from the “middle (low)” and 
“lower” clusters, which is where significant differences emerge. Further examination 
of differences in indicators based on this construct show that a statistically significant 
difference is found in two-year retention rate, end of first year GPA and end of sec-
ond year GPA based on Z score of Major Decision as a single construct (Table 17). The 
effect size of the difference is small for GPAs from year one (d = 0.267) and year two 
(d = 0.190). No difference was found in student progress toward degree (Table 18).

Figure 5. 
Visual representation of student trajectories from presurvey cluster membership to postsurvey cluster membership.
Line weight represents number of students transitioning cluster membership.
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Cohort 1 & 2 aggregate data, postsurvey

Population Cluster Post High Post Mid 
(high)

Post Mid 
(low)

Post Low

Cohort 1 Pre High 61.1 60.2 60.5 58.2 60.3

Pre Middle 57.8 60.7 60.1 59.3 60.0

Pre Low 63.4* 62.3 57.5 60.6 60.5

60.1 61.0 59.4 59.9

Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.
* indicates very small sample size, n = 6.

Table 14. 
Progress toward degree as measured by credits at the end of year 2.

Cohorts 1 & 2 aggregate, postsurvey

Cohorts 1 & 2 
aggregate, presurvey

cluster Post High Post Mid 
(high)

Post Mid 
(low)

Post Low

Pre High » 81
(61 M, 
20 F)

88
(66 M, 
22 F)

47
(42 M, 5 F)

36
(32 M, 4 F)

Pre 
Middle

» 44
(41 M, 

3 F)

276
(187 M, 

89 F)

181
(148 M, 

33 F)

155
(127 M, 

28 F)

Pre Low » 6
(3 M, 3 F)

132
(103 M, 

29 F)

91
(77 M, 
14 F)

189
(169 M, 

20 F)

Number of male and female students indicated in parentheses.
Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.

Table 13. 
Number of students shifting from each presurvey cluster to each postsurvey cluster (cohorts 1 and 2 aggregate 
data).

Cohort 1 & 2 aggregate data, postsurvey

Population Cluster Post High Post Mid 
(high)

Post Mid 
(low)

Post 
Low

Cohort 1 Pre High 97.5% 94.2% 87.2% 85.3% 90.4%

Pre 
Middle

88.6% 91.2% 87.7% 89.0% 89.5%

Pre Low 66.7%* 98.5% 85.6% 87.8% 90.4%

93.1% 93.7% 87.0% 88.0%

93.6% 87.6%

Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.
* indicates very small sample size, n = 6.

Table 15. 
Retention: registration for fourth semester.
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6. Conclusion

The Student Attitudinal Success Instrument I, an instrument to assess nine affec-
tive / attitudinal characteristics (and their associated subscales) of incoming students 
prior to the beginning of their program of study, was evaluated using data collected 
from large cohorts of incoming engineering students.

Cohort 1 & 2 aggregate data, postsurvey

Population Cluster Post high Post mid (high) Post mid (low) Post low

Cohort 1 Pre High 3.07 3.11 2.80 2.69 2.98

Pre Middle 3.14 3.03 2.90 2.90 2.97

Pre Low 3.15* 3.18 2.91 2.87 2.98

3.10 3.08 2.89 2.86

3.09 2.87

Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.
* indicates very small sample size, n = 6.

Table 16. 
End of first year GPAs (4.0 scale).

Cohort 1 & 2 aggregate data, postsurvey

Population Cluster Post high Post mid (high) Post mid (low) Post low

Cohort 1 Pre High 3.07 2.93 2.73 2.52 2.88

Pre Middle 3.04 2.92 2.80 2.80 2.87

Pre Low 3.14* 3.15 2.84 2.82 2.93

3.06 2.99 2.81 2.78

3.00 2.79

Mid (high) indicates a cluster about the average with a higher value of Major Decision. Mid (low) indicates a cluster 
about the average with a lower value of Major Decision.
* indicates very small sample size, n = 6.

Table 17. 
End of second year GPA (4.0 scale).

Progress toward 
degree

2-year 
retention*

GPA: 
1 year*

GPA: 2 year*

Zmaj > 0 60.7 credits 93.1% 3.06 2.96

Zmaj < 0 59.7 credits 86.0% 2.89 2.82

significance, effect 
size

p = 0.097
d = 0.09

z = 4.23 p < 0.001
d = 0.267

p = 0.097
d = 0.19

* indicates a statistically significant difference.

Table 18. 
Student success indicators based on postsurvey Major Decision construct.
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The SASI-I is shown to be a psychometrically sound instrument for the popula-
tion of first-year engineering students at a large institution in the Midwest (United 
States). Internal consistency of scale scores was investigated. Factor analysis was 
used to establish and verify the structure of the factors and subfactors. Cronbach’s 
coefficient alpha values for all scales exceed 0.8 (with two exceptions, 0.75 and 
0.79); confirmatory factor analysis results verify the theoretical factor structure 
of each. McDermott’s three-stage cluster analysis was used to define the norma-
tive taxonomies of three years of student data. Cluster analysis results in a stable, 
repeatable 3-cluster solution over multiple years: clusters expected to be highly 
similar were shown to have values of Cattell’s coefficient > 0.94, providing evi-
dence of stability.

This instrument is a tool to collect data prior to beginning classes in the first 
year of engineering, thus, it can provide valuable input to any model predict-
ing retention past the first year (when most attrition in engineering occurs). In 
addition, this tool provides information on characteristics for which intervention 
methods may be developed, thus increasing likelihood of student success. Unlike 
other assessment instruments which rely on data collected during or after the 
first year or data for which a school may not have an influence, this tool provides 
necessary input for the creation and adoption of first-year programs at the earliest 
possible time.

Inputs to model(s) to be developed include these affective / attitudinal constructs 
in addition to cognitive data; such models will allow for guidance for individual 
students or small groups who may particularly benefit from specific intervention 
programs [6, 43–45]. Cluster membership offers a potential model input that has pre-
viously not been presented in the literature within engineering. Additionally, students 
who may not experience a benefit from these interventions may be able to opt out of 
some first-year programs, thus increasing the value of the course / program content 
they will experience during their first year.

Finally, while this instrument is effective, additional affective / attitudinal char-
acteristics which could prove to be predictive of retention have been incorporated 
into the SASI-2 [4]. Ideally, the size of the existing instrument could be reduced to 
allow for inclusion of additional constructs without increasing the number of items. 
Additional affective / attitudinal constructs to be investigated and eventually pro-
posed for inclusion should include only those constructs for which first-year inter-
vention programs can have an effect.
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Chapter 6

Development and Assessment of 
Scales in the Area of Psychiatry  
and Mental Health during the 
COVID-19 Pandemic
Ek-Uma Imkome

Abstract

Nowadays, mental health problems and psychiatric disorders have a high prevalence 
and are caused by co-factors. They can relapse and be exacerbated by internal and 
external factors such as stressful life events, poor coping skills, and COVID-19. The early 
detection of specific signs and symptoms is complicated. Frontliner clinical nurses must 
assess patient signs and symptoms as soon as possible. For this process, they require 
a quick and early detection measurement tool that precedes the interview, physical 
examination, and laboratory tests. A scale with good psychometric properties will help 
nurses screen and identify individuals as high-risk or non-high-risk, the severity of their 
symptoms (mild, moderate, or severe), and provide efficient nursing care.

Keywords: measurement, mental health, psychiatry, psychometric properties,  
Covid-19 pandemic

1. Introduction

Measurement is essential for healthcare providers to understand the population’s 
health status and trends over time and to measure the effectiveness of interventions 
to improve it. COVID-19 has spread worldwide at an unprecedented rate and scale. 
People are experiencing its various psychological effects, ranging from severe symp-
toms to stressful responses, such as depression, anxiety, suicidal ideation, concern 
about infection, uncertainty and helplessness from the prolonged pandemic, and 
loneliness from quarantine and social isolation [1–3]. These psychological problems 
persist without being identified or treated and can lead to more serious psychological 
diseases [4–6]. The current pandemic has caused people to become exhausted in their 
daily lives. Therefore, it is essential to understand the psychological problems experi-
enced by the general population and cope with them during the pandemic to protect 
them from psychological illness.

A scale in the area of psychiatry and mental health has been developed using 
valid and reliable measures. Various indicators can measure aspects of health; that 
is, instruments that summarize the data related to a unique phenomenon. Excellent 
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quality instruments should measure what is hypothetical, provide the same result 
if measured by different people in similar circumstances, and measure and reflect 
changes only in the situation concerned. Sound mental health and psychiatric scales 
should reflect an aspect of a chosen target, staging of the problem, and cost–benefit. 
It measures the state of mental health and related needs. It should inform its users 
whether the set targets are being achieved.

To choose the right scale, knowledge of the process of scale development and 
assessment of the scale in psychometric properties is essential. This chapter aims to 
provide suggestions for developing and choosing the scale.

2.  Assessment of mental health and psychiatric needs and needs index 
models

The need for care, perceived need for care, demand for care, and use of care 
are four concepts. Mental and psychiatric problems are linked to various physi-
cal, psychological, social, and economic needs. Three groups of these needs have 
been assigned by WHO, which are associated with impairment, disabilities, and 
handicaps. The needs for mental health can be determined at either the individual or 
population level, and needs are estimated at the population level using four methods: 
(a) the survey method, (b) analysis of utilization data, (c) analysis of socioeconomic 
factors, and (d) a combination of techniques. The need for intervention due to 
mental health problems is not satisfactory. To bridge this gap, there is a need for a 
new scale to assess mental health needs and psychiatric problems during the COVID-
19 pandemic.

3.  Scale in the field of mental health and psychiatry during the COVID-19 
pandemic

There are some new measures to assess psychological problems during the 
COVID-19 outbreak in the database during 2020–2022 as follows:

a. Stress

• COVID-19 student stress scale [7]

b. Fear

• The fear of COVID19 scale [8]

• The fear of COVID-19 scale [9]

c. Phobia

• The COVID-19 phobia scale [10]

d. Anxiety [11]

• The coronavirus anxiety scale [12]
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e. Depressive

• COVID-19 depression scale for healthcare workers [13]

f. Posttraumatic stress disorders

• Posttraumatic stress disorder questionnaire [14]

Scale Sample Administration Psychometric properties

Stress

COVID-19 
Student Stress 
Scale [7]

514 Italian university 
students

The Likert scale consists of 
seven items. The scale consists of 
three factors (relationships and 
academic life, isolation, and fear of 
contagion).

The scale of fit values were 
found to be good (v2 /df = 0.56; 
CFI = 0.95; TLI = 0.95; 
RMSEA = 0.06), and
cronbach’s alpha coefficient = .71.

Fear

The fear of 
COVID19 scale 
[8]

717 Iranian participants This 7-item scale uses a five-point 
Likert-type
Scoring ranges from “strongly 
disagree (1) to “strongly agree (5).” 
A high score shows a high level of 
fear of the COVID-19 outbreak. 
The scores on this scale range 
between 7 and 35. This scale has no 
reverse-scored items.

The corrected item-total 
correlation range from 0.47 to 0.56, 
and factor loadings range from 
0.66 to 0.74.
The properties evaluated using 
classical test theory and the Rasch 
model were satisfactory on the 
seven-item scale.
Internal consistency (α = .82) and 
test–retest reliability (ICC = .72).
Concurrent validity was measured 
by the Hospital Anxiety and 
Depression Scale (with depression, 
r = 0.425, anxiety, r = 0.511) 
and the Perceived Vulnerability 
to Disease Scale with perceived 
infectability (r = 0.483) germ 
aversion (r = 0.459).

The fear of 
COVID-19 scale
[9]

1304 participants from 
75 cities in Turkey. Of 
all the participants, 917 
(70.3%) were females, 
and 387 (29.7%) were 
males whose ages ranged 
from 18 to 64 years 
(M = 29.47, SD = 10.54)

A unidimensional seven-item, 
five-point Likert scale, ranging 
from 1 to 5 (1-strongly disagree, 
5-strongly agree). There are no 
reverse-scored items. Scores range 
between 7 and 35. A high score 
indicates a high level of fear of the 
COVID pandemic.

CFA analyses showed that 
fit indices were all within 
the acceptable limit [χ2 (13, 
N = 1304) = 299.47, p < .05; 
SRMR = .061; GFI = .936; 
NFI = .912; IFI = .915; CFI = .915]. 
The factor loadings of the Fear of 
COVID-19 Scale ranged from .484 
to .723.

Phobia

The COVID-19 
phobia scale [10]

1250
participants (765 
women, 61.2%) with a 
mean age of 37.53 years
(SD = 16.94, 
range = 17–89 years).

A self-report scale to measure levels 
of coronavirus (COVID-19) phobia. 
This scale was rated on a five-point 
scale from 1 to 5 (strongly disagree 
to strongly agree. The scores on the 
scale can range between 20 and 
100, and a higher score indicates 
a greater phobia in the respective 
subscales and total scale.

Kaiser measure of sampling 
adequacy for EFA was 0.926
Bartlett test of sphericity was 
significant
χ2 (df = 190) = 14,396.195, 
p < .001. χ2 (df = 125) = 446.93, 
χ2/df = 3.57, p < .001, GFI = 0.97, 
AGFI = 96, NFI = 0.98, IFI = 0.98, 
TLI = 0.98, CFI = 0.98, and 
RMSEA = 0.03 [90% confidence 
interval = 0.03 and 0.03].
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Scale Sample Administration Psychometric properties

Anxiety

The coronavirus 
anxiety scale
[11]

Coronavirus Anxiety 
Scale: A brief mental 
health screener for 
COVID-19

A pool of 20 candidate items was 
created based on
the psychology of fear and 
anxiety literature [15–18]. Each 
item was written to capture a
a unique manifestation of this 
particular form of anxiety in 4 
dimensions:

a. cognitive (i.e., repetitive 
thinking, worry, processing 
biases, dreaming, planning)

b. behavioral (i.e., dysfunc-
tional activities, avoidance, 
compulsive behaviors)

c. emotional (i.e., fear; anxi-
ety; anger)

d. physiological (i.e., sleep 
disturbances, somatic 
distress, tonic immobility) 
dimensions of coronavirus 
anxiety.

All item was rated on a five-point 
scale to assess the symptom 
frequency, ranging from “not at 
all (0)” to “nearly every day(4)” 
over the preceding 2 weeks.
This measurement arrangement 
is based on the DSM-5’s 
cross-cutting symptom 
quantity, the adult self-rated 
version (APA, 2013, pp. 734), 
consistent with the American 
Psychiatric Association’s system 
of determining psychiatric 
symptoms over time and response 
to treatment.

Confirmatory factor analyses 
demonstrated that the CAS 
measures a reliable (α = 0.92), 
unidimensional construct with 
a structure that was shown 
to be invariant across gender, 
race, and age. Construct 
validity was demonstrated 
with correlations between 
CAS scores and demographics, 
coronavirus diagnosis, history 
of anxiety, coronavirus fear, 
functional impairment, 
alcohol/drug coping, religious 
coping, hopelessness, suicidal 
ideation, and social attitudes. 
The CAS also demonstrated 
solid discrimination ability for 
functional impairment (AUC 
=0.88), while the original cut 
score of ≥9 (76% sensitivity and 
90% specificity) showed the most 
robust diagnostic effectiveness 
among scores.

Depress

COVID-19 
Depression Scale 
for healthcare 
workers
[13]

320 Health-care workers 
(HCWs), including
physicians of various 
medical specialties, 
dental specialists, and 
nurses.

Self-report questionnaires of the 
10-item COVID-19 depression scale 
are composed of a two-component 
structure identified as

1. work-related anxiety

2. psychological distress

All the items were formulated as a
5-point Likert-type scale for 
response options which
ranged from 1 = I strongly agree, to 
5 = I strongly disagree

The mean CDS-HW score of the 
study participants was observed 
to be 23.67 ± 2.82, and the scale 
demonstrated good internal 
consistency reliability (Cronbach’s 
alpha: 0.741)

Post-traumatic stress disorders
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4. Implication

The developer should focus on the development process to properly develop the 
new scale, as given in Table 1.

For this section, the core concerns in choosing a good measurement are listed in 
Table 2.

Scale Sample Administration Psychometric properties

Post-Traumatic 
Stress Disorder
Questionnaire
[14]

Of 2286 respondents, 
there were 1706 women 
(74% of the sample). 
The mean age of the 
participants
was 29.61 (SD = 11.42), 
and the age ranged 
between 18 and 74 years.

A self-report questionnaire 
(COVID-19-PTSD), consisting of 
19 items, was developed starting 
from the PTSD Check List for 
DSM-5 (PCL-5) questionnaire and 
was administered to analyze its 
psychometric properties.
The item is a five-point Likert scale 
ranging from “not at all (0)” to 
extremely (4).”
The questionnaire asks the 
respondents to “Referring to the 
COVID-19 pandemic and the social 
distancing events implemented to 
contain it, specify how you feel for 
each of the following dimensions.”

The confirmatory factor analysis 
showed that a seven-factor model 
(Intrusion, Avoidance, Negative 
effect, Anhedonia, Dysphoric 
arousal, Anxious arousal, and 
Externalizing behavior) fits the 
data.
Significant correlations were 
found among COVID-19-PTSD 
scores, general distress, and sleep 
disturbance.

Process Implication

Step 1: Identification 
of the dimensions of 
the scale

1. This step includes exclusive deductive methods using a literature review and inductive 
methods by conducting interviews. Additionally, combined deductive and inductive 
methods are used for a new scale [19].

2. Qualitative research: A deductive and inductive approach to scale development, full 
literature review, subjective analysis, assessment of content validity, and recruitment of a 
more significant number of interviewers should be a concern.
Theoretical analysis: This step involves underpinning the scale theoretically some Ref. to 
be here to refine experts’ items or used opinions. Some developers use target population 
opinions, and only one expert or population judge in the area of deep specialization 
[19–23]. The fundamental theories that support the scale development process are classical 
test theory (CTT)—known as classical psychometry, and item response theory (IRT)—
known as modern psychometry [24].

3. Content Validation: The panel of experts comprising 3–5 people with experience in the 
concerned field are asked to sort behaviors into groupings and indicate which items are 
applicable. This item sort is distributed in Microsoft Word format, editable by those not col-
located with the researcher. This helps solidify the classifications made by the researcher and 
provides content validity for the survey.

Step 2: Item pool 
generation

• Creating questionnaire draft

• Gathering of initial items

Step 3: Determination of 
the measurement scale

• Likert rating scale

• Yes or no
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Process Implication

Step 4: Expert review  
of the initial item pool

• Validity of the questionnaire

• Content validity: At least three professionals

Step 5: Revision and 
inclusion of items

• Pilot study

• Missing data: Includes numbers that have been grouped, aggregated, rounded, censored, 
or truncated, resulting in partial loss of information.

Step 6: Administration 
of the items to a 
development sample

• Survey for validity 
and reliability

1. Methodological:

• The cross-sectional methodology is a limitation of scale development. The longitu-
dinal approach in scale development facilitates a better acceptance of the analyzed 
variables and assesses the predictive validity.

• Self-reporting methodology is a limitation of new scale development. The self-reporting 
nature of quantitative studies raises the possibility of participant bias, social desirability, 
demand characteristics, and response sets which affect the validity of the findings. 
Incorporating objective or independent measures to supplement the subjective evalua-
tion of the variables studied in developing the new scale and improving the interpreta-
tion of findings should be of concern.

• Web-based surveys are limitations of a new measurement created. The coverage 
bias is bias due to sampled individuals not having—or choosing not to access—the 
Internet) and nonresponsive bias due to the informants of a study differing from those 
who did not respond in terms of demographic or attitudinal variables) (Kim et al., 
2011). In-person surveys or survey interviews are suggested as these methods reduce 
problems related to concerns about confidentiality and the potential for coverage and 
nonresponsive bias [25].

2. Sample characteristics:

• Homogeneous and convenient samples are the limitations of generalization.

• Small sample size: The new measurement should have a larger sample size (minimum 
ratio of 10:1) to increase the credibility of the results and thus obtain a more exact 
outcome in the psychometric analysis. Using separate samples is recommended for 
EFA and CFA [26]. However, some researchers use the same sample due to the rarity 
of samples, vulnerability groups, illegal/criminals (i.e., methamphetamine use/drug 
use/violence), the social stigma of patient and family caregivers, and high stress and 
anxiety to get involved in the research from their history of drug use and criminal [27].

3. Difficulty controlling all variables: Knowing the target construct in detail during the 
item generation and allowing all possible and vital variables to be investigated and 
forbidden. Hypothesizing and testing potential variables that could be controlled during 
the scale development process is the way to help control variables.

Step 7: Evaluation of the 
items

Psychometric analysis: The robust demonstration of the construct validity and reliability. 
Inadequate choice of the instruments or variables to be correlated with the study variable.

1. Validity

• Exploratory factor analysis (EFA): Analyzing a certain amount of subjectivity by 
identifying and labeling factors. The sample statistical results for EFA-- KMO, Bartlett 
test of sphericity.

• Confirmatory factor analysis (CFA): Analyzing and assigning items to factors, testing 
the hypothesized structure of the data, and statistically comparing alternative models. 
Examples of results from CFA are CFI, GFI, and RMSEA.

• Most studies opt to combine EFA and CFA to analyze the new instruments.

• Convergent validity is used after EFA and CFA

• Discriminant validity, predictive/nomological validity, and criterion validity are 
also used to test the construct validity

2. Reliability: The most common technique is internal consistency, and test–retest reli-
ability is the second technique. Item-total correlation/inter-item reliability, Split-half 
reliability, Inter-judge reliability
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Process Implication

Step 8: Optimization 
of the tool length
Final questionnaire 
selection

1. The brevity of the scale: The short scales can critically conciliate the instrument’s 
reliability [28]. Many scale items tend to be more reliable, with higher alpha values 
[19]. Deciding to remove items from the scale may decrease Cronbach’s alpha. An alpha 
value between 0.8 and 0.9 is considered ideal.

2. Item: Items are easy to answer, and reverse-scored items require good scale develop-
ment.

Table 1. 
Process of scale development.

Core concern Implication

Content representativeness and relevance, The scale should use a representative sample from a more significant 
performance domain and support the intended use of the assessment.

Thinking skills and processes (Substantive 
evidence)

The thinking processes and skills used to complete the instrument and it is 
significant to building knowledge in research and innovation that should be 
checked successfully before deciding to use the scale [12].

Internal structure evidence evaluates the 
relationship among the assessment tasks or 
parts of the instrument.

The internal structure evidence that evaluates the scale relationship among 
the assessment tasks or parts of the instrument should be checked.

External structure The external structure should be composed of:

a. How well do the assessment results correlate with other variables or criteria.

b. Within this category are predictive validity evidence (the extent to 
which the individual’s future can be predicted by prior performance 
on an assessment instrument) and concurrent validity evidence (the 
extent to which an individual’s current status on a criterion can be 
estimated from current performance on an assessment instrument).

Reliability over time, assessors, and 
content domain (Reliability evidence)

The psychometric properties should be sound [19, 22].

Cost, efficiency, practicality, and 
instructional features (practicality evidence)

The impediments to the proper use of the assessment, such as complexity, 
training requirements, and cost, should be examined.

Manual instructions The instructions should contain the details as below:

a. Manualized instructions for raters

b. Instructions about determining the application methods of the new scale.

c. It defined the development of operational strategies that will enable 
the application of the measurement and the format in which it will be 
obtainable, determining how the participant’s response will be given for 
each item and how the respondent should respond to each item [24].

d. They define how the scale scores would be analyzed.

e. The manual should be short and without confusion to the subjects, 
contain one or more examples of how the items should be answered, 
and ensure that the subject is not tense while answering the question.

Stressful life events Recently, a new scale developed to evaluate psychological troubles based on 
stress responses considers the COVID-19 outbreak as an external stressor. 
Stress response refers to a set of affective, cognitive, somatic, and behavioral 
manifestations within the range of functional integrity. Stressors impact the 
increase or decrease in one’s adaptive capacity. The composition may vary 
depending on which emotional, cognitive, physical, and behavioral factors 
of stress responses are focused on. Therefore, choosing and measuring 
stress responses to COVID-19 should be a scope of the definition of stress.

Table 2. 
Core concerns in choosing the measurement.
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5. Conclusion

This chapter presents the type of measurement in psychiatry and mental health, 
the steps of scale development, assessment of mental health and psychiatric needs, 
needs index models, points of concern, and implications. Various concepts and 
methodological strategies have been identified and discussed, along with suggestions 
for choosing appropriate scales and scale development. We believe this chapter makes 
essential contributions to the literature, mainly because it provides a comprehensive 
set of recommendations to increase the quality of future practices in the scale devel-
opment process and selection.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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