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Preface

From the invention of Gantt charts to help a project managers monitor project 
progress in the early 1900s to the development of traditional1 project manage-
ment (ProM) methodology in the early 1960s, the field of project management has 
advanced rapidly during the last twenty years. More particularly, the technological 
advancements during the fourth and fifth industrial revolutions (IRs 4.0 and 5.0), 
from 2011 to the present, have significantly improved the effectiveness of traditional 
ProM methods and practices. Many of the technologies developed during IR 4.0, 
such as the Internet of Things (IoT), Industrial Internet of Things (IIoT), cloud 
computing, cognitive computing, and machine learning and artificial intelligence 
(ML-AI), have led to the incorporation of existing IR 5.0 technology enablers into 
the modern ProM approach to reduce project failures and risks. These IR 5.0 tech-
nology enablers include advanced ML-AI, blockchains, banking 4.0, advanced WiFi, 
5G communications, digital tween engines, and big data analytics (BDA). These 
ProM advancements can be referred to as the modernization and enhancement of 
traditional ProM methodology ensuring all potential program and technical risks 
are (1) identified during planning and (2) properly addressed and mitigated during 
the ProM lifecycle process. In summary, the objective of this modernization is to 
develop effective ProM methods to help project managers and associated execution 
teams avoid project failures and reduce identified risks. Typical identified risks 
include schedule, cost, technical performance, and related risks.

This book is a reference book for educators, engineers, scientists, and researchers in 
the fields of project and program management2 (PProM). It is a collection of chapters 
related to recent advancements in PProM approaches and practices. Chapters discuss 
PProM topics ranging from program management fundamentals to current trends 
for PProM approaches and practices. The book is organized into four sections that 

1 In layperson terms, the traditional PProM methodology is defined as a combination of common program/
project management practices and tools concerning logic, program/project planning and management 
supporting tools (i.e., decision support and analysis tools), systematic combination of rigorous knowledge, 
methods, and processes that can help program/project managers and teams to plan, develop, monitor, and 
control a program/project along a continuous program/project lifecycle process from the planning phase 
to a successful completion. The goal of PPRoM methodology is to provide effective PProM while avoiding 
program/project failure and reducing risks.
2 In general, project management is defined as the application of processes, methods, skills, knowledge, 
and experience to achieve specific project objectives according to the project entrance/exit acceptance 
criteria within agreed project and technical performance parameters. Using a specific project management 
approach, a project manager plans, implements project plans, including allocation of project resources, 
tracks progress, monitors progress, manages risks, communicates with team members, and performs 
related activities according to the project plan. Program management involves managing a program with 
multiple, related projects. Since programs are often linked to organizations’ strategic initiatives, they are 
often long running.
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address the following key topics in PProM: (1) program management fundamentals, 
(2) project management maturity modeling, (3) current trends for PProM approaches, 
and (4) program management interface.

Section 1, “Overview of Program Management”, includes one chapter, which is referred 
to as the introductory chapter. The chapter provides an overview of the program fun-
damentals and a description of typical program lifecycle management approaches for 
defense, civilian, and commercial programs. Additionally, the chapter also discusses 
the current program management trends leveraging advanced ML-AI and related 
technology enablers.

Section 2, “Project Management Maturity Modeling”, also includes one chapter. This 
chapter proposes a project management maturity model with specific application to 
the power sector in South Africa (SA). Additionally, this chapter describes a conceptual 
model for measuring the project management maturity in the SA’s power sector. It also 
addresses the key project parameters that constitute a conceptual model for measuring 
the maturity of the implemented program management approach.

Section 3, “Current Trends for Program and Project Management Approaches”, 
includes four chapters. The first chapter presents an approach for balancing hedging 
and flexing for inclusive project management that is adaptable to the dynamic of 
social and technological changes. The chapter also describes selection criteria and 
discusses tools that can be used for balancing hedging and flexing for inclusive proj-
ect management. The second chapter addresses recent advances in the Information 
Technology (IT) project management approach using fuzzy expert systems (FES). 
Additionally, this chapter also demonstrates that FES can be used as a reusable man-
agement tool to increase IT management effectiveness by leveraging the enrichment 
of knowledge and databases from past IT projects. The third chapter presents an 
approach to integrate several key program management discipline areas with emerg-
ing data and decision sciences (DDS). This chapter focuses on three key discipline 
areas related to schedule, cost, and risk management along with recent DDS technol-
ogy enablers, including BDA, AI, and ML. Finally, the fourth chapter identifies and 
discusses the challenges associated with program planning and management (PPlaM) 
for defense advanced concept technology (ACT) programs and presents a newly 
proposed innovative PPlaM approach addressing these ACT challenges. It describes 
and discusses the key innovative features of the proposed approach, including the 
new approaches for (1) quantifying ACT program risks using the simplified Cooper 
Chart technique, (2) identifying desired ACT program planning activities using the 
tailored Zachman framework, (3) selecting desired PPlaM activities for balancing 
cost as well as technical and program management risks from both government and 
contractor perspectives, and (4) leveraging ML-AI and BDA technology enablers for 
improving the effectiveness of existing PPlaM supporting tools and processes.

Section 4, “Project Management Interface within a Project Life Cycle”, includes one 
chapter. This chapter emphasizes the improvement of project management success 
through inter-organizational (IO) interfaces and collaboration between the project’s 
front end and the project’s initiation phase. It discusses IO interfaces and the col-
laboration of a practical for-profit organization between the front-end office, the 
sales office, and the project management and technical teams. Because the sales office 
is in the front end, it starts the front-end phase, and the project management and 

V

technical teams (ie, the project team) initiate the project initiation phase. The project 
team usually sets the strategic and operational direction for the rest of the project 
after the front-end sales office begins the project. Furthermore, the chapter attempts 
to (1) provide a better understanding of IO interfaces and the collaboration between 
the sales office and the project team and (2) identify potential deficiencies of existing 
project planning and management approaches to reduce project failures and improve 
project management success.

We would like to recognize the contributions of several key people to the creation 
of this professional technical book and express our deep gratitude to all the authors 
and coauthors for their contributions and several anonymous reviewers. The suc-
cess of this book is not only the result of the work of the authors, coauthors, and 
reviewers but also of the cooperation of several people at IntechOpen who provided 
constant support. Particularly, we would like to thank IntechOpen Publishing Process 
Manager, Ms. Paula Gavran for her invaluable assistance, conscientiousness, and 
relentless support during the review, editing, and publishing processes - without her, 
this book would not have been possible. We also thank the Commissioning Editor, 
Ms. Jelena Germuth.

The co-editor of this book would like to thank his colleagues and managers at 
California State University, Fullerton and the Aerospace Corporation, respectively, 
for their continuous support. He also wants to thank his wonderful wife, Thu-Hang 
Nguyen, for her patience, encouragement, and continuous support.

Marinela Mircea, Ph.D.
Professor,
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Bucharest University of Economic Studies,

Bucharest, Romania

Tien M. Nguyen, Ph.D.
Adjunct Research Professor,

Chair of the CCAM Advisory Board,
Center for Computational and Applied Mathematics (CCAM),

California State University in Fullerton,
Fullerton, California, U.S.A

(Also, with Aerospace Corporation)
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Chapter 1

Introductory Chapter: Program 
Management Fundamentals and 
Current Trends
Tien M. Nguyen and Mark B. Hammond

1. Introduction

The five Program Management (PM) fundamentals consist of five key program 
phases that can be tailored to any type of program life cycles (LCs). These phases 
include program conceptual phase, planning phase, execution phase, monitoring 
phase, and program closing phase. These key phases are the basic framework that can 
help any program managers to lay their foundation for managing any types of pro-
grams and associated projects [1–5]. In general, the types of programs and associated 
LCs can be grouped into three groups, namely, defense program group (DePG), civil-
ian program group (CiPG), and commercial program group (CoPG). This chapter 
provides an overview of the common practices of these five PM fundamentals, with 
an emphasis on the discussion of the DePG and CiPD that can easily be extended to 
CoPG. Figure 1 describes these three program groups and associated program types 
in detail.

As depicted in Figure 1, DePG can have different program types, namely, 
traditional US Department of Defense (DoD), defense advanced concept tech-
nology (ACT), and DoD rapid acquisition program types. Like DePG, CiPG can 
have traditional National Aeronautics and Space Administration (NASA), ACT, 
National Oceanic and Atmospheric Administration (NOAA) weather satellites, 
and other civilian program types. Unlike DePG and CiPG, CoPG emphasizes on 
private for-profit programs, such as construction, satellite, and other commercial 
program types. Examples of construction program type include hotels, hospitals, 
parks, houses, etc. Examples of satellite commercial program type include Starlink, 

Figure 1. 
Description of program groups and associated program types.
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Intelsat, Globalstar, Capella Space, etc. Other commercial programs include 
Microsoft Azure, Amazon Web Services (AWS), commercial healthcare programs, 
commercial farming programs, etc. The five Program Management (PM) funda-
mentals mentioned above can be tailored to develop an effective program LC for any 
program groups and related program types, as described in Figure 1. Based on the 
five PM fundamentals, Ref. [6] and Tien M. Nguyen [7] have discussed and pre-
sented the program LC associated with traditional DoD and defense ACT program 
types with budgets greater than 100 M USD (US dollars) and less than 100 M 
USD, respectively. To manage each of the program phases specified in program 
LC, the program managers apply technical and management skills and knowledge, 
decision support tools, program management processes and techniques to define, 
plan, execute, and monitor desired program activities to achieve required project 
requirements.

As pointed out in Carayannis et al. [8], during 1900s–1950s, the program manag-
ers leveraged advanced telecommunication systems to gain better communications 
among the workers and managers allowing for effective resource allocation and 
mobility. As a result, the automobile manufacturing production schedule had been 
shortening with enhanced project monitoring and management. Thus, technology 
has played an important role in improving program planning, execution, monitor-
ing, and management. This chapter also addresses existing state-of-the-art machine 
learning and artificial intelligent (ML-AI) technology enablers and related PM trends 
in the improvement of PM activities.

2. Program management fundamentals

As described in Section 1, programs and related projects can be classified into 
three groups, including DePG, CiPG, and CoPG. As shown in Figure 1, for each 
of these groups, there are different program types associated with it. In general, 
for DePG, there are several program types, including traditional DoD programs, 
advanced defense concept technology programs, and DoD Rapid Acquisition 
Programs. Tien M. Nguyen [7] has addressed the program planning and manage-
ment (PPM) for the defense advanced concept technology (ACT) programs and 
further classified the ACT programs into four categories. These categories include 
ACT Demonstration (ACTD), Defense Advanced Research Projects Agency 
(DARPA), advanced Contract Research and Development (CRAD), and Small 
Business Innovation Research and Small Business Technology Transfer (SBIR/
STTR) programs [7]. Recently, due to the dynamic of the adversary threats to and 
rapid changes in technology, DoD has developed a new acquisition program type, 
which is referred to as rapid acquisition program. This program type focuses on 
the development of defense systems using rapid acquisition (rapid acquisition LC 
(RALC)). As discussed in Ref. [9], the proposed RALC requires a new and innova-
tive acquisition framework and processes. Depending on the defense needs, an 
ACT program can use RALC to acquire a new and innovative technology for an 
existing defense system. It is important to point out that the characteristics of the 
program group and associated types will dictate the development of program LCs 
for acquiring and deploying a desired product or item. The program type’s charac-
teristics are the key driver for the tailoring of the five PM fundamentals and related 
frameworks to construct an efficient program LC. This section describes and 
discusses the PM fundamentals framework and how one can tailor this framework 
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to generate or select an efficient program LC for a specified program type. Figure 2 
depicts the tailoring process for the program management fundamentals frame-
work to construct an efficient program LC. The section focuses on the DePG and 
CiPG and provides examples of existing program LCs for traditional DoD and 
NASA programs. As shown in Figure 2, a program LC consists of the five program 
fundamentals (conceptual, planning, execution, monitoring, and program closing 
phases) which are the key components of a program LC. From the Government or 
a buyer perspective, it is important to develop a program acquisition LC to acquire 
(buy) a new product or item to fill the needs. These program fundamentals should 
be tailored to align with the Government’s needs and associated program’s char-
acteristics. The following sections describe the objectives and common practices 
of these program fundamentals and discuss how we can tailor them to generate an 
effective program LC.

2.1 Conceptual phase

This conceptual phase is the first phase of the program management fundamentals 
framework, and it is also referred to as the initial phase. This initial phase is deliberate 
and features methodological goal setting [10]. Regardless of the program groups and 
related program types, the objective of this phase is about finding out stakeholders’ 
needs to justify and seeking the approval for the identified effort to acquire a system 
or an item of interest. To achieve this objective, the program manager requires to 
understand the required scope of work, budget, and schedule of the effort. For DePG 
and CiPD, the program manager will approach this phase differently depending on 
the contractor or Government perspective. From the Government perspective, the 
program manager must understand the agency objectives and national goals along 
with the warfighter needs (i.e., stakeholders) and related defense capability needs to 

Figure 2. 
Program management fundamentals and tailoring process for generating efficient program life cycle.
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generate the program roadmap from the conceptual phase to program closing phase. 
From the contractor perspective, the program manager requires to understand the 
contractor’s business area and the Government1 program or capability roadmaps.

In practice, for DePG and CiPG, the contractor program manager usually “does 
not wait” for the request for proposal (RFP) or the broad announcement agency 
(BAA) to be published, he/she will work with the Government counterpart to 
shape the RFP/BAA. The focus of understanding of his/her (a.k.a. contractor) 
business is fundamental for tailoring the concept technology projects/programs 
for success. The simplest of tools for understanding the contractor’s business is 
the Strength-Weaknesses-Opportunities-Threats (SWOT) analysis. This analysis 
frequently yields the strengths of the contractor organization, and they can be 
capitalized on when aligned with a customer’s technology roadmap/capability 
roadmap. And to the extent that the contractor’s business recognizes a technology 
or a capability “trajectory,” these can frequently serve as the starting point for 
the business-customer alignment. In practice, shaping the RFPs/BAAs is a useful 
practice, especially in the case of DARPA interactions. DARPA’s charter is currently 
expressed as “Creating Breakthrough Technologies and Capabilities for National 
Security.” Originally chartered in response to the Sputnik incident and the Space 
Race during the Cold War, DARPA’s top-level responsibility has not changed, i.e., 
“avoiding technological surprise in national defense,” but DARPA’s focus shifts 
periodically with the propagation of nascent technology waves.2 A key tool for 
exploring potential programs with DARPA is the Heilmier Catechism (a.k.a. 
Heilmier Questions) [11]. It has been said that the Heilmier Catechism is a sort of 
“recipe” for managing innovation in technology-driven domains and related busi-
nesses. An example of a “do not wait for the RFP/BAA” approach is that of “Urgent 
Needs,” frequently expressed as Urgent Operational Needs (UONs) or Joint Urgent 
Operational Needs (JUONs). The Defense Acquisition University (DAU) defines 
these as: “Urgent Operational Need (UON) – Capability requirements identified 
as impacting an ongoing or anticipated contingency operation. If left unfulfilled, 
UONs result in capability gaps potentially resulting in loss of life or critical mission 
failure” [12, 13]. When validated by a single DoD component, these are known 
as DoD component UONs. DoD components, in their own terminology, may use 
a different name for a UON. The Joint version of UONs recognizes that multiple 
services are in view for a UON, and hence the JUON designation and validation of 
the need by a joint force’s authority, as opposed to a single service. For the com-
mercial program group, the Government perspective is the buyer’s perspective, 
and the contractor perspective is the seller’s perspective. The extension from DePG 
and CiPD to CoPD is straightforward for the conceptual phase. The characteristics 
associated with the commercial program type will be the key for the program goal 
setting in this phase.

2.2 Planning phase

The conventional program planning approach is to identify the desired program 
planning and management (PPM) activities (a.k.a. tasks) and communicate the plan 
of these PPM tasks to team members and stakeholders. This PPM plan lays out the 
“how” of the project so that the program team members understand what they need 

1 From the contractor’s point of view, this is also referred to as customer.
2 This explains the recent interest in AI/ML applications for defense.
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to do throughout the program LC. During this phase, the program manager develops 
work breakdown structure (WBS), budget and schedules, anticipating risks, and 
planning how to manage and mitigate the anticipated risks.

An innovative departure from the conventional program planning technique 
is described in Tien M. Nguyen [7]. Tien M. Nguyen [7] presents an application of 
Zachman framework to the program planning phase, especially applicable to DePG 
and CiPG. The genesis of this approach to planning stemmed from a realization 
pertaining to technical architecture frameworks, specifically DoD Architecture 
Framework (DoDAF) [14], which is commonly mandated for defense programs 
exhibiting complex operational environments. The realization, in a simplified 
form, is that DoDAF tends to be prescriptive; in contrast, small Research and 
Development (R&D) programs with budgets less than 50 M USD need to discover 
the answer to the question “what architectural views matter are impactful for this 
program?”. The use of a Zachman architectural framework is superior in assist-
ing with obtaining this answer quickly before one runs off and expends resources 
on a stack of conforming DoDAF views, which may not be helpful to the project/
program. Although the proposed program planning framework is proposed for the 
DePG and CiPG with related ACT program types, it is also applicable to CiPG and 
related types. Regardless of the program group perspective, the program manager 
can use the proposed Zachman framework for ACT program planning shown in 
Table 1 of Tien M. Nguyen [7] to develop an effective PPM plan during the planning 
phase. As pointed out in Tien M. Nguyen [7], one of the key PPM activities is to 
identify the cost, technical, and program management risks and a plan to balance 
out these risks by identifying potential risk mitigation techniques. In practice, the 
program manager is also required to identify potential opportunities associated 
with these identified risks. The risks, opportunities, and mitigation approaches 
should be thoroughly analyzed and understood before the program enters the 
execution phase.

2.3 Execution phase

The execution phase usually occurs after the source selection, i.e., after the 
government or a buyer selects the best contractor or a seller to perform the con-
tract. Again, regardless of the program group/type perspectives, for this phase, 
the program manager will put the PPM plan into action. The key approach for 
implementing this phase is to ensure “resources allocation” to execute the plan. 
The execution phase starts with a program kick-off where the program manager 
officially allocates the required program resources and ensures all team leads and 
their team members receive the resources that they need to have to do their jobs. 
In general, the resources include allocated budget, program documentations, 
configuration management, team development and arrangement, required member 
of technical staff (MTS), stakeholder engagement, quality assurance activities, 
and program schedule forecasting. The program manager actively works with the 
program leads to coordinate and assess how the program is running. During this 
phase, the government and contractor program managers will execute the approved 
government and contractor PPM plans, respectively. The status of executing these 
plans will be reported to the government and contractor stakeholders accordingly. 
In practice, for DePG and CiPG, the contractor stakeholders will also include the 
government counterparts. Similarly, the seller stakeholders will include the buyer 
for CoPG.
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2.4 Monitoring phase

For DePG and CiPG, the contractor program manager manages the contractor 
team and monitors the health of the program by tracking the cost, schedule, MTS, 
technical performance, and program risks based on a set of “success criteria” defined 
for each program milestone and associated inch-stone. The program status and 
required program data will be reported to all stakeholders.

For the Government perspective, in addition to executing and managing the 
government team, the government program manager is also required to monitor the 
contractor progress. The objective is to ensure that the contractor team progresses 
according to the contractor program plan approved by all stakeholders. In practice, 
the execution and monitoring phases occur simultaneously and the contractor gets 
paid from the government as the program progresses. It’s important to recognize up 
front that Execution and Monitoring (phases) need to be simultaneous; they need 
to go hand-in-hand. There is an element of “pay as you go” in this approach since the 
program management functions oftentimes “learn as they go” in the course of ACT 
projects. The simplest way to incorporate this into the execution phase is via an execu-
tion cadence with regular monitoring program metrics and program progress includ-
ing monthly cadence with a weekly, focused check-in (program progress reviews).

In conjunction with simultaneous Execution and Monitoring, program manage-
ment needs to periodically ask the question “has the success criteria changed or does 
it remain the same?” The process of “learn as you go” with ACT types of projects 
occasionally results in the realization that the target end point and/or the goals have 
shifted. Early recognition of this situation, and sharing the realization with the 
customer organization, may result in a shift of a Statement of Work (SOW) and an 
associated re-baseline of the program plan to align program segments (or phase) with 
the new objectives.

A key success factor for implementing this phase is to choose appropriate tools and 
techniques to monitor and disseminate the required program performance metrics. 
Concerning the DePG and CiPG programs, the Earn Value Management (EVM) 
system and associated tools are required to monitor the program cost, schedule, and 
associated program risks [7, 15, 16]. As indicated in Table 5 of Ref. [7], the DePG 
programs are required to fully implement the EVM system and tools when the pro-
grams’ budgets exceed 50 M USD. As indicated in Refs. [15, 16], NASA (and NOAA) 
programs also followed the same EVM requirements as the DePG programs, i.e., full 
EVM system implementation and tools are required for NASA when the programs’ 
budgets exceed 50 M USD. The extension to CoPG is straightforward, except that the 
use of EVM system and related tools is not the mandatory requirement. The monitor-
ing approach and related tools will be selected depending on the program’s character-
istics and related success criteria.

2.5 Program closing phase

In general, the program closing phase is defined as a formal closing process 
marking the end of the program. In practice, depending on the program groups, 
the program closing phase can be different. For a traditional program in DePG or 
CiPG, closing a program can be (i) a delivery of an asset (e.g., a satellite system or 
a ground satellite tracking station), (ii) holding a final program review to discuss 
how it went, (iii) archiving program records, and (iv) celebrating the comple-
tion of a program. For ACT program in DePG or CiPG, closing a program can be a 
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transition of a developed technology into a program of record or an existing tradi-
tional program [7]. The program closing phase will be tailored for CoPG programs, 
and the program closing phase is expected to be similar to those for DePG and CiPG 
programs, and they will be tailored to meet the needs of the buyer.

3.  Program life cycles and management approaches for defense, civilian, 
and commercial programs

Sections 3.1 and 3.2 describe the program LCs for typical DePG and CiPG 
programs with an emphasis on DoD and NASA traditional and ACT programs, 
respectively. Additionally, these sections also discuss the DoD and NASA program 
management approaches to manage and execute the existing program LCs.

3.1 Defense applications

For traditional program type, DoD has tailored the five program fundamentals 
and developed a very efficient and proven program acquisition LC for acquiring com-
plex defense systems and related technical items to meet their mission critical needs 
[6, 17–19]. Figure 3 describes a typical acquisition program LC for DoD traditional 
programs. Many space-based programs have successfully used this program acquisi-
tion LC to acquire complex defense satellite communication (SATCOM), satellite 
sensing, and global positioning satellite systems. At high level, the LC includes the 
pre-acquisition and post-acquisition phases. The pre-acquisition phase consists of the 
tailored version of the conceptual and planning phases to ensure (i) alignment with 
DoD mission needs and (ii) reduction in the overall acquisition risks. The post-acqui-
sition phase includes the tailored version of the execution, monitoring, and program 

Figure 3. 
Acquisition program life cycle for DoD traditional programs.
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closing phases to ensure (i) the acquired system deliver the right defense capabilities 
meeting the warfighter needs and (ii) the manufacturing and deployment risks.

As shown in Figure 3, the pre-acquisition phase is also referred to as pre-systems 
acquisitions, which includes the Milestone A, the acquisition strategy, and the source 
selection activities. The post-acquisition consists of Milestone B, Milestone C, Initial 
Operating Capability (IOC) deployment, Full Operating Capability (FOC) deploy-
ment, and Disposal activities. The objective(s) and program requirements and related 
success criteria for each LC phase are discussed in Refs. [17, 20, 21]. To achieve the 
objectives of the pre- and post-acquisition phases, DoD has also developed a sophis-
ticated and well-structured program management approach to allow the program 
manager to manage, execute, and monitor these activities with minimum program 
risk and maximum program opportunity [21, 22]. The program LC shown in Figure 3 
has been developed for acquiring defense products. For acquiring commercial prod-
ucts, DoD has tailored the program LC and program management approaches to align 
with the scope of work and mission requirements for commercial products [22].

For defense ACT programs, the program LC is very similar to the DoD tradition 
programs with the four distinct phases, including concept, pre-acquisition, post-
acquisition, and transition phases [7]. The concept phase is not part of the pre-
acquisition, post-acquisition, and pre-acquisition phases which have been tailored 
to align with the scope of work and related PPM activities for the defense programs. 
Ref. [7] discusses the program management approaches and desired PPM activities 
associated with program planning, program risk assessment, balance cost-technical-
and-program risks, and EVM for defense ACT programs.

3.2 Civilian applications

Like DoD, NASA has also developed an efficient and proven program acquisition 
LC for acquiring complex systems and related technical items to meet their mission 
critical needs [23]. Similar to DoD, NASA has tailored the five program fundamentals 
to align with NASA needs for acquiring complex systems for civilian missions. The 
Concept Phase is mapped to pre-Phase A (concept studies), the Planning Phase 
mapped to Phase A and Phase B, the combined Execution-and-Monitoring Phase 
mapped to Phase C-Phase D-and-Phase E, and the Program Closing Phase mapped to 
Phase F. The objective(s) and requirements associated with each program LC phase 
are described in Ref. [23]. The desired program management approaches and related 
PPM activities that can be used to achieve objective(s) and requirements along with 
success criteria associated with each of the program LC phase are discussed in Refs. 
[15, 16, 23, 24]. The extension from the defense DoD ACT programs to NASA ACT 
programs is straightforward. The key factors for the extension are the agency goals/
objectives and related mission requirements. The program management approaches 
and desired PPM activities should be tailored according to NASA goals/objectives and 
mission requirements.

3.3 Commercial applications

For commercial applications ranging from a simple housing construction project 
to a complex satellite program like Starlink, there is no existing program LC available 
that can fit this range of applications. From the buyer’s perspective, the program 
LC can always be derived from the tailoring of the five program fundamentals, as 
described in Figure 2. As shown in Figure 2, the input to this tailoring process is the 
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required characteristics associated with a specific type of program that is required to 
develop an efficient program LC for acquiring a desired product or item. Usually some 
of the key program characteristics are the buyer’s objectives, the program’s/project’s 
requirements, and the desired time for the product delivery. These program char-
acteristics will dictate how one will tailor the five program fundamentals to ensure 
the (i) alignment with each of the program LC phases and (ii) program manage-
ment approaches and related PPM activities are developed to execute and manage 
effectively at each phase, i.e., meeting the success criteria for each phase. It should be 
noted here that the program success criteria should be developed in response to the 
program objectives and related requirements. The tailoring process also requires the 
buyer acquisition team to have a deep understanding of the key program manage-
ment (PM) areas and associated PM disciplines [14]. As pointed out in Ref. [14], 
there are nine key PM areas and twenty PM disciplines. The nine key PM areas 
include (i) PM Area 1—Enterprise, Organizational, and Program Goals Management, 
(ii) PM Area 2—Overall Financial and Program Cost Planning and Management, (iii) 
PM Area 3—Overall Program Risk Management, (iv) PM Area 4—Overall Program 
Schedule Planning and Management, (v) Technical Performance Management, (vi) 
Quality Assurance (QA) Management, (vii) Program Team Forming and Program 
Team Management, (viii) Internal and External Program Team Communications 
Management, and (ix) Program Integration Management. The twenty PM discipline 
areas across the four PM areas include (i) Program goals management, (ii) Systems 
engineering related to the systems/products/services being acquired, (iii) Specialized 
engineering related to the products and services being acquired, (iv) Contracts and 
legal dealing with contractors, suppliers, and stakeholders, (v) Program Financial 
management, (vi) Business and marketing practices for the newly acquired systems/
products/services, (vii) System/product/service technical requirements and associ-
ated performance risk management, (viii) System/product/service cost planning 
and management, (ix) Program schedule planning and management, (x) Program 
cost planning and management, (xi) System/product/service risk planning and 
management, (xii) Program risk planning and management, (xiii) System test and 
evaluation, (xiv) Logistics and supply chain management, (xv) Production, Quality, 
and Manufacturing (PQM), (xvi) Program and system intelligence and security 
management, (xvii) Program and system software management, (xviii) Program and 
system configuration management, (xix) Program and system information technol-
ogy, and (xx) Other Specialty Program Planning and Management. Note that from 
the seller’s perspective, the program manager and his/her team are required to address 
the buyer’s program LC and related requirements along with required success criteria 
at each program LC phase.

4. Current program management trends and conclusion

Gartner’s research predicted that by 2030, 80% of project management tasks 
will be (i) run by machine learning and artificial intelligence (ML-AI), (ii) driven 
by big data, and (iii) processed using natural language processing language3. It also 
predicted certain aspects of the program management will be disrupted, including 
(i) selection and prioritization of alternative solutions, choices of products, etc., (ii) 
organizations streamlining and optimizing the role of the project management office 

3 Available from: https://hbr.org/2023/02/how-ai-will-transform-project-management.
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(PMO), (iii) faster project definition, and improving project planning and reporting, 
(iv) virtual project assistant, (v) advanced testing and software, and (vi) creating 
a new role for program manager. Currently, industry has investigated approaches to 
integrate program management practices with emerging data and decision sciences 
(DDS) [14], which is referred to as PM-DDS integration. As discussed in Ref. [14], 
the key DDS technology enablers that can enhance the program planning, execution, 
and monitoring during a program LC include big data analytics, artificial intel-
ligence, machine learning, deep learning, neural networks, and artificial intelligent. 
Tables 1 and 2 of Ref. [14] provide a summary of the proposed PM-DDS integration 
approaches for integrating DDS processes and ML-AI tools for program cost and 
schedule management, respectively.

For defense program management, the dynamic of the adversary threats will 
be the key factor driving the program LC and associated program management 
approach to ensure the system to be acquired is effective against the threats. 
Currently, DoD defense programs tend to be smaller in budget with a smaller system 
that is adaptable to the threats. Concurrently, the rapid acquisition LC is preferable 
for these smaller programs. For civilian and commercial program management, 
the rapid change in technology will be the key factor driving the program LC and 
program management approach. The program LC should be flexible and adaptable 
to the change in technology. In practice, a majority of defense ACT projects fall 
below the 50 M USD threshold, and frequently they fall below $20 M USD. EVM is 
not often mandated in these cases, and subsequently the question becomes, “what 
aspects of EVM are useful for managing small value ACT programs?” The current 
trend is to encourage the program manager to seek out and to select the EVM metrics 
that will be of value for managing and monitoring this type of program. “Tailor/
tailor/tailor” is a mantra that can be used in order to prevent overburdening the small 
value program/project. Tailoring the nonmandatory EVM to match the program 
scope, limited key performance parameters (KPPs), key performance attributes 
(KPAs), etc., and then applying that tailored EVM regularly will often yield basic 
benefits to a program management team.

It is our hope that by reading this chapter, the reader can gain a deeper under-
standing of the other program management chapters presented in this book. It 
describes the five program management fundamentals along with the three program 
groups (DePG, CiPG, and CoPG) and associated program types. A high-level tai-
loring process presented in Figure 2 explains how one can tailor the five program 
fundamentals to generate an effective program acquisition LC. To illustrate the tailor-
ing process, the program acquisition LC for traditional program types is provided for 
DePG and CiPG. The extension to the development of an effective CoPG program 
LC is also discussed at high level allowing the readers to gain insight into the existing 
DoD and NASA program LCs for acquiring complex systems. Finally, the current 
trends in (i) the use of the state-of-the-art ML-AI technology enablers to enhance 
program planning, execution, and monitoring, and (ii) the program management 
practices are also presented.
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Chapter 2

A Conceptual Project Management 
Maturity Model for the South 
African Power Sector
Natisha Gareeb and Pantaleo Mutajwaa Daniel Rwelamila

Abstract

The study proposes a conceptual model for measuring project management  
maturity (PMM) in the SA’s power sector. While generic models are available this paper 
aims to bridge the gap and develop one for the power sector. The research question this 
paper is trying to answer is: “What are the parameters that make up the conceptual model 
for PMM in the SA power sector?” The study is based on a literature review. The authors 
reviewed the relevant journals to search for key parameters for measuring PMM. The 
study proposes a conceptual model for measuring PMM in the SA’s power sector. The 
focus of this paper was limited to the peer reviewed articles and journals.

Keywords: project management, organisational project maturity, projects management 
maturity, power sector, organisational competencies

1. Introduction

History indicates that modern project management (PM) developed in the Second 
World War and have developed in some engineering industries. Later year’s PM has been 
adapted in research and development and pharmaceutical industries. Cooke-Davies and 
Arzymanow [1] found that “industries of origin” have developed more advanced in PM 
than disciplines that have started later. Knowledge and processes are important contribu-
tors to PM capability but are not the only important elements to assess an organisations 
project management maturity (PMM) [2]. A total approach of what organisational PMM 
needs to be applied in organisations. Research conducted by Skulmoski [3] affirm there 
is a lack of research on the competencies most important for certain types of projects. 
Cooke-Davies and Arzymanow [1] study confirms that the maturity of PM across 
different industries indicates that a single model cannot be applied in all cases. Jugdev 
and Thomas [4] states that maturity models are not difficult to imitate and do not lead 
to sustained competitive advantage; however, they do lead to temporary competitive 
advantage for some firms and competitive parity for most. Jugdev and Thomas [4] 
also comment that most maturity models are not firm specific and can be duplicated. 
Competitors can replicate maturity models because they lack some of the durability 
characteristics. Killen and Hunt [5] suggest that project and portfolio capabilities must 
be tailored to the environment and implemented and adjusted over time and that best 
practice studies indicate correlations between practices and outcomes.
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One way the effectiveness of the PM capability in the power sector can be assessed 
is through the PMM models. This paper presents the key factors that contribute to 
PMM in the SA power sector. While generic models are available, this paper aims to 
bridge this gap that exists in literature and develop a conceptual model for the SA’s 
power sector.

The following is a summary of gaps that exist on PMM in current literature review:

• Organisational culture was largely under examined in PM research [6].

• Further empirical studies should build for the mechanisms by which superior 
PM practices can be developed over time [1]. The authors focused on how 
PM have developed differently when it was fostered and formed in different 
environments.

• Barber [7] indicate that the internally generated risks seem to relate inversely to 
PMM and that an opportunity exists of internally generated risks would be used 
to drive organisational development.

• Crawford [8] studies on the relationship between PM standards and effective 
workplace performance find that there is no empirical research that supports or 
indeed questions the assumptions which is inherent in the way standards have 
been developed by expert practitioner.

• Studies by De Bruin et al. [9] and Hulya [6] suggest that further research in PMM 
and how the relation to project performance need to be investigated.

• Killen and Hunt [5] suggest that project and portfolio capabilities must be 
tailored to the environment and implemented and adjusted over time and that 
best practice studies indicate correlations between practices and outcomes.

• A single model cannot be applied in all cases across different industries [1].

• Viana et al. [10] indicate in their research that organizational project manage-
ment maturity models (PMMMs) have been criticized as being ineffective as 
firms continue to face difficulties in improving their PM practices.

• Alam et al. [11] indicate that there was a lack of organisational factors in PMMM, 
and the social-cultural skills required by project managers managing projects 
successfully are under examined.

• The authors Mahasneh and Thabet [12] in their study indicate that there is a 
social cultural skills gap among construction school graduates indicating that the 
gap is a result of various factors such as lack of consensus, clear vision, standard-
ization and common language on the social cultural skills gap between industry 
and academia.

• Marando [13] suggest in their studies that many project managers are not able 
to successfully lead projects due to a deficiency of the necessary social cultural 
skills, interpersonal skills include leadership, communication, negotiation, 
expectations management, influencing, problem-solving, and decision-making.
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Considering the following gaps that exist in PMMM it is therefore relevant to form 
a conceptual model for SA’s power sector. Therefore, the purpose of this study is to 
perform an extensive literature review to determine the key parameters that contrib-
ute to PMM in the SA power sector. The research objectives include the following:

• Determine the gaps that is existing in current literature on PMM.

• Determine the key parameters important for PMM.

• Propose a conceptual model for PMM in the SA power sector.

This paper is divided into five sections. Section one provided the gaps that exist on 
PMM in current literature and section two provides the literature review. The research 
methodology is provided in section three. The analysis and discussion are provided in 
section four and the conclusion is provided in section five.

2. Literature review: parameters that affect PMM

To understand the concept of project maturity further, several definitions of the 
concept will be investigated as followers:

• Hartman and Skulmoski [14] discuss that the maturity of PM tackles the follow-
ing issues: The competence of the practitioner tries to measure it on a generalised 
scale and to understand the working environment of the practitioner assesses the 
business for which the project is being done.

• Schlichter [15] use the word maturity to imply that capabilities must be grown to 
produce repeatable success in PM.

• According to Andersen and Jessen [16] project maturity indicate that the organ-
isation is perfectly conditioned to deal with its projects and can be used as an 
indication of or a measurement of the organisation’s ability to use projects for 
different purposes.

• Ibbs and Kwak [17] define PM maturity as a level of sophistication that indicates 
organisation’s current PM practices, processes, and performances.

• There are also links in literature that suggest maturity models also reflect and 
increasing desire to link PM competence to corporate achievement [4].

Gareeb and Rwelamila [18] paper reveals that most of the models assess PM capa-
bility against bodies of knowledge and indicates that there was no model that could 
be used for the SA power sector. A total approach of what organisational PM maturity 
will be applied in this research.

Improving the maturity of an organisation was found to be extremely correlated 
with project success [19]. Earlier research focuses narrowly on the definition of 
project success as project cost, time, and quality but current literature has adapted 
this definition to include other factors. There is limited research on the strength 
of the relationship between the critical factors and success criteria, and even less 
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analysis of the causal effect between these factors and the performance of projects 
[20]. Han et al. [21] address the distinction between success factors and success 
criteria and state the following: “Success factors are factors that influence, constitute 
as well as determine the success of a project.” Earlier authors suggest that the success 
factors (critical success factors/project success factors) are defined as those few 
key factors necessary to reach goals [22]. Whereas success criteria are more related 
to the perceived performance based on the formal iron triangle such as time, cost, 
quality. Although the success criteria are difficult to define because many authors 
add other dimensions to the success criteria which include customer satisfaction as 
a success dimension or other dimensions. Two important aspects of project success 
are related to the technical side of the project and the second aspect relates to the 
“soft skill “henceforth referred to as social-cultural skills. Crawford and Pollack [23] 
comment that defining the technical and the social-cultural factors is not always 
clear. The social-cultural issues have been identified as the key success factors in PM 
and can have a high impact on the project [24]. Azim et al. [25] focus on the cause(s) 
of complexity in projects which lists three factors and includes process, product, 
and people. The author’s results indicate the underline importance of “people” not 
only as factor attributing to project complexity, but also as a key element to project 
success, thus also highlighting the benefits of social-cultural skills in effective PM. 
Mishra et al. [26] confirm that despite large work in this area no definite set of fac-
tors have been agreed upon that may be due to the organisational or cultural differ-
ences through-out the world. Ofori [27] state that generally, critical success factors 
are a set of project variables or factors that strongly correlate to project success, and 
whose maximisation or minimisation, depending on whether they are favourable or 
unfavourable, will lead to project success. Ofori [27] reveals that there is no consen-
sus on what social-cultural factors contribute to project success and indicate that 
organisational and social-cultural aspects do influence project success because in 
different project environments different factors are more critical.

The need for developing a conceptual model for the PMMM can have the follow-
ing benefits:

• Langston and Ghanbaripour [28] indicate that any PM environment needs to 
support the business for successful project, program and/or portfolio delivery. 
The author indicates that the basis for achieving consistent excellence in PM is 
assisted by mature organisational systems and processes.

• Viana et al. [10] point out that PMMMs have significantly contributed to 
the field of PM as they heighten awareness of competence to assess organi-
zational PM maturity and that an essential input to support organizational 
development.

• Jugdev and Thomas [4] indicate that PMMM capture the codified knowledge but 
does not include the intangible assets and if they were included could lead to the 
competitive advantage of a firm or organisation. Thus, incorporating the correct 
social cultural factors could add to the competitive advantage of a PMMM.

• Zuo et al. [29] results indicated that social cultural skills of project managers 
significantly contributed to project success factors and hence the project success. 
Therefore, if these factors are not included in the PMMM a significant aspect is 
not included in PMMM assessments and measurement.



23

A Conceptual Project Management Maturity Model for the South African Power Sector
DOI: http://dx.doi.org/10.5772/intechopen.104384

• Studies by Campana [30] indicates there is a large shift to recognize the impor-
tance of social cultural skills and indicates the critical importance of social 
cultural skills in PM.

• Assists to spot business or personal opportunities, and it gives advanced warning 
of significant threats [31].

• It aids in the investigation of the barriers and opportunities in sector and pro-
vides several obstacles to effective and efficient commerce [32].

• It reveals the direction of change within the business environment and thus 
assists shape change rather than work against it [31].

• It provides a framework for the correlation with the production technologies to 
determine the strengths and weakness of different production pathways. [33]

• Aids in avoidance of starting projects that are likely to fail [31].

• Assistance with assumptions when one enters a new country, region, or market, 
because it helps develop an objective view of this new environment [31].

2.1 Technical parameter required for success

The most traditional way to establish project success is measured by the techni-
cally which include time, cost, and quality [34]. Portny [35] define a project has been 
successful when it has produced the desired results within the established timeframe 
with the allotted resources and state that the following three factors are essential to 
create the greatest chances for successfully completing a project: a clear and specific 
agreed-upon statement of the desired outcomes, comprehensive lists of all people 
who are interested in (needed to support, and/or effected by your project) and a 
complete and detailed listing of all required project work. Browne and O’Donnabhain 
[36] identifies key issues and concepts relevant to client-project manager relation-
ship using customer service, service quality and customer satisfaction. Hartman and 
Skulmoski [37] suggest that there are parallels between business and PM research and 
topics such as leadership, communication, teamwork, success and examining risks 
alignment. Although the focus of this section is to find technical factors affecting 
PM the social-cultural factors based on different studies are ranked high. Studies by 
Nguyen et al. [38] depict the ranking of twenty success factors and the critical success 
factors indicate that competent project manager, adequate funding throughout the 
project, multidisciplinary/competent project team commitment to the project, and 
the availability of resources are ranked extremely high. Again, the social-cultural 
aspects of the projects are also indicated in the study reveals that commitment to the 
project, top management support and continuous involvement of stakeholder do rank 
high as well. Research conducted by Yong and Mustaffa [39] indicates that two of the 
four factors identify category namely, effective allocation of manpower; urgency in 
meeting project deadline are of higher importance. The research indicates that finan-
cial problem such as delayed payments and financial difficulties are seen to be a major 
factor that causes delay in the construction project. Table 1 represents the summary 
of the literature review that identifies the technical factors required for project suc-
cess. With a list of several factors of understanding PM standards, risk methodology, 
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documentation control management, understanding how to take make changes in 
the schedule as well considering the impact of the changes, performance and quality 
management, contract, legal aspects, top management support and financial manage-
ment are important for a project manager from a technical side.

2.2 Social-cultural parameter required for success

Social-cultural issues include factors such as benefits, stakeholders, value manage-
ment, and communications [51]. Studies by Mishra et al. [26] indicate that proper com-
munication has been found a critical success factor in the success of a team. Vance’s [52] 
study consisting of 1800+ system integrators list in Control Engineering’s Automation 
Integrator Guide were asked to share their top tips for ensuring success of an automation 
project. This study indicated as much as 80% of the project’s problems were due to lack 
of proper communication between the client and the integrator. Mishra et al. [26] study 
indicates that clearly goals and objectives were the number one ranking in their empirical 

Technical factors Reference

Project management standards and methodology
*Technical specifications and performance
**Tools and technique

Lam et al. [40]*
Mishra et al. [26]**

Risk assessments methodology Chen [41]; Besner and Hobbs [42]

Documentation management (keeping proper records)
*Adequacy of design details

Nguyen et al. [38]
Yong and Mustaffa [39]*

Scope and schedule management. Change control 
aspects and management
*Control of contractor
Schedule
**Project progress and plans in place
***Project planning

Chen [41]
Yong and Mustaffa [39]*
Yong and Mustaffa [39]**
Griffith [43]***
Zwikael and Globerson [44]***
Lam et al. [40]
Mishra et al. [26]

Performance and quality requirements
**Quality
**Adequacy of design specification

Zwikael and Globerson [44]
Schein [45]
Yong and Mustaffa [39]**
Lam et al. [40]*
Roberts et al. [46]
Chen [41]*
Browne and O’Donnabhain [36]
Leveson et al. [47]

Contract and legal management must be in place by the 
organisation

Ahsan [48]

Top management support
*Aligned with the business/project objects thus 
obtaining top management support

Albu and Panzar [49];
Selders and Ma¨rkle [50]*;
Mishra et al. [26]
Ofori’s [27]

Financial implications/funding and profitability for the 
organisation
*Adequate Funding throughout the project
**Financial capability of the client profitability

Nguyen et al. [38]*
Yong and Mustaffa [39]**
Lam et al. [40]

The *, **, *** on each factor/theme corresponds to the  reference for each.

Table 1. 
Summary of the technical parameter for project success.
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study on project performance. Ofori [27] study indicate experience and competence of 
project personnel as ranked number four in their top factors for critical success. Kadefors 
[53] highlights the importance of trust and project success. Karlsen et al. [54] argue that 
trust is being particularly important in both organisations and projects, since it is viewed 
as an essential for stable relationships, vital for the maintenance of cooperation, funda-
mental for any exchange and necessary for even the most routine of everyday interac-
tions. Pinto and Slevin [55] study also indicate that understanding the mission and goals 
to measure the outcome as an important success factor. Hartman and Skulmoski [37] 
depict that multi PM must include inter-project communication, priority setting, plan-
ning that align projects with and support corporate strategy. Thus, ensuring outcomes to 
be understood by the project team members and the criteria for measurement.

Table 2 represents the literature review that identifies the social-cultural factors 
related to project success. Within a list of several factors for project success are commu-
nication and understanding outcomes. Studies on project success identifies success fac-
tors, which include communication, clearly defined roles and responsibilities, project 
team competency and availability of resources, trust and understanding outcomes.

2.3 Organisational competencies

Zwikael [66] comments that different industries face different challenges while 
managing projects. The author refers to some examples like the software development 
organisations that must deal with high-technology uncertainty, while construction 

Social-cultural factors Reference

Communication
*Clear
Communication between client and contractor
**Effective team members play a role in communication.
***Strong project commitment
****Communicating effectively on multicultural projects*

Mishra et al. [26];
Vance [52]*; Michalski [56]*;
den Otter and Emmitt [57]**;
Johannessen and Olsen [58];
Adenfelt [59];
Andersen et al. [60]***;
Ochieng and Price [61]****;
Zwikael and Globerson [44]
Chen [41]
Yong and Mustaffa [39]

Clearly defined roles and responsibilities Portny [35];
Mishra et al. [26]

Project team
Competencies and availability of resources
*Availability of resources

Cooke-Davies [62]
Cooke-Davies and Arzymanow [1]
Ofori [27]
Thia and Swierczek [20]
Nguyen et al. [38]*
Yong and Mustaffa [39]*

Trust
*Between the client and contractor
**Stable pool of project team members

Webber and Klimoski [63]*
Pinto et al. [64];
Kadefors [53];
Maurer [65]*;
Karlsen [54]

Understanding outcomes: of the project and each team member
*Statement of outcomes and deliverables with key measurable criteria
**Clear goals and objectives

Portny [35]*;
Pinto and Slevin [55];
Hartman and Skulmoski [37]
Mishra et al. [26]**

Table 2. 
Summary of the social-cultural parameter for project success.
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organisations that are usually more troubled with engineering and financial prob-
lems. Crawford [8] indicate that the competence of project personnel is important 
as they are having major impact on project performances and ultimately also impact 
the business performance. De Oliveria et al. [67] indicates that agility and flexibility 
represent the way to achieve organisational performance and that maximum project 
performance is accomplished when efforts are tied together to improve leadership 
factors and organisational factors. An important organisational success measure is the 
respondents perceived rate of project success of their organisations compared with 
competitors organisations in the same sector of activity [68]. Gareis and Huemann 
[69] indicates that PM competencies must describe, assess, and further develop for 
the organisation, teams, and individuals in the organisation. Brush et al. [70] describe 
the resource pyramid of value creation and indicate that firms can have a unique 
advantage when assets become valuable, rare, inimitable, and non-substitutable. 
Hartman and Skulmoski [14] state that elements that affect maturity will include 
technical, business, and social issues.

2.3.1 Strategic organisational PM

Albu and Panzar [49] state that maturity alignment is a concept referring to 
the extent to which the organisational components (strategy, structure, systems, 
processes, etc.) reflect similar or close maturity levels, acting in synergy towards 
the achievement of organisational objectives. Christenson and Walker [71] study 
concludes that project vision is a critical project success factor. The more immediate 
contribution remains demonstrating a protocol for getting project teams to focus on 
the project vision and the likely impact upon that for PM success. Fitsilis et al. [72] 
suggests that programmes and projects are recognised as one of the most important 
means of achieving organisations strategic plans. To become durably successful, an 
organisation should realise its maturity alignment [73]. PMM level cannot be attained 
or sustained if a certain level of organisational maturity is not reached [74]. Cooke-
Davies et al. [75] argue that strategic drivers influence the nature of value expected 
from PM, and a PM system should be adapted to the specific strategic positioning of 
each organisation to deliver maximum value. Studies by Andersen et al. [76] found 
support for the proposition that there is a relationship between project perspectives 
applied in PM and formal organisational rationality. Table 3 summaries the Strategic 
organisational factors.

Strategic Organisational PM References

Aligning project objective with business objective
*Scorecards
**Project vision

Albu and Panzar [49];
Selders and Ma¨rkle [50]*;
Christenson and Walker [71]**;
Fitsilis et al. [72];
Meyer [73];
Andersen et al. [76]

Sustainability of the organisation and best practices
*Strategic drivers

[74]; Gareis and Huemann [69];
Cooke-Davies et al. [75]
Crawford [8]

Table 3. 
Summary of strategic organisational PM.
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2.3.2 Organisational culture

Cooke-Davies and Arzymanow [1] definition of organisational culture as: “Refers 
to the underlying beliefs, values and principles that serve as a foundation for an organisa-
tions management practices and behaviour that both exemplify and reinforce those basic 
principles.” Based on the literature review by Cooke-Davies and Arzymanow [1] two 
important factors on organisational culture is if the culture is unhelpful then it is 
important to change it and secondly, that irrespective of whether culture helps or 
hinders the effects of culture must be considered throughout the project. Cooke-
Davies and Arzymanow [1] also suggest that the leadership style of a project manager 
needs to be adapted to the organisational culture and confirm through their literature 
review that there is a clear correlation between high trust and low cost, and between 
low trust and high cost. Thamhain [77] results shows that despite cultural differences 
among organisations a general agreement exists on the factors that drive team perfor-
mance, one of the most striking finding is the large number of performance factors 
that is derived from the human side where organisational components that satisfy 
personal and professional needs seem to have a strong effect on cooperation, com-
mitment, risk management, and ultimately drive overall team performance. Diallo 
and Thuillier [78] mentions that project success and success dimensions depend on 
project type and sector. Performance problems on technology-intensive projects 
involve largely management, behavioural and organisational issues, rather than tech-
nical complications [79, 80]. Dvir et al. [81] suggest that project success factors are 
not common for all projects; different types of projects are affected by different sets 
of success factors. Therefore, a project-specific approach is appropriate for following 
studies into the practice and theory of PM [82]. Table 4 summaries the themes from 
literature for organisational culture.

Organisational Culture References

Organisational culture that supports project 
management process

Cooke-Davies and Arzymanow [1];
Diallo and Thuillier [78];
Killen and Hunt [5];
Mishra et al. [26];
Roberts et al. [46];
Crawford [8]

Support employees to understand cultural diversity Thamhain [77];
*Belassi and Tukel [79];
*Hartman and Ashrafi [80];
**Branson [83];
Andersen et al. [76];
Deal and Kennedy [84];
Diallo and Thuillier [78]

Organisational structures that support project *Dvir et al. [81];
**Hyväri [82];
Mishra et al. [26]

Top management support for organisational project 
culture

Killen and Hunt [5];
Zwikael [66];
*Simons [85]
**Cooke-Davies and Arzymanow [1];

Table 4. 
Summary of organisational culture.
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PESTLE Analysis of SA’s macro environment

Political Baker [87] suggests that institutionally, the 2006 Electricity Regulation Act should govern the 
main activities of the electricity sector. However, influence on energy policy and planning is 
also exerted by SA’s Power Sector Parastatal, Treasury, SA’s Department of Public Enterprises, 
metropolitan and municipal governments, and the Inter Ministerial Committee on energy 
[87]. Besides these entities reducing the effect of the SA’s Department of Energy and its 
regulator (NERSA), the influence of heavy private users (Energy Intensive User’s Group) 
and coal suppliers cannot be ignored [87]. This describes a mix of highly influential political 
landscape in favour of specific entities that reduce the effect of proper regulation and create 
numerous policy uncertainties and delays remain. This does not allow for progress, including 
from energy independent power producers (IPPs) waiting to construct and connect their 
projects to the country’s electric grid. Specific interference by political organisations to 
suppliers of energy have also been documented [87] and [88].

Economic The economic policy on supply and demand of electricity falls within the ambit of the 
SA’s Department of Energy and is well documented to be a major driver of growth, 
reducing poverty, and ensuring social well-being, even of industry [89]. However, lack of 
cohesive ownership and policy seems to be detracting from the major objectives of various 
stakeholders, resulting in lack of commitment [87].

Social Skills remains a critical downfall of the planning, design, supply, and distribution of 
electricity, as cited by Baker [87] and the SA’s Department of Energy [90]. Further, social 
development along empowerment of independent suppliers can only be addressed through 
policy.

Technological SA’s Power Sector Parastatal currently generates 95% of the country’s electricity [87]. SA’s 
Department of Energy [89] suggests that up to 30% of the country’s generation is to come 
from IPPs, but Baker [87] suggests that the appropriate legislation was never enacted, and no 
private generation was incorporated to the grid. Most of the country’s electricity originates 
from coal fired power plants in the northeast, many immediately adjacent to privately 
owned coal mines. The remaining generation comes from pumped storage and imported 
hydroelectricity, the Koeberg nuclear power station, four gas fuelled turbine stations, and 
one wind energy power station [87]. In 2005 SA’s Electricity Parastatal initiated its expansion 
programme which includes the construction of two major power plants, the return to service 
of mothballed coal fired power stations and energy efficiency investments [87].

Legal/regulatory The Energy Regulator defined by the Electricity Regulation Act 4 of 2006 mandated to ensure 
adequate supply, distribution, and electrification of all users in a fair and equitable manner. 
This includes empowering entities to get access to specific sectors and population groups, 
ensure clarity in policy to operate and integrate to the grid and stipulate environmental and 
social targets. The cohesiveness of such policy is questioned by policy makers and industry 
commentators [87]. This together with a lack of governance on managing progress creates a 
vacuum between planning parties and those organisations charged with delivery. Finally, the 
scope of legislation for local empowerment and public accountability extends to the regulated 
energy market and plays a key role to ensure governance and accountability.

Environmental South Africa pledged to reduce the country’s greenhouse gas emissions by 34% by 2020 and 
42% by 2025 [91]. Baker [87] suggests that despite the absence of national expertise, South 
Africa also has an enormous potential for several different renewable energy technologies 
including: wind, solar water heaters, concentrated solar power, solar photovoltaics, and 
biomass. SA’s Power Sector Parastatal has thus far secured investment in a renewable 
component consisting only of the 100 MW wind farm now funded by the World Bank [87]. 
Lack of policy on carbon emission and empowerment of local suppliers to augment the grid is 
hampering progress.

Source: Gareeb and Rwelamila [18].

Table 5. 
PESTLE analysis based on South African macro environment.
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2.4 Country specific factors

A PESTLE is a tool used for macro environmental scanning [86]. Environmental 
scanning can be defined as the study and interpretation of the political, economic, 
social, technological, legal, and environ-mental events and trends which influence a 
business, an industry or even the total market [86]. A PESTLE analysis was conducted 
by Gareeb and Rwelamila [18] on the SA’s macro environment and the full analysis is 
present in Gareeb and Rwelamila [18]. Table 5 summarizes the SA specific issues that 
should be considered when entering the SA environment which is an extraction from 
the PESTLE analysis. This analysis will be used in this paper to build the PMMM.

2.5 Sector specific factors

The sector specific by Gareeb and Rwelamila [18], include: high-risk environment, 
organisational safety culture, sustainability, environmental impact, compliance with SA’s 
governing regulations and reliable technologies. Table 6 summarizes the characteristics 
of the power sector from Gareeb and Rwelamila [18] been important consideration for 
the SA’s power sector. This analysis will be used in this paper to build the PMMM.

3. Research methodology

This study is classified as a literature review [117]. The literature search in Gareeb 
and Rwelamila [18] categorised over a 19-year period and using 28 databases indicate 
that the current models are not completely suitable for SA’s power sector (the models 
tend to be generalizable, and some models are developed for specific countries and 
areas that are not suitable to the SA environment).

No. Characteristics Reference

P.S 1 High risk environment OSHA [92]; Grant and Hinze [93],

P.S.2 Organisational safety culture McCaffrey [94]; Taylor [95]; Fitsilis et al. [72]
OSHA [92]; NERSA [96]; Li and Poon [97]; Weil [98]; Taylor 
[95];

P.S.3 Sustainability Oricha and Taiwo [99]; Chambers et al. [100]
Goodland [101]; Suberu et al. [102]; Silvius and Schipper [103]; 
Alzahrani [104]; Păunescu and Acatrinei [105]

P.S.4 Environment impact Chen et al. [106]; Blaabjerg et al. [107]; Massetti et al. [108]; 
Silvius and Schipper [103]; Alzahrani [104]; Bai et al. [109]

P.S.5 Compliant with SA’s regulations SA’s Department of Energy [90]; NERSA [96]; Karekezi and 
Kimani [110]; Li et al. [111]

P.S.6 Process capability effectives//high end 
technology—reliable, sustainable, and 
environmental effectiveness

Panda and Ramanathan [112]; Oseni [113]; Oseni [114]; 
Pauschert [115]; Dabre et al. [116]

Source: Gareeb and Rwelamila [18].

Table 6. 
Summary of factors related to the power sector industry.
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This study proposes a conceptual model for measuring PMM in the SA’s power 
sector. To achieve the goals of this paper a grounded approach was used to develop a 
conceptual model. First, past and current studies relating to PM success factors for 
PMM were studied to get a comprehensive understanding of the topic. The next steps 
included studies that entailed gaps that existed in current PMM literature so that this 
could be addressed in this study. The literature search continued until saturation of 
the data occurred. A literature review was used to find the key success factors for 
PMM as well as gaps that exist in current PMM literature. The data source was the 
analysis of books, published papers, conference papers, white papers, and specialized 
material from the relevant institutions.

Finally, the findings and analysis are provided together with the concluding 
remarks showing the contributions of this study in the PM field. The proposed model 
will be tested with the relevant case study organisations to determine the validity of 
the proposed conceptual model.

4. The conceptual model for PMM in the SA power sector

This paper presents a conceptual model for projects taking place in SA’s power 
sector. Section two provided the gaps that existed in current literature on PMM. 
Organisations are complex environments. It is impossible for researchers to put 
forward a full detailed picture of these phenomena therefore, a way of representing a 
simplified version is through a model [118].

To understand the concept of a model, Team [119] defines “model” as: “A model is 
a simplified representation of the world.” KPMG [120] state that models have benefits 
such as: set process improvement objectives and priorities; improve processes and 
provide guidance; acts as a guide for improvement of organisational processes and 
define a starting point; enable the benefits of a community’s prior experiences to be 
shared; create a common language and share a vision. A concept is a bundle of mean-
ings or characteristics associated with certain events, objects, or conditions and used 
for representation, identification, communication, or understanding [121].

Lilien [122] lists the characteristics of conceptual model as:

• Often a flowchart or simple relationship (graph to indicate the nature of the 
relationship).

• Generally, of more use to the model builder than the model user (if the user and 
the builder are not the same).

• Helpful in thinking about reality than in actual decision—making.

This paper presents a conceptual model for projects taking place in SA’s power 
sector.

Section two provided the gaps that existed in current literature on PMM. The 
proposed PMM model addresses the requirements and complexities identified within 
the PM environment in a more holistic way (represented in Figure 1) for the SA 
power sector.

Figure 1 indicates the content that exists in literature and highlighted in red 
indicates what was lacking in current PMM. Figure 1 presents the requirements of 
what the key factors for PMM in the SA Power
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Sector should entail. The concept PM maturity was discussed. Diallo and Thuillier 
[78] mentions that project success and success dimensions depend on project type 
and sector. Dvir et al. [81] suggests that project success factors are not common for all 
projects and different types of projects are affected by different sets of success factors. 
Therefore, a project specific approach is appropriate for following studies into the 
practice and theory of PM [82].

Studies reveal that project performance is linked to project maturity. Therefore, 
extensive literature review has been conducted on what constitutes project perfor-
mance/project success. Empirical correlations of all the factors that affect project 
success were reviewed. Two important factors were identified that affect project 
success, namely the technical and the social-cultural factors. This study identifies 
the critical success factors for successful projects that have an impact on the project 
maturity

Not only does project performance has links to project maturity but the organ-
isational play a part. There is extensive literature available on the concepts that exist 
between PM maturity and organisational maturity. Without some degree of organisa-
tional maturity, PM maturity would not last or continue.

Therefore, organisations need to have an alignment between the organisational 
and PM maturity. The project objectives need to be linked into the overall business 
objects and organisational strategy. This model from a broader perspective takes into 
account sector specific and country specific factors that have not been established yet.

The proposed PMM model addresses the requirements and complexities identi-
fied within the PM environment in a more holistic way (represented in Figure 1) 
for the SA power sector. Figure 1 indicates the content that exists in literature and 
highlighted in red indicates what was lacking in current PMM. The framework takes 
into account what was lacking in current literature on PMM for the SA power sector. 
Figure 1 presents the requirements of what the key factors for PMM in the SA power 
sector should entail.

Figure 1. 
Conceptual model for PMM for SA’s power sector.
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The conceptual model introduces country specific factors for the SA’s environ-
ment and sector specific factor for the power sector. If the country specific factors are 
relaxed and a PESTLE analysis is carried out in the country where projects is taking 
place, therefore this framework can be adapted to different countries. The success 
components address the requirements and complexities identified with PM in the 
more holistic way to the SA power sector.

The proposed conceptual model addresses issues encountered as followers:

• Hulya [6] claims that organisational culture was largely under examined in PM 
research. This paper considers the organisational culture and the need for the 
organisational culture to support PM therefore an enabler for PMM eventually. 
This can be found in Table 4.

• Cooke-Davies and Arzymanow [1] state that further empirical studies need to 
be built for superior PM practices. This study focused on the latest empirical 
literature.

• Özturan et al. [123] comment that earlier models are a relatively a new proposal 
and therefore lacks empirical support for determining which competencies 
contribute most success. Figure 1 was linked to empirical data. This can be found 
in the literature review Section 2 of this paper.

• This paper focuses on the country specific factors, sector specific factors and the 
project specific factors that affect PMM therefore provides a holistic approach 
for the context of this study. This can be found in Table 5 where a summarized 
PESTLE analysis was conducted to determine these components.

• Ibbs and Kwak [124] comment that as new PM knowledge and practice becomes 
available the models need to be continuously developed and adapted. This study 
focused on the latest research and Figure 1 address the gaps that is lacking in cur-
rent literature on considering the PMM requirements for the SA’s power sector.

• Organisational development for PMM have been identified in this paper and 
have addressed the challenges.

5. Conclusion

The crucial factors that underpin the success of the projects are due to social-
cultural factors [125]. This paper presents the key factors that contribute to PMM in 
the SA pwer sector. Section 4 presents the framework for developing a PMM model 
for the SA power sector. Diallo and Thuillier [78] mentions that project success and 
success dimensions depend on project type and sector. Dvir et al. [81] suggests that 
project success factors are not common for all projects and different types of projects 
are affected by different sets of success factors. Therefore, a project specific approach 
is appropriate for following studies into the practice and theory of PM [82]. Studies 
reveal that project performance is linked to project maturity. Therefore, extensive 
literature review has been conducted on what constitutes project performance/proj-
ect success. Empirical correlations of all the factors that affect project success were 
reviewed. Two important factors were identified that effect project success, namely 
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the technical and the social-cultural factors. This study identifies the critical success 
factors for successful projects that have an impact on the project maturity. Not only the 
project performance has links to project maturity but the organisational plays a role. 
There is extensive literature available on the concepts that exist between PMM and 
organisational maturity. Without some degree of organisational maturity, PMM would 
not last or continue. Therefore, organisations need to have an alignment between the 
organisational and PMM. The project objectives need to be linked into the overall busi-
ness objects and organisational strategy. The contribution for this study provides the 
conceptual framework from a broader perspective for the SA power sector.

The following was achieved during the research and the following objectives met:

• Firstly, gaps that existed in current PMM were identified and are listed in section 
two as the starting point of the study.

• Secondly the gaps were addressed through an extensive literature review on 
PMM and is listed in section four.

• The key parameters that contribute to SA PMM were determined and consist of 
social-cultural, technical, organisational, sector and country specific and is listed 
in section two. Figure 1 provides the conceptual framework for PMM in the SA 
power sector.

Research limitations—The focus of this paper was limited to the peer reviewed 
articles and journals on PMM.

Future research—The current research provides the conceptual model for the 
SA power sector. The next steps are to test the conceptual model with the relevant 
organisations.
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Chapter 3

Balancing Hedging and Flexing for 
Inclusive Project Management
Wim Leendertse, Bert de Groot and Tim Busscher

Abstract

Current project management often emphasizes hedging through a strictly phased 
and funneled development of the project scope. However, an increasingly engaged 
project environment and rise in the complexity of societal challenges cause an emerg-
ing demand for more open and interactive ways of managing projects. This requires 
projects to adopt an integrated management approach that focuses on flexing, which 
emphasizes the ability of a project to adapt to and co-create with the environment. 
Overemphasizing flexing, however, may undermine the controlled nature of project 
management. Therefore, it is necessary to find a form of project management that 
is both open and interactive without losing control. On the basis of specific project 
contexts and characteristics, this chapter presents criteria and tools for balancing 
hedging and flexing for inclusive project management.

Keywords: project management, hedging, flexing, stakeholder participation, project 
flexibility

1. Introduction

Our society is presented with grand challenges. We have to deal with many issues 
at the same time, such as climate change, the energy transition, the transition to a 
circular economy, empowered citizens, the increasing role of digitization, increasing 
attention to the living environment and nature, etc. This means that projects, which 
can be seen as interventions in our society, can no longer be separated from their 
environment. Current project management, however, still follows a hedging approach 
that is strongly based on the classical step-wise development of a predefined output, 
where the environment is seen as a threat that must be mitigated. In order to be able to 
respond to the increasing complexity of the project environment, there is an emerg-
ing demand for a more open and interactive approach to project management. We 
refer to this approach as a flexing approach. While a flexing approach may emphasize 
the ability of projects to move along with and shape their environment, this also 
increases the interdependencies between the project and its environment, thereby 
increasing complexity, leading to less control of the project and potentially causing 
projects to drift. Therefore, it is necessary to find a form of project management that 
is open and interactive without losing control. The theory and practice of process 
management offer valuable insights for this. On the basis of insights from recent 
project and process management literature, this chapter describes how strategies 



Project Management – New Trends and Applications

46

and instruments of process management can be combined with project management 
tools and techniques to come to a more open form of management without losing 
manageability.

2. From hedging to flexing in project management

2.1 What is meant by “project” and “project management”?

Literature has numerous definitions of the term “project.” One of the most used 
definitions was developed by Turner and Müller [1], who define a project as a tem-
porary endeavor in which human, material, and financial resources are organized 
in a novel way, to undertake a unique scope of work, of given specification, within 
constraints of cost and time, so as to achieve beneficial change defined by quantitative 
and qualitative objectives. Following this definition, project management can be seen 
as the organizational activities, to be carried out by a plurality of specialized persons 
or groups, in a temporary joint venture that aims to deliver a clearly specified result 
within a limited period of time, within certain conditions and with finite resources. In 
short, project management concerns the application of knowledge, skills, tools, and 
techniques to ensure that project activities meet project requirements [2].

2.2 Limitations of classic project management

Classic project management is strongly focused on manageability and control. It is 
based on a causal rational paradigm [3, 4], where the process of managing a project is 
translated in a sequential and linear phasing of activities that should lead to a pre-
defined result. This is further expressed in scope, cost, and time management using 
dedicated project management tools and techniques, suggesting that the appropriate 
use of these instruments leads to the intended result. In this paradigm, the project 
is regarded as a closed system with a clear boundary to its environment. This system 
is not isolated—there is interaction between the system and its environment—but 
changes in that environment may have a negative effect on project progress and are 
considered a potential threat that must be mitigated. Projects are therefore supposed 
to conduct risk analyses and develop contingency plans to cope with risk. In general, 
classic project management is based on advanced predictions that must be achieved 
via a strictly defined path through the correct and effective use of project manage-
ment tools and techniques. These tools and techniques take the form of methods, 
rules, step-by-step procedures, frameworks, and models. A search on Google quickly 
reveals the multitude of project management tools and techniques and a multitude 
of handbooks that describe these [2, 5, 6]. Organizations such as the International 
Project Management Association (IPMA) and the Project Management Institute 
(PMI) even offer dedicated courses to learn these tools and techniques and to certify 
project managers.

However, due to this closed system perspective, potential opportunities may be 
missed and the defensive attitude may lead to problems in delivering projects. This 
limits the contribution that projects can (and should) make to the major societal 
challenges we are facing today and the potential use of opportunities as tool for adap-
tation. In addition, society is becoming increasingly engaged, and a sectoral project-
oriented process without the engagement of its environment is no longer accepted. Or 
as Van Buuren et al. [7] argued, the main characteristic and focus of (classic) project 
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management is its main disadvantage: it tends to focus primarily on the realization of 
one single project ambition, suffers from a singular logic, and is limited in terms of 
scope, budget, and time. An answer may be a more open system approach in which 
the boundary of the system becomes permeable and stakeholders are included as 
co-actors, especially in more dynamic environments with a relatively high degree of 
uncertainty. A shift in focus of project management from purely instrumental to more 
process-oriented.

2.3 From hedging to flexing

Classic project management, based on a hedging strategy, offers hardly any 
room for adjustments to the project scope, planning, or budget, to respond to 
changes in the environment. In general, hedging is less satisfactory in dynamic 
environments when complexity in and around the project is relatively high. In these 
cases, a process-oriented approach, or flexing, is more appropriate. Flexing is often 
characterized by a broader scope (integration of challenges), a flexible planning on 
various timescales (short, medium, and long term), interim monitoring, a partly 
flexible budget to which several parties contribute (co-financing), and involvement 
of stakeholders through open dialog and a co-creative approach. Determining the 
right mix, i.e., a balance between hedging and flexing (which may even change over 
time), is the key challenge in modern project management. This mix is determined 
by both the context of the project and the capabilities of the project organization. 
By “context” we mean the unique conditions in which the project is being managed 
[8], including the organization’s internal context (e.g., other projects, departments, 
and organizational strategy), and external context (e.g., stakeholders, adjacent 
environment). Table 1 shows main characteristics of classic project management 
and a process-oriented approach [9].

In the next sections, we will first look at the context of a project from a complexity 
perspective. Higher degrees of complexity of a project and/or its environment require 
the project to deal with higher levels of uncertainty, which requires more flexibility 

(Classic) project management Process management

Main focus • A well-thought-out solution to a 
problem

• Organic development of a solution to a problem 
or problems through involvement of stakehold-
ers and their interests

Dealing 
with 
dynamics

• Through decisiveness and control • Through resilience, responsiveness and being 
open to other options

• Changing circumstances must not 
affect the course of action

• Changing circumstances are windows of 
opportunity.

• The project has the ability to deal with change 
(adaptive capacity)

• Closed system focus • Open system focus.

• Interaction with the project environment for 
enrichment (opportunities, integration of chal-
lenges, engagement)

Context • A stable, predictable environment • An unstable, dynamic environment

Table 1. 
Main characteristics of (classic) project management and process management (derived from [9]).
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of the project. Then we will discuss strategies to open project boundaries and to 
increase the ability of a project to reach out to its environment through stakeholder 
engagement, active opportunity seeking, and inclusive planning. Subsequently, 
we will discuss the ability of the project organization itself to proactively deal with 
uncertainty. In the final section, we will bring it all together as related building blocks 
for next-generation project management.

3. Projects and complexity

Complexity is an often-used concept in project development and management. In 
our daily use, it often refers to the perspective of the project participants on the diffi-
culty of a project. From a more fundamental perspective, complexity revolves around 
actors or elements in or close to a project that interact with each other in a reciprocal 
way. For example, nowadays, the project environment in both project development 
and implementation requires intensive interaction, which may lead to a multitude of 
interdependent relationships of the project with its environment.

Not all projects are necessarily complex. Some projects can be classified as simple 
or complicated. The degree of complexity—i.e., a simple, complicated, or complex 
project—has implications for project management; or at least, it should have. 
Higher degrees of complexity often imply more uncertainty, more vulnerability for 
change, and need a management style that can deal with this. In general, simple or 
complicated projects can be managed on the basis of a hedging project management 
approach, whereas complex projects need more flexibility and a more flexing project 
management approach.

On the basis of a recent literature review of international peer-reviewed journals 
on project complexity, four forms of complexity can be distilled: technical or struc-
tural complexity, organizational complexity, contextual complexity, and institutional 
complexity [10]. Projects may have to deal with any form of complexity. Technical or 
structural complexity relates to the tasks and substantive aspects of a project. This 
not only includes the diversity and number of tasks or aspects within a project, but 
also the interdependencies between tasks or technologies. Organizational complex-
ity relates to the organizational structure of the project or its parent organization. 
A complex organizational structure is one that consists of several interdependent 
parts. Institutional complexity is the result of different institutional logics of the 
actors involved in a project. Institutional logics influence personal definitions and 
working methods, which are partly shaped by the cultural and political background 
of the actors. For this chapter, especially the fourth identified type of complexity, the 
concept of contextual complexity, is relevant. Contextual complexity is described in 
literature as the complexity resulting from environmental influences. The literature 
review of Busscher et al. [10] revealed several indicators of contextual complexity, 
which can be used to assess the degree of complexity of a project in a specific context. 
The following indicators were found in the studied literature: the amount of project 
stakeholders, the level of sociopolitical interests or influence in project, the degree of 
support (from stakeholders) for the project, the internal (intra organizational) sup-
port for the project, the degree of competition in the market, geographical differences 
in regulations, the level of influence of contextual developments on the project, and 
the amount and intensity of social discussions.

As mentioned above, a higher degree of contextual complexity needs more 
flexibility of the project—or a more flexing style of project management. However, 
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the need for flexibility does not (always) match the possibilities to be flexible in 
every phase of the project life cycle [11]. For instance, the need for flexibility may 
be high in the planning phase and the beginning of the execution phase when the 
design is elaborated and stakeholders are confronted with the concrete effects of the 
intervention. As the design evolves, the possibilities for flexibility will decrease and 
will be lower in the end of the planning phase and low in the execution phase and 
termination phase. Typically, in project management, a change of phase comes with 
an intermediate decision, which fixes the boundary conditions for the next phase and 
by doing so reduces the opportunities for flexibility.

4. Strategies, tools, and techniques to deal with contextual complexity

4.1 Stakeholder management and opportunity management

Already in the 1980s of the last century, Cleland (1986) introduced stakeholder 
thinking into project management. Since then, the importance of stakeholder manage-
ment in project management has increased, i.e., the process of adapting the specifica-
tions, plans, and approaches to the different concerns and expectations of the various 
stakeholders [2]. A stakeholder can be defined as a group or individual that has an 
interest in the success or failure of a project [12]. Stakeholder management is the 
process of managing the expectations of anyone who has an interest in a project or will 
be affected by its deliverables or outputs. Stakeholder management typically has been 
used as an iterative process of identifying and analyzing stakeholders from a project 
perspective, defining strategies and accompanying measures, implementing the 
measures, and evaluating the effectiveness (plan-do-check-act). In this approach,  
the stakeholders are considered manageable to meet project goals [13]. Together with 
the development of stakeholder management also opportunity management gained 
increasing attention. Opportunity management can be seen as the inverse of risk 
management, in the sense that risk management seeks to proactively minimize the 
probability and/or negative effect of a potential event on a project and opportunity 
management, in turn, seeks to maximize opportunities that can bring value to a project 
by connecting project challenges to stakeholder challenges [14]. From a project man-
agement perspective, an opportunity is an uncertainty that potentially adds more value 
to the project than the potential loss of value it may bring along [15]. This interpreta-
tion of opportunity management is based on the Mutual Gains Approach as developed 
at Harvard University in the beginning of this century [16, 17]. Being able to seize 
opportunities increases the flexibility of the project, since the extra value of an oppor-
tunity may be used to, for example, extend the scope of the project or compensate for 
potential time or cost overruns.

4.2 Co-development

This leaves the question: can one really manage stakeholders and the project 
environment? As mentioned above, society becomes more emancipated. People 
take responsibility to design their own environment, and citizens’ initiatives are 
becoming more and more common [18]. The power of interest groups, NGOs, and 
individual stakeholders is increasing. These developments imply that projects can 
no longer act autonomously and instead have to work together with stakeholders. 
Stakeholder and opportunity management thus have to shift to an orientation 
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focused on co-development. In contrast to “management of stakeholders,” a 
“management for stakeholders” approach embraces all the stakeholders and tries to 
reach win-win situations [19]. In line with this approach, participation through 
co-development is broadly discussed in planning and management literature in the 
last decades [20–25].

Co-development can be defined as the joint development and improvement of 
policies and services at an equal level through constructive dialog [26]. Dialog means 
interactivity, engagement, and a propensity to act on both sides. It is about empathic 
understanding of both sides and a communication of equals. The intensity of joint 
activities can differ (see, for example, the classic ladder of participation by Arnstein, 
1966), but communication and information exchange are always the basis for any 
stakeholder involvement. Attuning and adjusting mutual activities can be added 
on top of communication and information exchange so as to achieve results more 
efficiently, i.e., mutual coordination. When, in addition to the abovementioned 
activities, also resources are exchanged, one may speak of cooperation. Collaboration 
is considered the ultimate form of cooperation, where information, activities, 
resources, and responsibilities are jointly planned, implemented, and evaluated to 
achieve a common goal [27]. In all these definitions, joint development in equity, 
interaction, and dialog influence on agenda setting, high involvement and common 
goals are main characteristics of co-development.

4.3 Engaging stakeholders and issue management

Co-development in a project environment means that the project engages the 
stakeholders in a collaborative problem-solving process [28]. The project organiza-
tion respects and uses the expertise of the stakeholders and is open and willing to 
share all information necessary for a joint project design. The design is based on 
problem-specific interaction involving the interests of all relevant stakeholders. The 
decision-making is based on the weighing of interests in what Aaltonen & Sivonen 
[29] describe as an adaptation strategy. Figure 1 shows different corresponding 
strategies as mentioned in literature the axis from (classic) project management to 
process management.

Strategic stakeholder Involvement (SSI) is a practical tool to engage stakeholders in 
co-development [30]. This approach combines traditional stakeholder management, 
designed to minimize risks caused by parties with different interests, with seizing 
opportunities through issue management. Issue management entails a process of 
continuously scanning the environment for new issues, which are developments or 
events that might happen and force stakeholders to take position. Issues come and go 
and change over time. Central to issue management is the identification of issues that 
may influence the project or may be influenced by the project and address these in 
interaction with the stakeholders from a win-win perspective.

4.4 Co-creation and social design

The descriptions above are based on a so-called inside-out perspective, which 
looks at the environment from within the project. At the same time, the project can 
also be seen as an instrument that may contribute to solving broader social issues. 
This perspective works from the outside-in and assumes the project goal and task 
to be only one of the goals and tasks that have to be tackled in interaction with and 
between stakeholders, thus opening the box [13].
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Social design is a design methodology to tackle complex issues, placing the com-
bined social issues as the priority. The basic idea is to break down the walls between 
disciplines and enable truly interdisciplinary work to take place. The classic approach 
of project management starts with a (project) problem and organizes the most 
efficient path to come to a predefined output or outcome, which solves that problem. 
Social design is based on the process and principles of design thinking developed by 
the British Design Counsel (www.designcounsil.org.uk), the “Double Diamond” or 
“4D” model. In this approach, the design process starts with a joint problem definition 
involving all relevant problems of the project and its context and their stakeholders. 
The idea is that actors collectively scan a relevant context around the project search-
ing for problems and issues. Based on a joint problem definition, information is gath-
ered and possible combinations are developed in a co-creative process. In contrast to 

Figure 1. 
Strategies for project and process management.

Figure 2. 
Process steps of social design (source: British Design Counsel).
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the traditional project management life cycle, this process is not linear from problem 
to solution, but interactively dynamic via diverging and converging stages [20, 31]. 
Figure 2 shows the typical steps of a social design process.

Social design may lead to more integrated solutions and a higher degree of accep-
tance. However, to keep the process manageable, it is necessary to add some hedging 
elements to the process, for example, by setting milestones, by setting clear and 
smart boundaries, and by transparently communicating about the boundaries of the 
decision-making process.

5. Building project flexibility

The project context is essential for the successful management of a project [32]. 
As mentioned above, project organizations need to be responsive and open up to their 
context and engage stakeholders to enable project success. This requires considerable 
flexibility of the project organization, as it includes giving room for co-development 
and co-creation and at the same time keeping the project manageable [8]. Olsson [33] 
defines project flexibility as the capability to adjust the project to prospective con-
sequences of uncertain circumstances within the context of the project. Adopting a 
flexible approach improves not only the project results, but also the evaluation of the 
project management itself.

The extended Pentagon model of Rolstadås et al. [34] offers a model to connect the 
project management process to the external context through so-called formal quali-
ties, such as structure and technologies, and informal qualities, such as culture, social 
relations and networks, and interaction (see Figure 3).

The distinction between formal and informal qualities may be viewed as hedging 
versus flexing, controlling versus emerging, or prescriptive versus adaptive. In this 

Figure 3. 
The extended pentagon model (source: [34]).
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model, flexibility is created through the interaction between formal and informal 
qualities of project organizations. For example, rules may formally be more loosely 
defined to allow informal qualities to be revealed. Building on this, Sohi et al. [35] 
delivered a list of flexibility enablers regarding both formal and informal qualities of 
project organizations as shown in Table 2.

Extended pentagon model Flexibility enablers Collective learning

Formal 
qualities

Structure • Broad task definition • Institutional design

• Functional-based contracts • Multilevel integration

• Standardized processes

• Stable teams

• Self-steering of the project 
team

• Self-assigning of individuals 
to tasks

• Late locking

• Short feedback loops

• Continuous locking (iterative)

• Iterative planning

• Iterative delivery

Technologies • Contingency planning • Information management

• Visualized project planning 
and progress

• Shared interface management

• Joint project office

Informal 
qualities

Culture • Seizing opportunities and 
coping with threats

• Diversity

• Possible alternatives • Scope for change

• Embrace change as much as 
needed

• Leadership

• Team priority over individual 
priority

• Capabilities of 
individuals

• Consensus among team 
members

Interaction • Open information exchange 
among different groups

• Rules for dialog

Social relations and 
networks

• Trust among involved parties • Trust and open 
atmosphere

• Network structure rather than 
hierarchical structure

• Informal network

• Team members as stakeholders • Learning platforms

• Continuous learning

Table 2. 
Overview of the extended pentagon model in relation to flexibility enablers and collective learning.
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The model is dynamic and involves continuous iterative processes within the proj-
ect organization and interaction with external stakeholders and contexts. The project 
team members receive feedback from stakeholders or the context. This feedback is 
interpreted both individually and collectively. Positive feedback reinforces successful 
practices, whereas negative feedback will lead to an attempt to alter existing practices. 
This multilevel process of collective learning is a process of adaptation consisting of 
changes in common understanding, mutual agreement, and collective action. The 
ability to build new knowledge, relationships, and practices in response to complex 
environmental challenges links (collective) learning to flexibility. In fact, collective 
learning may even be considered a proxy for flexibility. De Groot et al. [36] describe 
in their article typical identifiers of collective learning in project-oriented organiza-
tions as summarized in Table 2.

The enablers and indicators shown in Table 2 resemble the aforementioned 
characteristics of process management (see Table 1). In general, adaptive project 
management or flexibility requires a more open approach both within the system of a 
project organization and through interaction with the project context.

While this might be seen to decrease the control of the project, an open approach 
does not necessarily lead to a loss of control, but to a different form of control. Project 
organizations still need a solid structure with clear roles and responsibilities. However, 
to enable flexibility, project management may lower barriers between disciplines and 
promote horizontal and vertical integration through cross-discipline meeting struc-
tures and decision-making processes. Project organizations still need technologies, 
such as skills, tools, and techniques to manage the project. However, the correspond-
ing tools and infrastructure may allow for more explicit anticipation of contingen-
cies through, for example, scenario analyses or systems that enable easy access to 
information throughout the project organization. Finally, there needs to be a culture 
that enables flexibility. Team members may have to get used to a (partially) new way 
of working. They may be encouraged to look for creative and integral solutions and 
to view changes as opportunities. In this, important is the organization of interaction 
through social relations and networks based on open information exchange leading to 
trust and effective collaboration within the project organization and with the project’s 
stakeholders.

6. Balancing hedging and flexing for inclusive project management

Classic project management is based on a closed system approach, where the 
context is typically seen as a threat for the efficient delivering of the project output or 
outcome, which has to be mitigated through risk management. We referred to this as 
a hedging approach. However, the increasingly dynamic and engaged society requires 
an open (inclusive) approach, where challenges are integrated and stakeholders are 
involved in the development of the project. In general, opening project boundaries 
may lead to higher contextual complexity. A higher degree of contextual complexity 
needs more flexibility of the project or a more flexing style of project management. 
This leads to an important paradox in current project management. To efficiently 
manage their projects, project managers need (or are forced) to organize interaction 
with the project context or their community of interest, while involving more stake-
holders or integrating more challenges in the project will lead to more (contextual) 
complexity and more uncertainty. Consequently, an important task for the project 
manager is to find a balanced mix between hedging and flexing tools and techniques. 
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Adding to the challenge is the fact that this mix may change during the project phases, 
because the need for flexing and the possibilities to implement flexing tools and 
techniques differ per project stage. In practice, in the planning phase, the need for 
flexibility is relatively high because the elaboration of the project design confronts 
stakeholders with the concrete effects of interventions, whereas the possibilities to 
flex are relatively high in this phase because there are still relatively few agreements, 
little expenses made, and hardly any concrete results realized. As a project progresses, 
it becomes increasingly difficult to alter the desired project output due to, for exam-
ple, ongoing agreements between stakeholders and realized project parts limiting the 
possibilities for other solutions. However, implementing flexing tools and techniques 
to engage stakeholders remains also in the latter phases important as (most) projects 
are realized in a continuously changing environment.

Figure 4 gives an overview of the building blocks that become increasingly impor-
tant in modern, inclusive project management; arranged in such a way that from the 
left to the right, tools and techniques offer more flexibility.

7. Conclusion

This chapter has provided an array of tools and techniques that can be used to 
compose a balanced mix of hedging and flexing for inclusive project management. 
As such, it provides the building blocks that help to shift the orientation of proj-
ect managers from a project-problem centrality to a focus on multiple contextual 
problems and challenges. We argue that project organizations should always strive 
for project flexibility. Projects, being simple, complicated, or complex, are always 
potentially confronted with unexpected events. Being flexible may then be the answer 
to deal with these uncertainties. As discussed above, being able to create diversity and 
learning are key to increase project flexibility.

Projects are temporary endeavors, which means that they have a beginning and an 
end. As discussed, in dynamic and engaged contexts, a more open approach of project 
management may be necessary, which potentially leads to more diversity. However, 
to come to an end, this diversity has to be converged and funneled by intermediate 
decision-making or hedging. The real art of modern, inclusive project management is 
defining a balanced mix of hedging and flexing in every phase of the project.

Figure 4. 
Building blocks for inclusive project management.
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Chapter 4

Application of Fuzzy Expert
Systems in IT Project Management
Oleksii Dudnyk and Zoia Sokolovska

Abstract

The available statistics show the growing influence of the IT market on the world
economy over the last decade. According to expert information, this situation will
continue, despite the IT sector’s economic crises, uneven development, and periodic
fluctuations. The need to involve fuzzy expert systems (ES) in the IT field is stated,
based on the high uncertainty level due to specifics of IT project management. The
hypothesis of embedding ES in an IT company’s business process management to
increase the efficiency of operational and strategic decisions is tested. The structure of
ES is offered, built on the basis of fuzzy logic using a combined model of the semantic
network and implication rules. The operation of the system is demonstrated in the
example of managing an IT company’s current business processes to maximize its
profits. Comparing the conclusions of the ES with the historical decisions of a real
company demonstrates the feasibility of implementing the ES. The operation of the
developed ES, using the knowledge base formed on the basis of 30 Ukrainian IT
companies, confirmed the effectiveness of its use as a tool to support management
decisions and increase the IT sector’s financial performance.

Keywords: IT market, IT company, expert system, fuzzy logic, IT business processes,
management decisions, project management

1. Introduction

One of the distinguishing features of recent years has been the exponential growth
of digital data aggregation. This is accompanied by the expansion of big data analytics,
artificial intelligence, cloud computing, and digital platforms. As more devices access
the Internet and the number of people using digital services grows, the role of digital
data and technology is becoming more widespread, and the digital economy is evolv-
ing at a breakneck pace [1]. The information and communication technology (ICT)
industry is at the heart of much of this activity, supporting the digital economy and
serving as a reliable measure of its effectiveness.

ICT plays a crucial role in the economy not only as a source of potential income but
also as a vector of cross-growth, making profound changes in various sectors of the
economy. Technologies such as the Internet of Things, robotics, artificial intelligence,
cloud computing, big data analysis, 3D printing, and many others are already
changing the way businesses design, produce and provide services.
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Despite how important IT projects are to all aspects of the modern world, their
management is not an ideal process. A recent survey conducted by Standish Group
showed that 19% of over 50,000 software projects are failed and never completed [2].
At the same time, over the previous 10 years, the percentage of failures varied from
17–22%, which indicates the regularity of this problem in software engineering [3]. In
the context of numerous crisis phenomena of the world economy, against the back-
ground of these trends, the importance of the main subjects in the IT industry (prod-
uct and outsourcing IT firms) and tools to improve the efficiency of their operational
business processes is growing. One of the innovative directions is the use of technol-
ogies like ES in the management processes to better plan and execute project devel-
opment. Although the use of expert systems in economics and management is not
entirely new, the dynamics of research and application of this artificial intelligence
apparatus over the past 20–40 years have undergone significant changes and fluctua-
tions—from discovery and active development to a significant decline, and again to
the current trend of scientific recovery and the practical interest of specialists in
various fields.

Accordingly, the tasks of the analysis of the history of development and use of
expert systems in IT project management are set. The expediency and prospects of
using the ES in the management of business processes in IT companies as innovative
management methods that take into account the vagueness and uncertainty of the
information environment of the facilities are proven. The positive impact of the
introduction of intelligent technologies, including fuzzy ones, on the management
processes of IT companies is demonstrated, which is reflected in the main financial
indicators of their operation.

The article is organized as follows. Section 2 confirms the relevance of embedding
expert systems in the overall business process management of IT companies. A retro-
spective of ES research and examples of applications of specific applications in various
fields of economics and management are presented. Section 3 discusses the working
hypotheses of the study; the ES architecture developed on the basis of fuzzy logic is
offered. Section 4 provides a statement of the simulated situation, which is used for
expert consultations using the appropriate knowledge base; an example of forming a
knowledge base is described based on information provided by 30 IT companies of
Ukraine, as well as using the expertise of agile specialists; the conclusions of the fuzzy
expert system obtained as a result of its implementation (expert consultations) and
historical decisions made by a functioning IT company are presented. Section 5 pro-
vides a comparative analysis of the results of the expert system inference conclusions
and the real conclusions of a functioning IT company. Section 6 is devoted to outlining
potential ways of further research to determine the useful consequences of the imple-
mentation of the proposed mathematical apparatus.

2. Historical analysis and overview

2.1 IT project management research analysis

The characteristic features of a software project are a large amount of research and
development work, high uncertainty in the type, timing and cost of work, significant
risks, and high costs. On top of that software development is associated with a high
degree of complexity in a constantly changing environment. Thus, software projects
demand effective management using innovative approaches.
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Problems of IT project management are researched in many literature sources.
Tam et al. in Ref. [4] conducted a survey of 216 agile professionals and identified the
main human factors for the success of agile software development projects. In Ref. [5]
Fink and Pinchovski presented an empirical study of the bias of the decision to save
time in a software development project by increasing the speed of development and
proposed methods to combat this bias. In Ref. [6] Hoffmann et al. presented the
principles of designing strategically consistent and effective, but flexible portfolios of
IT projects. Einhorn et al. in Ref. [7] consider the importance of taking into account
the business case throughout the project life cycle and also provides valuable infor-
mation on ways to avoid common mistakes and achieve the planned strategic benefits
of the project. Lin et al. explore in Ref. [8] how to improve the integration of knowl-
edge by actively addressing the problem of project uncertainty and proposes different
management regimes, taking into account the types of uncertainty. In Ref. [9]
Bjorvatn and Wald conducted an empirical study of the relationship between project
complexity and management efficiency and determined the crucial importance of
absorption capacity at the team level. Keil et al. in Ref. [10] research the impact of
project management constraints on the possible escalation of software projects. In
their work, Tavares et al. [11] analyzed different risk management strategies carried
out in Scrum software projects and developed a novel risk management framework.

One of the key issues faced by both software developers and customers is to
consider the degree of risk inherent in the various stages of IT project deployment. In
[12–17] the classification of risks, their sources—related to incorrect determination of
project volumes [13], excess of project costs [14], errors in budget planning [15, 16],
deviations from deadlines performance [17].

Several works are devoted to automating some parts of IT project management
activities. Alba and Chicano in Ref. [18] applied genetic algorithms to optimally
allocate resources for IT projects. Uzzafer in Ref. [19] presented a simulation model
for strategic IT project management. The results of the simulation determine the
budget and schedule required for a project.

In the process of preparing and implementing a software project, the manager is
forced to make decisions in conditions of uncertainty, based on incomplete or inaccu-
rate information about the current state and prospects of the project’s development. It
is possible to improve the quality of the decisions made by integrating an intelligent
component—an expert system—into the decision-making process. However, the use
of expert systems in the process of IT project management is almost beyond the
attention of researchers.

2.2 Expert system research and usage in IT project management

An expert system is a computer program that, based on the rules laid down in its
knowledge base, can give reasonable advice and suggest a solution to a problem. The
use of the expert system as a decision support tool is justified for solving problems that
cannot be solved based on analytical calculations.

Work on the creation of expert systems began in the early 1950s by Newell et al.
[20], who developed a common problem solver for solving problems of elementary
logic, proving theorems, and playing chess. This approach underestimated the role of
specific knowledge in reasoning. Aware of the possibilities, research has been
conducted in more specific areas of knowledge, such as medicine and chemistry. The
first expert system was developed in 1965 by Feigenbaum et al. [21] and was intended
for the analysis of chemical compounds. Since then, the range of applications of expert
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systems to industrial and commercial problems has become so widespread that they
have become one of the most successful commercial areas of artificial intelligence.
Some examples of the ES use in various areas of business are discussed below.

One example of the ES application in management is the software application
Business Insight [22]—an expert system to support decision-making and strategic
planning. Insight business presents the user with opportunities for strategic analysis,
business monitoring; identification of key factors influencing business success;
strengths and weaknesses of the business; obtaining the results of forecasts for the
implementation of various business strategies. Starting with the user’s answer to the
questions asked by the system during the introduction, it can conduct a number of
analyzes, providing the user with practical understanding and advice on his business
and marketing strategies. The system also shows the progress of its logic for each
comment or recommendation it makes.

In Ref. [23] Rao et al. present an expert system called PAT (productivity assess-
ment technology), which provides a comprehensive analysis of project effectiveness.
PAT uses the same logical process as a specialist in this field would identify the causes
of good or bad performance. The proposed system also recommends corrective action
and provides the user with explanations or justifications for the results.

When discussing the pros and cons of expert systems, most researchers focus on
the list of advantages of expert systems and pay less attention to the disadvantages. In
Ref. [24] Zarandi et al. focus on the weaknesses of expert systems, namely:

• Lack of ability and flexibility to adapt to changes in the environment.

• Lack of ability to generate a creative answer when there is no answer.

• Lack of ability to summarize their knowledge using an analogy.

• Impossibility to learn: usually, expert systems do not have the opportunity to
learn from experience. Many expert systems cannot automatically change their
knowledge base, nor adjust existing rules or add new ones.

One of the methods of combating these shortcomings is a combination of expert
systems with methods and techniques of machine learning and artificial intelligence.
For example, fuzzy logic can be used to manage uncertainty in expert systems and
solve problems that cannot be effectively solved by conventional methods [25]. The
main purpose of fuzzy expert systems is to use human knowledge to process uncertain
and ambiguous data. Fuzzy expert systems have a history of use in various fields, in
particular in economics and IT.

One of the potential areas of ES and fuzzy ES applications is IT projects manage-
ment and their inherent business processes. Information technology projects are par-
ticularly prone to failures due to their specific characteristics, such as the lack of clear
constraints, the complexity and abstractness of tasks, and the extremely rapid pace of
technological progress. These factors increase the uncertainty, inaccuracy, and sub-
jectivity in information technology projects and require the search for new manage-
ment methods. Here are some examples of the ES application in the field of
information technology.

The work of Dufner et al. [26] discusses the PMA expert system (Project Manage-
ment Advisor), which can improve control over the IT project by evaluating the
proposed project plan, identifying anomalies, and providing guidance for correction.
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The PMA was developed as part of the CyberCollaboratory [27], built to facilitate
collaborative design work. The PMAwas approved by industry experts involved in the
knowledge acquisition process and evaluated on 11 realistic project plans. The results
showed a clear ability to detect anomalies in the project plan. The PMA also provided
explanations and suggested corrective action.

Truicǎ and Barnoschi present in Ref. [28] an expert system for recruiting IT
specialists, which helps the human resources department to perform the recruitment
of qualified specialists, assessing their skills, and offering advice on appointments. The
system is designed to work in the field of information technology. Checking the
accuracy of the system showed that the system selected the same three best job
candidates as the expert person.

The work of Rodríguez et al. in Ref. [29] proposes a new method of risk assessment
for the analysis of projects in the field of IT. The proposed method is based on a
combination of a fuzzy process of analytical hierarchy and a system of fuzzy infer-
ence, benefiting from their advantages and minimizing their disadvantages. The pro-
posed model takes into account different levels of uncertainty, the relationship
between groups of risk factors, and the possibility of adding or suppressing variations
without losing consistency with previous estimates. A case study of three actual IT
projects showed the suitability and consistency of the proposed method results.

However, despite the fact that the field of information technology is very promis-
ing for the use of fuzzy expert systems, a review of the literature shows extremely
little use of this apparatus in this area.

3. Fuzzy expert system application design

Historical review of the development and use of expert systems show both the
prospects of the direction and the lack of attention to it. Next, we will focus on the
architecture, methodological platform, and usage of the developed application—a
fuzzy expert system. We will prove the possibilities and efficiency of its use in the
business process management of a typical IT company.

Further considerations are based on the following hypotheses:

1.Expert systems, as the apparatus of artificial intelligence, can be used as an
innovative method of managing economic processes and systems by taking into
account the various informal influences of their uncertain environment.

2.Expert systems should be built into the overall business process management of
IT companies, which has a positive effect on the effectiveness of operational and
strategic management decisions.

3.The use of the expert system applications, based on fuzzy logic, in the process of
managing the IT company business processes, increases the level of the main
financial indicators, in particular, net profit.

Classical ES architecture based on inference: Database with initial information
necessary to get an output; base of facts for the preservation of intermediate results;
knowledge base with information on inference process through the knowledge base
and fact base, and the core of inference (see Figure 1). The most important compo-
nents that make sense to explore are the knowledge base and the core inference.
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One of the disadvantages of the classical inference architecture is the constant need
to access the database to obtain the necessary information to calculate and maintain
the database of facts in the current state. The second disadvantage creates unnecessary
questions about the structure and ways to maintain a database of facts, which can be
physically part of the knowledge base, which is illogical, or part of the database, which
increases the load on the database.

It is possible to get rid of both shortcomings by reviewing how to work with the
knowledge base and ways to maintain it. Instead of using crisp inference rules, there is
a possibility to use a combination of fuzzy inference rules and simplified linguistic
variables, which will be described below. This structure of the knowledge base allows
getting rid of the intermediate facts database, which was closely related to the need to
store intermediate information in order to have permanent access to the database.

3.1 Knowledge base structure

Before moving on to the use of semantic networks for fuzzy inference core,
consider the second important component—the knowledge base. In the terminology
of fuzzy expert systems, the knowledge base is a set of inference rules and linguistic
variables, on the basis of which the mechanisms of direct and inverse inference work.
A production rule can be defined as an IF-THEN structure that links information or
facts in an IF part to certain actions or information in a THEN part. Thus, the base of
production rules can be composed of an unlimited number of rules of the form:

IF X ¼ Að Þ THEN Y ¼ Cð Þ, (1)

X, Y are linguistic variables;A, C are fuzzy linguistic equivalents of some crisp
value associated with the corresponding linguistic variable.

The second part of the knowledge base is a set of linguistic variables that consists
of an unlimited number of variables of the form:

Figure 1.
The classic mechanism of inference.
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X : Initial : A : Trapezoidal : A1,A2,A3,A4ð ÞjB : Trapezoidal : B1,B2,B3,B4ð Þ½ �, (2)

X is a linguistic variable;Initial/Derivative indicates that linguistic variable value
will be taken, for example, from a database or the value of which will be derived in the
process of working with the knowledge base;A: Trapezoidal:(A1,A2,A3,A4) and B:
Trapezoidal:(B1,B2,B3,B4) are the fuzzy membership functions;A, B are sets of values
for a linguistic variable X;Trapezoidal indicates a trapezoidal type of membership
function used to describe the values of a linguistic variable;(A1,A2,A3,A4), (B1,B2,B3,
B4) are crisp values behind the fuzzy values of A and B, respectively.

This structure of the knowledge base has several very important features. First, it is
possible to expand and reuse. The knowledge base can be expanded with new knowl-
edge in the transition from specialist to specialist. Second, it is a potential opportunity
to combine a knowledge base and a database to simplify the creation of a knowledge
base based on production rule templates and linguistic variables. In this case, it will be
possible to use rule templates instead of the structures of inference rules and linguistic
variables described earlier, which will significantly speed up the process of creating a
typical content of the knowledge base.

3.2 Inference core: SNePS

Next, we consider the process of fuzzy inference, namely the use of semantic
networks for fuzzy inference. Semantic networks have been developed to present
knowledge of an intelligent system that uses natural language. For the fuzzy inference
problem, it was decided to use the SNePS semantic network processing system from
the study of Shapiro and Rapaport [30], which is a denoted directional graph in which
nodes represent concepts and arcs represent binary relationships between concepts. A
feature of the SNePS semantic network is access to the database once to obtain the
initial data. The inference rule can be represented in a graph through the nodes of the
rule itself, the formulas of the input and output arguments, as well as the arcs that pass
from the nodes of the rule to the nodes of the arguments. We should not forget about
the connection between the rules due to the inclusion of linguistic variables from the
right or left part of one rule in the right or left part of another rule. If the left part of
one rule occurs in the right part of the second, the second rule is called the predeces-
sor. Otherwise—a follower. Consider the following example and semantic network for
this set of rules (see Figure 2):

R1: IF (A1) THEN (B1)
R2: IF (A2 AND A3) THEN (B2)
R3: IF (B1 AND B2) THEN (C1)
Rule R1 is an equivalence rule, which means the following—if the predecessor is

TRUE, then the successor also becomes TRUE. Rules R2 and R3 are general inference
rules, which means that each predecessor must be TRUE for the followers to be TRUE.

Inference graphs were proposed and developed by Schlegel and Shapiro in Ref. [31]
as extensions of propositional graphs. An inference graph is a graph of reasoning that is
capable of inverse, direct, and bidirectional inference. It can support parallel processing
for reasoning using inference logic. Inference graphs modify propositional graphs by
adding channels between nodes along possible inference paths. Channels carry priority
messages to transmit new information from one node to another. Message priorities
affect the order in which tasks are performed so that messages are executed closer to the
inference output and the inappropriate output tasks are canceled. A rule node is capable
of performing inference operations using a set of rules known as Rule Usage
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Information (RUI) [32]. RUIs contain information about which predecessors are true
TRUE or FALSE, as well as information that explains how these values were derived.
When a new RUI is created, it is combined with a set of existing ones. The resulting
combination is used to determine whether the inference rule node can be used again.

For fuzzy inference in the developed system, only the direct inference process is
used. Therefore, the structure of the inference graphs can be simplified:

1.There is no need for parallel reasoning, so there is no need for priorities for
messages.

2. Instead of RUI, it is possible to use the simple status of the rule, which is updated
when a new message is received. The status contains the result of counting the
statuses of all rule predecessors.

Figure 3 represents a graph from Figure 2 with the corresponding channels.
Channels allow predecessors to report rule nodes when it was calculated and also allow
rule nodes to report that they have been calculated. With this use of the semantic
network, the dependence on the initial data in the database is reversed so that the core
of the inference mechanism, that is, the semantic network, does not need to

Figure 3.
Semantic network for a set of rules with channels.

Figure 2.
Semantic network for a set of rules.
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constantly query the data, but only rely on existing initial data and the potential for
external expansion during the inference process. Thus, the general architecture of the
developed fuzzy ES1 is shown in Figure 4.

More information on the proposed architecture can be found in the authors’ work
on a detailed review of the methodology for creating a fuzzy expert system application
suitable for work in the IT field combined with the Stage-Gate framework [33].

4. Application of fuzzy expert systems in IT project management

On the example of one of the expert consultations, we will demonstrate the work
of an expert system based on fuzzy logic using a combined model of the semantic
network SNePS (Semantic Network Processing System) and fuzzy inference rules.

Consider the following problem statement for an IT company. The model situation
for projects is the availability of five teams (CycleDuo, Templater, Avion, Howl, and
Converge) to develop existing and potential projects. A new team (Emerald) was also
hired during the year, increasing the total number of available teams to six. The
current market situation is to select five projects (Genesis, Crowding, Firantis, Explo-
ration, and Hymera) from two customers (Mazzle, Global State). Also, additional
information is provided on costs not directly related to current projects, namely the
costs inherent in the maintenance of the office, administrative staff, and the cost of
various advertising campaigns. Given the available data, the IT company faces the
task of finding the best way to maximize annual profits.

According to the above problem statement, we will demonstrate the results of
using a fuzzy expert system based on modeled data and compare those results with

Figure 4.
Modified inference mechanism.

1 Source code of developed fuzzy expert system could be found at https://github.com/frightempire/

FuzzyExpert.
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real historical data. To prove the success of the proposed method, it is necessary to
find a way to measure its performance. In this example, it is advisable to consider the
criterion of net profit as a measure of the effectiveness of the task of maximizing the
company’s profits [34]. Next, consider in more detail the process of calculating net
revenue.

First, consider the main indicators involved in the calculation of net revenue.
Table 1 provides a general description of these indicators [35].

Let us start with the calculation of gross revenue:

Gross revenue ¼ total revenue � COGS, (3)

where the value of total revenue can be obtained by summing the planned annual
profit from projects in development, and the cost of goods sold in our case is the cost
of services, that is, the total cost of compensation for teams working on projects in
development.

Given the value of gross revenue, it is possible to calculate the value of net revenue:

Net revenue ¼ gross revenue� operating expenses, (4)

where operating expenses in our case are the costs of advertising campaigns and
assets in the form of office space and administrative staff.

Thus, based on the indicators for which data are available, we can formulate the
following method of calculating net revenue:

Net revenue ¼ total revenue � COGS� operating expenses: (5)

4.1 Knowledge base creation process

To fill the knowledge base we used a combination of project managers’ expertise
and leading research results in the field of software project management (described in
Section 2). Combining research data with information provided by management
specialists from approximately 30 Ukraine IT companies, which describes the general
structure of business processes during the management of the project portfolio within

Name Description

Net revenue The difference between the company’s profit and all costs. From an accounting point
of view, net profit is the difference between gross revenue and costs associated with
managing the firm.

Total revenue The total sales of the company and other sources of profit. It is important to note
that total revenue differs from net revenue because it does not take into account
expenses.

Gross revenue Income at invoice value received for goods and services over a period of time.

Cost of goods sold
(COGS)

Value of goods or services sold during a certain period.

Operating expenses Amount paid for the maintenance of assets or business expenses, excluding
depreciation.

Table 1.
Net revenue calculation indicators.
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the IT company, a knowledge base was formed. Knowledge base corresponds to the
IF-THEN structure and is aimed at solving a specific task of maximizing the profits of
a typical IT company.

Templates for creating a knowledge base are as follows:

1.IF (Risk of cooperation with the company X is N1 AND Project Y profit from the
company X is N2) THEN ({It makes {no} sense to consider the project Y from the
company X)

2. IF (Company X is the current customer AND It makes sense to consider the project Y
from the company X AND Deviations in company X estimates is N1 AND Project Y
profit type from the company X is N2) THEN (Project Y priority is N3)

3. IF (It makes no sense to consider the project Y from the company X) THEN (Project Y
has no priority)

4. IF (Team X will soon complete the project AND Team X compensation is N1 AND
Risk of interaction with team X is N2) THEN (Team X priority is N3)

5.IF (Team X does not complete the project soon) THEN (Team X has no priority)

6.IF (Team X is without match AND Project Y is without match AND Team X priority
is N1 AND Project Y priority is N2) THEN (Team X has a match AND Project Y has
a match AND Team X corresponds to project Y)

7.IF (Team X has no priority OR Project Y has no priority) THEN (Unable to match
team X to project Y)

8.IF (Team X is without match AND Team X will soon complete the project) THEN
(Team X must be disbanded)

9.IF (Project X is without match) THEN (Need to look for a new team)

10.IF ([Risk of interaction with team X is N]xM OR [...]xM) THEN ({No} risk of
remote work)

11. IF ({No} risk of remote work AND Office expenses is N1) THEN (It makes {no} sense
for remote work transfer)

12. IF (Company size is N1 AND The size of the administrative staff is N2) THEN
(Need to {reduce, no action, increase} administrative staff)

13.IF (Type X advertising campaign expenses is N1 AND The benefits of an type Х
advertising campaign is N2) THEN (Need to {decrease, no action, increase} a type X
advertising campaign)

4.2 Fuzzy expert system implementation results

As a usage result of a fuzzy expert system, the following recommendations were
received from the system:
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• To carry out the Genesis project, it is recommended to select the Howl team.

• To carry out the Hymera project, it is recommended to select the Converge team.

• To carry out the Crowding project, it is recommended to hire a new Emerald
team.

• To carry out the Firantis project, it is recommended to select the Avion team.

• The Exploration project is not recommended to be taken into development.

• It is recommended to abandon the office space.

• It is recommended to expand the budget for an advertising campaign on social
networks.

• It is recommended to leave the budget for the advertising campaign in
universities unchanged.

• It is recommended to abandon the advertising campaign through conferences.

• It is recommended to abandon outdoor advertising.

4.3 Modeled historical data

The available historical data were provided by the HYS Enterprise B.V.2 IT
company and is based on an annual breakdown of data close to real data, namely:

• planned annual revenue from potential projects;

• monthly compensation of current teams and administrative staff;

• annual expenses for maintaining an active office;

• monthly expenses to support active advertising campaigns.

Approximate available data on planned annual revenues from projects can be
found in Table 2. Monthly compensation of teams, annual expenses of supporting
assets in the form of office and administrative staff, as well as monthly expenses of
active advertising campaigns are provided in Table 3.

The value of the annual net revenue was provided already calculated, but for
visualization, we will perform this calculation again. This will help to make a similar
calculation in the case of expert system usage. Before the calculation, we briefly
describe the historically made decisions based on the data described in Tables 1 and 2:

2 All data are not real, but close to real. Any similarity to real data is a coincidence. HYS Enterprise B.V. is

not responsible for the correctness or sharing of the methods proposed in this work, as well as for the

quality of the results obtained on their basis. If any questions about described methods, test data, or results

occur, it is recommend to contact the authors.
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• To carry out the Genesis project the Howl team was selected.

• To carry out the Hymera project the Converge team was selected.

• To carry out the Crowding project the Avion team was selected.

• To carry out the Firantis project a new Emerald team was hired.

• The Exploration project was not taken into development.

• It was decided not to abandon the office space.

• The size of administrative staff has been reduced.

• The budget for the advertising campaign on social networks was expanded.

Mazzle

Genesis 350,000$

Crowding 250,000$

Global state

Firantis 285,000$

Exploration 90,000$

Hymera 320,000$

Table 2.
Planned annual revenues from potential projects.

Team compensations (monthly)

CycleDuo 7000$

Templater 4000$

Avion 12,000$

Howl 8000$

Converge 3000$

Emerald 5000$

Asset support expenses (monthly)

Administrative staff 15,000$

Office space 18,000$

Advertising campaign support expenses (annual)

Social networks 12,000$

Conferences 90,000$

Universities 50,000$

Outdoor advertising 15,000$

Table 3.
Expenses by different categories.
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• The budget for the advertising campaign at universities was expanded.

• The conference budget was left unchanged.

• It was decided to abandon outdoor advertising.

First, we calculate the planned total revenue based on the planned annual revenues
from the projects. Already existing projects are also taken into account in the calcula-
tions regardless of their completion date. Another interesting point is the failure of the
Crowding project by the Avion team due to the combination of high risk of interaction
with the customer Mazzle and the Avion team. Thus, the Crowding project is not
taken into account in the calculations:

Total revenue ¼ 12� 1000� 150þ 90þ 50þ 45þ 35ð Þ þ 12� 1000� 350þ 285þ 320ð Þ
¼ 1, 640, 000$:

(6)

Now we calculate the annual cost of goods sold, which in this example is the sum of
the compensation of the teams involved in the development. Teams involved in the
development of current projects that have not yet been completed are also taken into
account in this calculation:

COGS ¼ 12� 1000� 7 þ 4þ 12þ 8þ 3þ 5ð Þ ¼ 468, 000$: (7)

It remains to calculate the operating expenses, which consist of advertising cam-
paigns, office support, and administrative staff expenses:

Operating expenses ¼ 12� 1000� 18þ 15ð Þ þ 1000� 12þ 50þ 90þ 15ð Þ
¼ 563, 000$: (8)

All indicators necessary for calculation of net revenue are prepared:

Net revenue ¼ 1, 640, 000$� 468, 000$� 563, 000$ ¼ 609, 000$: (9)

5. Results

Here we will consider in what aspects the historical solutions coincide and differ
with solutions proposed by the expert system and will demonstrate the effects of those
differences. Let us briefly summarize the differences in decision making:

• To complete the Crowding project, it is proposed to hire a new Emerald team as
opposed to the Avion team.

• To implement the Firantis project, it is proposed to choose the Avion team as
opposed to a new Emerald team.

• It is proposed to abandon the office.

• It is proposed to expand the budget for the advertising campaign on social
networks, in contrast to the historical data, which left this budget unchanged.
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• It is proposed to leave the budget for the advertising campaign in universities
unchanged, in contrast to the historical data that increased this budget.

• It is proposed to abandon the advertising campaign in the form of conferences, in
contrast to the historical data, which left this budget unchanged.

Other expert system decisions are similar to decisions from historical data. The first
major difference is in finding a team for the Crowding project. The expert system
analyzed the risk of cooperation with the customer and existing teams and concluded
that due to a combination of high risks it is less risky to hire a new team to implement the
project than to appoint one of the existing ones. Thus, the probability of successfully
completing the project and avoiding the situation demonstrated in the historical data on
the failure of the Crowding project due to incompatibility with the Avion team increases.
Given this information, the Avion team was tasked with working on the Firantis project.

The next difference is a proposal to abandon the active office. This decision was
made after analyzing the risks of working with current teams and obtaining a low
overall risk. The usefulness of current advertising campaigns is analyzed. The budget
for the social media campaign has been expanded, which on the one hand increases
expenses, but due to high utility and small investments creates the most favorable
environment for finding new teams and customers. This in the long run leads to a
more rapid expansion of the company and increases the likelihood of finding a cus-
tomer, which will increase the value of total revenue. Due to the average level of
utility and costs, it was decided to leave the budget of university advertising cam-
paigns unchanged. After analyzing the low level of utility and high costs of the
campaign through conferences, the expert system made an unequivocal decision to
abandon this type of campaign.

Next let us make similar calculations of net revenue, taking into account the
implementation of the expert system recommendations. But it should be borne in
mind that since the data are historical, the implementation of the expert system is
modeled. Based on these calculations, we can observe the impact of these decisions on
the value of total profit and operating expenses.

We calculate total revenue based on planned annual revenues from existing and
potential projects. In contrast to real historical data, the Crowding project corresponds
to a team with a lower risk of cooperation, which suggests a higher probability of
successful completion of the project. Thus, in this calculation, the Crowding project is
taken into account:

Total revenue ¼ 12� 1000� 150þ 90þ 50þ 45þ 35ð Þ þ 12� 1000� 350þ 250þ 285þ 320ð Þ
¼ 1, 890, 000$:

(10)

The calculation of the compensation amount of the teams involved in the devel-
opment does not differ from the calculation of historical data. After all, the same
teams are involved in the development. The amount of compensation is:

COGS ¼ 468, 000$: (11)

Thus, we immediately proceed to the calculation of operating expenses. The dif-
ference from historical data is the proposal to abandon the active office, as well as the
advertising campaign through conferences. At the same time, do not change the
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budget for university advertising campaigns. We are reducing the budget for univer-
sity advertising campaigns compared to historical data from $50,000 to $30,000,
which is the size of this budget before expansion. We are expanding the budget for an
advertising campaign on social networks in approximately the same proportions from
$12,000 to $20,000. Refusing an advertising campaign through conferences and office
support, we generally have:

Operating expenses ¼ 12� 1000� 15þ 1000� 20þ 30ð Þ ¼ 230, 000$: (12)

All indicators necessary for calculation of net revenue are prepared:

Net revenue ¼ 1, 890, 000$� 468, 000$� 230, 000$ ¼ 1, 192, 000$: (13)

Comparing historical data and implementation results, we can see that the total
profit increased by $250,000. In turn, operating expenses decreased by $333,000.
Thus the total increase in annual net revenue is $583,000.

6. Conclusions

The role of the main subjects in the industry—IT companies—and the level of
management of their business processes are growing. Effective management will help
to achieve the strategic goals of companies and strengthen their financial stability. The
analysis of the instrumental base for support of management decision-making in the
conditions of uncertainty and risk brings to the fore the use of expert systems. At the
same time, fuzzy expert systems built using methods and models of fuzzy logic seem
to be the most effective.

Historical review of research and applications of this mathematical apparatus has
shown only some examples of its use in the field of IT—a “bottleneck” that must be
overcome because the feasibility of implementing intelligent technologies is
confirmed by many factors. Among the main ones—the ability to present available
information in linguistic form, smoothing insufficient or missing information, the
institutional memory of the ES with tools to supplement and modify it, the presence
of built-in mechanisms (for various architectures and algorithms) decision-making,
metacomponent to explain expert advice, a library of precedents for adjusting
the adoption of previous management decisions with the involvement of expert
data, etc.

Given the need and feasibility of implementing the apparatus of fuzzy ES in IT
project management, a fuzzy ES application was developed. The main difference
between the developed application and the existing one is the proposal of the archi-
tectural model of the ES with a modified mechanism of fuzzy inference. This signifi-
cantly speeds up the process of fuzzy inference and reduces the duration of expert
consultations. The effectiveness of the proposed fuzzy ES application is demonstrated
by the example of a modeled situation of maximizing the revenue of an IT company in
specific circumstances—the business process environment associated with the imple-
mentation of current projects.

Currently, the experimental operation of the developed expert system application
is carried out on the basis of a number of IT companies. Topics of expert advice on IT
business process management include a wide range of tasks, such as search and
monitoring of projects (selection of customers, teams, and other resources), forming a
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balanced portfolio of the company, assessing the status of projects, ensuring strategic
goals and improving (in particular, financial) indicators of its activity, etc.

The experience gained based on the sector of outsourced IT companies allowed us
to propose a methodology for embedding the ES application in the overall manage-
ment loop within the Stage-Gate framework, which increases the efficiency of the
system.

Further improvement of the application is carried out in the following areas:

• Expansion of knowledge and databases through definitions that meet the
specifics of the IT industry functioning.

• Improving the accuracy and adequacy of the implemented fuzzy inference due
to:

◦ Combining fuzzy and crisp calculations;

◦ Integration with the metacomponent of historical analysis;

◦ Increasing the flexibility of the fuzzy model for knowledge base creation.

• Creation of a more developed metacomponent to explain in detail the expert
consultations results.

• Development of a user-friendly interface for end-users, taking into account the
wishes of IT professionals.

In essence, expert systems belong to the reusable apparatus. Their effectiveness as
a management tool increases with the enrichment of knowledge and databases
through the introduction of new experiences. The rapid development of the IT indus-
try, specification, and standardization of software development processes at the global
level provides a fundamental basis for the exchange, reproduction, and implementa-
tion of intelligent technologies with elements of fuzzy logic.
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Abstract

Program management (PM) complexity depends on the budget size and program 
types. In general, the program types can be classified into three categories, namely, 
defense, commercial, and civilian types. This chapter presents and discusses an 
approach for integrating the PM discipline areas with emerging data science and 
decision science1 (DDS) for any program type. Additionally, we describe the key PM 
areas and present a corresponding generalized model consists of a list of multiple 
PM discipline areas that can be tailored for any program types. To demonstrate the 
PM-DDS integration approach, we focus on three key PM areas and corresponding 
PM discipline areas related to schedule, cost, and risk management. These three 
discipline areas are analyzed to identify appropriate program elements that can be 
enhanced using existing DDS technology enablers (TEs). We also propose a flexible 
PM-DSS integration framework by leveraging existing machine learning operations 
(MLOps) framework. The proposed integration framework is expected to allow for 
enhancing the program planning and execution by reducing the program risk using a 
wide range of DDS TEs, including big data analytics, artificial intelligence, machine 
learning, deep learning, neural networks, and artificial intelligent.

Keywords: program management, defense, civilian, commercial, program 
management model, program risk management, program schedule management, 
data science, decision (support) science, big data analytics, artificial intelligent, deep 
learning, neural networks, machine learning operations (ML ops)

1. Introduction

Traditionally, program management (PM) usually addresses a group of several 
related projects that are meant to achieve an organization’s goals and business objectives 
when integrated them together. A project management is usually deals with a single 
short-term period of performance (PoP) focused on specific objective(s) and related 
delivery schedules, quality, and cost controls. In contrast, PM deals with a much 
longer-term PoP with an emphasis on the integration of all the short-term projects 

1 a. k. a. data and decision sciences and abbreviated as DDS throughout the chapter.
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to achieve an overall benefit to the organization. In another word, PM addresses the 
outcomes of all deliverables obtained from a group of short-term projects.

PM for a sizable budget program (i.e., above 50 Mil USD) regardless of the pro-
gram type (i.e., defense vs. commercial vs. civilian) is a complex task. As an example, 
it is usually involved with the nine basic PM areas [1], including (i) managing enter-
prise, organizational, and program goals, (ii) managing program financial goals, (iii) 
managing program risk (a.k.a. risk management), (iv) managing program schedule 
(a.k.a. Schedule Management), (v) managing technical/product performance, (vi) 
developing and managing program team, (vii) managing performance and qual-
ity assurance (QA), (viii) managing internal and external communications, and 
(ix) managing program integration. These PM areas can be tailored to any specific 
acquisition system such as DoD acquisition system [2, 3], NASA acquisition system 
[4], acquisition of commercial products and commercial services for US government 
agencies [5–7], and commercial procurement process for commercial systems acquisi-
tion for private companies [8]. Section 3 provides detailed description of the key PM 
areas. For defense and civilian acquisition systems, such as US Department of Defense 
(DoD) and NASA, a program manager can decompose these nine PM areas into at 
least 13 PM discipline areas [1–7], consisting of (i) system engineering related to the 
system being acquired; (ii) contracts and legal dealing with contractors, suppliers, 
and stakeholders; (iii) financial and cost management; (iv) schedule management; 
(v) system test and evaluation, (vi) logistics and supply chain management, (vii) 
production, quality, and manufacturing (PQM) management, (viii) program risk 
management, (ix) intelligence and security management, (x) software management, 
(xi) business and marketing practices, (xii) configuration management, and (xiii) 
information technology management. The program manager must have a good under-
standing of these discipline areas and integrate them to manage them and successfully 
execute the overall program. In the DoD and NASA, the program manager has the 
authority to accomplish program objectives for the development, production, and 
sustainment of systems to meet the user’s operational needs and is accountable to the 
acquisition decision authorities. Section 3 provides a generic model with a compre-
hensive list of 19 PM discipline areas that can tailored to fit any program types.

The main objective of this chapter is to present an innovative approach for 
integrating PM with emerging DDS technology enablers2 (TEs) for improving 
the program execution and management of any program types. This approach 
is referred to as the PM-DDS integration throughout this chapter. The approach 
identifies the five key PM areas that are important to any program managers and a 
generalized approach to decompose these areas into multiple discipline areas and 
conducts an analysis of these (discipline) areas for PM-DDS integration. The goal of 
the analysis is to identify the discipline areas that a program manager can leverage 
DDS TEs to enhance the overall program planning, execution, and risk reduction. 
For each area, we will discuss potential ways in which DDS TEs can be used to 
support the program manager and his team in managing and executing the project 
more effectively. In addition, the chapter also discusses a simplified, flexible, and 
adaptable MLOps framework that can help any program managers to identify the 
desired program discipline areas and related DDS tools to support his program from 

2 In the context of this chapter, the DSS technology enabler (TE) is defined as data science and/or decision 
science framework, processes, and/or software tools that can enable the data science and decision support 
(DDS) technologies. An example of DDS technology enable is big data analytics (BDA). An example of a 
BDA TE is the Data Acquisition processes and software tools or the Data Curation processes and tools.
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the start to the end of the program. To limit the scope of work, the chapter only 
focuses on (i) the program management for acquiring a system, or a product, or a 
service, and (ii) five key PM areas, namely, program goals, schedule, cost, risk, and 
technical performance management.

The chapter is organized as follows: (i) Section 2 presents our innovative approach 
for PM-DDS integration; (ii) Section 3 provides a description of the nine key PM 
areas; (iii) Section 4 discusses a generalized approach on the decomposition of the 
multiple discipline areas and provides the decomposed discipline areas associated 
with the PM areas discussed in Section 3; (iv) Section 5 analyzes and selects a set of 
discipline areas for applying DDS; (v) Section 6 aligns the selected discipline areas 
with an appropriate DDS TE and provides some examples to demonstrate how the 
selected DDS TE can improve the program planning and/or reduce program risk; (vi) 
Section 7 describes our proposed simple, flexible, and adaptable MLOps framework 
for use by any program managers; and (vii) the chapter concludes with a summary 
and proposed way forward.

2. Proposed innovative approach for PM-DDS integration

Our proposed innovative PM-DDS integration approach includes a six-step 
approach as shown in Figure 1. These steps describe how any program manager, 
regardless of program types, can identify which PM discipline areas can leverage the 
emerging DDS TEs to improve the execution and management of their programs. A 
description of these steps is provided below.

Figure 1. 
Proposed PM-DDS integration approach.
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Step I: This step leverages existing PMBOK® Guide, NASA PM Guide and 
Processes, and DOD Guide for Program Managers to identify a set of generic PM areas 
that are the most important to any program managers. This set of PM areas is also 
referred to as the key PM areas that can be used for any program types. The detailed 
description of these key PM areas is provided in Section 3.

Step II: This step discusses a generalized approach to decompose PM areas into 
multiple discipline areas that any program manager is required to manage throughout 
the various phases of their program. The generalized decomposition approach can be 
tailored to any program types. Section 4 provides a detailed description of generalized 
approach and corresponding PM areas decomposition results.

Step III: To gain a deep understanding of existing DDS technologies, we have 
conducted a survey on the emerging DDS TEs and their applications on program 
management. Step III leverages the survey results and our own experience to perform 
the analysis of the decomposed discipline areas obtained from Step II above. The 
analysis helps us to select a set of discipline areas that can benefit from the integration 
of existing DDS TEs for improving the program planning and reduce overall program 
risk. As indicated in Section 1, the scope of work for this chapter is limited to the five 
key PM areas, including program goals, schedule, cost, risk, and technical perfor-
mance management. We will focus our analysis on these five PM areas and related PM 
discipline areas decomposed from these five areas. Section 5 describes the analysis 
results on the selected set of discipline areas that can be beneficial from the PM-DDS 
integration.

Step IV: For each selected discipline area and/or a group of selected discipline 
areas, Step IV identifies corresponding DDS TE and/or a group of integrated TEs, 
respectively. The goal of this step is to align each selected discipline areas and/or a 
group of selected discipline areas with a specific DDS TE or a group of DDS TEs, 
respectively. The alignment will help us to identify which selected discipline area and/
or a group of selected discipline areas can be beneficial by integrating DDS TEs for 
improved program planning and/or program risk reduction. In practice, this step is 
the most important step because it helps the program managers to address the ques-
tion on the integration of DDS technology for enhancing the program execution and 
effectively reducing the overall program risk. Section 6 provides a summary of the 
survey results on existing DDS TEs, consisting of big data analytics (BDA), artificial 
intelligence (AI), machine learning (ML), deep learning, and neural networks. 
Additionally, Section 6 describes the alignment of the selected discipline areas with 
specific DDS TEs and/or a group of DDS TEs. Some examples are also provided 
in Section 6 to demonstrate the use of DDS TEs for improving PM execution and 
planning.

Step V: Leverages the above four steps and existing MLOps framework and 
processes to develop a simplified, flexible, and adaptable MLOps framework that 
can help any program managers to identify the desired program discipline areas and 
related DDS tools to support his program planning and execution from the start of his 
program. Section 7 describes the proposed MLOps framework.

3. Key PM areas identification

From our experience and review [1–12], as pointed out in Section 1, the PM areas 
for any program types that are the most important to any managers can be classified 
into nine key areas. These nine key areas can be generalized and organized as nine 
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PM areas. Followings are a brief description of these nine key PM areas. Based on 
the description, this section provides a set of recommendations for the PM areas that 
should be beneficial from PM-DDS integration.

i. Enterprise, Organizational, and Program Goals Management: Program goals 
are usually derived from each organization’s goals within an enterprise’s overall 
strategic goals. The program goals should be clearly defined and provide obvi-
ous direction for the program team members to follow. The program’s goal may 
be to fix a problem or meet a need among customers (internal or external) or to 
provide a defense system to the warfighters. The program goals should not focus 
on fixing a human resource problem in an organization within the enterprise. 
Managing program goals require the program managers to look at each of the 
goal within the overall goals as an individual project that they need to execute 
and manage. For each of these goals (or projects), they need to decompose into 
sub-goals or project tasks that they need to accomplish to reach that program 
goal. In the context of program goals management, the program managers can 
consider each of these goals as an individual project objective and they need to 
achieve the overall program goals by successfully integrating these individual 
project objectives. To effectively achieve the program goals, the program manag-
ers need to clearly define the key performance indicators (KPIs) for the overall 
program and related projects. They need to track the projects’ KPIs progress 
and associated program’s KPIs to achieve the program goals [9]. It should be 
mentioned here that a project is usually focused on the development of a unique 
product, or a service and it has a short period of performance (PoP), while 
program is usually a much longer PoP that focuses on the integration of the 
outcomes of each individual projects to create a defense system that meets the 
overall program benefit to users, or goals or an enterprise service achieving 
overall program benefit to users.

ii. Overall Financial and Program Cost Planning and Management: The program 
managers are responsible for planning and managing the overall program 
finances to ensure that they achieve their budget and program goals. One of the 
most important financial planning and management issues is the cost planning 
and management [1–5, 11]. The objective of the program cost planning is to 
estimate the costs and allocate required budget to the key program’s prod-
ucts, services, and tasks defined in the Work Breakdown Structure (WBS), 
Integrated Master Plan (IMP), and Integrated Master Schedule (IMS). For 
examples, the products can be a satellite system and related ground tracking 
subsystems or a residential building. The cost planning activities allow pro-
gram managers to know where the money will be spent, and on what products, 
services, and tasks, as well as when those expenditures will occur. The budget 
planning allows them to know the limit of expenditure for each activity.

iii. Overall Program Risk Management: In general, overall program risk is associ-
ated with a measure of future uncertainties related to all program activities 
preventing the program managers to achieve the program performance goals (or 
program KPIs), requirements, and objectives (or project KPIs) within defined 
cost, schedule, and performance constraints. Overall program risk can be associ-
ated with all aspects of a program, ranging from program team member’s safety 
issues to actual operational environment, as these aspects are linked to the tasks 
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addressed in the WBS, IMP, and IMS. Program risk management requires the 
program managers to identify potential risks across the program and quantify 
these risks to assess and track the potential risk variation in the planned approach 
and its expected outcome [1–7]. It should be mentioned that the program risk can 
be classified into two categories, namely, (i) the technical risk associated with the 
technical requirements associated with a system or a product or a service, and (ii) 
non-technical risk associated with human resources, supplier, safety, etc.

iv. Overall Program Schedule Planning and Management: The program managers 
are required to create a WBS and an associated program schedule management 
plan [1–7]. The overall program schedule plan captures the program start and 
end dates, program milestones, all individual projects and associated tasks 
identified in the WBS, timeline for completing individual tasks and related 
durations, resources for each task, identified predecessors, and dependencies 
for each task. The objective of the overall program schedule plan is to show the 
detail of how each individual projects and associated tasks are grouped together 
to achieve the overall program goals. The plan supports the program managers to 
effectively execute and manage their program activities through the program life 
cycle. For examples, some of the benefits of the plan include [1, 2]: (i) providing 
the basis for effective communications within the government team or stake-
holders and with contractors or suppliers, (ii) identifying a baseline for overall 
program status monitoring, reporting, and program control, (iii) facilitating 
program management, and (iv) providing the basis for resource analysis and 
resource leveling, exploration of alternatives, and cost/time tradeoff studies.

v. Technical Performance Management: One of the key challenges to the program 
managers is to identify the technical risk associated with the system or a product 
performance that is being acquired by the program. This technical risk is related 
to the level of uncertainty associated with the performance requirements for the 
system or product. The level of uncertainty can be quantified in terms of the tech-
nology readiness level (TRL) and/or manufacturing readiness level (MRL). The 
higher the TRL/MRL, the less technical risk associated with the system or product 
being delivered by the contractor or a supplier to the program. For civilian and 
commercial programs using commercial of the shelf (COTS) products or services, 
the TRL and MRL are usually very high, and the risk is very low. But, for advanced 
development programs, the technical risk is very high, and the program managers 
are required to develop a technical risk management to manage and track the risk 
throughout the program phases.

vi. Quality Assurance (QA) Management: In the context of a program that is 
intended for acquiring a system/product/service, the QA management involves 
with the approach and process to control and manage QA of the hardware and 
software products of a system/product being delivered by a contractor to the 
program. The program managers are required to (i) develop a QA management 
plan to address the required standardized QA models and related national and/or 
international standards, and (ii) create QA process for verifying and validating 
the quality of the delivered systems/products meeting national and international 
QA standards. As an example, the ISO/IEC 17025 model and related standards 
addressed general requirements for the competence of testing and calibration 
laboratories, which is the main ISO/IEC standard used by ISO certified testing 
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and calibration laboratories [12]. This PM area is not the focus on this study and 
will not be addressed in the remaining sections.

vii. Program Team Forming and Program Team Management: The program manag-
ers are responsible for developing, forming, and acquiring the program team of 
individuals who can carry out each individual project and related tasks [1–6, 13]. 
The organization of the team can be based on individual project structure with 
project managers to handle projects’ objectives. In the US DOD, the team can also 
be organized into Integrated Product Team (IPT), where IPT team leaders are 
responsible for delivering the required products/subsystems. Just as the project 
team, this IPT team also has their own set of objectives, roles, and responsibilities, 
which will be aligned to the overall program objectives. This PM area will not be 
addressed in the remaining sections.

viii. Internal and External Program Team Communications Management: Internal 
program team communications address the information, data, and ideas 
exchange within the program team members, project managers, IPT leads, and 
program manager. The internal communications allow everyone to keep track 
of their project and associated tasks progress and help the individual project 
manager and the IPT leads to address technical issues and problems timely. The 
internal communications also help the program manager to anticipate and miti-
gate program issues and problems before they occur. External communications 
with stakeholders, contractors, suppliers, and media are beneficial to program 
managers. Managing the external communications is very important to the pro-
gram managers in terms of managing the stakeholders’ expectation, contractor’s 
work on achieving the system’s/product’s qualities, and media’s expectation on 
achieving the overall program goals on time. This PM area is not in the interest of 
this chapter, and it will not be addressed in the subsequent sections.

ix. Program Integration Management: To achieve the overall program goals, the 
program managers are responsible for program integration that is required to 
integrate all the projects under their programs. The integration is required to be 
performed at the individual project integration level. At this level, the project 
manager coordinates tasks, resources, stakeholders, and any other project ele-
ments, in addition to managing conflicts between different aspects of a project, 
making trade-offs between competing requests, and evaluating resources. 
Integrated program management ensures related individual projects are not 
managed in isolation. This PM area is also not in the interest of this chapter, and 
it will not be addressed in the subsequent sections.

As mentioned in Section 1, due to page constraint and our focus on the application 
of DDS technology to program management, this chapter focuses on the four key PM 
areas that can receive the most benefits from DDS, including (i) program goals, (ii) 
schedule, (iii) cost, and (iv) risk management. These four PM areas are defined in the 
bullets above as i, ii, iii, and iv, which correspond to: (i) Enterprise, Organizational, 
and Program Goals Management using commonly used program KPIs, (ii) Overall 
Program cost estimate and cost management, (iii) Overall Program risk management, 
and (iv) Overall Schedule planning and management. Subsequent sections focus 
on the decomposition of these four PM areas into multiple discipline PM areas for 
PM-DDS integration.
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4. PM area decomposition to multiple discipline areas

In practice, a program manager is the title that is assigned to an individual who 
is responsible for managing the nine PM areas described in Section 3. The program 
manager must have the knowledge and a good understanding of the required multiple 
discipline areas associated with the nine PM areas to successfully execute the overall 
program. The program manager has the full authority to achieve specific program 
objectives from the development phase to the sustainment phase. For the US DOD 
defense programs, the program manager is accountable to the Milestone Decision 
Authority (MDA). Based on our experience working on NASA, US DOD, commercial 
programs, and our review of the multiple PM discipline areas associated with the 
nine key PM areas [1–9], we propose a generalized model for the decomposition of 
the above nine PM areas into a set of multiple discipline areas. The program manager 
must fully understand these multiple PM discipline areas to effectively execute the 
program from the start to the end of the program. Below is a proposed generalized 
model consisting of 19 PM discipline areas, including:

i. Program goal management,

ii. Systems engineering related to the systems/products/services being acquired,

iii. Specialized engineering related to the products and services being acquired,

iv. Contracts and legal dealing with contractors, suppliers, and stakeholders,

v. Program Financial management,

vi. Business and marketing practices for the newly acquired systems/products/
services,

vii. System/product/service technical requirements and associated performance risk 
management,

viii. System/product/service cost planning and management,

ix. Program schedule planning and management,

x. Program cost planning and management,

xi. System/product/service3 risk planning and management,

xii. Program risk planning and management,

xiii. System test and evaluation,

3 From here and on, we will use the term “a system” to indicate a system/product/service, which depends 
on the application. As example, a system can be a satellite system or a commercial building; a product can 
be a phase array antenna with digital beam forming capability or a complete air condition system for a 
commercial shopping center; and a service can be a private Wide Area Network (WAN) service to support 
a military base or a private WAN service supporting a commercial enterprise.
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xiv. Logistics and supply chain management,

xv. Production, Quality, and Manufacturing (PQM),

xvi. Program and system intelligence and security management,

xvii. Program and system software management,

xviii. Program and system configuration management,

xix. Program and system information technology, and

xx. Other Specialty Program Planning and Management.

The above 20 PM discipline areas that can be tailored to fit with any program areas 
and types. Below is a list of four key PM areas and associated PM discipline areas:

• Program Area 1—Enterprise, Organizational, and Program Goals Management 
using Commonly Used KPIs: PM discipline area associated with this program area is:

• Program Goals Management: For this PM discipline area, let us assume that the 
program goals are to (i) Meet program budget on time, (ii) Acquire the system/
products/service within the specified PoP with specified budget, and (iii) Meet 
technical performance requirements with acceptable risk. To manage these goals, we 
want to select DDS frameworks, processes, and tools to integrate them into existing 
program management processes and tools to support the program manager. These 
assumptions lead to an important question concerning program management: How 
the program manager can track and control the three key program areas, namely, 
cost, risk, and schedule, effectively using the PM-DDS planning processes and tools? 
Based on our experience and investigation of the existing program management 
frameworks, the system technical requirements and associated performance risk, 
cost planning, and risk management are intertwined, and they are the key factors 
to manage the overall program cost, risk, and schedule effectively. The subsequent 
sections will address the PM discipline areas related to these three program areas.

• Program Area 2—Overall Program Cost Estimate and Cost Management: PM 
discipline areas associated with this Program Area 2:

• Program Cost Planning and Management: This PM discipline area is a focus of 
Section 4.1.

• System (Product/Service) Cost Planning and Management: This PM discipline 
area covers the System Technical Requirements and associated cost planning 
and management. This PM discipline area is a lower level than the program cost 
planning and management and will not be covered in this chapter.

• Program Area 3: Overall schedule planning and management.

• Program schedule planning and management: This PM discipline area is a focus 
of Section 4.2.
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• Program Area 4: Overall program risk management: PM discipline area associ-
ated with this program area is as follows:

• Program risk planning and management: This is PM discipline area the focus of 
Section 4.3.

• System (product/service) risk planning and management: Like PM discipline 
area 2, This PM discipline area covers the System Technical Requirements and 
associated risk planning and management. This PM discipline area is a lower 
level than the program risk planning and management and will not be covered in 
this chapter.

The following subsections provide detailed description of the above three key PM 
discipline areas related to program cost, risk, and schedule.

4.1 Program cost planning and management discipline area

Cost planning and management for a product being acquired by a program is 
critical for the success of the program, especially during the pre-acquisition phase, 
i.e., planning phase. The cost of a system and its risk depend on the technical require-
ments. The more uncertainty associated with the technical requirements, the more 
cost risk. This is especially true for acquiring an advanced state of the art system or 
when the program management team is not sure about the technical requirements on 
a specific system they are planning to acquire. In the following section, we discuss this 
challenge and identify existing DDS TE that can address it.

4.2 Program schedule planning and management discipline area

In Section 3, the program schedule planning provides a program schedule plan 
captures the program start and end dates for all activities defined in the WBS. The 
program activities include program milestones, individual projects with associated 
tasks, timeline for completing individual tasks, related durations, resources for each 
task, identified predecessors, and dependencies for each task. Based on our review 
of the existing schedule plan, development and management discipline area includes 
five steps, namely program activity definition (described in the WBS), activity 
sequencing, activity duration estimate, schedule development, and schedule con-
trol [1–8]. Figure 2 captures these five steps of the schedule plan development and 
management, and their detailed descriptions are provided below.

Step 1—Program Activity definition: This step identifies required activities 
specified in the WBS. This definition step also defines all WBS activities that must 
be accomplished to achieve the objectives of the overall program. The output of this 
step includes (i) a list of activities with a complete description of each of the activities 

Figure 2. 
Five steps for schedule planning and management.
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and they are linked to the WBS. The list contains supporting details for each activity, 
including assumptions and constraints.

Step 2—Activity Sequencing: This step identifies the constraints and relation-
ships among activities. It also defines the priority of the activities and the order of 
the tasks without causing bottleneck from one activity to the other. To determine the 
order, this step requires several inputs, including (i) activity list developed in Step 
1, (ii) required constraints and related dependencies, discretionary constraints and 
related dependencies developed by the program management team based on “best 
practices” or specific sequences desired by management, (iii) external dependencies, 
and (iv) other constraints and assumptions. For instance, the required constraints 
and related dependencies can be a prototype must be fabricated before it can be 
tested, and external dependencies can be the availability of test sites.

Step 3—Activity Time Duration Estimate: It provides an estimate of the 
time duration required to complete the activities that make up the program. This 
is an important task that required SMEs who are most familiar with the activity 
to provide the estimates. At a minimum, there are two key required inputs to this 
step, namely, (i) the resources required and assigned for the activity, and (ii) the 
capabilities of the resources assigned. For improving the estimate, this step lever-
ages historical information and lessons earned from past and similar programs and 
from commercial databases. In practice, the output of this step provides an estimate 
of the likely time duration to complete each activity. The estimates should include 
the mean values of the time duration estimate and 1-sigma value around the mean 
value, for instance, 1 month ±1 week, and corresponding assumptions made in the 
estimated time durations.

Step 4—Schedule Development: From the estimated time duration obtained 
in Step 3, this step develops realistic start and finish dates for each activity based on 
the specified program PoP. The schedule development process is an iterative process 
considering Step 2—activity sequencing, and Step 3—activity time duration estimates 
along with resource requirements and availability to display when the activities can 
be executed, constraints, assumptions, and associated risk. This step provides a set of 
schedules and associated information for the program, including (i) the IMS and the 
supporting detailed schedules, and (ii) the best balance possible between competing 
demands of time and resources. The schedules also consider the risk associated with 
time, cost, and performance tradeoffs and the impact on the overall program.

Step 5—Schedule Control: This step identifies potential schedule variations and 
manages actual changes to the developed schedules. The schedule change control 
system provides a well-defined procedure by which changes can be made and auto-
matically be integrated into the program. The schedule change control system also 
provides mechanisms for (i) schedule performance tracking, and (ii) the approving 
and authorizing the required changes. Note that schedule changes come from various 
factors, including failure to achieve planned dates for specific activities, delayed tests, 
late delivery of required prototypes, internal program management assessment and 
replanning, and external direction, such as reallocation of funding.

4.3 Program risk management discipline area

As discussed above, program risk discipline required the program managers to 
define an approach to measure the future uncertainties in achieving overall program 
performance goals, requirements, and objectives within defined program cost, 
schedule, and performance constraints. More specifically, program managers need 



Project Management – New Trends and Applications

94

to address risk associated with cyber security threats, human safety, program safety, 
system risk and safety, technology maturity level (TRL), supplier capability, supply 
chain management, system design maturation, manufacturing maturity level (MRL), 
and performance against plan. These program and system risks are usually associ-
ated with the program tasks described in the WBS, IMS, and IMP. The program and 
system risks address the potential variations in the program planned approach and its 
expected outcomes [1–7]. The US DOD risk management framework is described in 
Ref. [10]. In general, the risk management process is shown in Figure 3 below.

As shown in Figure 3, the risk management process consists of five key steps, 
namely, risk identification, risk analysis, risk mitigation planning, risk mitigation 
plan implementation, and risk tracking. The followings describe these five key risk 
management activities in detail.

Step 1—Risk Identification: This activity identifies program risks throughout the 
program life. The risk identification process includes the nine following steps:

• Step 1: Risk program meets with project managers and Integrated Product Team 
(IPT) to identify a list of potential risk items. There are various methods of 
identifying risks, including (i) lessons learned, (ii) SMEs, (iii) prior experi-
ences, (iii) TRL determination, (iv) MRL determination, (v) programmatic 
constraints, (vi) brain storming, and (vii) WBS;

• Step 2: Risks are determined to be acceptable or not by the risk team. For a 
big program, the risk team usually consists of technical SMEs, risk Integrated 
Product Team (IPT) managed by the risk manager, project managers, and pro-
gram manager. Note that all risk items identified in Step 1 above are not necessar-
ily accepted by the program;

• Step 4: Only accepted risks should be recorded and placed into a risk register;

• Step 5: The risk team identifies root causes for each identified risk;

Figure 3. 
Program risk management process.
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• Step 5: Risk analysis should examine each identified risk to refine the description 
of the risk, isolate the cause, determine the effects, and aid in setting risk mitiga-
tion priorities (Risk Reporting Matrix);

• Step 6: Risk Mitigation Planning should address each risk with action items and 
due dates.

• Step 7: The risk team meets regularly to (i) assess risks to determine if the risks 
are burnt down to acceptable levels, and (ii) add new risk items, if necessary.

• Step 8: Identified risks are closed when the risks are burnt down to acceptable levels. 
In practice, some risk items can be closed quickly; others can be opened until near 
the end of the program; and some are considered watch items with a pre-planned 
mitigation plan that only kicks in when a pre-defined negative event occurs.

• Step 9: Document closed risks in the database for lessons learned.

Step 2—Risk Analysis: This activity analyzes each identified risk to ensure the 
risk description is accurate, isolate the root cause, determine the effects, set risk and 
associated mitigation priorities. The analysis refines each risk item in terms of its 
likelihood, its consequence, and its relationship to other risk areas or processes.

Step 3—Risk Mitigation Planning: The objective of the risk mitigation is to 
reduce or eliminate the impact of risks on a program. The risk mitigation plan (RMP) 
activity identifies, evaluates, selects, and implements mitigation options to bring the 
identified risk from unacceptable levels to acceptable levels given program constraints 
and objectives. The RMP activity also provides detailed description of what mitiga-
tion technique should be used, when the risk mitigation should be accomplished, 
who is responsible for bringing the risk to acceptable levels, and associated cost 
and schedule. In general, the RMP strategy can be chosen from the four mitigation 
options, namely, risk avoidance (RAV), risk controlling (RCO), risk transfer and 
sharing (RTaS), and risk assumptions (RAS) [1, 10].

RAV approach is used when there is alternative activity that can be used for 
achieving the same outcome of the task without carrying the identified risk. This 
technique requires the risk team to reconfigure the project such that the identified 
risk in question disappears or is reduced to an acceptable level. RA approach is recom-
mended when the risk team can control the identified risk by managing the root cause 
and/or related consequence. RCO approach can leverage the risk database along with 
a warning system that can provide required warning signs to assess more accurately 
the impact, likelihood, or timing of a risk. RTaS approach is preferred when the risk 
team can share the identified risk with a third party like a supplier or subcontractor or 
an insurance company. RAS approach is recommended as a mitigation strategy by the 
risk team when the identified risks are small risks. The small risk is defined as the risk 
that when it occurs the cost of insuring against the risk would be greater over time 
than the total losses sustained. The RAS strategy accepts the loss, or benefit of gain, 
from the identified risk when it occurs.

Step 4—Risk Mitigation Plan Implementation: The risk team is responsible for 
developing and implementing the RMP. The plan ensures successful risk mitigation 
occurs and the timing for the burnt down risks is based upon the RMP. In practice, 
the implementation plan (i) determines what planning and associated budget and 
requirements along with contractual changes are required to burn down the risks, (ii) 
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provides a plan for coordination between program management team and all stake-
holders, (iii) directs the program teams to execute the defined and approved RMP, 
(iv) provides a summary of the registered risk reporting requirements for on-going 
monitoring, and (v) documents the change history.

One of the key activities in the implementation step is the risk assessment activity. 
The risk assessment activity is performed by the risk team to identify and analyze the 
risk by its category. In practice, the key risk categories include performance, schedule, 
and cost risks. Thus, it is essential that the RMP implementation approach should also 
be accomplished by risk category, and it is important for this process to be worked 
through the risk IPT structure and and/or projects’ risk structure.

Step 5—Risk tracking: The risk tracking is also known as risk monitoring. It is 
defined as an activity that can track and evaluate the performance of risk mitiga-
tion actions against established metrics throughout the pre- and post-acquisition 
process. This objective of this activity is to (i) evaluate the performance of RMP 
actions against a pre-defined metrics, and (ii) execute the RMP or develop further 
risk mitigation choices, as appropriate. The results obtained from this activity provide 
required information on how the risks are burnt down ensuring the success of the 
RMP. The objective of the risk tracking activity is to ensure that the program team 
to (i) communicate risks status to all affected Stakeholders, (ii) monitor RMP, (iii) 
review RMP status updates, (iv) display RMP dynamics, (v) track RMP status within 
the risk reporting matrix, and (vi) alert management as to when RMP should be 
implemented or adjusted.

5. PM discipline areas analysis for DDS integration

This section provides a summary of our survey results and our experience on the 
analytical and simulation tools to support the three PM discipline areas discussed in 
subsections 4.1 (program cost management), 4.2 (program schedule management), 
and 4.3 (program risk management) above. The objective of this section is to (i) 
analyze these three PM discipline areas and the identified supporting tools, and (ii) 
select a set of the activities within each of the PM discipline areas that can benefit 
from the integration of existing DDS TEs. The objective of the PM-DDS integration 
is to improve the efficiency of the program planning and reduce the overall program 
risk for achieving the cost, schedule, and technical performance. The following 
subsections focus on the analysis of PM-DDS integration for program cost, schedule, 
and risk management discipline areas.

5.1 DDS integration with program cost management

Based on our survey of existing cost tools, the available cost tools implemented 
the four commonly used cost-estimating techniques [2, 5, 7, 14], including (i) 
Analogy technique that based on historical data for an analogous product or system 
or subsystem; (ii) Engineering Build-up technique, where a system or a product 
is broken into lower-level components (e.g., individual parts or assemblies), each 
of which is costed separately for direct labor, direct material, and other costs; (iii) 
Parametric technique that uses regression or other statistical methods to estimate the 
cost and its relationship between historical cost of a system and a product; and (iv) 
Actual cost estimation technique that leverages actual cost experience or trends from 
prototypes, engineering development models, and/or early production items used 
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to project estimates of future costs for the same system. These cost tools can provide 
cost estimate with associated confidence level. The confidence level specification 
helps the program managers to understand the likelihood that actual costs would fall 
below estimated costs. This means that the greater the confidence level, the higher the 
estimated cost. Note that in the US DOD, it is mandatory for the program managers to 
conduct an independent cost estimate that is performed by different organization that 
is not part of the program organization. Some of the cost tools available are as follows:

• SEER: is an estimating cost tool used by civilian, commercial, and defense pro-
grams to generate independent cost estimates for manufacturing, sanity checks, 
and the analysis of contractor cost estimates [15].

• aPriori Cost Estimating Software Tools: aPriori provides a set of tools to gener-
ate manufacturing cost models for setting accurate cost targets accurately and 
timely. The tools also can provide the estimate model procurement costs for new 
designs without waiting for supplier quotes [16].

• DOD COCOMO Software: COCOMO software is a Constructive Cost Model 
consisting of a suite of tools focused on software cost estimation that was 
originally published in 1981 [17–19]. The COCOMO software tool is specifically 
designed for DOD defense program but can be extended to civilian and commer-
cial applications.

For acquiring advanced systems with high uncertainty associated with the techni-
cal requirements, the cost and schedule estimates of the proposed system during the 
pre-acquisition phase become a challenge for the system design team, cost team, and 
risk management team. These three teams need to develop an optimal system solution 
based on multiple design criteria, including market uncertainty, technological uncer-
tainty, technical risk, performance risk, cost risk, and schedule risk. The program 
manager needs to come up with a payoff-and-cost function that can balance out the 
performance, cost, and schedule risks with the market uncertainty and technological 
uncertainty. This is a multi-criteria decision problem that requires the designer to 
come up with a satisfactory and safe decision. Recently, a war-gaming concept using 
game theory was proposed to analyze alternative system solutions by playing out the 
Government’s acquisition objectives against the Contractor’s bidding motivations 
[20, 21]. As pointed out in Ref. [22], the game scenarios simulating various system 
solutions sometimes lead to conflicting and non-converging solutions. An advanced 
multiple-criteria decision mathematical model also proposed in Ref. [22]. This model 
employed the ELECTRE II model to resolve the non-convergence game scenarios 
encountered in the war-gaming model. Thus, the ELECTRE II model described 
in [22] when combined with proposed Advanced Game-based Mathematical 
Framework (AGMF), Unified Game-based Acquisition Framework (UGAF), and a 
set of War-Gaming Engines (WGEs) described [20] can address the cost estimate for 
an advanced system with low level of TRL (i.e., high technical requirements uncer-
tainty). The recommended PM-DDS integration approach for cost planning includes 
big data analytics (BDA) approach with BDA data acquisition and data curation TEs, 
and artificial intelligent and machine learning (AI-ML) TEs. AI-ML TEs include (i) 
data mining techniques and tools (DMTT), (ii) data exploitation using multi-objec-
tive reinforce learning and adaptive neural network (MORL-ANN) tool, and (iii) 
predictive analytics techniques using MORL-ANN tool. For cost management, the 
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recommended PM-DDS integration approach for performing the cost management 
includes three key components, BDA approach with BDA TEs listed above, AI-ML TEs 
listed above, and the Earn Value Management System (EVMS) to track and manage 
the cost [23, 24].

5.2 DDS integration with program schedule management

This section analyzes and discusses the five program schedule activity steps 
defined in Section 4.2.

Step 1—Program Activity Analysis: The techniques commonly used in activ-
ity definition are as follows: (i) decomposition process involved the successive 
breakdown of program elements into smaller, more manageable components, which 
eventually described the activities to be scheduled. This technique is essentially the 
same as the one used in the WBS development; and (ii) a template process that is an 
activity list or WBS element from another similar program that can serve as a model 
for the current program and provide a starting point for defining specific activities. 
Based on our current analysis of the existing techniques used for this Step 1 activity, it 
is difficult to integrate existing technique and tools with the current DDS technology 
and associated TEs.

Step 2—Activity Sequencing Analysis: Step 2 activity has been using several 
techniques and tools to develop the logic diagrams reflected the desired activity 
sequencing. Existing network scheduling techniques and tools include (i) Critical 
Chain Method (CCM), (ii) Critical Path Method (CPM), (iii) Precedence Diagram 
Method (PDM), and (iv) Program Evaluation and Review Technique (PERT) [1–7, 
25–27]. The recommended PM-DDS integration approach for conducting the activity 
sequencing estimate includes three key components consisting of BDA TEs, AI-ML 
TEs, and existing activity sequencing tools (i.e., CCM, CPM, PDM, and PERT). The 
recommended integration approach is expected to improve the program planning 
efficiency.

Step 3—Activity Duration Estimate Analysis: The following techniques are com-
monly used in estimating activity durations: (i) Expert judgment guided by historical 
information, (ii) Analogous estimating based on the experience of similar programs, 
(iii) Parametric estimating based on formulas describing relationships among pro-
gram parameters and time, and (iv) Use of simulation to develop distributions of the 
probable duration of each activity. Like the above Step 2 analysis, the recommended 
PM-DDS integration approach for conducting the activity time duration estimate also 
includes three key components consisting of BDA TEs, AI-ML TEs, and existing four 
activity duration estimate techniques described above. This recommended integration 
approach is also expected to enhance the program planning efficiency.

Step 4—Schedule Development Analysis: Several techniques and related tools 
are useful to developing schedules. These tools contain the capability to perform 
mathematical analyses calculating theoretical start and finish dates for each activity 
based on the overall sequencing of the program activities. Two of the more com-
monly known analysis techniques and related tools are: (i) CPM and (ii) PERT. 
Other scheduling development techniques and related tools that are also available 
to generate schedule plan using resource constraints, such as time, human resource, 
budget, and material. These tools provide another avenue to manage the effect of 
these constraints. A few of these techniques and related tools are schedule compres-
sion, and resource leveling. Like the above Steps 2 and 3 analyses, the recommended 
PM-DDS integration approach for generating a schedule plan also includes three key 
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components consisting of BDA TEs, AI-ML TEs, and existing schedule development 
techniques and tools described above. This recommended integration approach when 
combined with the above integration approaches is also expected to increase the 
overall program planning efficiency.

Step 5—Schedule Control Analysis: The analysis of Step 5 on schedule control 
and management showed that the Line of Balance (LOB) process and related tools are 
currently used by program managers to manage the overall program control process 
[28, 29]. The LOB process and tools are used to collect program data, measure, and 
display the actual program status related to timing, phasing of the project activities, 
cost, related background, and accomplishments measured against a specific program 
management plan. The displayed results provide program management team desired 
program information that helps the team to (i) compare actual progress with a formal 
objective program plan, (ii) examine the deviations from the established plans and 
evaluate their degree of severity with respect to the remainder of the project, (iii) 
receive timely program information concerning potential trouble areas and indicate 
the areas that required immediate corrective action, and (iv) forecast future program 
performance. The recommended PM-DDS integration approach for schedule control 
and management also includes three key components consisting of BDA TEs, AI-ML 
TEs, and existing LOB tool. This recommended integration approach is expected to 
reduce the overall schedule risk and enhance the program execution by identifying 
and correcting potential trouble areas before they occur.

Figure 4 illustrates the proposed PM-DDS integration approach. This figure shows 
that the program schedule management can be integrated with existing DDS technol-
ogy enablers for enhancing program planning and execution for risk reduction.

5.3 DDS integration with program risk management

This section analyzes and discusses five program schedule activity steps defined in 
Section 4.2.

Step 1—Risk Identification Analysis: Our analysis shows that the commonly 
used techniques and tools for risk identification include (i) objectives-based risk 
identification (OBR-ID), (ii) scenario-based risk identification (SBR-ID), (iii) 
taxonomy-based risk identification (TBR-ID), and (iv) common-risk checking 

Figure 4. 
PM-DDS integration approach for schedule planning and management.
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(CRC). The OBR-ID technique and related tools identify the risk associated with 
the objectives defined by organizations and project teams [1–7]. Any event that may 
endanger achieving an objective partly or fully is identified as risk. SBR-ID technique 
and related tool perform scenario analysis using different pre-defined scenarios. 
The scenarios may be the alternative ways to achieve a pre-defined objective, or an 
investigation of the interaction of external forces in, for example, a market or battle. 
An undesired scenario that may occur in the future is identified as a risk, and any 
event that may trigger it is considered a risk trigger.

The TBR-ID technique and related tools are used to breakdown possible risk 
sources. Leveraging the taxonomy and knowledge of best practices, a set of question-
naires is compiled for review by SMEs. The answers to the questions reveal potential 
risks and are compiled in the program risk registry. CRC tools can leverage industry 
databases to provide lists of known risks associated with known activities, products, 
program elements. Each risk in the program risk registry can be checked for applica-
tion to a specific situation.

The recommended PM-DDS integration approach for conducting the risk iden-
tification activity includes three key components consisting of risk databases with 
data acquisition and data curation TEs, AI-ML TEs, and existing risk identification 
techniques and related tools. The recommended AI-ML TEs include (i) DMTT, (ii) 
data exploitation using MORL-ANN tool, and (iii) predictive analytics techniques 
using MORL-ANN tool. This recommended integration approach is expected to 
improve the program management planning by reducing the uncertainty associated 
with the risk identification process.

Step 2—Analysis of Risk Analysis Activity: Based on our analysis of Step 2 
on the risk analysis activity, the current risk analysis processes and related tools 
are focused on (i) system performance risk analysis, (ii) schedule risk analysis, 
and (iii) cost risk analysis [30]. The output of these processes and related tools 
consists of (i) assigned likelihood (probability of occurrence) and related con-
sequence (the environmental impact if a risk event occurs) results to each risk 
using the criteria in the risk reporting matrix, (ii) consequence results in terms 
of performance, schedule, and/or cost impact using defined criteria, (iii) the risk 
matrix reporting the risk results, and (iv) documented risk results in the program 
risk register.

The system performance risk analysis tools typically focus on analyzing the tech-
nical requirements related to operational environment, TRL and/or MRL associated 
with systems/products being acquired, standards, material readiness, etc. Section 
5.1 discusses available tools for addressing technical requirements with low TRL (i.e., 
high technological uncertainty level) and/or low MRL (i.e., market availability is 
low). For technical requirements with low TRL and/or MRL, the recommended tools 
include ELECTRE II, AGMF, and WGEs.

Existing schedule risk analysis tools are focused on the analysis of the (i) baseline 
schedule inputs, including durations and network logic; (ii) technical and schedule 
uncertainty inputs to the program schedule model; (iii) risk impacts to program 
schedule based on the program technical SMEs’ inputs; (iv) IMS incorporating the 
potential impact from all contract and supplier schedules and associated stakeholders’ 
activities; and (iv) schedule excursions reflecting the effects of cost risks, including 
human resource, budget, and schedule constraints. Note that when the identified 
risk impacts the critical path, then this risk affects both schedule and cost, and this 
risk should be registered as a schedule risk. Section 5.2, Step 5, discussed required 
analysis tools using PM-DDS integration approach for efficient schedule control and 
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management. The integrated tools can effectively identify potential trouble areas in 
the IMS and indicate the areas that required immediate corrective action.

Currently, the cost risk analysis tools available focused on the cost analysis of the 
life-cycle-cost (LCC) by (i) building on technical and schedule assessment results, (ii) 
translating performance and schedule risks into LLC, and (iii) deriving LCC estimates 
by integrating technical assessment and schedule risk impacts on resources. The cost 
analysis tools are also capable of creating budgetary requirements consistent with fiscal 
year planning and determining the adequacy and phasing of funding supports the tech-
nical and acquisition approaches. The tools can document the cost basis and risk impacts 
and provide program LCC excursions from near-term budget execution impacts and 
external budget changes and related constraints. The recommended PM-DDS integration 
approach for performing the cost risk analysis is identical to Section 5.1 above, i.e., also 
includes the cost analysis tools described above, BDA data acquisition and data curation 
TEs, and AI-ML TEs. AI-ML TEs include (i) DMTT, (ii) data exploitation using MORL-
ANN tool; and (iii) predictive analytics techniques using MORL-ANN tool.

Step 3—Risk Mitigation Planning Analysis: Current risk mitigation planning 
(RMP) tools focused on the four mitigation techniques, namely, (i) risk avoidance 
(RAV), (ii) risk controlling (RCO), (iii) risk transfer and sharing (RTaS), and (iv) 
risk assumptions (RAS). Existing RMP tools are mostly customized to specific pro-
grams. Most of the existing RMP tools are stovepiped and do not leverage analytical 
tools that have recently been developed using BDA and AI-ML technologies and asso-
ciated TEs. To effectively conducting the RMP activity, we recommend integrating 
existing BDA and AI-ML tools into existing mitigation techniques. BDA tools include 
data acquisition and data curation processes and tools. The AI-ML tools include (i) 
DMTT, (ii) data exploitation using MORL-ANN tool, and (iii) predictive analytics 
techniques using MORL-ANN tool. This recommended PM-DSS integration approach 
is expected to improve the program management planning and execution.

Step 4—Risk Mitigation Plan Implementation analysis: Our survey of the risk 
mitigation plan (MRP) implementation tools shows no tools available and the MRP 
implementation is usually conducted by the risk team with support from SMEs across 
the program related organizations. As discussed in Sub-Section 4.4, RMP captured 
the key risk categories including performance, schedule, and cost risks, and the risk 
team is responsible for implementing the plan with the support of the program.

Step 5—Risk Tracking Analysis: Our survey of the risk tracking tools showed 
that the tools are focused on the tracking of the performance of RMP actions against 
a pre-defined metrics. The tools are also capable of executing the RMP to generate 
alternative risk mitigation choices, as appropriate. The tools track the burnt down 
activity to ensure the success of the RMP. To effectively generate alternatives risk 
mitigation choices, we recommend integrating existing BDA and AI-ML tools into 
existing risk tracking tools. BDA tools include data acquisition and data curation 
processes and tools. The AI-ML tools include (i) DMTT, (ii) data exploitation using 
MORL-ANN tool, and (iii) predictive analytics techniques using MORL-ANN tool.

The recommended PM-DSS integration approach for conducting the risk tracking 
is expected to improve the program management planning and execution by provid-
ing alternative mitigation choices to burn down the risk before it occurs. Figure 5 
depicts our proposed PM-DDS integration approach for conducting program risk 
management more effectively. For improving the program planning, we recommend 
incorporating BDA and AI-ML process and tools to support risk identification, risk 
analysis, and risk mitigation planning. To reduce the program risk, we recommend 
incorporating BDA and AI-ML process and tools to support risk tracking.
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6. Selected DDS TEs alignment with PM discipline areas

This section provides the alignment between the selected sets of DDS TEs and 
the PM discipline areas identified in our analyses presented in Section 5 above. From 
the nine key PM areas discussed in Section 3, Section 4 decomposed them into a 
generalized model of 19 PM discipline areas and selected only three PM discipline 
areas that were aligned with the selected five PM areas (i.e., program goals, schedule, 
cost, risk, and technical performance management). Table 1 provides a summary 
of the proposed PM-DSS integration approach for the program cost management 
(PCM) discipline. The table aligns existing PCM framework/process/model with DDS 
framework/process/model for the recommended PCM integration.

The use of artificial neural network tools to predict the actual cost of a project to 
enhance EVMS is discussed in Refs. [35, 36] and easily extended to the program cost 
prediction. Table 2 summarizes our recommended PM-DSS integration approach for 
the program schedule management (PSM) discipline. The table aligns existing PSM 
framework/process/tools with DDS framework/process/model for the recommended 
PSM integration.

Like Table 2, Table 3 provides a summary our recommendation for the PM-DSS 
integration approach for the program risk management (PRM) discipline. This table 
aligns existing PRM framework/process/tools with DDS framework/process/model 
for the recommended PRM integration.

As discussed in Refs. [24, 31–33], EVMS is a systematic process that uses earned 
value as the primary tool for integrating program cost, schedule, technical perfor-
mance, and risk to manage a program. Program managers can leverage EVMS tools to 
determine and track the actual program status at any given point during program PoP. 
This activity can be done very effectively if the tools have successfully implemented 
required program constraints, program rules and process, and organizational rules. 
The implementation of EVMS requires a disciplined approach. Recently, BDA and 
AI-ML processes and tools have been successfully integrated into EVMS. Current 

Figure 5. 
PM-DDS integration approach for program risk management.
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analysis results show that when these BDA and AI-ML tools are properly integrated 
with EVMS, the tools can certainly assist the program managers to execute their 
programs more effectively by anticipating the cost, schedule, program, and technical 
risks and mitigating these risks before they occur.

PSM framework, process, 
models, and tool

Recommended DDS 
framework/process/
tool

Recommended 
implementation 
approach

Remark

EVMS Framework ML Library, BDA 
framework with Data 
Acquisition and Data 
Curation Models and 
Tools

Leverage-related 
schedule historical 
data bases with 
EVMS and BDA 
tools for managing 
Schedule

See [24, 31, 32] for 
basic EVM, [33] for 
implementation

EVMS Process and Models

Activity Sequencing: CCM, 
CPM, PDM, PERT methods 
and Tools

DMTT; Data 
exploitation using 
ML-AI tools; and 
Predictive analytics 
techniques using 
ML-AI tools, including 
MORL-ANN, decision 
tree, and support 
vector machine 
(SVM), cumulant 
calculator.

Implement 
MORL-ANN using 
MATLAB DDPG 
tool

See [34] for DDPG; 
See [25, 27] for CCM, 
CPM, and PERT. [37] 
addresses ML-AI 
methods for project
duration planning 
and forecasting. See 
[38] for cumulant 
calculator

Activity Duration Estimate: 
Analogous Estimation, 
Parametric Estimation, Monte 
Carlo Simulation methods 
and tools

Decision tree, 
SVM, and 
cumulant 
calculator

Schedule Development: CPM 
and PERT models and tools

Implement 
MORL-ANN using 
MATLAB DDPG 
tool

See [27] for CPM

Schedule Control: LOB process 
and tools

See [28] for LOB

Table 2. 
DDS process and tool for PSM integration.

PCM framework, 
process, models, and 
tool

Recommended DDS 
framework/process/tool

Recommended 
implementation approach

Remark

EVMS Framework ML Library, BDA 
framework with Data 
Acquisition and Data 
Curation Models and 
Tools

Leverage related cost 
historical data bases for 
integrating EVMS models 
with BDA tools for managing 
cost

See [24, 31, 
32] for basic 
EVM, [33] for 
implementation

EVMS Process and 
Models

Cost Analogy Model/
Too l

Data mining technique 
& tool (DMTT); data 
exploitation using 
MORL-ANN tool; and 
Predictive analytics 
techniques using MORL-
ANN tool

Implement MORL-ANN 
using MATLAB DDPG tool

See [34] for 
DDPG; See [35] 
for using ANN

Cost Engineering 
Build-up Model/Tool

For high technological risk 
with high market uncertainty: 
ELECTRE II model + AGMF 
+ UGAF+ WGEs

See examples 
in [20, 22] for 
ELECTRE, AGMF 
/UGAF/WGEs

Parametric Cost 
Model/Tool

Implement MORL-ANN 
using MATLAB Deep 
Deterministic Policy Gradient 
(DDPG) tool

DOD COCOMO 
Software Tool [18]

Actual cost Estimation 
Model/Tool

See [34] for 
DDPG

Table 1. 
DDS process and tool for PCM integration.
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7.  Proposed flexible and adaptable PM-DSS integration life cycle 
framework leveraging MLOps

Successful PM-DSS integration requires planning, structure process, and proper 
selection of DSS models and tools. This section focuses on how to leverage the concept 
of MLOps, and its existing framework described in [42–46] for the development a 
PM-DSS integration framework. The proposed framework should be easy to use and 
tailored to any program types.

As pointed out in Refs. [42–46], the objective of MLOps is to reduce the technical 
friction associated with the development of AI-ML models and tools from an idea into 
production in the shortest possible time to market with as little risk as possible. But 
the objective for the PM-DSS integration framework is to reduce the integration risk 
between a set of BDA, and AI-ML tools with the selected PM discipline areas. The 
framework focuses on the start of the program to the deployment of the integrated 
tools with the lowest possible risk. In addition, the framework should also address 
the operational phase where the program team can leverage the integrated PM-DSS 
products to execute the program effectively. More specifically, using the program data 
displayed by the integrated tools, the program team can use proactive risk manage-
ment method to improve the program planning and execution by reducing overall 
program risk. Figure 6 depicts a proposed PM-DSS integration framework leveraging 
existing MLOps life cycle framework. This proposed integration framework is easy to 
tailor to any program types and can be adaptable to any PM discipline areas and any 
set of BDA and AI-ML models and tools.

As shown in Figure 6, the proposed framework has a life cycle that consists 
of seven key stages, including (i) PM-DSS integration specification, (ii) related 

PRM framework, process, 
models, and tool

Recommended DDS 
framework/process/
tool

Recommended 
implementation 
approach

Remark

Risk Identification: OBR-ID, 
SBR-ID, TBR-ID, CRC models 
and tools

ML Library, BDA 
framework with Data 
Acquisition and Data 
Curation Models and 
Tools
DMTT; Data 
exploitation using 
MORL-ANN tool; and 
Predictive analytics 
techniques using 
MORL-ANN tool

Leverage related 
schedule historical 
data bases with BDA 
tools for managing 
Schedule.
Recommend 
to implement 
MORL-ANN using 
MATLAB DDPG 
tool

See [24, 31, 
32] for basic 
EVM, [33] for 
implementation
See [34] for 
DDPG. [39] 
addresses the 
differences 
between ML, AI, 
deep learning, 
and neural 
networks

Risk Analysis: system 
performance risk, schedule risk 
analysis, and cost risk analysis 
models and tools

Risk Mitigation Planning: RAV, 
RCO, RTaS, and RAS models 
and tools

DMTT; Data 
exploitation using 
MORL-ANN tool; and 
Predictive analytics 
techniques using 
MORL-ANN tool

Implement 
MORL-ANN using 
MATLAB DDPG 
tool

See [34] for 
DDPG; See 
[40, 41] for risk 
tracking toolsRisk Tracking Analysis: Periodic 

Risk Status Reporting, Periodic 
reporting of risk mitigation 
plans tools

Table 3. 
DDS process and tool for PRM integration.
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program data acquisition, (iii) related program data curation, (iv) BDA and AI-ML 
models selection and integration, (v) PM-DSS integrated models testing, (vi) inte-
grated model deployment, and (vii) display, monitor, and control program data. A 
high-level description of these key stages is provided in Figure 6. The feed-forward 
and feedback arrows are shown to describe the transition of each stage and the 
dependent of each stage.

8. Conclusion

This chapter describes an approach for integrating existing DDS models and tools 
with any PM processes, models, and tools for improving program planning and more 
efficient program execution by reducing overall program risk. A detailed description 
of the nine key PM areas along with the decomposed generalized 20 PM discipline 
areas were provided. This chapter proposed a PM-DSS integration approach for three 
PM discipline areas that were aligned with the selected four key PM areas, including 
program goals, schedule, cost, and risk. For the integration of each PM discipline 
area, a list of BDA and AI-ML models and tools were identified and suggested for 
the integration. In addition, the chapter proposes a flexible and adaptable PM-DSS 
integration life cycle that can be used to deploy BDA and AI-ML models and tools for 
improving program planning and execution.

Finally, when writing this chapter, the authors were intentionally focused on the 
high-level PM discipline areas and DDS technology enablers without technical depth. 
Only common DDS technology enablers that are known to the authors were selected 

Figure 6. 
PM-DDS integration life cycle framework.
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for the integration. In practice, each PM discipline area deserves a whole book to 
address it in technical detail. There are many open PM-DSS integration problems and 
technical relevance associated with each activity step described in this chapter. The 
authors hope that the program management experts, data scientists, decision scien-
tists, and mathematicians would benefit from this paper and its applications to these 
open problems.
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Chapter 6

Perspective Chapter: Program
Planning and Management for
Defense Advanced Concept
Technology Programs
Tien M. Nguyen

Abstract

The complexity of program planning and management (PPM) for defense pro-
grams and related projects depends on the program types and associated budget size.
In general, the defense program types can be classified into three categories, namely,
normal program of record (POR), new program with traditional and/or well-defined
acquisition strategy, and advanced concept technology (ACT) program. This chapter
offers a new perspective on the development of an effective PPM plan for ACT pro-
grams. For the ACT program type, the traditional PPM is usually not applicable and
required to be handled differently according to the uncertainty associated with the
technical requirements and associated technology and corresponding cost risks. The
chapter provides an overview of typical ACT PPM and associated planning, execution,
and management activities from both government and contractor’s perspectives. In
addition, the chapter attempts to (i) quantify the risks associated with ACT programs
in terms of innovation indicators using simplified Cooper chart, and (ii) develop a set
of recommended PPM activities that can be used as a basic framework for conducting
the planning and execution of PPM of ACT programs.

Keywords: advanced concept technology, program planning and management,
defense, acquisition, requirement, technology risk, cost risk, innovation, Cooper chart

1. Introduction

In practice, the complexity of planning, managing, and executing a defense pro-
gram depends on the budget size and program type. In the US, for a new traditional or
a POR with large budget, usually above 100M USD, the government PM plans the
program using the DOD acquisition system [1, 2] and DOD Instruction (DODI)
5000.02 [3]. The PM follows the planning and execution of the program according to
the DOD guide for PMs [4]. In addition to the DOD guide for PMs, the government
PM also uses additional DOD guidebooks to (i) identify the potential technical, man-
agement, and related program issues and risks [5], and (ii) investigate the use of
modular open system approach to reduce the interfaces technical risk and the
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associated cost [6]. When the new traditional program with large budget involved
with the acquisition of commercial products and/or commercial services, the gov-
ernment PMs seek guidance from the federal acquisition regulation (FAR) Part 12
[7] for the development of a PPM plan. This type of large programs is usually
required to go through the normal acquisition process, which leverages mature
technology and related technology enablers (TEs). In practice, the level of mature
technology is defined using the Technology Readiness Level (TRL) scale ranging
from TRL-1 to TRL-9 [8]. TRL-1 is defined as the basic principles have been
observed and reported, and TRL-9 is for an actual system is proven through
successful mission operations. Practically, TRL-8 is usually considered to be
matured, because at this TRL the actual system is completed and qualified through
test and demonstration.

Unlike the traditional program and/or POR, for advanced concept technology
(ACT) programs with small budgets (less than 100M USD) are usually not acquisition
programs. This type of advanced defense programs includes DOD ACT Demonstra-
tion Program (ACTD) [9, 10], advanced contract research and development (CRAD)
programs from DOD Laboratories (Labs) (e.g., Air Force Research Lab (AFRL), Naval
Research Lab (ARL), Army Research Lab (ARL), etc) [11], and Defense Advanced
Research Projects Agency (DARPA) programs [12, 13]. In addition to these ACT pro-
grams, US government also manages ACT programs with emphasis on the develop-
ment of advanced TEs in critical technology areas by domestic small businesses [14].
These ACT programs are referred to as Small Business Innovation Research and Small
Business Technology Transfer (SBIR/STTR) programs. For these ACT programs, the
government PMs are required to use different DOD acquisition process that is differ-
ent from the normal acquisition process for traditional programs and/or POR. The
development of a PPM plan for ACT programs is quite different from traditional/POR
programs with large budgets. In practice, when selected as the prime contractor (a.k.a.
developer) for executing an ACT program, the contractor program manager (PM) is
also required to develop a PPM plan, and execute and manage the plan, according to
the government PPM requirements.

The primary objective of this chapter is to provide an overview on the develop-
ment of an effective PPM plan and executing the plan from both government and
contractor perspectives. The chapter also provides a set of recommendations that can
be used as a basic framework for the development and executing a PPM plan. The
chapter has eight main sections, and it is organized as follows:

• Section 2 describes the type of ACT programs/projects and their characteristics,

• Section 3 presents a typical ACT program acquisition life cycle from both
government (a.k.a. US department of defense (DOD)) and contractor
perspectives,

• Section 4 presents a recommended tailored Zachman framework that can be used
for ACT program planning activities,

• Section 5 recommends an approach to quantify the technology and market risks
associated with ACT programs using the innovation indicators and Cooper chart,

• Section 6 recommends a set of PPM activities for balancing cost, technical and
program management risks from both government and contractor perspectives,
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• Section 7 describes the use of Earned Value Management System (EVMS) for
tracking and managing ACT program risks,

• Section 8 discusses the use of machine learning and artificial intelligent (ML-AI)
and recommends ways to improve the development and executing of a PPM plan,
and

• Section 9 concludes with a summary of the chapter.

2. Characteristics of ACT programs/projects

Figure 1 captures typical DOD ACT program types discussed in Section 1. For US
DOD, the defense ACT program types can be classified into four categories, namely,
ACTD, DARPA, CRAD, and SBIR/STTR programs. The ACTD programs usually range
from a few millions USD to 10+ mils USD [10], which are initiated by DOD to
determine a proposed mature technology enabler (TE) that will be used to improve
specific defense capabilities before entering the normal DOD acquisition process. The
period of performance (PoP) for the assessment of the proposed TE is typically
between 2 to 4 years, and the TE under ACTD program implementation is usually at
TRL-7 (or even at TRL-8) with a goal to achieve higher TRL before entering formal
acquisition process. Note that TRL-8 and TRL-9 indicate low and the lowest possible
technology risk level, respectively. From the government PM perspective, ACTD
program requires to identify (i) a mature TE that aligns with a priority military need
for achieving specific defense capabilities, and (ii) a corresponding government
sponsor in urgent needs of these capabilities. From the developer (contractor) PM
perspective, ACTD program requires the execution team to be ready and prepare a
detailed plan to conduct the demonstrations and/or exercises with required key per-
formance parameters for the military utility assessment. The plan must also address all
related risks for the demo/exercises.

Figure 1.
A general description of ACT program types.
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The CRAD programs are usually more advance than the ACTD programs, since
they are more focus on the advancement of scientific and technical knowledge and
apply that knowledge to achieve specific goals set by the sponsored agency and
national goals [11]. Practically, most of CRAD programs usually start at TRL-1. Like
ACTD programs, CRAD program funding has similar budget ranging from a few
millions USD to 10+ mils USD. PoP for CRAD programs also range from 2 years to
4 years. From the government PM perspective, CRAD program requires to (i) find a
critical technology area and related TEs that are aligned with the agency needs and
national goals, and (ii) supply a clear, concise, and complete statement of work
(SOW) or a request for proposal (RFP) describing the area for basic research and the
end objectives for development and applied research. The technical and contracting
personnel must individually tailor the SOW/RFP to allow for contractor to exercise
innovation and creativity while achieving objectives of the R&D [11]. From the
contractor PM perspective, the CRAD program requires the contractor execution
team to be ready and prepare a detailed PPM plan to address the SOW/RFP require-
ments and associated challenges. The contractor PPM plan must also provide
supporting evidence to demonstrate the contractor’s technical capabilities to achieve
the end objectives.

The DARPA program type is quite different than ACTD and CRAD programs
because they are focused the development of breakthrough technology [12]. As stated
in the DARPA website, the objective of DARPA programs is to transform revolution-
ary concepts and even seeming impossibilities into practical defense capabilities.
Typical DARPA program ranges from a few millions USD funding and up to 100M1

USD [13]. Practically, DARPA program PoP ranges from 1 to 3 years for proof of
revolutionary concepts. From DARPA perspective, DARPA program requires to (i)
identify a revolutionary and breakthrough technology that aligns with DARPA needs
(or national needs), and (ii) provide a clear, concise, and complete Broad Agency
Announcement (BAA) or an RFP describing the area for research and development
pushing the leading-edge technology and the end objectives. The BAA/RFP should
address how DARPA rewards risk by clearly define criteria for evaluating the pro-
posed DARPA programs using a set of questions known as the “Heilmeier Catechism”

[15]. From the contractor PM perspective, DARPA program requires the contractor
execution team to be ready and prepare an innovative PPM plan to address the BAA/
RFP requirements with emphasis on the answers to Heilmeier’s questions. The plan
must clearly describe the innovative features of the proposed solution and provide
supporting evidence to demonstrate the contractor’s technical capabilities to achieve
the program objective.

Last but not least, the SBIR/STTR programs are usually focused on the critical
technology areas that are aligned with the government agencies’ objectives and
national goals. Typical SBIR/STTR programs are usually emphasis on the basic and
applied research for advancing the state-of-art, increasing knowledge, or understand-
ing of specified technology and related TEs rather than focusing on a specific system
or hardware solution. Typically, these programs have three phases, namely, Phase 1,
Phase 2, and Phase 3. Phase 1 funding ranges from 150K to 175K USD, Phase 2 funding
from 750K to 1M USD, and Phase 3 funding ranges from 2M or higher depending on

1

In practice, for defense ACT programs, the program manager is required to (i) go through official

program management and EVMS training programs, and (ii) be certified at specific certification level

corresponding to the ACT program budget.
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the commercialization matching funds. Typical PoP for Phase 1 is usually from
6 months to 1 year, Phase 2 is 2 years, and Phase 3 is 2 to 4 years depending on the
funding and industry partner’s plan for the integration with existing partner’s prod-
ucts or planned systems.

3. ACT program life cycle: government vs. contractor perspectives

Practically, a detailed ACT program life cycle varies depending on the ACT pro-
gram types, agency objectives and national goals. Thus, the development of a PPM
plan also varies accordingly depending on government and contractor perspectives.
This section provides an overview of typical ACT program life cycle and discusses the
roles of the PMs and desired PPM activities from both government and contractor
perspectives. In general, the ACT program life cycle can be expressed in four phases,
namely, concept, pre-acquisition, post-acquisition, and transition phases as shown in
Figure 2. The figure is derived from the traditional DoD program acquisition life cycle
[1–3]. It also captures the roles of government and contractor PMs for each phase.

As shown in Figure 2, the government PM role with required PPM activities covers
the entire ACT program life cycle from the concept phase to the transition phase.
While the contractor PM role with PPM activities begins after the pre-acquisition
from the post-acquisition to the transition phases. Theoretically, the contractor PM
role starts at the post-acquisition phase after the ACT contract is awarded. But in
practice, the contractor PM role starts at the release of the BAA/RFP/SOW. For large
ACT programs (i.e., 10+M USD), at the release of the BAA/RFP/SOW, the contractor
PM is usually working with the contractor capture team (CCT) under the leadership
of a business capture manager to prepare and generate proposal and cost volume for
the bids. The contractor capture and program managers with support from their
program chief engineer will work with the government PM to gain a deep understand
of the agency objectives, national goals, and corresponding program requirements to
properly address them during the preparation of the proposal and cost volume.

Figure 2.
ACT program life cycle derived from traditional DoD program life cycle [1–3].
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As mentioned earlier, the PPM activities begin at the concept phase and pre-
acquisition phase for the government team and contractor team, respectively. In
practice, for the contractor team, the PPM activity begins at end of the pre-acquisition
phase after the lease of the BAA/RFP/SOW and the execution of the PPM plan starts at
the beginning of the post-acquisition phase after the contract award and continues
throughout the transition phase. As shown in Figure 2, the role of the contractor PM
changes slightly during the transition phase. When the technology and associated TE
developed by the program is selected for transition to existing POR and/or planned
acquisition program, the contractor PM and his technical team will continue to work
with the new government PM to integrate the newly developed TEs into the new
program execution plan. When the newly developed TE is selected for commerciali-
zation, the contractor PM will continue to work with the government PM and the
industry partner to commercialize the products. For SBIR/STTR programs, the
funding for the commercialization of the ACT products is usually through a matching
fund with support from an industry partner. Note that for ACTD program, if the
selected technology and associated TE are successfully demonstrated, the contractor
PM will continue to work with the new government PM.

During the concept phase, the government PM works with the government team to
develop a PPM plan. The team includes potential stakeholders, technical personnel,
contract personnel, and operational users. The government team ensures that the PPM
plan will (i) provide required operational capabilities to meet the user needs, and (ii)
meet the end objectives and national goals. The user’s needs must be identified and
approved by appropriate government decision makers and associated stakeholders.
After the approval, the government PM will conduct industry survey (a.k.a. market
survey) to collect necessary technical inputs and related data to identify appropriate
technologies and related TEs to address the user’s needs. The government PM with
support from the team will work with government acquisition authority to make the
decision on new ACT programs/ projects based on the collected inputs and data. A
positive decision allows to turn on the pre-acquisition process and start the new ACT
programs/projects. During this pre-acquisition phase, the government PM with support
from government technical and contract personnel will identify and analyze the pro-
gram risk, including technical performance, cost, and schedule risks and prepare the
BAA/RFP/SOW. The government PM generates and releases the BAA/RFP/SOW to
public for bids. After the release of BAA/RFP/SOW, the government PM forms the
source selection team (SST) consisting of subject matter experts (SMEs) in specific
technology areas related to the ACT topics, cost, contract, and schedule. The SST will
review and select the best proposal(s) for the contract award. The post-acquisition
phase begins after the contract award, and the government PM executes and manages
the ACT contract (i.e., executing and managing the PPM plan) to ensure the contractor
team meets the contract requirements from technical, cost, and schedule perspectives.

The contractor team begins the PPM activities after the release of BAA/RFP/SOW.
The team usually works with the government PM to (i) understand the ACT program
requirements, and (ii) prepare the proposal addressing all required requirements and
submits the bid. As mentioned earlier, for large ACT programs (10+M USD), the
contractor PM works with the business capture manager to accurately address all ACT
program requirements with high probability of winning the contract award. For this
type of program, the contractor capture team (CCT) will develop an effective PPM
plan to ensure high probability of win. The CCT team consists of SMEs across con-
tractor’s organization, including engineering, contract, cost, and schedule depart-
ments. After the contract award, the contractor PM will work with the government
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PM to adjust the proposed contractor’s PPM plan to ensure alignment with the gov-
ernment’s PPM plan. The contractor PM will work with his contractor execution team
to execute the adjusted PPM plan. The contractor PM reports the program progress
and milestone accomplishments to the government PM. The role of the contractor PM
will slightly change during the transition phase depending on the transition path. As
shown in Figure 2, when the transition path goes to existing and/or planned DOD
program that followed normal DOD acquisition process, the contractor PM is required
to work with the existing government PM and the new government PM2 and the new
government execution team to develop an integration plan. At this time, the contrac-
tor team is required to (i) gain a good understanding of the proposed system being
acquired, and (ii) develop an integration plan to integrate the newly developed TEs
into the proposed system. The contractor PM and the contractor execution team are
usually required to provide technical support over the life cycle of the DOD program
being transitioned into. When the transition path goes to the commercialization path,
the contractor PM will work with the ACT government program PM and the inter-
ested industry partner to develop detailed plan and associated products using the
newly developed TEs. For this transition path, the contractor PM is required to
understand the industry partner products and the to be developed products.

The remaining of this chapter provides an overview of the ACT program PPM
activities for both government and contractor perspectives.

4. ACT program planning: the Zachman framework

As pointed out in ref. [16], there is a set of twenty multiple PM discipline areas,
including (i) Program goals management, (ii) Systems engineering related to the sys-
tems/products/services being acquired, (iii) Specialized engineering related to the
products and services being acquired, (iv) Contracts and legal dealing with contractors,
suppliers, and stakeholders, (v) Program Financial management, (vi) Business and
marketing practices for the newly acquired systems/products/services, (vii) System/
product/service technical requirements and associated performance risk management,
(viii) System/product/service cost planning and management, (ix) Program schedule
planning and management, (x) Program cost planning and management, (xi) System/
product/service3 risk planning and management, (xii) Program risk planning and man-
agement, (xiii) System test and evaluation, (xiv) Logistics and supply chain manage-
ment, (xv) Production, Quality, and Manufacturing (PQM), (xvi) Program and system
intelligence and security management, (xvii) Program and system software manage-
ment, (xviii) Program and system configuration management, (xix) Program and sys-
tem information technology, and (xx) Other Specialty Program Planning and
Management. For ACT programs, depending on the PM’s perspective, the PM is
required to select a subset of these PM discipline areas for the development of an
effective PPM plan. From the government perspective, at the minimum, the PMmust
develop a PPM plan that addresses the eleven out of the twenty PM discipline areas
listed above, including (i), (ii), (iii), (iv), (v), (vii), (viii), (ix), (x), (xi), and (xii).

2
In practice, the government PM for the existing and/or planned acquisition program is different from the

government PM for the ACT program.
3

The term “a system” in ACT program context means a new system concept that leverages advanced TEs

being developed under the ACT program, which depends on the application.

117

Perspective Chapter: Program Planning and Management for Defense Advanced Concept…
DOI: http://dx.doi.org/10.5772/intechopen.112864



From the contractor perspective, the PM also requires develop a PPM plan that
addresses the same PM discipline areas except Bullet (i), namely “program goals man-
agement.” Note that for the PM discipline area (iv), namely the “contracts and legal
dealing with contractors, suppliers, and stakeholders,” the contractor PM is required to
address the contracts and legal dealing with the government PM and its subcontractors,
including the suppliers. Based on our experience working on ACT program planning
from both contractor and government perspectives, the Zachman framework can be
tailored to effectively develop the PPM plan:

• For Government Perspective: The government PPM plan includes acquisition
strategy, execution, program management, and transition plans; and

• For Contractor Perspective: Contractor PPM plan includes bidding strategy,
execution, program management, and transition plans.

To develop an effective PPM plan, the Zachman framework can be tailored as
recommended in Table 1 to address the PPM activities across the PM discipline areas
(i), (ii), (iv), (v), (vii), (viii), (ix), (x), (xi), and (xii) from both government and
contractor PM perspectives. Like standard Zachman framework, the recommended
tailored-Zachman framework also organizes around the points of view taken by the
various players. The players include government PM and contractor PM. From the
government perspective, the PM undertakes the planning of an ACT program to
ensure alignment with the agency objectives and national goals. Hence, the govern-
ment PM role is to develop a PPM plan, prepare, generate and release BAA/RFP/SOW
that is fully support by the industry. From the contractor perspective, the PM will
work with his technical team to identify and apply specific technologies and related
TEs to solve the ACT problems described in the government released BAA/RFP/SOW.
In summary, each of these players can look at the same PM discipline areas but with
different perspectives. The government perspective is to ensure meeting the agency’s
ACT development objectives and national goals within allocated budget with mini-
mum program risks. The key program risks are defined in terms of technology and
market uncertainties that will be discussed in the next section.

Like standard Zackman framework, the roles of the players are represented by
rows in a matrix shown in Table 1, and the columns represent the issues/topics that
will be examined by the players. More specifically, the columns represent [17, 18]:

• ACT program data to be used by an DOD agency and/or desired operational users
(what),

• Newly proposed functions (how),

• Operational environment and/or existing network where the newly developed
ACT capability will be conducted/deployed (where),

• DOD Agency and associated operational users involved (who),

• Operational events that trigger the defense activities (when) – Note that this
event related to the “Business Model for Defense Applications (BMDA),” and

• Motivations and constraints which determine how the BMDA behaves (why).
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The set of cells shown in Table 1, constructed by the roles of the players and the
issues/topics to be examined by the players. These ceels describe all the ACT planning
topics/issues that are required to be addressed by the government and contractor PMs.
The government PM will use this tailored Zachman framework to conduct the PPM
activities under government perspective discussed. The contractor PM can also use this
tailored framework but with contractor perspective. Unlike the government perspec-
tive, the contractor perspective focuses on meeting the government requirements stated

ACT
program
data (What)

Newly
proposed
function
(How)

Operational
environment/
existing
network
(Where)

People:
DOD
agency/
User
(Who)

Time
(When)

Motivation
/Defense
needs
(Why)

Objectives/
Scope

List of things
important to
sponsored
DOD agency

List of new
functional
capabilities
vs. Existing
functions

List of
operational
environment and
locations where
to-be system
operates

List of
agency
involved
and users

List of
ACT
program
events /
mile-
stones

List of
agency
objectives,
goals, and
strategies

Business &
Operational
Model for
Defense
Applications
(BOMDA)

Entity
relationship
diagram
(including
attributed
relationships)

New
BOMDA
vs. existing
BOMDA

ACT Logistics
network (nodes
and links for to-
be deployed ACT
system)

Organiza-
tional chart
with roles,
skill sets,
and issues.

ACT
program
master
schedule

Business
and
operational
ACT plan

Information
System Model
(ISM)

Data model
associated
with ACT
program

ACT data
flow
diagram vs.
existing
ISM

Distributed ACT
system
architecture

User
interface
(roles, data,
access)

Depen-
dency
diagram,
program
life cycle

Business
and ACT
system
operational
rule design

Technology
Model (TM)

Data
architecture,
map to legacy
data

ACT
system
design vs.
existing
design

ACT System
architecture
(hardware,
software types)

User
interface
(how ACT
system
behaves);
security
design

ACT
Control
flow
diagram
(control
structure)

Business
ACT system
operational
rule design

Detailed
Representation
(DR)

Data physical
design

Detailed
ACT
program
design

To-be ACT
network
architecture

Screens,
security
design
(who can
see what?)

ACT
system
timing
definitions

ACT system
operational
Rule
specification

Functioning
ACT System
(FAS)

Existing
working
system

ACT
executable
program
planning

Existing vs. to-be
ACT
Communications
facilities

Opera-
tional user
training

ACT
program
mile-
stones

Enforced
business and
ACT system
operational
rules

Data model
associated
with ACT
program

Table 1.
Tailored Zachman framework for ACT program planning [17, 18].
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in the released BBA/RFP/SOWwith minimum cost (i.e., maximum profit) and lowest
ACT program risks. The ACT program risks will be addressed in the next section.

The description of the rows in the first column shown in Table 1 is given below:

• Objectives/Scope: Definition of the organization’s direction and business/agency
purpose. From government perspective, this is the DOD agency’s objectives and
national goals for the ACT programs in planning. From the contractor
perspective, this is concerned with the things that define the contract objectives
and business goals under the contract pursuit. The contractor’s objectives and
business goals must be aligned with the government perspective.

• Business and Operational Model for Defense Applications (BOMDA): From the
government perspective, this defines the existing business/agency and
operational user model for defense applications, including its structure,
functions, organization, and so forth. From the contractor perspective, this
defines the to-be BOMDA that is compatible with existing government BOMDA.

• Information SystemModel (ISM): This defines the BOMDA, but in more rigorous
information terms, where the BOMDA describes business/agency and user
operational functions, and ISM describes those things about the to-be developed
ACT system to collect and maintain information and begins to describe desired
information to be collected by the to-be ACT system.

• Technology Model (TM): This describes the to-be ACT system how the new
technology and associated TEs may be used to address the information processing
needs identified in the ISM.

• Detailed Representations (DR): This is typically a contractor view of the program
listings, database specifications, networks, and so forth that constitute a to-be
ACT system that will meet the government’s requirements. Government team
usually generates a government reference architecture (GRA) with related DR
information for assessment of contractor’s ACT system solution.

• Functioning ACT System (FAS): The to-be ACT system is final implemented and
made part of an existing defense system or a commercialized product.

5. Quantification of ACT program risks using innovation indicators

This section emphasizes on the analysis of ACT program risks for the development
of an effective PPM plan. From a PM’s perspective, regardless of government or
contractor, it is important to understand and mitigate the program risks. As discussed
in Section 4, the technology and market4 uncertainties are the key attributes for the

4
Note that the market uncertainty represents the measure of the uncertainty associated with the

availability of the hardware/software (HW/SW) components associated with the selected technology and

related TEs. Low market uncertainty means there are related SW/HW components available in the market

and these components are required to modify/upgrade to meet the required ACT program requirements.

High market uncertainty means no HW/SW components are available in the market.

120

Project Management – New Trends and Applications



assessment of ACT program risks. Practically, the technology and market uncer-
tainties can be used to translate into the technology and market risks, respectively. To
plan and manage these risks, the PMs are required to quantify these risks based on the
technology and market uncertainties provided by the manufacturers. Let us classify
the uncertainty (i.e., risk) levels as Low (L, blue color), Medium (M, green color), and
High (H, red color), and define the innovation indicators associated with these
uncertainty levels as follows:

• Innovation Indicator Level 1 (IIL-1): This innovation indicator level indicates
both the technology and market uncertainties that are low risk level (L).

• Innovation Indicator Level 2 (IIL-2): The IIL-2 indicates both the technology and
market uncertainties that are medium risk level (M).

• Innovation Indicator Level 3 (IIL-3): The IIL-3 designates high market
uncertainty that is high market risk (H) level and technology uncertainty ranging
from low-to-medium risk level (L-M)

• Innovation Indicator Level 4 (IIL-4): IIL-4 indicates market uncertainty ranging
from low-to-medium (L-M) risk and technology uncertainty at high (H) risk level.

• Innovation Indicator Level 5 (IIL-5): IIL-5 indicates both the technology and
market uncertainties are at high risk level (H).

Table 2 summarizes the technology and market risk levels associated with the five
proposed innovation indicator levels. Our next step is to associate these innovation
indicator levels with the desired innovative solutions required for various types of
ACT programs as described in Figure 1.

In practice, private and for-profit enterprises (PaFoPEs) are usually invested into
their internal research and development (IRAD) projects5 to (i) defend and extend
their current capabilities to sustain the position in existing market, (ii) prepare for a
venture launch by continuously improving existing products, (iii) look-out for a
market for their new products (scouting option) by incremental changes of

Innovation
Indicator Level
(IIL)

ACT program risk Remark

Technology
risk

Market
risk

IIL-1 L L Technology and market risks are quantified based on the
technology and market uncertainties associated with the
selected technology and its TEs. The government PM can
use the request for information (RFI) process and tools to
collect and assess the uncertainties from industry

IIL-2 M M

IIL-3 L ! M H

IIL-4 H L ! M

IIL-5 H H

Table 2.
Newly proposed ACT program innovation indicators.

5

This is a.k.a. industry IRAD projects, which in internally funded by private and for-profit enterprises to

improve their existing products or launch a new products or prepare to capture new programs.
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technology, (iv) position for a newly developed radical technology and related prod-
ucts that can transform industry and potentially creating a new market (position
option), and (v) develop disruptive technology that can disrupt existing products and
market (stepping-stone option) [19–23]. In fact, these types of PaFoPEs’ IRAD pro-
jects are usually classified based on the technology and market risks that can be
mapped to the IILs presented in Table 2. For government ACT programs listed in
Figure 1, they are classified in terms of TRLs that can be linked to the technology risk
shown in Table 2. Thus, ACT programs can also be mapped to the IILs presented in
Table 2. Table 3 captures the mapping of the IIL levels to industry IRAD projects and
government ACT projects/programs.

As shown in Table 3, the ACTD type of ACT programs focuses the technology
demonstration of mature TEs with high TRLs (i.e., L technology risk). The CRAD type
of ACT programs can range from low-to-high TRLs (i.e., H-to-L technology risk).
Typically, the SBIR/STTR program type focuses on the development of TEs ranging
from medium-to-high TRLs (i.e., M-to-L technology risk). Finally, the DARPA pro-
grams/projects focus on the development of disruptive technology with low TRLs
(i.e., H technology risks). The mapping shown in Table 3 reflects these facts. Note
that the mapping of SBIR/STTR, CRAD, and DARPA are based on our experience
working on these ACT programs/projects.

The mapping presented in Table 3 can be captured using a simplified Cooper chart
approach [19–23] as shown in Figure 3. In this figure, the chart has two axes, namely,
x-axis represents the market uncertainty indicator, and the y-axis is the technology
uncertainty indicator with a scale from low to high corresponding to L-to-H risk. As
mentioned earlier, the technology and market uncertainty indicators are translated
directly to technology and market risks. The technology risk is indicated by the TRL as
discussed above.

Note that the market risk presented in Table 2 can be translated into the
manufacturing readiness level6 (MRL) [24, 25]. The five IILs presented in Table 2 are

Innovation indicator
level (IIL)

IIL mapping to IRAD and ACT programs Remark

Industry IRAD
project

Government funded ACT
project/program

IIL-1 Defend and
extend

ACTD, CRAD Low technology and market
(T&M) risks

IIL-2 Venture launch CRAD, SBIR/STTR Medium T&M risks

IIL-3 Scouting option Medium technology and
High market risks

IIL-4 Position option CRAD, SBIR/STTR, DARPA High technology and
Medium market risks

IIL-5 stepping-stone
Option

DARPA Program High T&M risks

Table 3.
Newly proposed mapping of IILs to industry IRAD and ACT projects/programs.

6
The MRL concept was developed by the US DOD to assess the maturity of a manufacturing process

throughout its conception, development, deployment and support progression phases. As defined in Refs

[24, 25], MRLs, the MRL scale ranges from MRL-1 to MRL-10, with MRL-1 being the least mature and

MRL-10 being the most mature.
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then mapped onto the simplified Cooper chart depending on their assigned risks. The
mapping of the industry IRAD projects and government ACT programs/projects
shown in Figure 3 is performed using Table 3.

In practice, from the PaFoPE perspective, the industry IRAD projects are usually
planned and managed by PaFoPEs to align with the national goals and agencies’
objectives. If this alignment is done properly, it will help PaFoPEs to (i) prepare their
proposals for biding the BAA/RFPs/ SOWs to be released by DOD agencies, (ii)
effectively address the government requirements described in their released BAA/
RFPs/ SOWs, and (ii) increase the probability of winning the bids. From the govern-
ment perspective, understanding of the technology and market risks will help the
program managers to better plan the budget and prepare the BAA/RFPs/SOWs.

6. Program management: balancing cost, technical, and program
management risks

As discussed in Section 4 above, there are only ten or eleven out of twenty program
management discipline areas that required the program managers to address during
the program planning and execution phases. A good program manager must know to
balance cost, technical, program management risks during the planning and execution
phases. An effective PPM plan must carefully address the three key program manage-
ment discipline areas including cost, schedule, and program risk planning and man-
agement. To do this the program manager must understand the key ACT program risk
types and identify all associated risks for each type. Based on our experience, there are
four key ACT program types, including technical/technology risk, non-technical risk,
people/staffing risk, and program management risk. Based on our research in public
domain concerning the risk type [1–34], a generic list of risks for each of these risk
types is provided in Figure 4. Understanding of these risks will help the program

Figure 3.
Newly proposed simplified cooper chart for quantifying the innovation indicators.
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managers to balance the cost, schedule, and program management risks when exe-
cuting the ACT programs. As an example, if the technical risks associated with tech-
nology maturity and system complexity are high, the program manager must (i)
identify a subject matter expert and a technical team who are familiar with the
identified technology and related TEs, and (ii) allocate appropriate budget to mitigate
these risk in the program plan.

Understanding of the ACT program risk types and associated risks will help the
program manager to identify the risks and develop an effective program plan to
mitigate and balance out the identified risks. Depending on the PM’s perspective, the
ACT program risk types and associated risks (see Figure 4) usually have different
impacts on the program planning and execution. Based on our experience, to effec-
tively develop a PPM plan for executing and managing the program during the post-
acquisition phase, the program manager requires to understand all PPM activities
throughout the ACT program life cycle illustrated in Figure 2. From the government
perspective, Figure 5 describes these PPM activities from the concept phase through
the pre-acquisition phase with related source selection planning-and-execution and to
the post-acquisition phase. For the concept phase shown in Figure 5, the planning
actives must address the following tasks: (i) understand the agency objectives and
national goals, (ii) understand the user needs and align the user needs with agency
objectives and national goals, (iii) identify the required technology and related TEs to
provide desired operational capability that meet the user needs, and (iv) conduct the
(industry) market survey to understand the technology and market uncertainties on
the identified technology and related TEs. For the pre-acquisition phase, the planning
activities must address the following tasks: (i) analyze, assess, and quantify the pro-
gram risks based on the (industry) market survey results, (ii) identify the technical
and programmatic challenges based on the market assessment results, (iii) identify
and generate required technical tasks in the form of the work breakdown structure
(WBS) to address the identified challenges, and (iv) conduct and perform cost,
schedule, and program planning and analysis to fit the allocated budget and scheduled
timeframe and generate the government program plan to be described in the BAAs/
RFPs/SOWs. For the source selection planning-and-execution phase, the activities
must address the following tasks: (i) generate and release the BAAs/RFPs/SOWs to

Figure 4.
Understanding the key ACT program risk types.

124

Project Management – New Trends and Applications



public domain requesting the bids from industry, (ii) form a source selection team
with subject matter experts on both technical and program management areas, (iii)
conduct source selection and select the best contractor for executing the government
program plan, and (iv) announce the contract award winner(s) and debrief the losers.
Finally, for the post-acquisition phase and program execution- and-management, the
activities must address the following tasks: (i) plan and conduct program kick-off and
work with the selected contractor to finalize the program requirements and request
the contractor to present their final execution program plan at the kick-off meeting,
(ii) conduct the program quarterly review (should be bi-monthly for short period of
performance program), (iii) review contractor quarterly reports and identify new
and/or potential technical and programmatic risks and update the cost/schedule/and
program plan to add new risks and retire the old ones, and (iv) conduct final review
and evaluate final report to make final decision on the way forward.

Similarly, from the contractor perspective, Figure 6 illustrates the desired PPM
activities from the pre-acquisition phase through the source selection planning-and-
execution and to the post-acquisition phase. Unlike the government perspective, the
contractor perspective does not have the concept phase planning activities. For the
pre-acquisition phase illustrated in Figure 6, the contractor planning actives must
address the following tasks: (i) receive and review7 the BAAs/RFPs/SOWs from the
DOD agency of interest, (ii) form a CCT8 to prepare the proposal and start the bidding
process9, (iii) conduct the contract requirement flow-down, (iv) identify the key

Figure 5.
A new perspective on the understanding ACT program planning, execution, and management activities from
government perspective.

7

In practice, the capture or (and) program manager(s) is (are) usually the initial reviewer(s).
8
For program with budget of 5+M USD, CCT team includes a capture manager, PM, and a program chief

engineer, who will oversee engineers and staff with required experience.
9

In practice, industry bidding process is a gate process deciding if the BAA/RFP/SOW is aligned with

PaFoPE’s interest with high probability of win. The chapter assumes that the BAA/RFP/SOW is of PaFoPE’s

interest. Note that PaFoPE is the acronyms of private and for-profit enterprise.
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program requirements and associated technical and programmatic challenges, (v)
tailored system engineering process with required program tasks and generate a WBS
addressing the overall program requirements and challenges, (vi) analyze program
cost, schedule, and program planning to fit the allocated budget and schedule within
specified timeframe, (vii) conduct program cost, schedule, and program risk assess-
ment, and (viii) revise and finalize the WBS to address cost, schedule, and all techni-
cal and program risks. For the source selection planning-and-execution phase, the
PPM activities must address the following tasks: (i) generate the proposal and prepare
the cost volume for the bid, (ii) work with the government PM to gain better under-
standing of ACT program requirements, (iii) refine the proposal and cost volume as
needed, (iv) submit the proposal and cost volume, and (v) when requested, respond
to government source selection team and wait for the contract award decision. Finally,
for the post-acquisition phase and program execution- and-management (assuming
the contract is awarded), the PPM activities must address the following tasks: (i) work
with the government PM to plan and conduct program kick-off and finalize the
program requirements and present the final execution program plan at the kick-off
meeting, (ii) work with the government PM to prepare and execute the program
quarterly review (should be bi-monthly for short period of performance program),
(iii) respond to government PM’s requests, and (iv) prepare and execute final pro-
gram review and address all government PM’s requests.

Figures 5 and 6 describe the recommended PPM activities that can potentially help
the program managers to develop an effective PPM plan with a good balance between
cost, technical, and program management risks for both government and contractor
perspectives, respectively. From the government perspective shown in Figure 5, the
act to balance the cost, technical, and program management risks occurs between the
pre-acquisition planning phase (see blue-star) and the post-acquisition phase (see red-
star). In practice, the blue-star captures the government PPM plan, while the red-star
captures the progress of the plan during program execution phase. This is the time

Figure 6.
A new perspective on the understanding ACT program planning, execution, and management activities from
contractor perspective.
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when the government PM can balance the cost, schedule, and program risks based on
contractor’s performance. The PM will (i) add new risks and retire the old risks, and
(ii) adjust the PPM plan to balance the risks. Similarly, from the contractor perspec-
tive, the act to balance the risks also occurs between the blue-star and the red-star
shown in Figure 6. It should be noted that, for a small ACT program, the PPM only
requires the WBS, and a schedule plan. For large budget program (typically 20+M
USD), the PPM plan requires an integrated master plan (IMP) and integrated master
schedule (IMS) [26, 27].

7. Earned value management system for tracking and managing risks

In practice, both government and contractor PMs use the Earned Value Manage-
ment System (EVMS) to effective track and manage the program risks. As described
in [29, 30], the term “EV” is defined as an objective measure of the work done
expressed in terms USD or hours that representing the value of the work done. The
“earned value management (EVM) process is defined as the process of defining,
planning, and controlling the scope of work, program schedule, and program budget.
Thus, the EVMS is the integration of EVM processes, EVM procedures, and related EV
tools to comply with the ANSI/EIA Standard 748 [28]. He recommended EVMS is a
combination of processes, procedure, and related tools [28–31], which can be used to
measure and track the “earned value” (EV) against an integrated baseline plan (IBP)
captured in the PPM plan. The IBP is the baseline IMP and IMS mentioned earlier. In
practice, for defense ACT programs with contract value greater than or equal to 20M
USD, the contractor PM is required to submit the integrated program management
report (IPMR) to the government PM [29, 32]. The IPMR combines and replaces the
Contract Performance Reports per DIMGMT-81466 and the Integrated Master
Schedule per DI-MGMT81650 [33]. The IPMR report contains the EV performance
data. Per DI-MGMT-81861 [32], the report provides required program status of con-
tract cost and schedule performance according to the government required seven
formats. The seven formats include Formats 1, 2, 3, 4, 5, 6, and 7. Table 4 summarizes
the requirements associated with the seven required formats.

IPMR
format

Format requirement description

Format 1 Define and report cost and schedule performance data by a specified program WBS

Format 2 Define and report cost and schedule performance data by the contractor’s organizational
structure, e.g., Functional or Integrated Product Team (IPT)

Format 3 Define and report changes to the IPB or Performance Measurement Baseline (PMB)

Format 4 Define and report staffing forecasts

Format 5 Provide a narrative report used to provide the required analysis of data contained in Formats
1, 2, 3, 4, and 6

Format 6 Define and report IMS and changes

Format 7 Define and report time-phased historical and forecast cost submission

Table 4.
Description of required IPMR seven formats to capture EV performance data [32, 33].
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As indicated in [29, 30], US government has adopted the standard that defines the
EVMS implementation requirements for tracking and managing risks for all defense
programs. According to [29], the EVMS implementation is (i) a mandatory require-
ment for all defense programs with contract value greater than or equal to 20M USD,
and (ii) not required for less than 20M USD. Per DI-MGMT81861A, for contract value
between 20M and $50M, a simplified IPMR report may be allowed at the government
PM discretion based on program risk. The simplified IPMR requires to report EV data
according to Formats 1, 5, and 6 described in Table 4. For contract value greater than
$50 M, a full IPMR report is required, including all formats described in Table 4.
Table 5 captures a summary of the applicability of EVMS to defense ACT programs/
projects and associated contract values.

To provide a better understanding of EV data and related cost and schedule perfor-
mance data, the remaining of this section provides an overview of the recommended
baseline EVMSmodel. The model includes five key EV data captured the Budgeted Cost
of Work Scheduled (BCWS), Budgeted Cost of Work Performed (BCWP), Actual Cost
of Work Performed (ACWP), Budget at Completion (BAC), and Estimate at Comple-
tion (EAC) [28, 31]. The BCWS represents the planned EV of the work planned to be
accomplished in a period of time. BCWS can be calculated using:

BCWS ¼ %Complete plannedð Þ ∗ProjectBudget (1)

BCWP is defined as the EV of completed work in terms of the work’s assigned
budget and calculated using the following equation:

BCWP ¼ %Complete Actualð Þ ∗ProjectBudget (2)

The ACWP is the actual cost incurred and recorded for work completed within a
specified time period. The contractor PM usually reports the cumulative ACWP for
the WBS work package that have been completed. Finally, the estimate of BAC is
established by the PMs during the program planning phase. From the contractor
perspective, the contractor PM estimates the BAC during the pre-acquisition phase for
every specified level of the WBS. The BAC value represents the total budget from
which individual period BCWS values are derived and they are the benchmarks for
assessing overruns and underruns at the end of the contract. The budgets for all
authorized work must be captured within the BAC. The BAC can also be referred to as

Contract
value (USD)

ACT program
applicability

Remark and recommendation

<20M Not required Based on our experience, it’s recommended the contractor PM to
report IPMR Formats 1 and 5 for contract value between 10M and
20M USD. For Format 5, only Format 1 data analysis is required

≥ $20M and ≤
$50M

Required monthly
IPMR report

Formats 2, 3, and 4 may be excluded at government PM discretion
based on program risk

> $50M Required monthly
IPMR report

All Formats must be included in the IPMR report

Table 5.
Applicability of EVMS to ACT programs/projects [32, 33].
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the “Total Planned Value” of a project. As indicated in [34], there is no formula for
calculating BAC. The calculation of BAC requires complex cost estimating methods
and associated tools [16, 34]. Popular estimating methods include parametric,
analogy, engineering estimate, actual costs, and three-point estimate [34]. Popular
estimating tools include SEER, aPriori Cost Estimating Software Tools, and DOD
COCOMO Software [16].

The cost and schedule performance data are characterized by Schedule Perfor-
mance Index (SPI) and Cost Performance Index (CPI), and the SPI and CPI data are
generated using the following equations:

SPI ¼ BCWP
BCWS

¼ SPI> 1 : Indicates an ahead� of � schedule condition

SPI< 1 : Indicates a behind� schedule condition
planj

� �

(3)

CPI ¼ BCWP
ACWP

¼ CPI> 1 : Indicates a favorable cost efficiency condition

CPI< 1 : Indicates an unfavorable cost efficiency condition
planj

� �

(4)

The PMs track and monitor the SPI and CPI data manage the execution teams
according to the reported SPI and CPI values. As an example, when both SPI and CPI
indices are equal to 1, the execution team performs their work according to schedule
time and allocated budget. For instance, if the SPI is .8, it means that the team is
behind the schedule and that only 80% of the scheduled work has been completed, not
the 80% of the total planned work. When the CPI is .8, it means that for every dollar
actually spent by the execution team, only 80% worth of work was performed. For
this case, the execution team might have spent 20% of the budget on the re-work.

The EAC is also an important EV parameter that required the PMs to track and
monitor. The EAC value represents the forecasted total budget that is required to
complete at a given time during a project. The EAC value can be computed using
BCWP, ACWP, SPI, and CPI using the following equation:

EAC ¼ ACWPþ BAC–BCWP
CPI ∗ SPI

(5)

Other related EV parameters are the percentage of the Cost Variance (CV%), per-
centage of the Schedule Variance (SV%), and the Variance at Completion (VAR). The
CV%, SV%, and VAR can be calculated from the EV data using the following equations:

CV% ¼ BCWP� ACWS
BCWP

(6)

SV% ¼ BCWP� BCWS
BCWS

(7)

VAR ¼ BAC� EAC (8)

From Eqs. (6) and (7), the Cost Variance (CV) and Schedule Variance (SV) can be
written as follow:

CV ¼ BCWP� ACWS
¼ CV>0 : Indicatesthecostunderrunplanj CV<0 : Indicatesthecostoverrunj jf g

(9)
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SV ¼ BCWP� BCWS

¼ SV>0 : Indicatesthescheduleisaheadplanj CV<0 : Indicatesthescheduleisbehindj jf g
(10)

In practice, the level of effort (LOE) cannot have a schedule variance because
BCWS and BCWP are always the same. The PMs can use the EV data to check and
correct for anomalies associated with the program “health.” Typical anomalies are: (i)
actual budget that is required to complete at a given time during a project should
never be greater than EAC at the same given time, and (ii) you cannot earn more than
what is budgeted, i.e., BCWP cannot be greater than BAC.

8. Conclusion and recommendations

The specific nature of ACT program characteristics requires the PMs to have a
good understanding of the PPM activities to develop effective PPM plans. As
discussed above, the plan will be developed depending on the PM’s perspective, i.e.,
contractor vs. government. In general (regardless of the perspective), a PM, who is
responsible for the planning and executing an ACT program, must have a good
understanding of the challenges and issues associated with ACT program characteris-
tics, acquisition life cycle, program cost/technical/management risks, desired PPM
activities for balancing cost, technical and program management risks, and EVMS
methods and tools. The above sections, Sections 2, 3, 4, 5, 6, and 7, have provided an
overview with sufficient details on each of the challenges and issues mentioned above.
To help improve the preparation and development of an effective PPM plan during
the concept and pre-acquisition phases, the chapter recommends (i) a tailored
Zachman framework for PPM planning, (ii) an innovative approach to quantify the
technology and market risks associated with ACT programs using the innovation
indicators and simplified Cooper chart, (iii) a set of PPM activities for balancing cost,
technical and program management risks, and (iv) the EVMS applicability for track-
ing and managing the identified ACT program risks.

Recently, based on [16, 34–45] has proposed an approach to integrate data and
decision sciences into PPM. The proposed integration approach for PPM planning and
execution leverages big data analytics (BDA) technology with BDA data acquisition
and data curation TEs, and ML-AI TEs. The recommended ML-AI TE’s include (i)
data mining techniques and tools (DMTT), (ii) data exploitation using multi-objective
reinforce learning and adaptive neural network (MORL-ANN) tool, and (iii) predic-
tive analytics techniques using MORL-ANN tool [34–45]. These ML-AI techniques
and tools leverage related cost historical data bases, BDA framework with data acqui-
sition and data curation models and tools to develop the program cost estimate and
execute the EVMS plan to be included in the PPM plan. As pointed out in [35], there
are many researchers and start-up companies developing algorithms, analytical
models, and tools to apply ML-AI in program management. When this next genera-
tion ML-AI tools becomes popular and widely adapted by the decision makers (such as
PMs and acquisition authorities), there will be radical changes that will disrupt the
development and execution of a PPM plan [35] predicted that ML-AI will disrupt six
aspects of PPM, including: (i) better section and prioritization, (ii) support for the
project management office, (iii) improved, faster project definition, planning, and
reporting, (iv) Virtual project assistants, (v) advanced testing systems and software,
and (vi) a new role for the project manager.
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In summary, this chapter provides an overview of the ACT program types and
related program characteristics along with program risks and describes the acquisition
life cycle from both government and contractor perspectives. The chapter also
describes (i) the government recommended ANSI/EIA Standard 748 for the imple-
mentation of EVMS framework, procedures, processes, and tools, and (ii) the trends
for integrating ML-AI TES into the planning and executing of the PPM plan. In
addition, the chapter recommends an innovative approach to quantify the technology
and market risks, and a tailored Zachman framework that can be used to enhance the
efficiency of a PPM plan. A set of desired PPM activities is also recommended for
balancing cost, technical and program management risks. Finally, the chapter dis-
cusses the applicability of EVMS to ACT Programs and recommends a simplified
EVMS report should be provided for contract value between 10M and 20M USD. The
simplified report with Format 1 data analysis is required to capture cost and schedule
performance data by a specified WBS along with a narrative report to capture the
required performance analysis.
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Chapter 7

Inter-Organizational Integration, 
Transition, and Collaboration in 
the Project Front-End, and Project 
Initiation Phase
Rajenlall Siriram

Abstract

Project management is a complex process involving different stakeholders within 
and outside the firm. These stakeholders involve among others, the client who has 
the initial need, and establishes the project requirements and boundaries; the sales 
teams involved in developing the initial solution and sealing the contract with the 
client; the project management practitioners responsible for executing the solution 
as per the contractual requirements; different organizational units, such as engineer-
ing, finance, supply chain, health, and safety; and other stakeholders, such as sub-
suppliers, legal authorities, consultants, and funding agencies. These stakeholders 
have different perspectives and objectives that make project management a complex 
process. In this chapter the challenges, benefits, and opportunities of inter-organi-
zational integration, transition, and collaboration within and between firms in large 
complex projects are explored. The scope of this chapter is on the interface between 
the sales front-end phase and the project initiation phase because it is in the sales 
front-end, where the strategic and operational direction for the rest of the project is 
set and agreed. A better understanding of this interface may provide opportunities 
for improvement in project management success.

Keywords: integration, transition, project life cycle, collaboration, coordination

1. Introduction

Project management has received much attention in the last several decades. This 
attention is largely driven by the state of project management in many firms. Many 
firms have reported projects that have failed due to numerous reasons, among which 
include at least the following—scope creep, cost overruns, schedule slippage, poor 
planning, lack of proper risk management, inferior quality control systems, poor 
procurement processes, gaps in meeting technical specifications and performance, 
inadequate resources, poor integration between the different stakeholders involved in 
the project life cycle (PLC), poor teamwork, poor communication, lack of collabora-
tion, nonadherence to quality standards as well as other project processes, and poor 
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monitoring and control, etc. This list is not exhaustive but gives a good overview of 
the complex challenges facing project practitioners.

In response to the poor state of project management, there has been much 
research in the area of project management with the main aim to improve project 
success. The research is aimed at improving the project management body of 
knowledge with the end result of improving project management practices and in so 
doing improving project success rates. While there are numerous academic journals, 
conferences, and books aimed at contributing to the project management body of 
knowledge, it is worth mentioning ref. [1], which is an exhaustive text providing 
a fully comprehensive methodology for managing the PLC. In the private sector, 
many firms have also responded with initiatives primarily aimed at reducing proj-
ect failures and improving success. The internet provides many examples of such 
initiatives, to mention at least PM@Siemens, which is a fully comprehensive project 
management methodology aimed at improving project management practices within 
the Siemens group of companies [2].

Project Management Institute [1] sees project management consisting of five 
steps, namely—initiation, planning, execution, monitoring and control, and closure. 
Taking a systems engineering view to project management, Blanchard and Fabrycky 
[3] view project management as consisting of two parts, namely—the acquisition part 
and the utilization part. The acquisition part includes conceptual/preliminary design, 
detailed design and development, production, and/or construction. The utilization 
part consists of product use, phase-out, and disposal. Blanchard and Fabrycky [3] 
do include conceptual design as part of the project management phases; however, 
they do not include the project concept phase. Blanchard and Fabrycky [3] include 
the feasibility study as part of conceptual design; however, this feasibility study is 
specific to the design and focuses on design-specific issues, such as needs analysis, 
system and operational requirements, system maintenance concepts, functional 
requirements, and project planning as well as the project specifications. In this 
chapter, the project concept phase is seen as part of the project front-end phase and it 
includes the project scope, requirements, boundaries, the initial solution and alterna-
tives, specifications and performance measures, resource commitments, timelines, 
costs, business case, the funding requirements, contractual terms, and conditions as 
well as the formalization thereof, and the go/no-decision, etc. The project concept 
is much more than the technical design concept; it includes the entire business case, 
all the various organizations, the various mechanisms and arrangements involved in 
the inter-organizational relationships [4]. Project Management Institute [1] also does 
not see the project concept phase as part of the initiation phase. In Ref. [1] the project 
initiation phase commences once the project is handed over from the sales front-end 
team to the project team; it excludes the sales front-end. The project concept phase 
is part of the project front-end phase; this refers to the activities that are performed 
before the actual start of the project [5]. This project concept phase occurs before the 
PLC; note that according to Project Management Institute [1], the PLC commences 
at the project initiation phase and extends until project closure, which is when the 
project is handed over to the client. Therefore, it is emphasized that by only focusing 
on the PLC, we are missing the critical front-end part of the project [6].

Notwithstanding that there is an abundance of focus from both academia and a 
practitioner level on improvement in project success, many researchers and practi-
tioners have identified that much of the failures in project management is because 
of poor inter-organizational integration, transition, and collaboration between the 
different stakeholders that are involved from the initial sales stage to the PLC phases. 
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Project Management Institute [1] defines the PLC to commence at the project initia-
tion phase, which is when the project manager takes accountability and responsibility 
for project delivery. This is where the project manager’s accountability and responsi-
bility commence for the operational delivery of the project in terms of cost, schedule, 
and performance. However, the project has been committed much earlier in the sales 
stage where the sales team has already set the direction for the project. It is in the sales 
front-end stage where the initial project needs, as well as project requirements, are 
established, where the project budget is established, which is a function of the materi-
als, equipment, resources, and time. It is also where the high-level project solution 
is conceptualized, which establishes the boundaries for the project specifications, 
criteria for the project performance, and where project sustainability is established. 
This is an important and critical phase, which requires sufficient focus and commit-
ment to establish the correct foundation and future direction for the project.

The rest of this chapter is structured as follows—first, an understanding of the 
interface between the sales front-end and the project initiation phase is provided; this 
is followed by the relevant definitions and terminology, challenges, project success, 
and governance requirements. Thereafter the mechanisms to improve integration, 
transition, and collaboration are provided, which is then followed by the benefits 
and opportunities of inter-organizational integration, transition, and collaboration, 
and finally a conclusion highlighting important lessons for project practitioners and 
managers is provided.

2.  Understanding the interface between the sales front-end phase and the 
project initiation phase

For further clarity in terms of the interface between the sales team and the project 
team, consider the following generic example. Firm A has a need for some type of 
infrastructure development project; let us refer to firm A as the client. The client will 
conduct an initial analysis in terms of project scope, project timelines, project bud-
gets, etc., to ascertain the feasibility of the project. Client A may perform this work 
internally or appoint external consultants to perform this piece of work. Whichever 
option client A chooses, the work is multidisciplinary in nature and involves many 
internal and external stakeholders. This is the initiation phase of the project from 
a client perspective. From their perspective, most of this work is performed by the 
client’s project team. Once the client is satisfied with the feasibility study, the client 
will then proceed with the next phase, which includes the client issuing a request for 
proposal (RFP) to the market. Other organizations will respond to the RFP: Let us 
just consider one service provider who supplies a lump-sum turnkey project. Let us 
refer to this service provider as contractor B. The contracting firm will then respond 
to the RFP. The contracting firm will have its own initiation phase that includes the 
project scope, project time, project budgets, feasibility analysis, etc. From a contrac-
tor B perspective, this work is also multidisciplinary in nature and most of this work is 
led by the contractor’s sales team.

The are several steps that include discussions, documentation exchange, and 
negotiations between client A and contractor B before a contract is awarded. There 
are also other discussions, documentation exchanges, and negotiations with other 
contractors, say C, D, E, etc. These contractors are the competitors to contractor B. 
These contractors were not successful in advancing to the award stage. In this chapter, 
the focus is not on the engagement between client A and the competitors to contractor 
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B. Let us assume that contractor B is successful in being awarded the work by client 
A. Note that most of the engagement between client A and contractor B was driven by 
the project team from client A and the sales team from contractor B. The project team 
from contractor B was to a substantial extent led by the sales team, where in most 
cases involvement from the project team is limited.

In preparing the value proposition for client A, the sales team from contractor B is 
also involved with many sub-suppliers and other stakeholders internal and external 
to contractor B. These sub-suppliers are an integral part of the value proposition. 
These engagements typically define the value proposition to client A and it also 
is prone to potentially high-risk levels if not correctly managed. In these engage-
ments, important decisions are made by the sales front-end team that commits to the 
future direction of the project. These engagements have long-term consequences for 
contractor B. Therefore joint involvement between the sales front-end team and the 
project execution team will be beneficial. Sales teams sometimes place far too much 
weight on decisions and choices based on costs. They do not always give the right 
amount of focus on other factors, such as technical capability and performance, and 
this could be detrimental to the firm as well as the project. Joint involvement between 
sales and project execution teams offers the advantage of the four-eyed principle. 
Where the best options are evaluated by both the sales and project execution teams, 
better-informed decisions are made. This alleviates risks and sets up the project for 
success. Figure 1 gives a graphical representation of the interface between the sales 
and project execution teams.

Once the project is awarded, the sales team from contractor B hands over the proj-
ect to the project team in contractor B. This is the handover process between the sales 
front-end team and the project execution team. Once handed over, the project team 
takes accountability and responsibility for the project. The project team then kicks off 
the project and several activities are triggered, for example, project kick-off meetings, 
setting up of the project charter, project organizing, planning, resource allocation, 
carrying out the work, project closure, etc. The project charter is extremely important 
as it is a document that reinforces the project costs, scope boundaries, schedules, 

Figure 1. 
Interface between sales and project teams.



143

Inter-Organizational Integration, Transition, and Collaboration in the Project Front-End…
DOI: http://dx.doi.org/10.5772/intechopen.102798

quality control aspects, project deliverables, resource allocations, escalation mecha-
nisms, etc. The project charter is an agreement between the project team from 
contractor B and client A. It is an essential part of the project initiation phase because 
it aligns the commitments made in the sales front-end phase to the commitments 
that will be adhered to and followed throughout the PLC. The project charter is a key 
milestone document that sets the direction for the rest of the project. Note that in this 
example the project deliverables have already been communicated by client A when 
the RFP was issued. This may have been quantified and/or qualified further during 
contract negotiations. Any changes must be reflected in the contract when awarded. 
This implies that the initial concept design, project timelines, costs, schedule, etc., 
which have already been committed during the negotiated sales phase are now further 
clarified and agreed. The project charter reinforces these commitments, highlights 
and records any additional changes that have now come to the fore, such as changes 
in scope, deliverables, schedules, and costs. An integral part of this phase is revisiting 
and assessing project risks that were initially identified during the sales phase.

Prior to the official award of the contract by client A to contractor B, there are 
numerous discussions, documents exchange, etc., before mutual understanding 
is finally reached that eventually leads to the contract award. During this period 
(interface and exchange between Client A and contractor B), there is a rapport which 
is built, and a mutual trust relationship is established. During this phase, the sales 
team from contractor B was predominant in managing the relationship between client 
A and contractor B. They were also instrumental in putting together the technical 
solution, and finalizing the price, which is dependent on inputs from many other 
firms internal and external to the contracting firm. These inputs include, for example, 
engineering for the technical solution, procurement for the cost inputs based on 
engagements with external sub-suppliers, health and safety for legislative require-
ments, finance, etc., with some and often limited involvement from the project team 
regarding resource allocations, timelines, project risks, etc. It is, therefore, imperative 
that for continuity from sales to project execution there is a properly documented 
handover between the sales team and the project team. Note that during the sales 
front-end phase there is tacit as well as explicit knowledge. The explicit knowledge is 
recorded in documents and is easier to transfer, tacit knowledge is not recorded and 
is difficult to transfer. The handover over process must take cognizance of both tacit 
and explicit knowledge. Siriram [7] highlighted the importance of a proper handover 
from the sales team to the project team. He also highlighted that those promises made 
at the sales stages of the project are not often carried to the project phases and this 
has the potential to result in project cost overruns. Based on at least this example, it is 
evident that the transition (and interface) between sales teams and project teams is 
of utmost importance. Therefore, it is key to contextualize the integration, transition, 
and collaboration in terms of the PLC.

To better understand the dynamics in terms of these interactions between the sales 
and project teams, it is important to explore the integration, transition, and collabo-
ration dynamics between the sales and project teams.

3.  Definitions and terminology: integration, transition, collaboration, the 
project front-end, and the project initiation phase

Firstly, before diving into the dynamics of integration, transition, and collabora-
tion, it is important to define and understand these terms.
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In terms of integration, there is a requirement for both technical and nontechnical 
integration. Technical integration deals with the technological interfaces between 
different disciplines, locations as well as interfaces between different systems and 
sub-system components [8]. Nontechnical integration deals with the communica-
tion, behavioral and social influences among people, organizations, and the external 
environment of the project [8]. Integration may also be viewed as the coordination 
of activities across the PLC. However, integration has been approached from a more 
mechanistic rational approach, in other words, a systematic approach, which is 
management by objectives approach. This is a short-term view to integration across 
the PLC, neglecting a more systemic holistic approach. The latter integrates the 
project from a wider systems context taking a longer-term view. This view takes into 
consideration the project’s wider organizational and strategic perspective as well as 
its future sustainability and the co-existence of the project in the wider environment. 
The longer-term view is a more strategic approach compared to the shorter-term 
view, which is more operational. It is also worth noting that the strategic longer-term 
view is established in the project front-end, which is driven by the sales team, while 
the operational shorter-term view is embedded in the PLC stages, which is driven by 
the project team and their project goals. There are two separate parts—the sales front-
end and the project execution part.

Transitions may be defined as how the project moves from one phase to the next; 
it specifically addresses the mechanisms for the handover, for example, between the 
sales front-end phase and the project initiation phase. It is important to understand 
that there are certain activities that are used to trigger transitions. For example, a 
signed contract by client A and the sales team of contracting firm B is a key milestone 
and is a trigger to commence the project initiation phase. Other examples of such 
triggers include, for example, signing of the project charter that indicates alignment 
between client A and the project team from contractor B; completion of the project 
technical design, indicating that project execution may commence, etc. Triggers are 
mechanisms to initiate transition activities, indicating that the project can advance to 
the next step and may also trigger payment points. Transition activities or milestones 
are sometimes celebrated through ceremonial events. When a signed contract is 
in place, the firm may choose to celebrate this event. It must, however, be pointed 
out that transitions are temporary events that are used to govern the PLC at certain 
points in time. It must also be highlighted that while the triggers for transition, such 
as signing of contracts, project kick-offs, or project milestones, are well known and 
practiced in the project management environment, there has been little emphasis on 
the social and symbolic aspects of transition activities (celebrations) [9]. Celebrations 
may be used to trigger transition activities, but they must be used with caution to 
celebrate key milestones and should not be overdone. Celebrating transitions through 
ceremonial events can be an effective way to ensure that the transition has occurred. 
However, one must caution against false celebrations that are a cover-up for throwing 
things over the wall from sales to project execution without the face-to-face interface 
discussions, negotiations, and agreements.

Collaboration may be seen, as a mechanism to cope with uncertainty and ambigu-
ity in the project environment. Collaboration facilitates teamwork, information flow, 
and knowledge-sharing, and enables communication, resource flexibility, a good 
working environment, etc. The importance of collaboration within the project orga-
nization is well recognized. However, collaboration outside the project organization 
involving the different stakeholders might be neglected. There are formal means of 
collaboration as well as informal means of collaboration. Both types of collaboration 
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are a means to enable information and knowledge sharing across the project environ-
ment from sales to project execution. Collaboration is also a function of trust where 
higher levels of trust give rise to better collaboration. Collaboration is a mechanism to 
ensure integration and transition. Formal means of collaboration include organiza-
tional structures, processes, documentation, systems, etc., while informal means of 
collaboration include meetings, workshops, and other social gatherings.

The project front-end refers to the sales and business development phase of the 
project. It is one of the most critical phases of the project as it is where the initial 
analyses of problems, needs, and client and stakeholder requirements are conducted. 
It is in the front-end where the initial solution alternatives and choices are positioned 
to the client [6, 10]. It is there where the business cases, target benefits, and their real-
ization are set out both for the client and contractor. It is important to note that there 
are two sets of business cases—the first being the client’s view in terms of the project 
scope, feasibility with its benefits, and realization. The second is the business case 
from the contractor’s perspective for the project scope and feasibility with its benefits 
and realization. These are two separate initiatives done by two different firms—the 
client and the contractor, respectively. The project must make business sense for both 
firms, it must be a win-win situation to make the project a success. The front-end is 
the most critical phase of the project; it is where critical decisions are made. However, 
the front-end is not seen as part of the domain of the PLC and is outside the domain 
of the project manager [1, 3].

The project initiation phase is the start of the project from the execution perspec-
tive; it is the first phase of the PLC. Note, however, that the project has commenced 
much earlier in the sales front-end. The project initiation phase is when the project 
manager takes over accountability and responsibility from the sales and business 
development team. The project manager is now accountable and responsible to ensure 
that the project is delivered according to the project budget, schedule, and specifica-
tions that were established in the front-end and mutually agreed upon signing of the 
project charter. The project initiation phase is when accountability and responsibility 
have transitioned from the front-end.

4.  Challenges associated with integration, transition, and collaboration 
between the project front-end and the project initiation phase

Challenges associated with integration include how well the project activities 
are coordinated across the different functional units as well as the coordination 
among the different stakeholders. Integration is a function of how well activities are 
coordinated. Integration demands at least the following alignment, documentation, 
coordination, communication, monitoring and control, and competencies as well as 
capabilities. Alignment includes strategic alignment in terms of the project’s long-
term and short-term perspectives, clear objectives, and in terms of project scope, 
client expectations, cross-functional team involvement, quality and risk measures, 
technical specifications and performance, etc. Documentation and coordination 
include well-documented and coordinated processes that are inclusive of ensuring 
adherence to processes. Communication includes clear guidelines and instructions on 
what is required and what is not allowed, how to access information and processes, 
and where to seek guidance if in doubt. Communication must allow for a two-way 
process that is not dictatorial but seeks to improve information flow and knowl-
edge transfer and as such, improve processes and improve the adherence thereto. 
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Monitoring and control speak to the adherence in terms of process as well as how to 
handle deviations to process and their associated nonconformances. Competencies 
and capabilities are a fundamental requirement of the individuals involved in devel-
oping and executing the project and these are inclusive of both the front-end sales 
team as well as the project execution team. Unclear objectives, lack of coordination 
among activities, lack of well-documented processes, poor communication, poor 
adherence to process, lack of trust, lack of formal documentation specifying the 
interface between functional organizational units as well as system component parts, 
etc., are some of the challenges facing integration. Other challenges associated with 
integration include the mechanisms to improve coordination among the different 
activities in the project network. These are associated with how well activities are 
coordinated; poor coordination leads to poor integration.

Challenges associated with the transition from the front-end to the project initia-
tion phase include at least the following—the shift in thinking from long term to 
short term. The front-end team is concerned with the long-term sustainability of the 
project, which includes factors that have social, environmental, and economic impact, 
coupled with client relationship management that extends beyond the scope of the 
current project, and it also includes project decommissioning. The project team, 
however, is concerned with short-term project benefits that include, cost, schedule, 
and performance of the project measured against what was sold to the client. The 
focus from the sales front-end team is geared toward the long-term sustainability of 
the firm, while the focus from the project team is focused on the successful delivery 
of the project. Therefore, one may view the front-end view as more strategic and the 
project view as more operational. This difference in thinking is a major challenge 
that needs to be overcome during the transition phase. Further to this, the transition 
process is also faced with other challenges like differences in performance metrics 
between the sales front-end and project teams, others like refs. [11, 12] also include 
the personalities, backgrounds, locations and responsibilities, lack of support, and 
proper organizational structures as additional challenges facing the transition. Others 
like ref. [13] also include a lack of management attention during the transition phase 
as a challenge. Specifically, executive management’s attention in the transition process 
is key to removing obstacles and enabling a better transition process.

Challenges associated with collaboration include the uncertainty and ambiguity 
that arise because of the project environment, which includes multiple stakeholders, 
conflicting objectives, trust, the means, frequency, and quality of communication 
as well as resource constraints. Project resources are revenue generating and as 
such, they generate money for the firm. Removing them and reallocating them to 
sales activities that are nonrevenue generating is a challenge, as it hinders the firm’s 
revenue-generating capability. Project resources are essential for revenue and profit. 
They are normally utilized to full capacity, especially the project manager, who is in 
most cases already committed to other projects. Availability of project resources is, 
therefore, a constraint that is a challenge for collaboration. The sales team, however, is 
nonrevenue generating; they are also constrained as they often work on multiple sales 
initiatives, and therefore, coordinating the availability of sales and project teams may 
also pose a challenge for collaboration. Collaboration is also a function of trust; higher 
trust leads to better collaboration and lower trust leads to lower levels of collabora-
tion. The better the collaboration the greater the coordination, which leads to better 
integration of activities.

These challenges need to be overcome to improve project success. It is, therefore, 
necessary to understand what project success means both from a firm perspective 
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as well as a project perspective. The interface between the project front-end and the 
project initiation phase is the most critical interface required for project success, and 
it requires special managerial attention. It is, therefore, important to understand what 
is required to improve management and governance to ensure project success.

The project execution team is more concerned with hard deliverable realities, 
while the sales team is more concerned with meeting the client’s expectations and 
wishes, which sometimes may not be realistic, but to win the order, sales teams may 
make certain commitments. In preparing the solution for the client, the project team 
is risk-averse, while the sales teams are risk-taking. Should these two not tie up, there 
are gaps, which may lead to conflict with the client that will also then hamper integra-
tion, transition, and collaboration efforts. This is an undesirable situation. Therefore, 
proper governance is required at the onset to effectively manage the interface between 
the sales front-end and the project initiation phase.

5. Project success and governance

From a project management perspective, project success is viewed as meeting the 
project objectives in terms of the project budget (cost), schedule (time), and perfor-
mance (specifications). This view of project success is a short-term perspective; it is 
management by objectives view, and it is a rational mechanistic and systematic view. 
In this view, the long-term wider more strategic and systemic perspective is neglected. 
The short-term view needs to expand the current view of project success to include 
project sustainability, which is the life of the project beyond its completion, the 
relevance and effectiveness of the project, extending to the longer-term goals of the 
project that were set in the front-end phase. These two perspectives on project suc-
cess, namely the short term and long term, need proper management and governance. 
The project success criteria must include both long-term and short-term metrics.

Project governance mechanisms need to be put in place to manage both the short-
term (operational, tactical, and systematic) and long-term (strategic and systemic) 
objectives of the project. Project governance mechanisms include organizational 
structures, the incorporation of processes, systems, regulations, as well as formal 
and informal mechanisms that can improve communication, integration, transition, 
and collaboration across the life of the project. Such mechanisms must also include 
the appropriate organizational structures to support cross-functional alignment in 
project environments, which is inclusive of well-documented processes. In terms of 
process, emphasis is placed on a proper handover process and documentation from 
sales to project execution. Other governance mechanisms include cross-functional 
teams to improve communication, information and knowledge sharing, and col-
laboration between the front-end and project execution phases. Attention must also 
be devoted to cultivating a symbiotic relationship between sales and project execution 
teams. Careful and continuous risk management, and risk mitigation processes early 
on, commencing at the sales front-end phase with continuity through to the project 
execution phases, should not be neglected. Project execution teams must be included 
in the front-end and have significant input in pricing the solution and sales must be 
involved in project execution as an oversight function, etc.

Such mechanisms improve collaboration, but integration is not well addressed by 
cross-functional teams. Collaboration may help improve communication, informa-
tion flow, and knowledge sharing between the different functional units, but it does 
not enable integration. Integration can only be achieved through the alignment of 
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goals, objectives, and performance metrics. This is mainly because organizational 
boundaries exist between the different units. These divide the different organiza-
tional units into different entities that have different goals and objectives, each having 
its own responsibilities and tasks that are measured by a separate set of performance 
metrics. For example, the sales team is measured on order intake targets measured 
in financial terms (e.g., dollars), while the project execution team is measured in 
terms of meeting project deliverables, such as cost, schedule, and performance. 
Procurement is measured on a range of factors, for example, cost of input items, lead-
time, and delivery reliability of suppliers. The sales team should not only be measured 
on order intake targets, but profit margin should also be a criterion that will safeguard 
against accepting sales orders that have poor margin quality. Project execution should 
also be not only be measured on criteria, such as cost, schedule, and performance, but 
also on criteria, such as long-term sustainability of the project and client satisfaction. 
Procurement should also be measured not only on cost target measures but also on 
supplier reliability, delivery, flexibility, etc. These types of overlapping metrics enable 
better integration, transition, and collaboration between sales and project execution 
teams. Close alignment of performance metrics between the different functional 
units will improve integration from the sales front-end to project execution.

6. Mechanisms to improve integration, transition, and collaboration

Transition activities go beyond the structural dimensions that are required to 
ensure how well participants in both sales and project execution teams adhere to 
defined integration and collaboration mechanisms. It extends beyond adherence 
to organizational structures, processes, and adoption of systems; it is inclusive of 
mutual trust and understanding between the different stakeholders. This mutual 
establishment of trust must be developed early in the project; typically in the sales 
front-end phase and such trust will aid in developing a symbiotic relationship 
between the sales and project execution teams.

Integration is a means to facilitate the transition. There are different types of inte-
gration, namely vertical and horizontal integration. Vertical integration focuses on 
integration within a single unit through centralization, standardization, formation, 
and on systems. Horizontal integration focuses across organizational units, for exam-
ple, through mechanisms such as cross-functional teams and job rotation [14, 15]. The 
question arises which types of integration mechanisms are appropriate for successful 
project completion. When there is the complexity that gives rise to elevated levels of 
uncertainty, people become inundated with different alternatives, making choices 
difficult. In such cases, more informal means of integration that facilitate information 
and knowledge sharing enabling a big picture approach are preferred. Informal means 
are more interpersonal and tend to bring different stakeholders together in a calmer 
environment which may facilitate better communication, which is critical in complex 
environments [16]. However, this does not negate the importance of formal means, 
such as organizational structures, standardization of processes and systems, which 
are also crucial factors. In terms of processes, an effective way to ensure adherence 
is to “hard wire” them; that is, automate processes where possible. In the digital era, 
it is not uncommon to automate processes and in so doing, deviations can be tracked 
and escalation paths trigged automatically. However, common business sense must 
prevail, and automation must be used cautiously; it must be used as a mechanism to 
improve efficiency and effectiveness while at the same time not hampering business 
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operations and team productivity. Both vertical and horizontal integration mecha-
nisms are required to facilitate integration and transition.

In terms of organizational structures, processes, and systems, it is not sufficient 
just to have them, but to also have the right ones. Different projects have different 
complexities, depending on the size, duration, number of resources, complexity, etc. 
Therefore, some categorization is required and as such, each type of categorization 
may need different mechanisms, organizational structures, processes, and systems. 
For example, consider the following:

There are three types of projects namely:

a. Class A: High cost, long duration, many resources, and complex.

b. Class B: Medium cost, medium duration, medium resources, and less complex.

c. Class C: Small cost, short duration, few resources, and little to no complexity.

In class A projects, we have time on our side to fix problems when they occur. The 
high cost, duration, number of resources, and complexity require more rigid organi-
zational structures, detailed processes, and robust systems.

In class B projects, we have less time than in class A projects. Time is still on our side, 
so the project has some flexibility in terms of recovery from potential problems. The 
organizational structures, processes, and systems, however, to a considerable extent are 
like class A projects but with some allowance for flexibility in the implementation.

In class C projects, we must pull the trigger on day one; there is no time factor 
on our side and every-day counts, so we must start the day the order is received. The 
project cannot be hurdled by complex organizational structures, long-drawn-out 
processes, and complicated systems. Therefore a much reduced but effective level of 
organizational structures, processes, and systems is required.

Based on this simple example, it is apparent that we need to have different orga-
nizational structures, processes, and systems for diverse types of projects—one size 
does not fit all. We need to have organizational structures, processes, and systems that 
are fit for purpose. The same applies to governance mechanisms, they should be fit for 
purpose to control and monitor adherence to the organizational structures, processes, 
and systems.

Similarly to the categorization of projects, we also need to categorize project 
managers. For example, consider the following:

There are also three types of project managers namely:

a. A superstar who takes an already good project (e.g., high margin quality, no 
major schedule/time constraints, and not many risks) and exceeds delivery 
expectations from a cost, schedule, and performance perspective. Such a project 
manager is also able to take a bad project (e.g., low margin, major schedule 
constraints, and with many risks) and always wins no matter what.

b. Average project manager will deliver the project as sold with no radical improve-
ment or innovation in delivery.

c. Mediocre project manager makes no difference if it was a good project or a bad 
project at the outset, this project manager often will allow the project to suffer, 
and it may not be recovered.
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Therefore, it is important that the right level of project manager is appointed to 
the right project. It would be significantly beneficial to include the project manager 
responsible for the project execution during the sales front-end phase. However, this 
may not always be possible due to project resource constraints already discussed. 
However, in high-risk projects, every endeavor should be made to involve the project 
manager early in the sales front-end phase. Superstar project managers should be 
given the opportunity to excel; they should be coached and exposed to more class A 
type projects. Average project managers should be coached and mentored with the 
intention to turn them into superstar project managers. Mediocre project managers 
should be given the opportunity to develop, failing which, tough decisions should be 
made regarding their future as project managers.

Another important mechanism is executive management participation and their 
capital allocation responsibility early in the sales front-end. Capital in this context is 
everything that is required in terms of resources, such as people, funds, factory, and 
space. Executive management involvement in the sales front-end can help alleviate 
challenges and mitigate risks early in that phase. They can also assist with the chal-
lenges associated with, for example, collaboration, coordination, resource availability, 
conflicting objectives, etc. It will also be beneficial to appoint a project sponsor or 
project “godfather” from the executive team, whose responsibility is to provide high-
level leadership and guidance from the sales front-end through to the PLC phases.

It is also important to reinforce the discussion on processes at the handover stage. 
Processes need to be the right fit for the project category. The project execution team 
must take accountability and responsibility for the handover processes. The project 
execution team needs to be the process owners, they must own the handover process. 
For a proper handover, the sales teams must adhere to requirements set by the project 
execution team. The project execution team may have “dark fears,” therefore, the 
handover processes need to be driven by the project execution team and not the sales 
teams, sales teams are participants. Project execution teams must own the process, 
they must be accountable and responsible for putting the process in place, as well as 
monitoring and controlling the process. Consider the handover process as a client-
supplier relationship where the project execution team is the client and the sales team 
is the suppliers. Joint involvement from both sales and project execution teams in 
costing and estimating, in face-to-face discussions with the client in the front-end 
will only reinforce integration, transition, and collaboration. Pricing finalization 
needs to be a joint effort between sales and project execution. Noting that the project 
manager and project execution teams are risk-averse, they need to be realistic and 
simply including mechanisms to eliminate or reduce risk unrealistically will over price 
and over constrain the solution. This would be an undesirable situation resulting in 
the solution being rejected by the client, leading to order failure.

On formal handover between sales and project execution, the project manager has 
the final say in terms of signing off, by indicating that a proper handover has taken 
place from sales to project execution. The project execution team must indicate that 
they are, or are not, sufficiently satisfied with the handover from sales. However, 
measures must also be put in place to safeguard against the project execution team 
being too rigid and unrealistic in rejecting handovers from sales to project execution. 
At the end of the day, the project must be delivered to the client and internal processes 
between sales and project execution must align to client deliverables and not hamper 
the client.

A post-mortem should be done at the end of the sales front-end phase before 
the commencement of the PLC phases. This is at the project initiation phase so that 
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anything that has been missed can be highlighted and proper risk management can be 
put in place to mitigate the risks identified, as well as enable lessons learned for future 
projects. Ideally, one consolidated document needs to be part of the handover process 
and this document must be signed by both teams as such agreement is reached. The 
post-mortem ideally will precede the project charter. In this way, there is internal 
alignment between sales and project execution teams before aligning with the client.

Having the correct integration mechanisms is not sufficient, one also has to 
have the right governance structures to facilitate the integration. This will lead to 
a better transition between the front-end and project execution teams. There are 
many options when it comes to governance structures. A key account management 
structure is sometimes adopted by large firms. This type of structure enables the 
front-end and project execution teams to effectively engage with the client. It allows 
for multiple levels of engagement with the contractor and the client. Figure 2 gives a 
typical example of such a structure. For example, the sales team from the contractor 
engages with the project owner and project team in the client firm; the engineering 
teams from both firms interact with each other; the project teams from both firms 
interact with each other; the CEOs can also have a one-to-one engagement, etc. This 
allows multiple levels of engagement that enable better information and knowledge 
sharing and continuity across the PLC as well as across the entire firm. Key account 
structures may also offer some flexibility to alleviate the resources constraints from 
both the sales front-end team as well as the project execution team. Key account 
management structures only make sense for large firms and large projects. For 
smaller less complex projects and for smaller types of firms more informal means 
like appropriate organizational structures, cross functional-teams, meetings, face-
to-face communications, etc., are more appropriate. It must, however, be noted that 
organizational structures, standard processes, and systems are an integral part of the 
governance mechanisms, key account management structures and other informal 
means do not negate their importance.

7.  Benefits and opportunities of inter-organizational integration, 
transition, and collaboration

The benefits of a well integrated, transitioned, and collaborated project include at 
least the following:

Figure 2. 
Key account management structure.
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Alignment of stakeholder requirements, as well as a unified understanding and 
acceptance of measurements and milestones. Moreover, it puts both the sales team 
and project team on the same page. It helps reduce risks and potential conflicts, it also 
facilities information and knowledge sharing and enables continuity from the front-
end to project execution phases. There is also continuity in terms of risk management 
from the project front-end to the PLC phases, allowing the team to collectively man-
age project risks and identify opportunities for improvement. Benefits lie in lower risk 
because both sales and project execution teams are jointly involved in developing the 
client value proposition. This joint involvement ensures that both sales and project 
execution teams are aligned in terms of the deliverables, which is required in meeting 
client expectations. Furthermore, the commitments that are made have a much better 
chance of being achievable because of the joint involvement. The collaborative efforts 
result in more accurate budgeting, costing, and planning, which provide greater 
confidence in bringing the project within budget, schedule, and specifications. The 
end result is a happy client.

The handover process between sales and project execution is much smoother. This 
leads to better teamwork and cross-functional collaboration in the later stages of the 
project. Better alignment leads to the sales front-end and project execution teams 
working collaboratively to meet client expectations. This improves the chances of 
project success from a project budget, schedule, and performance perspective. A close 
working relationship leads to better team satisfaction and a good atmosphere enables 
the team to work in a more collaborative manner to overcome any hurdles that may 
occur.

A baseline understanding of the project deliverables has been established between 
the sales and project execution teams. The transition from the front-end to the project 
execution formalizes the change in accountability and responsibility from the sales 
team to the project team. Now that the transition has occurred and accountabilities 
and responsibilities have changed, and the clock has started ticking from a project 
schedule perspective, the milestones and measurements now need to be regularly 
tracked. This is required to ensure adherence to the project budget, schedule, and 
specifications that were committed during the sales phase. It is also important to note 
that transition occurs throughout the PLC, potentially at every “go/stop” gate (if a 
Phase-Gate process is used). Accountability and responsibility change at certain gate 
points where the project is handed to a new team. This must also be coordinated with 
the contractual phases of the PLC.

A well integrated, transitioned, and collaborated project results in higher-margin 
quality as well as lower risk in project execution. This also improves team morale, as 
general staff works better on a project knowing there is upstream potential to improve 
on the project deliverables. This is a lot better than trying to recover a project with 
high risk, which is often the case in projects that are not well integrated, transitioned, 
and collaborated. There is also a better understanding of the limitations, mutual 
understanding, and clarity in terms of meeting client expectations and project 
deliverables.

Integration, transition, and collaboration also imply information and knowledge 
sharing, which ensures that everybody on the projects knows what is required. This 
leads to better alignment between all stakeholders. It must also be noted that transi-
tion is not a once-off event, it occurs throughout the PLC. Just as the project execution 
team needs to be involved in the front-end process, so too do the sales team need to 
be involved in an advisory or oversight capacity in project execution, to ensure that 
the work is completed to the agreed requirements both from an explicit and tacit 
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perspective. When sales and project execution work together the transition is smooth 
and seamless. As the project evolves sales team involvement is reduced. However, it 
is not a hard stop from the sales team, the transition is a process of information and 
knowledge sharing and continuity with a gradual reduction in sales involvement.

While the benefits are numerous as outlined herein, both sales and project practi-
tioners must be cautioned against at least the following:

Acknowledging that while information and knowledge have been shared between 
the sales and project execution teams, one must ensure that tacit knowledge, which 
has not been documented, is also transferred across to the project execution team. 
This is possible through the gradual reduction of the sales team involvement, which 
will ensure information and knowledge transfer and continuity.

The project scope and limitations must be understood and adhered to as per the 
contractual documentation and risk management need to be a continuous process 
throughout, commencing at the sales front-end through to the PLC phases.

Acknowledging the transition from sales to project execution, the latter needs to 
ensure that the correct resources at the right capacity and capability are allocated to 
ensure that the project milestones and deliverables are met.

Resources now need to be committed and the project is now in execution mode. 
It is important that the scope is correctly managed by the project execution team and 
any deviations need to follow due process, otherwise, the project can be hampered by 
scope creep, which could lead to cost, schedule, and specification deviations that will 
be detrimental to the project.

8. Conclusions

Project management is not a single functional unit operating in isolation. It 
involves different functional units like sales and marketing, tendering, engineering, 
procurement, logistics, health, safety, etc. Therefore, successful project manage-
ment requires proper integration, transition, and collaboration between the different 
functional units as well as the different activities. Projects are complex structures, 
mainly because of the complexity that arises from managing different stakeholders 
with different objectives. These stakeholders are both internal and external to the 
firm. There are also technical and nontechnical aspects of the project that need to be 
integrated and managed. Technical integration for example includes different tech-
nologies, perhaps from different suppliers, which all need to be integrated to create 
a complete solution, as well as the integration of possible different project locations. 
Nontechnical integration refers to the communication, behavioral and social influ-
ences between the different people, firms, and the internal and external environment.

In this chapter, the shortcomings in project management have been highlighted. 
Attention is specifically drawn to the integration, transition, and collaboration 
between the front-end and project execution phases. The front-end is predominately 
managed by the sales team, in some cases with limited involvement from the project 
execution team. The interface between the front-end and project execution phases 
is not understood well and requires special attention. The front-end is where the 
scope of the project is established, where the initial solution is defined, and where 
the rapport with the client is established. It is, therefore, important to ensure con-
tinuity between the front-end and project execution teams, failing which will be 
detrimental to the future success of the project. The front-end does not fall under the 
scope of project execution, but it is a crucial phase that sets the strategic direction for 
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the future success of the project. It is emphasized that the front-end requires more 
involvement from the project execution team and it must be a joint effort between the 
sales and project execution teams. It must, however, be noted that project execution 
resources are expensive, and they are also limited. Therefore these constraints need to 
be recognized; however, every endeavor should be made for joint involvement as the 
benefits outweigh the costs and risks.

To improve understanding of the integration, transition, and collaboration 
between the sales front-end and project initiation phase, it is important to better 
understand this interface. Therefore in this chapter attention has been devoted to 
understanding this interface, by reinforcing the definitions and terminology associ-
ated with integration, transition, and collaboration. Thereafter, the challenges, 
requirements for project success and governance, mechanisms for improvement, 
and associated benefits are highlighted. This chapter draws attention to this crucial 
interface and ensures it receives the right amount of management attention. It also 
highlights that the current scope of project management focuses on the PLC, which 
does not include the sales front-end phase. Therefore, to improve project success, 
there needs to be a concerted effort dedicated to integration, transition, and collabo-
ration between these two phases.

Notwithstanding the points already highlighted, it is important to point out that 
the basis for integration, transition, and collaboration is trust. Trust between all 
stakeholders needs to be established early on in the front-end. Without trust, the 
mechanisms will not be successful and the benefits will not be realized. It is also 
important to highlight that tacit knowledge transfer is an important item in establish-
ing trust, as not transferring tacit knowledge could create the perception of a poor 
trust relationship, which is detrimental to the project. Integration is a function of the 
coordination of activities. Higher levels of trust lead to better collaboration, which 
leads to better coordination, and better integration, which leads to better transition.

Finally, as a reminder, the importance of having the right organizational struc-
tures, processes, and systems that are fit for purpose, and the monitoring and control 
of these organizational structures, processes and systems cannot be over-emphasized. 
Having organizational structures, well-documented processes, and expensive systems 
that are not adhered to, is simply a waste of effort and time.
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