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Preface

The auditory system is a complex organ that perceives sound, converts it into electri-
cal signals, and conveys these signals to the brain for interpretation. The various cells 
in this system are arranged to form an extremely intricate architectural structure. 
The functions of these cells in the auditory system are equally diverse. Their roles are 
mediated by a vast plethora of different protein components. Given the high com-
plexity of the structure and function of the auditory system, it is not surprising that 
multiple things can and do go wrong. Malfunctions of the auditory system can affect 
any of its parts. The outer ear can be deformed or missing. Middle ear development 
can be impaired. These defects may result in conductive hearing loss. However, by 
far the most common defect is sensorineural hearing loss, which is due to inner ear 
dysfunction. This book discusses the different structures and functions of the audi-
tory system in both normal and impaired hearing.

The first section of the book presents the basic structure of the auditory system. 
Chapter 1, “Structure and Physiology of Human Ear Involved in Hearing” presents 
the gross organization of the ear. It describes various cell types and the acellular 
membrane in detail. Chapter 2, “Electrophysiology and Auditory Training,” 
discusses the recording of electrical changes collected through electrodes placed 
on the scalp as a tool to help in monitoring auditory intervention programs.

The second section includes three chapters related to auditory brainstem 
responses. Chapter 3, “Short Latency Evoked Potentials of the Human Auditory 
System,” discusses auditory brain stem responses. Chapter 4, “Precocious Auditory 
Evoked Potential Recording with Free-Field Stimulus,” describes a case series 
study of children assessed by auditory brain stem responses as well as auditory 
steady-state responses. Chapter 5, “Auditory Brainstem Response with Cognitive 
Interference in Normal and Autism Spectrum Disorder Children - Understanding 
the Auditory Sensory Gating Mechanism,” presents findings concerning auditory 
brain stem responses with cognitive interference in healthy children and auditory 
sensory gating capacity in those with autism spectrum disorders.  

The third section deals with the genetics of hearing loss. Chapter 6, “A Short 
Overview on Hearing Loss and Related Auditory Defects,” describes different 
inherited deafness forms as well as the very common age-related hearing loss. 
Chapter 7, “Nonreceptor Protein Kinases and Phosphatases Necessary for Auditory 
Function,” discusses those protein kinases and phosphatases variants that are 
known to cause hearing loss in humans or mice.

The final section defines cochlear prosthetic devices and optical wireless cochlear 
implants. Chapter 8, “Issues in Creation of Bio-Compatible Cochlear Signal: 
Towards a New Generation of Cochlear Prosthetic Devices,” highlights problems 
and suggests solutions for the treatment of hearing loss. Finally, Chapter 9, 
“Hearing Restoration through Optical Wireless Cochlear Implants,” presents two 



new implant architectures for improving the efficiency and reliability of hearing-
restoration devices.

I would like to thank Commissioning Editor Ms. Lucija Tomicic-Dromgool and 
Author Service Manager Ms. Sara Debeuc at IntechOpen for their help throughout 
the publication process. 

Sadaf Naz,
School of Biological Sciences,

University of the Punjab,
Lahore, Pakistan
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Chapter 1

Structure and Physiology of 
Human Ear Involved in Hearing
Alishbah Sheikh, Bint-e-Zainab, Kanwal Shabbir  
and Ayesha Imtiaz

Abstract

Hearing is the fundamental sense based on the normal functioning of the hearing 
organ “the ear,” which plays a vital role in social interaction and the ability of learning. 
The human ear is divided into three parts: the outer, middle, and inner ear. Defects 
in outer and middle ear can cause conductive hearing loss, while the defective inner 
ear may lead to sensorineural hearing loss. So, it is important to study the structure 
and physiology of the human ear. When a sound of particular frequency enters the 
outer ear, it passes through the auditory canal and strikes the tympanic membrane. 
It vibrates and passes these vibrations to three ossicles present in the middle ear. The 
ossicles amplify the vibrations of sound and send them to the cochlea in the inner 
ear. Cochlea contains organ of Corti, which converts these vibrations into electrical 
signals by its hair cells. The neural signals in turn are interpreted by the brain, which 
one can hear and understand. The aim of this chapter is to review the basic structure 
and physiology of different parts of the human ear that are involved in the hearing 
process.

Keywords: hearing, human ear, organ of Corti, auditory system

1. Introduction

Sound is a mechanical energy wave which can travel through in air or any other 
physical medium (gas, liquid and solid). These longitudinal waves consist of alternat-
ing compressions and refractions. When sound waves travel through a medium, the 
particles of that medium vibrate parallel to the direction of sound wave that explains 
the longitudinal wave nature of sound. A human speaker or any other sound source 
produces the specific vibration patterns that are converted into appropriate auditory 
signals by the ear [1].

Hearing is the fundamental sense that allows one to perceive the sound. It also helps 
the person to communicate and detect different environmental signals. Human ear 
converts the physical vibration (sound) into a nerve impulse which is further processed 
by central auditory pathway of the brain. This mechanism of the sound interpretation 
is complex [2]. This chapter will mainly discuss the structure of different parts of the 
ear and their physiological interplay in hearing.
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The hearing organ “the ear” is a paired organ, located one on each side of the head. 
Each ear contains the cochlea, a snail-shaped coiled moiety, as the sense organ. A 
human ear has hearing range of 20–20,000 Hz through the air conduction while this 
range is greater for much higher frequencies in case of bone conduction. The former 
part of the ear deals with conducting the sound to the sense organ cochlea and then 
the cochlea is responsible for the transduction of vibrations, which is performed 
by delicate hair cells. The ear is structurally and functionally partitioned into three 
parts that are required for normal hearing: the outer inner, middle ear, and the inner 
ear—the latter is further divided into the vestibular labyrinth and cochlea (Figure 1). 
These are discussed in detail below.

2. Structure and physiology of outer ear

The outer ear comprises the pinna and the auditory canal both of which transmit 
the focused sound signal on the tympanic membrane which separates the outer ear 
and middle ear. For functional hearing, proper development of the outer ear is essen-
tial. As outer ear defects are involved in a number of syndromic and non-syndromic 
conditions of conductive deafness, it is very crucial to understand the structure of the 
outer ear [3].

Figure 1. 
Structure of the mammalian ear. The ear is partitioned into three parts: Outer, middle, and inner which are 
shown here. The outer ear contains the pinna, ear/auditory canal, and the tympanic membrane which separates 
it from the middle ear cavity. The middle ear is linked to the back of the nose by the Eustachian tube and 
contains ossicles known as malleus, stapes, and incus. The inner ear is divided into vestibular labyrinth and 
cochlea. The vestibular labyrinth further contains semicircular canals and the vestibule (source NIDCD, with 
permission).
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2.1 Pinna

The pinna protruding from the side of the skull is comprised of cartilage and is 
completely covered with skin. It is responsible for collecting the sound vibrations 
and funneling them to the auditory canal. The pinna is helpful in localizing the 
sound as it catches the sounds, which are more efficiently coming from the front 
than those coming from behind because of its angle. But this effect is applicable only 
in the case of high frequencies because of the wavelength of audible sound vibrations 
and also the relative size of the head. The head itself has a role in localizing the sound 
as it casts a shadow of sound in the case of middle frequencies, and in lower frequen-
cies, the phases of sound arrival between the ears are responsible for localizing the 
sound.

2.2 Auditory Canal

The auditory canal is about 4 cm in length and the outer part with hairy skin and 
the inner thinner part (Figure 1). The outer hairy part has sebaceous and sweat glands 
[4, 5], both of which together with keratin form ear wax. The ear wax and the hair 
growth in the outer part of the canal serve as a disinfectant and provide a protective 
barrier for the ear. Moving inward, the skin of the auditory canal is thin and it is 
firmly attached to the deeper ear canal bone, which is a hard cavity that absorbs faint 
sound and then directs it to the tympanic membrane at its base.

2.3 Tympanic membrane

The tympanic membrane has an outer layer of skin that is continuous with the 
auditory canal and an inner layer called the endoderm [6]. The outer ectodermal 
layer is made of stratified and squamous epithelium, which displays lateral unique 
migration of cells from the center to the edges of the tympanic membrane where these 
epidermal cells can then exfoliate [7]. This process is referred to as the self-cleaning 
property of the outer ear. The inner layer of the tympanic membrane comprises of a 
simple squamous epithelium [8].

The tympanic membrane is divided into two main regions based on its morphol-
ogy (Figure 2); firstly, the tense structure appropriate for the vibration known as the 
ventral pars tensa, and second the more elastic one the dorsal pars flaccida.

Figure 2. 
The structural morphology of the tympanic membrane. Schematic of tympanic membrane, which is 
partitioned into two parts based on morphology: One the pars flaccida and second the pars tensa.
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The pars flaccida also called as Shrapnell’s membrane is in the upper part of the 
tympanic membrane above the malleolar fold and is a relatively more fragile region 
than the other larger part of the tympanic membrane, the pars tensa [8, 9]. Both 
of these regions are tri-layered structures containing an inner layer of neural crest 
cells, which are in the arrangement of loose connective tissue, and this middle layer 
is sandwiched between two epithelium layers. The inner layer of pars tensa is the 
lamina propia consisting of further two collagen-rich connective tissue layers [10]; 
the outer radiative layer and an inner circular layer. While in pars flaccida there is no 
regular arrangement of extracellular matrix in the inner layer. So, both these regions 
of the tympanic membrane, the pars tensa and pars flaccid, are different from each 
other at a cellular and gross level. These structural and functional differences explain 
why retraction pocket (a condition in which the tympanic membrane is pulled more 
deeply into the middle ear cavity and may cause pain) more commonly occurs in pars 
flaccida [11].

The whole tympanic membrane structure has a thickness of about 0.1 millimeters 
and in the middle ear cavity, it covers an opening (round) of about 1 cm in diameter. 
Although the tympanic membrane is generally referred to as the eardrum, technically 
the middle ear cavity is the eardrum with the tympanic membrane acting as the drum 
skin [12].

3. Structure and physiology of middle ear

The middle ear, an air-filled cavity is associated with the back of the nose by a 
long and thin tube known as the Eustachian tube (Figure 1). In the middle ear, the 
outer wall is the tympanic membrane while the cochlea is the inner wall. The middle 
ear floor is a thin bony plate that covers the beginning of the jugular bulb, a great 
vein that drains the blood from the head. At the upper limit of the middle ear, it 
forms the bone beneath middle lobe of the brain. At the middle ear front end, there 
is the opening of the Eustachian tube, and at its posterior end lies a passageway to 
mastoid cells, which are a group of air cells present within temporal bone [12]. The 
middle ear, lined with the respiratory membrane, is basically an extension of respira-
tory air spaces of the sinuses and the nose. This respiratory membrane, thick at the 
Eustachian tube and thin when passing through mastoid, can produce mucus [13]. 
The Eustachian tube is a bony structure as it leaves the middle ear but, in the naso-
pharynx, comprises of cartilage and muscle. The tube is opened by active contraction 
of muscles which also allows to equalize the air pressure in both the middle ear  
and nose.

3.1 Auditory ossicles

The middle ear contains three small bones: malleus, incus, and stapes (also 
commonly known as hammer, anvil, and the stirrup, respectively, (Figure 1)). 
These ossicles conduct the sound from the ear drum to the inner ear. The malleus is 
club-shaped with its handle buried in the tympanic membrane, running along its 
center to upward, and its head lying in the middle ear cavity above the tympanic 
membrane where it is suspended through a ligament from a bone that forms brain 
covering. Here, the head of a club articulates with a cone-shaped incus. The base of 
cone articulates with the malleus head, above the tympanic membrane. The incus, 
present between two other ossicles, has a thin projection protruding out from it called 



7

Structure and Physiology of Human Ear Involved in Hearing
DOI: http://dx.doi.org/10.5772/intechopen.105466

as its long process. It freely hangs in the middle ear and is connected to stapes at its 
tip which has a bend of right-angle. The third ossicle stapes is an arch-shaped bone 
comprising a footplate and an arch. The footplate is articulated by the joint of the 
stapedio-vestibular as it covers the oval window which is an opening into the vestibu-
lar system of inner ear or cochlea [14].

4. Function of outer and middle ear

To understand the role of the outer and middle ear in hearing physiology, it is 
important to first study the conducting mechanism of sound. The audible sound 
range is about 10 octaves from somewhere between 16 and 32 Hz to somewhere 
between ~16,000 and 20,000 Hz. The sensitivity of sound is above 128 Hz to 
~4000 Hz and this range of maximum audibility and sensitivity decreases with age. 
As mentioned earlier, the head itself forms a natural barrier between the two ears. 
This plays a role in sound localization based both on the intensity and the differ-
ence in time of arrival of sound. Moving to the pinna, its crinkle shape catches and 
funnels the high frequency sounds to the auditory canal, which acts as a resonating 
tube since it amplifies the sounds falling between 3000 and 4000 Hz to increase 
sensitivity of the ear at these respective frequencies. The ear responds to very low-
intensity sounds owing to its sensitivity. The equal pressure of air on both sides of the 
tympanic membrane also enables this sensitivity. The Eustachian tube provides this 
equalized pressure by opening for short intervals with every 3rd or 4th swallow. If it 
remained open all the time, one could even hear the sound of his or her own breath. 
If the Eustachian tube is closed for too long; it can absorb oxygen and carbon dioxide 
from the air in the middle ear. As the middle ear comprises lining of a respiratory 
membrane that can absorb gases, this process produces negative pressure. This may 
cause pain as is the case during descent of an airplane if the Eustachian tube is not 
unblocked. The middle ear cavity is quite small, containing mastoid air cells which 
act as air reservoirs to provide the cushion effects to pressure change. If the nega-
tive pressure remains for too long then the fluid is secreted by the middle ear cavity, 
which can cause conductive hearing loss [12, 15].

The outer and middle ears amplify the sound signal since the pinna has a relatively 
large surface area and funnels the sound to smaller tympanic membrane which has in 
turn large surface area as compared to the stapes footplate. This results in hydraulic 
amplification [16] i.e., a smaller movement over a large area is being converted into 
larger movement to a smaller area. The ossicular chain acting as a lever system ampli-
fies the sound. Overall, both the outer and middle ears amplify the sound by about 
30 dB on its passage from outside to the inner ear.

5. Inner ear

The human inner ear is present between the middle ear and acoustic meatus and is 
labeled as a labyrinth of ear that can be a bony or membranous labyrinth that each is 
further divided into three portions. Bony labyrinth comprises of semicircular canals, 
the vestibule, and the cochlea whereas the membranous labyrinth comprises of the 
semicircular duct, two sac-like structures of the vestibule; namely the saccule and 
the utricle and the cochlear duct (Figure 1). The space between the membranous 
and bony labyrinth is filled with watery fluid named perilymph that is obtained from 
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the lymphatic system, and it is similar but not identical to the aqueous humor of 
eyes and cerebrospinal fluid. It is poor in potassium and rich in sodium ions [17, 18]. 
Membranous labyrinth also has enclosed fluid named endolymph, which has a high 
potassium concentration, and its composition is different from that of perilymph. 
Endolymph is produced by vestibular dark cells that have a resemblance with stria 
vascularis, which is part of the cochlea [18]. Endolymph within the membranous 
labyrinth of inner ear interacts with hair cells and causes depolarization of hair cells by 
providing high potassium gradient, resulting in afferent nerve transmission [19]. These 
structures form two systems of inner ear, a vestibular system involved in maintaining 
equilibrium and the cochlear system only part of the ear that participates in hearing. 
The vestibular system is proprioceptive (feedback loop between sensory organs and 
nervous system, external stimuli is not involved in it), whereas the cochlear system is 
exteroceptive (sensation in cochlea is caused by external stimuli e.g., sound).

5.1 Vestibular system

Many hearing loss disorders are accompanied by vestibular defects, which necessi-
tate some description when considering the auditory system. The vestibular system is 
a sensory system of inner ear that is important for postural equilibrium maintenance 
and helps develop coordination between the position of the head and eye movements. 
It comprises of five organs; three semicircular canals that are present at right angles to 
each other and control angular (Head) rotation and two otolith organs that play a vital 
role in linear acceleration (straight line movement) [20]. Semicircular canals based on 
their position are designated as superior, posterior, and horizontal. Each canal opens 
into the vestibule through its expanded end known as Ampulla. Sensory neuroepi-
thelium in ampulla is known as crista ampullaris consisting of ridge of tissues. From 
cristae arises a gelatinous protein-polysaccharide structure, cupula that divides the 
ampulla into equal parts and is important to keep hair cells in place [21]. Rotational 
acceleration causes endolymph to displace cupula which results in bending of hair 
cells in direction opposite to acceleration [22]. It is the middle part of bony labyrinth 
that is connected posteriorly with the semicircular canal and anteriorly with the 
cochlea and separated through the oval window from the middle ear.

Two membranous structures of the vestibule are the utricle and saccule are desig-
nated as otolith organs [22]. A single patch of sensory neuroepithelium in the vestibu-
lar system is called macula, which is present on the inner surface of a membranous sac. 
It lies in the utricle in the horizontal plane and originates from the anterior wall of the 
tubular sac. Whereas in saccule it is in the vertical plane and covers the bone of the 
vestibular inner wall. Gelatinous otolithic membrane (macula) of utricle and saccule 
contains thousands of otoconia (calcium carbonate crystals) embedded in a protein 
matrix [23]. In mammals, these otoconia are arranged to form various layers that help 
the hair cells to respond to endolymph drag. The sensory cells in vestibular region are 
hair-like cilia that project out from the apical end that are flexible motile kinocilia and 
stiff non-motile stereocilia. The stereocilia are arranged according to curvilinear line 
called striola [24], the area of thickening of saccule and thinning of utricle [25]. If the 
endolymph pressure is toward the kinocilium; it causes opening of cation channel and 
potassium influx resulting in depolarization of hair cells. This depolarization of hair 
cells results in release of glutamate to afferent nerve receptors and neurotransmis-
sion. Various signals from the vestibular nucleus are sent to the cortex, thalamus, and 
cerebellum that in return send efferent signals to the ocular and postural muscles [26].
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5.2 Cochlea

Cochlea is a coiled hollow bony structure that is lined by epithelial tissue. Despite 
being a bone, it is requisite for hearing and transduction as part of the auditory 
system. It is named after the Greek word ‘kokhliās’, meaning snail, due to its coiled 
shape (Figure 3A). This spiral shape of the cochlea helps it to differentiate between 
different frequencies because the different but specific region of the cochlear spiral 
detects different frequencies. Cochlea consists of three canals lined by epithelial cells 
that are filled with fluids. It also has the organ of Corti, which is a sensory organ that 
converts sound energy into neural signals that are conducted through the nerve fibers 
to the brain [29–31].

5.2.1 Canals of cochlea

Cochlea consists of three canal systems (Figure 3C); the scala vestibuli, the scala 
media and the scala tympani which envelop the modiolus. These three scala wind 
around the bony axis in a spiral stairway.

Figure 3. 
Cochlear anatomy. A. Cochlea Structure. B. Cross-section of cochlear duct showing fluid-filled cavities around 
the modiolus. C. Three main canals: Scala vestibuli, scala tympani, and scala media along with Reissner’s 
membrane, stria vascularis and the organ of Corti in middle. D. Magnified view of the organ of Corti, 
containing outer and inner hair cells, stereocilia and supporting cells with tectorial and basilar membranes 
(taken from [27, 28] with permission).
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5.2.1.1 Scala vestibuli

Scala vestibuli is the exterior lymph-filled canal and it is connected to the vestibules 
of the inner ear. The oval window is present at the base of the scala vestibuli. It is the part 
of cochlea that receives vibrations from the middle ear (stapes). Scala vestibuli and scala 
tympani sense the change in pressure that is caused by the different frequencies of sound.

5.2.1.2 Scala tympani

Scala tympani is the inferior canal and it connects to the tympanic membrane forming 
the two-and-half coiled structure of cochlea. Its superior end is connected to the scala 
vestibuli, while its inferior end separates the cochlea from the round window. The point at 
cochlear apex where scala vestibuli and scala tympani meets is known as the helicotrema.

5.2.1.3 Scala media

Scala media is present between the scala vestibuli and the scala tympani and 
has the organ of Corti and the basilar membrane. A basilar membrane is present 
between the scala media and the scala tympani, thus separating them. Scala media 
also contains the spiral ganglions that are extended neurons from the hair cells. The 
stria vascularis of scala media is involved in the regulation of K+ into scala media, thus 
maintaining the potential of endo-cochlea [32].

5.2.2 Fluids of cochlea

The chambers of the cochlea are filled with three types of fluids: perilymph, 
endolymph, and intrastrial fluid. These fluids maintain the endo-cochlear potential 
which is important for sensory transduction. The intrastrial fluid only fills the cavities 
present in stria vascularis.

5.2.2.1 Perilymph

Perilymph is present in scala vestibuli and scala tympani, and its fluid composition 
is similar to the extracellular fluid of the body. It has a high sodium concentration 
(140 mM) and low concentration of calcium (1.2 mM) and potassium (5 mM). The 
perilymph present in scala media is continuation from CSF while that in scala media is 
from plasma of blood.

5.2.2.2 Endolymph

Endolymph is present only in the scala media and has a unique ionic composi-
tion i.e., high K+ concentration (150 mM), which is not found anywhere in the body. 
This high concentration of K+ helps to maintain the endo-cochlear potential. Hence, 
endolymph is a noteworthy characteristic of the cochlea. It has considerably low 
concentration of sodium (1 mM) and calcium (0.002 mM) [32–34].

5.2.3 Reissner’s membrane

Reissner’s membrane is present between the scala vestibuli and scala media and is 
involved in the regulation of ions. The membrane along with the basilar membrane 
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creates a cavity in the cochlear duct that is filled with endolymph. It is an avascular 
membrane that is made up of two types of cells. The part of Reissner’s membrane 
cells that lines the scala vestibuli are fibroblasts, while the cells that line scala media 
are epithelial cells. This cavity also contains the sensory organ i.e., the organ of Corti. 
Two types of ion channels are present on Reissner’s membrane: potassium ion chan-
nel and non-selective cation channel. These channels maintain the pressure between 
endolymph and perilymph [35, 36].

5.2.4 Organ of Corti

The organ of Corti is the organ for audition and is present on the basilar mem-
brane. It consists of outer and inner hair cells (mechanosensory cells) and supporting 
cells (Figure 3D). The organ of Corti hair cells also has stereocilia that attach it to 
the tectorial membrane (soft ribbon-like structure on the top of organ of Corti). 
Alterations in basilar and tectorial membrane help in the movement of stereocilia that 
stimulates the hair cell receptors [37–39].

5.2.4.1 Tectorial membrane

The tectorial membrane covers the mechanosensory and supporting cells of organ 
of Corti. It has a viscous structure consisting of collagen and non-collagen proteins 
(glycoproteins and proteoglycans). The membrane helps in storing the calcium ions 
for the sensory organs of the inner ear. The stereocilia present in the organ of Corti 
are embedded in the tectorial membrane [40].

5.2.4.2 Mechanosensory cells

The hair cells are erect and contain micro-projections at their apical ends, known 
as stereocilia, that are filled with F-actin. The arrangement, size, and toughness of the 
hair cells in the cochlea are responsible for responding to different ranges (low to high) 
of sound frequencies. The cochlea shows a fundamental effect of tonotopy. Tonotopy 
refers to the orderly coding of sound based on high to low frequencies by hair cells and 
their afferents (spiral ganglion neurons). The hair cells residing at the apex of cochlea 
reciprocate to lower frequencies while the ones at the base, near to oval window 
reciprocate to a higher range of frequencies, thus creating a tonotopic gradient all over 
the cochlea. The hair cells convert the sound energy into neural signals.

5.2.4.2.1 Outer hair cells

Outer hair cells are oblong cells containing myosin and actin protein, which help 
these cells contract in rhythmic movement in response to sound stimuli from the 
middle ear. There are about 12,000 outer hair cells that are arranged in three rows. 
At the top of these cells are stereocilia that are embedded in the tectorial membrane. 
These cells are present on the basilar membrane area where the largest frequencies 
would be received [41]. These cells play a role in mechanoelectrical stimulation as 
well as in the feedback mechanism for low-frequency sounds for its amplification. 
They can amplify the faint sound by the inversion transduction through the positive 
feedback mechanism i.e., conversion of electrical signals to mechanical (sound) 
signals. The outer membrane of outer hair cells has a unique motor protein known 
as prestin, which is involved in the generation of movements that couple back to the 
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wave produced in a fluid membrane. In this way, weak sounds are amplified by the 
‘active amplifier’ mechanism [42, 43].

5.2.4.2.2 Inner hair cells

The primary organ for the audition is the bundle of inner hair cells. These cells 
have pear-shaped morphology, and their stereocilia make weak connections with the 
tectorial membrane. There are about 3500 inner hair cells arranged in just a single row 
that is surrounded by supporting cells. These hair cells transmit the electrical signal 
to the auditory cortex of the brain through the nerve fibers. About 95% of auditory 
nerve projection to the brain is through inner hair cells. The outer hair cells help inner 
cells in the generation of synaptic nerve conduction to cochlear nerve fibers [37].

5.2.4.2.3 Supporting cells

Supporting cells are rigid sensory epithelial cells, organized in a mosaic manner 
that during the head movement and stimulation of sound maintain the integrity of 
the sensory hair cells. These cells play a vital role in maintaining the microenviron-
ment for the proper functioning of hair cells. There are different types of these cells 
that are arranged in a row on the basilar membrane. They are Hensen’s cells, Deiters’ 
cells (phalangeal cells), pillar cells, Claudius cells, Boettcher cells, and border cells. 
These are arranged from the outer edge to the inner edge of an organ of Corti. These 
cells maintain the structure of the organ of Corti as well as the composition of the 
endolymph in the scala media. Supporting cells have negative resting potential so 
these cells tend to transport Na+ out and K+ into the scala media through the channels 
present in these cells [44, 45].

Figure 4. 
Structure of stereocilia on hair cells. The stereocilia are made of F-actin protein and these stereocilia are 
linked to each other through the tip links. When the largest stereocilium moves due to the pressure at the tectorial 
membrane, the shorter ones move as well and mechanotransduction channels (MET channels) open and influx of 
ions takes place.
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5.2.5 Mechanotransduction in cochlea

A small number of transduction channels present in the stereocilia are open at 
the resting state. The stereocilia consist of shafts of F-actin protein, which has upper 
and lower tip link densities that help in linking the long and short stereocilia through 
tip links (Figure 4) [46]. These stereocilia are arranged in ascending order of their 
height. When the largest stereocilium embedded in the tectorial membrane is dis-
placed, the ones with shorter lengths also move. These movements of stereocilia open 
the mechanotransduction channels present at the tips of the stereocilia, leading to an 
influx of K+. As a result, the voltage-gated calcium ion channel opens and uptake of 
Ca2+ into the cells takes place. This depolarization of cells excites the cochlear nerves 
and in turn, results in the release of glutamate from the hair cells into the auditory 
nerves. The sound wave signal is then conveyed to the brain. Both the apical and basal 
regions of the cochlea are separated by membranes and their extracellular ionic envi-
ronments are tightly regulated. These regulations of ions are important for converting 
the sound signals into electric impulses that are sent to the brain [47].

6. Conclusion

The human ear, one of the most developed sensing organs, has structurally and 
functionally divided into three parts. Firstly, the outer part, containing pinna and 
auditory canal, passes the sound vibrations to the tympanic membrane which sepa-
rates the outer and middle ear. The middle ear containing the three ossicles (malleus, 
incus, and stapes) receives these vibrations and amplifies them. Traveling through 
middle ear, the vibrations are passed to inner ear which contains the spiral-shaped 
cochlea as the sense organ. In cochlea, the hair cells present in the organ of Corti con-
tain stereocilia whose rhythmic movements open the mechanotransduction channels, 
which send the nerve signal to the brain. In this way, these vibrations are converted 
into understandable sound.
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Abstract

Electrophysiology is an objective evaluation method that allows investigating the 
responses of the central auditory nervous system arising from the capture of neuronal 
responses through surface electrodes. In addition to the possibility of investigating 
and diagnosing different pathologies, electrophysiology proves to be an effective 
and effective instrument in monitoring auditory intervention programs. Auditory 
rehabilitation programs is based on the premise of neuroplasticity that derives from a 
capacity for neuronal change due to intense sound stimulation, specific and directed 
to the patient’s needs. Throughout this chapter, current studies that correlate elec-
trophysiology with auditory training programs in different clinical populations will 
be presented, such as: hearing in typically developed individuals, hearing and school 
difficulties, hearing and CAPD, hearing and otitis media, hearing and hearing loss, 
and hearing and voice. Electrophysiological tests are important objective measures in 
predicting the gains to be expected from auditory training programs.

Keywords: auditory processing, electrophysiology, auditory training,  
auditory evoked potential, auditory rehabilitation

1. Introduction

Central auditory processing (CAP) refers to the processes involved in the analysis 
and interpretation of auditory stimuli. It encompasses the perceptual processing of 
auditory information by the central auditory nervous system and the neurobiological 
activity underlying it that gives rise to auditory evoked potentials. It is a well-defined and 
consolidated entity, both from a clinical and research point of view, as well as in terms 
of its disorders and associated diagnosis and rehabilitation. In this chapter, we describe 
aspects of CAPD, including its diagnosis through behavioral and electrophysiological 
testing. We will cover auditory rehabilitation procedures such as auditory training, and 
monitoring procedures which include the analysis of electrophysiological findings.

2. Central auditory processing disorder

Central auditory processing disorder (CAPD) is a deficit in “the perceptual 
processing of auditory information in the central nervous system (CNS) and the 
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neurobiologic activity that underlies that processing” [1]. CAPD affects the percep-
tual and neural processes in the CNS which underlie sound localization and lateraliza-
tion, auditory discrimination of speech and nonspeech signals, auditory performance 
when there is competing or degraded acoustic information, a variety of auditory 
temporal processing and patterning abilities, as well as others [2].

CAPD diagnosis can be performed at any age group, from childhood to adulthood. 
Alterations present in childhood may persist into adolescence and adulthood, may 
result from an acquired CNS event (traumatic brain injury, cerebrovascular acci-
dents) and as part of the natural aging process. The estimated prevalence of CAPD 
may vary across age groups. In school age children the prevalence ranges from 2 to 5% 
[3] as a primary diagnosis. In cases where the CAPD co-runs with other difficulties 
such as learning disabilities (approximately 43%) and reading disorders (from 25 to 
45%) [4] prevalence increases. While in adults, the prevalence increases with age to 
17% at 50–54 years and may be greater than 70% after 60 years [5].

Signs and symptoms of CAPD include one or more behavioral characteristics—
reading and writing difficulties, speech and language difficulties, difficulty hear-
ing in background noise, difficulties in perceiving prosodic elements of speech as 
prosody, difficulty in following complex oral instructions, requesting repetitions of 
oral information, poor musical skills, sound localization difficulties, and others. This 
list is illustrative, not exhaustive, and it has to be remembered that these behavioral 
characteristics are not exclusive to CAPD [1, 6].

CAPD often occurs concurrently with other learning or developmental disabilities 
and is often associated with related cognitive, linguistic, or behavioral disorders. 
Sharma et al. [7] reported a high degree of comorbidity between APD and specific 
language and reading disorders. Individuals with autism spectrum disorder (ASD) 
and attention deficit hyperactivity disorder (ADHD) often have processing disorders 
[8], as well as dyslexia [9], and visual processing disorder [10].

The purpose of diagnosing testing is to identify presence of CAPD and delineate 
its characteristics and nature. Given the heterogeneity of the profiles of individu-
als who are referred for CAP assessment and their possible comorbidities, several 
auditory processing tests have been developed as tools for assessing different central 
auditory processing abilities. When selecting tests, the audiologist must recognize 
that a symptom may result from many underlying central auditory processing deficits 
(e.g., temporal processing, localization, spatial release of masking, performance with 
concurrent/degraded auditory signals), as well as language processing or cognitive 
problems. For that, diagnostic tests of central auditory function have been shown to 
be sensitive and specific for identification of CANS disorders.

The diversity of central hearing deficits supports the need for comprehensive test 
battery to track the various functions of the CANS. There is currently no universally 
accepted battery of APD tests. Currently, it is recommended that the behavioral 
assessment battery include non-verbal stimuli (temporal ordering, temporal resolu-
tion, and binaural interaction) and verbal stimuli (low redundancy dichotic and 
monaural listening). The battery should include tests representative several auditory 
processes as well as temporal processing, binaural separation, binaural integration, 
auditory closure, auditory discrimination, and sound localization [1].

Accompanying the behavioral assessment there should also be a carefully 
selected battery of behavioral tests with documented sensitivity and specificity. In 
a complementary way, there should be detailed observations of the case history and 
electrophysiological procedures, which together can provide a better understanding of 
CANS dysfunction [1, 6]. Even though (C)APD involves difficulties in the perceptual 
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processing of auditory information in the central nervous system, electrophysiological 
auditory potentials reflect the neurobiologic activity that underlies that processing [6].

In individuals whose auditory processing skills are not developing normally, their 
auditory processing skills can improve with appropriate treatment. The principle 
underlying this improvement is called neuroplasticity. Neuroplasticity is the result of 
experience and stimulation and involves reorganization of the cortex and brainstem. 
Studies show that the central nervous system’s plasticity allows for reorganization 
and re-mapping following experience (i.e., either cortical or brainstem stimula-
tion), and that this neural modification is reflected in behavioral changes [11, 12]. 
Plasticity allows the CANS to accommodate and improve central auditory processing 
skills [13, 14], with continual practice resulting in learning that automatically leads 
to better listening skills.

2.1 Principles of CAPD intervention

Some principles are fundamental and should serve as guidelines for CAPD 
intervention. First, the intervention must be specific to the deficit, and personalized 
considering the patient’s difficulties and strengths. The deficits should be clear from 
the results of the behavioral assessment, and the diagnosis should be given in terms of 
the original behavioral complaints.

The intervention should also be multidisciplinary, in most cases involving a vari-
ety of domains other than audiological, particularly if there are coexisting disorders. 
Checking whether CAPD is the primary disorder will help in specifying the focus of 
intervention and assist in prioritizing the different components and the order of their 
implementation.

While it is necessary to customize interventions for each individual, to maximize 
treatment effectiveness the treatment should incorporate both bottom-up and top-
down approaches [1, 15–17]. A top-down approach focuses on auditory signal access 
and acquisition and includes direct auditory remediation strategies such as auditory 
training, as well as environmental modifications to increase signal clarity and improve 
the listening environment. Top-down treatments include training in core resources 
such as language, memory, and cognition along with environmental modifications 
and educational interventions [1, 16].

2.2 Comprehensive CAPD intervention

Intervention for CAPD should start as soon as possible after confirmation of diag-
nosis. It is important that the intervention is comprehensive and multidisciplinary, 
adding issues related to listening, academic and language, in addition to higher order 
processes such as attention, memory and executive control in auditory tasks, domains 
that are commonly affected by CAPD.

When planning an effective approach to treating CAPD, three main components 
should be included: (a) environmental changes, (b) compensatory strategies, and (c) 
direct intervention—that is, auditory training. All three areas must be addressed in 
any intervention plan for individuals with CAPD [1, 15, 16], regardless of the co-
occurrence with other disorders or the subject’s age group.

In addition to these three components, some guidelines in the area also recom-
mend the use of auxiliary listening systems, such as FM systems, in the process of 
auditory processing rehabilitation. This is especially true if the diagnostic exam shows 
impairment in auditory closure skills, figure-background, and selective attention [6].
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2.2.1 Environmental modifications

Environmental modifications aim to improve the individual’s access to auditory 
information. This will involve increasing signal clarity and facilitating listening 
and learning in environments such as school, work, or social situations. Including 
bottom-up and top-down approaches based on acoustic aspects such as the use of 
assistive technology, environmental management that includes architectural inter-
ventions, removal of noise sources and consequently improvement of signal-to-noise 
ratios, and interventions for teachers and speakers including manner as information 
is transmitted and learned, highly redundant language aspects and listening and 
learning environments are highly recommended. The selection of modifications must 
be done systematically and must be based entirely on the difficulties presented by the 
individual and hearing deficits and the effectiveness of the implemented modifica-
tions must be continuously monitored [2].

2.2.2 Compensatory strategies

Compensatory strategies, also known as core resource training, are designed to 
address secondary deficits, strengthening higher-order functions, language, cognitive 
skills, and academic deficits often seen in individuals with CAPD [1, 6, 15]. Through 
these strategies, the individual with CAPD is encouraged to take responsibility for their 
own success in the listening and learning processes, encouraged to paraphrase instruc-
tions to clarify misunderstandings, and advanced problem-solving techniques are taught. 
Involving metacognitive (thinking about thinking) and metalinguistic (thinking about 
language) strategies that aim to provide compensatory methods to minimize deficits 
in functional listening, monitor your understanding, identify your difficulties, devise 
alternative solutions, and be an active listener rather than a passive listener [1, 5, 17].

2.2.3 Auditory training

Auditory training as related to CAPD aims to improve the function of the affected 
auditory process, the goal being to minimize or eliminate the alteration in auditory 
processing. Auditory training consists of an intensive series of challenging tasks based 
on the difficulties presented by the patient during the CAPD assessment [18].

Neuroplasticity is a great ally in the auditory training process. The nervous system 
is plastic and its capacity for reorganization and re-mapping by experience—neu-
ronal modification—is reflected by behavior change [11, 12]. Changes in the neural 
substrate are facilitated by the presentation of stimuli in an organized, frequent, and 
intense way that progressively challenges the patient. The level of difficulty is appro-
priately graded and the stimuli are integrated into everyday activities. To maximize 
neuroplasticity, active participation of the patient in training is required. The 
inclusion of immediate feedback is important, as this gives positive reinforcement. 
Activities should be at or near the limit of the patient’s ability [3].

Auditory training can be done formally or informally. The difference between 
the approaches is in the degree of control over the presentation of the stimuli and 
the environment. In formal training, stimuli are presented through an audiometer, 
allowing precise control of the level of stimulation and the types of stimuli (normally 
recorded). There needs to be control of intensity, frequency, stimulus duration, 
and inter-stimulus interval. Informal training is not concerned with stimulus con-
trol: stimuli are presented without the use of an audiometer and can be presented 
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in person, without recordings. Informal training is carried out without the fixed 
 “controls” needed for formal auditory training.

For auditory training to be effective, tasks must be presented systematically 
and graded by difficulty so that they are challenging and motivating without being 
exhausting. The level of difficulty is adjusted to allow the patient to achieve correct 
scores of approximately 70% but not less than 30% [19]. Training should be frequent 
and intense, considering the lengths of the sessions, the number of sessions, the inter-
vals between sessions, and the timeframe over which the training will be performed 
[3, 5, 19]. To maximize motivation, performance gains, and generalization, the 
patient’s active participation is necessary, and should be accompanied by immediate 
feedback and positive reinforcement. Variation of stimuli and tasks are key factors in 
successful auditory training [3]. The training programs that prompt these structural 
and functional changes must be done with auditory material different to those used in 
the diagnostic tests, which must be reserved only for evaluations [19].

Recent studies suggest that auditory training can serve as a valuable intervention 
tool for individuals with language deficit CAPD, learning difficulties, alterations in 
spatial processing, and adult subjects using hearing aids [6, 20–25].

Software programs are increasingly being used as strategies for auditory training. 
Computer-based auditory training (CBAT) provides age-appropriate strategies and pre-
sentations to keep the patient engaged. Some authors who examined children with CAPD 
[26], learning difficulties [26], and language and reading problems [26] have demon-
strated benefits of this type of training for children with CAPD and associated issues.

3. Electrophysiology

Electrophysiology is the branch of neuroscience that explores the electrical 
activity of neurons and makes it possible to investigate how molecular and cellular 
processes react to a given stimulus. Neuronal communication takes place through 
electrical and chemical signals [27].

3.1 Hearing electrophysiology

The electrophysiology of hearing involves small electrical changes that can be col-
lected through electrodes placed on different regions of the scalp. The responses are 
generated by structures located throughout the auditory pathway and their analysis 
allows us to understand the normal patterns existing in the processing of auditory 
information [28].

Electrophysiological techniques allow us to assess auditory information process-
ing, giving us more information about the functioning of the central auditory nervous 
system. These assessment techniques have provided great advances in neuroaudiol-
ogy—the field that studies the relationship between the ears and the brain [28]. Other 
researchers see the need for a whole new field of study related to cognitive auditory 
sciences which is able to provide information about the correlation between hearing 
and cognition. They emphasize that hearing disorders need to be treated in an inter-
disciplinary context, one which should include, depending on the case, the following 
professionals: speech therapist, psychologist, audiologist, and neurologist [3]. In this 
way, electrophysiological assessments can play an important role both in the process 
of assessing auditory processing and also in monitoring auditory rehabilitation 
programs, such as auditory training [29].
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Electrophysiological assessment is a way of analyzing the central auditory nervous 
system both of patients who actively participate in behavioral assessments and in 
individuals whose responses appear to be unreliable. There is already a consensus that 
the assessment and monitoring of auditory processing is only complete when there is 
a combination of behavioral and electrophysiological methods.

Neuroplasticity is the basis of auditory training programs, and it acts on the connec-
tions between neurons and the myelination of neurons as a result of performing auditory 
tasks. The on-going benefits of auditory training programs can be monitored by per-
forming electrophysiological assessments, measuring neurophysiological changes which 
occur in both the peripheral and central auditory nervous systems. Electrophysiological 
assessments are therefore a useful and effective tool in monitoring training programs.

Below are the results of some studies that correlated electrophysiology and auditory 
training. The results come from researchers who are engaged in studying the effects of 
auditory training through electrophysiology in different clinical populations.

3.2 Hearing electrophysiology and auditory training

3.2.1 Hearing in typically developed individuals

Research on neurophysiological changes resulting from auditory-perceptual 
learning for adults with normal hearing suggests that, although the auditory system 
responds to training, there is a substantial degree of variability among individuals in 
their ability to make use of physiological cues [30]. Training of auditory skills, even in 
individuals without complaints of alterations in the processing of auditory informa-
tion, shows that changes take place in cognitive potentials (notably a reduction in 
latency of the P300 potential) after a program of auditory intervention [31].

3.2.2 Hearing and school difficulties

Learning results from the process of assimilating written and spoken language, 
and this process involves acoustic processing, phonemic processing, and linguistic 
processing. Integrated processing (acoustic, phonemic, and linguistic) must be 
complemented by the child’s auditory and linguistic experience, which will be deci-
sive for the learning of reading and writing. Researchers have found that the presence 
of learning difficulties is often associated with hearing deficits in children, and it is 
possible to monitor certain electrophysiological responses after auditory training. 
The results have shown an increase in the amplitude and a decrease in the latency 
of cortical potentials, although no changes were seen in brainstem responses [32]. 
The frequency following response (FFR) seems to be a very promising instrument 
to monitor patients with school difficulties, as well as to analyze the effectiveness of 
treatments, and it can be used as a biological marker of these changes [33, 34].

3.2.3 Hearing and CAPD

CAPD is defined as a disorder in one or more auditory skills involving sound 
localization and lateralization, auditory discrimination and recognition, temporal 
aspects, resolution, masking, integration, and temporal ordering. Kraus et al. [35] 
have reported altered responses in the following assessments: (a) brainstem auditory 
evoked potentials (ABRs) with click stimuli; (b) middle latency auditory evoked 
potentials (MLAEPs); and (c) N1 and P2 components of the long latency auditory 
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evoked potential (LLAEP). Results have shown that there seems to be an impair-
ment in auditory discrimination that can be observed in electrophysiological tests 
(mismatch negativity, MLAEP, and N1 and P2 components), as well as alterations 
in neural synchrony evidenced by alterations in the ABR that can impact temporal 
coding and the perception of sounds in the presence of noise.

3.2.4 Hearing and otitis media (OM)

Hearing deprivation, derived from multiple OM episodes in childhood, can com-
promise the normal development and maturation of the brainstem, as well as other 
cerebral and cortical structures. Diminished auditory signals can lead to desynchroni-
zation in the auditory cortex both for non-verbal and verbal sounds [36, 37]. Changes in 
auditory evoked potentials provide objective evidence that the auditory system has been 
modified [38]. One auditory evoked potential that seems to be more sensitive to depri-
vation from OM effects is the P300 cognitive potential [39]. The use of verbal stimuli 
when recording long latency auditory evoked potentials also seems to be very effective, 
providing additional information about auditory information processing [40].

3.2.5 Hearing and hearing loss

Hearing loss is a highly prevalent disability and, importantly, studies have shown 
a correlation between hearing loss and cognition. Typically, the use of a hearing aid is 
associated with an improvement in the speech perception. It has been observed that 
auditory training programs improve both the processing of auditory information and 
of cognitive information in individuals with hearing loss, especially in competitive 
listening environments [41]. Auditory training programs that include training which 
requires increased memory demand seem to improve speech perception in noise and, 
in the process, improve neural response time [42]. Electrophysiology can therefore 
be an extremely useful tool for recording these changes in neural velocity. Mismatch 
negativity (MMN) can also be used as an electrophysiological measure for monitoring 
changes resulting from auditory training, especially in the auditory rehabilitation of 
patients with hearing loss who use a hearing aid or cochlear implant [43].

3.2.6 Hearing and voice

The multisensory nature of music can have an impact on vocal production because 
it involves motor, auditory, and vocal mechanisms [44]. Hearing and voice are 
interrelated, so that the integrity of the auditory system is important for developing 
vocal behavior and maintaining vocal quality [45]. Individuals who sing in tune seem 
to have a particular pattern of responses in their FFR, showing lower latencies and 
stronger amplitudes than in individuals who sing out of tune. This shows that daily, 
long-term musical training can modify brain structures and improve the quality of 
auditory information processing [46].

4. Final considerations

Electrophysiological tests are important objective measures to verify the effective-
ness of auditory training. In addition, it is important to emphasize that an electrophys-
iological evaluation plays an important role in predicting the gains to be expected from 
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auditory training programs. Evaluation makes it possible to gauge whether the audi-
tory training program should be continued, adjustments should be made, or a whole 
new intervention program begun. Thus, electrophysiological assessment is extremely 
important: it can indicate whether neural plasticity is possible (through improved 
synaptic efficiency and increased neural density) or measure the degree of functional 
plasticity (from behavioral changes brought about by training in auditory skills).
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the Human Auditory System
Gijsbert van Zanten, Huib Versnel, Nathan van der Stoep, 
Wiepke Koopmans and Alex Hoetink

Abstract

Auditory Brainstem Responses (ABR) are short-latency electric potentials from 
the auditory nervous system that can be evoked by presenting transient acoustic 
stimuli to the ear. Sources of the ABR are the auditory nerve and brainstem auditory 
nuclei. Clinical application of ABRs includes identification of the site of lesion in ret-
rocochlear hearing loss, establishing functional integrity of the auditory nerve, and 
objective audiometry. Recording of ABR requires a measurement setup with a high-
quality amplifier with adequate filtering and low skin-electrode impedance to reduce 
non-physiological interference. Furthermore, signal averaging and artifact rejection 
are essential tools for obtaining a good signal-to-noise ratio. Comparing latencies for 
different peaks at different stimulus intensities allows the determination of hear-
ing threshold, location of the site of lesion, and establishment of neural integrity. 
Audiological assessment of infants who are referred after failing hearing screening 
relies on accurate estimation of hearing thresholds. Frequency-specific ABR using 
tone-burst stimuli is a clinically feasible method for this. Appropriate correction 
factors should be applied to estimate the hearing threshold from the ABR threshold. 
Whenever possible, obtained thresholds should be confirmed with behavioral testing. 
The Binaural Interaction Component of the ABR provides important information 
regarding binaural processing in the brainstem.

Keywords: auditory evoked potential, auditory brainstem response, ABR, click evoked 
ABR, frequency-specific ABR, objective audiometry

1. Introduction

Auditory Evoked Potentials (AEP) are electric potentials from the auditory 
nervous system that can be evoked by presenting abrupt acoustic stimuli to the ear. 
Registration of the electric potential as a function of time after stimulus presenta-
tion shows a reproducible pattern of waves that occur at specific time points after 
stimulus onset. The time between stimulus onset and occurrence of an extreme 
value of a wave is called latency. As can be appreciated from Figure 1, responses span 
a time window of several orders of magnitude ranging from several milliseconds 
to a second. This wide range can be divided into three time-windows reflecting 
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different latency ranges. Registrations within these different time-windows are 
generally called Auditory Brainstem Response (ABR) for short time-windows up 
to 8 ms, Middle Latency Auditory Evoked Potentials (MLAEP) from 8 ms up to 
approximately 40 ms, and Long Latency Auditory Evoked Potentials (LLAEP) for 
time-windows of 40 ms and longer. In this chapter we will focus on short latency 
ABR responses.

Figure 2 shows the results of a PubMed search with terms “auditory” and “poten-
tial” and “brain stem” and “human” (the latter both in text and as mesh term). It can 
be appreciated that the first paper mentioning “auditory potential” was published 
in 1948, but it was not until the early 1970s that the subject generated a substantial 
number of publication year by year. In the early 1970s, Jewett and Williston [1] 
introduced labeling of vertex-derived positive extremes of the ABR waves with roman 
numerals. They also established that these waves are far-field potentials from subcor-
tical structures, providing indirect evidence that wave I is volume-conducted from 
the eight cranial nerve. Furthermore, they concluded that “waves I through VI have 
sufficient reliability to be worthy of establishing clinical and experimental norms”. 
This makes them, and particularly wave V, suitable for objective audiometry based on 
wave occurrence and latency. Picton et al. [2] extended ABR nomenclature by intro-
ducing the prime for the vertex-negative extreme following a positive extreme. Thus 
V′ identifies the vertex-negative extreme following vertex-positive extreme V. In this 
chapter, we will refer to the vertex-positive extremes as peaks. The first intracranial 
recordings in humans were, to our knowledge, reported by [3, 4]. In the first study, 
potentials were recorded from the intracranial part of the auditory nerve in patients 
undergoing operations for cranial nerve disorders. The results indicated that the audi-
tory nerve gives rise to the first two of the peaks in the scalp-recorded ABR and not 
to only the first peak. The latter study concluded on the basis of in-depth recordings 
during brain surgery that waves II and III are primarily generated within the pons, 
with possible contributions from the auditory nerve. Waves IV and VI originate from 
the pons and the medial geniculate body respectively. In Section 2 we will discuss the 
sources of the ABR more extensively.

Figure 1. 
Impression of registration of an auditory evoked potential. The abscissa shows latency in ms after stimulus onset 
on a logarithmic scale. The ordinate shows the amplitude of the electric potential in μV.
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Clinical application of ABRs includes identification of the site of lesion in 
retrocochlear hearing loss, establishing functional integrity of the auditory nerve, 
and objective audiometry. With the advent of Magnetic Resonance Imaging (MRI) 
for the detection of acoustic neuroma, the clinical use of ABR for this purpose has 
declined. ABR remains an important tool, however, for establising neural func-
tional integrity in cases of suspected auditory neuropathy and objective audiom-
etry in newborns. Section 3 will give an overview of all aspects of clinical ABR 
measurements.

Many countries have established Universal Newborn Hearing Screening Programs 
for the identification of children with permanent congenital hearing loss. Outcomes 
of these programs include a lower age of identification, lower age of provision of 
amplification, and better speech production and perception [5]. Infants who do not 
pass newborn hearing screening are referred for diagnostic audiological assessment 
to determine the degree and type of hearing loss, and hearing loss configuration. 
Hearing thresholds in newborns are typically estimated by using ABR for objective 
audiometry because behavioral techniques such as Visual Reinforcement Audiometry 
(VRA) or Conditioned Play Audiometry (CPA) are not feasible at a very young age. 
Another application of ABR is the detection of ototoxicity in young children that are 
treated with cisplatin for cancer or (concomitantly) with aminoglycosides or glyco-
peptides antibiotics for infections. Section 4 will discuss the application of frequency-
specific stimuli for objective audiometry in these patient groups. Finally, in Section 
5 we will discuss an example of the application of binaural ABR measurements as an 
objective measure of directional hearing ability.

Figure 2. 
Number of publications with search terms “auditory” and “potential*’ and “brainstem” (solid line) and “auditory” 
and “potential*” and “brainstem” and “audiometry” (dashed line). The term “Human” was used as a search term 
both in full text and as a Mesh term.
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2. Neural sources underlying the ABR

The structures that contribute with their stimulus-evoked electrical activity to the 
ABR are the auditory nerve, cochlear nucleus, superior olive complex, and the lateral 
lemniscus. These structures will be briefly described with respect to their physiologi-
cal responses and function.

Comprehensive overviews are provided for instance in [6]. Since the ABR is often 
used, both in the clinic and in animal experiments, to assess hearing loss caused by 
damage in the cochlea, that structure is included.

2.1 Description of pathway

Sound reaches the cochlea via the outer ear canal, tympanic membrane, and 
middle-ear ossicles. The sensory organ in the cochlea, known as the organ of Corti, is 
located on the basilar membrane, which stretches from the base near the footplate of 
the stapes to the apex. Due to gradients of its mechanical properties from base to apex 
the basilar membrane functions as a frequency filter bank and it is tonotopically orga-
nized: it maximally vibrates to high frequencies of the sound at the base and to low 
frequencies towards the apex, and each place along the basilar membrane corresponds 
to a frequency it is most sensitive to, a characteristic frequency (CF). Vibrations start 
at the base and travel towards the apex, a phenomenon known as the traveling wave. 
Consequently, cochlear responses occur faster after stimulus onset to high frequencies 
than to low frequencies.

In the organ of Corti, two types of sensory hair cells are distinguished: inner and 
outer hair cells (IHCs and OHCs, respectively), which are arranged in four rows in the 
ratio 1:3 and which differ distinctly in function. The IHCs act as mechano-electrical 
transducers passing through the acoustical information to the nerve, and the OHCs 
act as amplifiers, increasing detection sensitivity by 40–50 dB and increasing fre-
quency selectivity. In both types of hair cells, acoustical vibrations are converted to 
electrical potentials. In IHCs these receptor potentials trigger action potentials in the 
nerve. For that purpose, each IHC is innervated by 10–20 afferent auditory nerve 
fibers, which are myelinated and which systematically vary in spontaneous rate (SR) 
and the threshold at their CF [7], the latter allowing for a wide dynamic range to be 
encoded. In the OHCs, the receptor potentials trigger the cells to contract and expand, 
and this motility is thought to amplify the basilar membrane vibrations, in particular 
at low sound levels. Irrespective of the mechanisms, OHC loss leads to a threshold 
shift of 40–50 dB and deterioration of frequency tuning. Each OHC is innervated by 
a single unmyelinated afferent fiber, and it shares this fiber with several other OHCs. 
These fibers have very high thresholds (>90 dB SPL). The great majority of the affer-
ent auditory nerve fibers (~95%) receive input from the IHCs. An auditory nerve of a 
young normal-hearing subject contains about 35.000 fibers.

Action potentials that are generated at the IHC synapse are propagated along the 
auditory nerve to the cochlear nucleus (CN). The nerve branches to three divisions 
of the nucleus: anterior ventral cochlear nucleus (AVCN), posterior ventral cochlear 
nucleus (PVCN), and dorsal cochlear nucleus (DCN). The AVCN contains for the 
large part bushy cells which show similar responsiveness as the auditory nerve fibers. 
Their onset response latencies are ~0.6 ms longer than that of the nerve fibers [8]. 
Notably, the timing of the action potentials is more precise than that of the auditory 
nerve, i.e., when stimuli are presented repetitively, the action potentials have a very 
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similar latency. The PVCN contains, among other cell types, multipolar cells which 
show so-called chopper responses with longer latencies than the bushy cells. The 
frequency tuning in AVCN and PVCN is similar to that in the auditory nerve. The 
DCN has a complex circuitry of various cell types including inhibitory interneurons. 
Consequently, many DCN neurons show frequency tuning that is characterized by 
excitatory responses to limited frequency-sound level combinations, and inhibitory 
responses to a wide range of frequencies and levels.

The bushy cells in the AVCN project to the superior olivary complex (SOC), which 
is the first station along the auditory pathway to combine input from both ears [9]. 
Specifically, the spherical bushy cells send their precise phase-locked action potentials 
to both ipsi- and contralateral medial superior olive (MSO) and to the ipsilateral 
lateral superior olive (LSO); globular bushy cells project to the contralateral medial 
nucleus of the trapezoid body (MNTB) from where inhibitory input is delivered to 
the LSO. Receiving well-timed input from both ears, neurons in the MSO are tuned to 
interaural time differences (ITD), and receiving ipsilateral excitatory and contralat-
eral inhibitory input LSO neurons are sensitive to interaural level differences (ILD).

The next station in the auditory brainstem is the lateral lemniscus (LL), which 
globally can be distinguished in a ventral nucleus (VNLL) processing monaural 
information and a dorsal nucleus (DNLL) processing binaural information. The 
VNLL receives input from the contralateral CN, and the DNLL receives input from 
ipsilateral MSO and bilateral LSO.

Monaural and binaural pathways from each of the above-described brainstem 
nuclei converge in the inferior colliculus (IC). It allows the IC to process several audi-
tory features including basic spectrotemporal features [10] and 2-dimensional spatial 
information [11].

2.2 Contribution of various nuclei to ABR

The ABR waveform is commonly described as consisting of five peaks. Peaks III 
and V typically dominate peak II and IV, respectively, and are the ones to be best 
observed in daily practice in a clinic or laboratory. Peak I appears more prominently 
in animals than in humans, where it fades faster with decreasing stimulus level than 
peaks III and V (see also Section 3.6). Electrical activity from the auditory nerve and 
brainstem nuclei contributes to the ABR. A first-order approach to understand which 
neural population corresponds to which peak, is to consider the sequence of nuclei in 
the pathway. The inter-peak interval of approximately 1.0 ms agrees with the axonal 
conduction time and synaptic delay between the generation of action potentials at 
two successive neurons. Indeed, as summarized by [12] for the human ABR partly 
based on intraoperative recordings, peak I reflects the activity of the auditory nerve, 
peak III that of the CN, peak IV the SOC, and peak V the LL. Peak II is generated 
by the central part of the auditory nerve, likely where it branches to the three CN 
divisions. In smaller mammals used in auditory research like gerbils, mice, and guinea 
pigs, rather four than five peaks are distinguished with peak IV being analogous to 
peak V of the human ABR [12]. A fifth peak would then reflect responses in IC, as a 
correspondence to IC evoked potentials in mice indicated [13]. Based on a series of 
careful lesion and modeling studies of click-evoked ABRs in cats, [14] linked peak I to 
the auditory nerve, II to the globular bushy cells in AVCN, III to spherical bushy cells 
and cells driven by globular cells, IV to MSO principal cells, and V to cells driven by 
MSO principal cells.
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In a secondary approach, one should consider that the early stations besides 
contributing to early peaks can also contribute to later peaks. We consider the ABR 
evoked by the most commonly used stimulus, a broadband click. As a consequence 
of the traveling wave mechanics, the click response latency in the auditory nerve is 
shortest for high-CF neurons and increases with decreasing CF [15], which leads one 
to conclude that high-CF fibers contribute to wave I [14]. The low-CF fibers with 
longer latencies and multi-peaked responses (with inter-spike intervals of 1/CF) 
therefore may contribute to later waves. In particular for high click levels, the high-CF 
fibers show second firings about 1 ms after the first action potential, an interval that 
is related to the neural refractoriness [16], and notably, similar to the ABR inter-peak 
interval. The same notion applies to the CN bushy cells, i.e. those with lower CFs have 
longer click latencies and may contribute to later peaks.

2.3 Summing contributions from the various sources

The following factors determine the extent to which a neural population contrib-
utes to the ABR: the number of responding neurons, the discharge probabilities of 
the individual neurons, the discharge latencies, the synchronization of discharges 
between neurons, the synchronization of the individual neuron, and the unit response 
(UR). How action potentials of a neural population shape an ABR wave is illustrated 
in Figure 3 by the compound action potential (CAP), which reflects the auditory 
nerve response, thus analogous to wave I of the ABR. The CAP is mathematically 
described as the convolution of the compound discharge latency distribution (CDLD) 
and the UR, a concept introduced by [18]. An example of a CAP with corresponding 
CDLD and UR is shown in Figure 3, along with the convolution equation.

The CDLD is the sum of the discharge probabilities of all responding auditory 
nerve fibers, which are typically recorded by poststimulus time histograms (PSTHs) 
acquired by presenting the stimulus a few 100 times. The discharge probability is the 
ratio of discharges and the number of stimuli. The synchronization is high when to 

Figure 3. 
Example of CAP and corresponding CDLD, which is constructed based on the CAP and depicted UR 
using the convolution equation. The UR is modeled after experimental guinea pig data [17], and the PSTH is 
an example of a recorded single-fiber response to 256 presentations of a monophasic condensation click of 100 μs.
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each stimulus presentation the latency is very similar, thus resulting in a peaky PSTH, 
and the synchronization is low when the discharges are spread. The click-evoked 
PSTH in Figure 3 has a latency of about 2.0 ms with some discharges at 1.8 ms and 
some at 2.3 ms; the second peak reflects second discharges of the neuron. The CDLD 
will be relatively narrow when the PSTHs of the responding neurons have the same 
latency, and broad when the latencies vary among neurons. The latter applies to 
the auditory nerve since fibers with a low SR have typically longer latency than the 
fibers of high SR [15]. The UR is the potential at the recording electrode that results 
from a single action potential. Obviously, it determines both the size and shape of 
the AEP waveform, and it depends mostly on the distance of the electrode from the 
neural population. Generally, the UR depends on specific electrode configurations, 
the tissue between electrode and neurons, which includes electrodes at the skin, and 
skull characteristics. It is the factor that is most difficult to assess; for the CAP, it has 
been assessed by recording the potential at the CAP-recording site around the occur-
rence of action potential [17, 19, 20]. Each neuron may have its UR depending on the 
neuron’s location and morphometry. For the auditory nerve it can be assumed that 
the UR does not vary significantly with CF and SR [17], an assumption that generally 
works well when using the UR to predict CAPs [21–23]. The neural populations in the 
brainstem, however, will have URs that vary greatly between nuclei [14].

As an approximation, the CAP amplitude is proportional to the number of 
responding neurons (N in equation in Figure 3). Figure 4 shows amplitudes of CAPs 
evoked by an electrical current pulse as a function of the number of auditory nerve 
fibers in guinea pigs.

Most of these guinea pigs have been deafened and consequently, the number of neu-
rons, quantified by packing density of the cell bodies in Rosenthal’s canal at different 
durations of deafness, varied widely [25]. Using an electrical stimulus, synchronization 

Figure 4. 
Amplitudes of CAPs to electrical pulse stimulation (eCAPs) as a function of packing density of spiral 
ganglion cells. Data are acquired in 97 guinea pigs that are normal-hearing or ototoxically deafened with 
varying duration of deafness (2–14 weeks). Electrical pulses used were biphasic pulses with a phase duration 
of 50 μs and inter-phase gap of 30 μs and alternating polarity. Current levels are maximal, i.e., at or near 
saturation. The packing density reflects the number of surviving neurons. For methodological details see Ramekers 
et al. [24].
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is expected to be large, and the great majority of surviving neurons are expected to 
respond, creating an ideal condition to test the convolution approximation. Indeed, the 
CAP amplitude significantly increases with the neural packing density, however, the 
amplitude varies enormously among guinea pigs, and the variance is only explained 
for 36% by the packing density. This outcome confirms that the number of responding 
neurons is an important factor, but at the same time it underscores the unreliability of 
amplitude as a measure of auditory evoked potentials including the ABR.

How do responses with different latencies add up? To address that question again 
the CAP provides a good illustration as shown in Figure 5.

The example shows two CAP contributions, with a ratio second/first of 0.25, and a 
latency difference of CDLD of 0.6 ms (left column) and 0.4 ms (right column). The differ-
ence of 0.2 ms has enormous consequences for the resulting waveforms. The left waveform 
shows two distinct waves (N1, P1, N2, P2) but the right waveform shows a merged P1-P2 
while the N2 has vanished. It illustrates an often occurring phenomenon of ABRs that 
waves appear as merged components, therefore not showing the classical 5 waves.

The URs of the various brainstem nuclei are crucial for how the potentials add 
up. As the URs depend on recording sites, the effect of changing electrode sites is 
demonstrated in Figure 6 showing click-evoked ABRs in a normal-hearing guinea 
pig, first with skin needles as electrodes, second with screws implanted in the skull as 
electrodes. For the different click levels, the waveforms show clear differences.

2.4 Effect of hearing loss

ABR waveforms vary with degree and types of hearing loss. We discuss two dif-
ferent types of common pathologies with respect to the consequences for the click-
evoked ABR, OHC loss in basal cochlear regions, and synaptopathy.

Figure 5. 
Illustration of summing of two waveforms with varying latencies. In the left column, the latency difference 
between the first and second contribution is 0.6 ms, and in the right column, the latency difference is 0.4 ms. The 
size of the contributions is unchanged. The resulting waveforms (bottom row) differ greatly in that the left one 
shows a clear second peak, whereas the right one shows only one peak. The waveforms here show CAPs, but the 
principle applies to ABRs as well.
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OHC loss in basal cochlear regions, for instance, caused by ototoxic medication, 
noise trauma, aging, or any combination of these, leads to high-frequency hear-
ing loss and to degradation of frequency tuning, which both have consequences 
for click-evoked responses of the auditory nerve. First, the latency increases with 
decreasing click level will be larger than normal, since for the lower levels the neurons 
from apical regions, which have late responses because of the traveling wave delay, 
will dominate the contributions to the ABR. Second, the difference in auditory nerve 
responses between rarefaction and condensation clicks (see Section 3.4 on stimulus 
polarity), which is negligible in normal ears, will increase in particular with respect 
to latency. Basal neurons in regions of OHC loss show decreased sensitivity for high 
frequencies and increased sensitivity for low frequencies [26], which can be char-
acterized as double frequency tuning, leading to click responses with short latencies 
typical for high-CF click responses and latency differences between rarefaction and 
condensation clicks reminiscent of low-CF responses [27]. While this polarity asym-
metry occurs at high click levels, at low levels the dominating low-CF responses will 
cause a latency difference in responses between the rarefaction and condensation 
polarity. Third, shallow frequency tuning may lead to increased synchronization [27], 
which can be explained by considering the click response as an impulse response of 
which the frequency tuning is the Fourier transform.

In animals, it has been demonstrated that aging leads to loss of neurons because 
of damage to the IHC synapses while the IHC itself remains functional [7]. Exposure 
to noise also when not leading to IHC loss augments this cochlear synaptopathy. 
The amplitude of wave I of the ABR has been found to be strongly correlated to the 
survival of IHC synapses in mice [28] reminiscent of the correlation between eCAP 
amplitude and neural survival in Figure 4. In humans, neural degeneration also 
occurs with increasing age, and speech perception has been shown to be affected by 
the neural loss as quantified in a post-mortem histological analysis [29]. The low-SR 
neurons, which have high thresholds, are especially vulnerable for synaptopathy and 

Figure 6. 
Click-evoked ABRs recorded from normal-hearing guinea pigs. Clicks consisted of monophasic pulses of 
20 μs with alternating polarity, presented at a rate of 10.1/s. The levels indicate dB attenuation relative to ~110 dB 
pe SPL. Subcutaneous needle electrode configuration: Active electrode behind the ipsilateral pinna, reference 
electrode on the skull, rostral to the brain, and ground electrode in the hind limb. Transcranial screw electrode 
configuration: active electrode 1 cm posterior to bregma, and the reference electrode 2 cm anterior to bregma; as 
ground electrode a subcutaneous needle electrode in the hind limb was used. For methodological details see [24].
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therefore the ratio of wave I amplitudes at high and low stimulus levels is regarded as 
a measure of synaptopathy. Carcagno and Plack [30] underscored the use of this ABR 
measure as they found a decrease in the wave I ratio with age. Alternatively, the ratio 
of wave I and wave V amplitudes is sometimes used.

3. Clinical ABR measurements

3.1 Recording ABRs

For clinical ABR measurements, an acoustical stimulus is presented to the 
patient and electrodes mounted to the skin of the head record the neural responses. 
Generally, short-duration stimuli are used, and the response is acquired in a time-
window of about 10–20 ms starting at stimulus onset. High-quality recordings require 
good contact between skin and recording system. Therefore, electrodes should be 
applied to the skin carefully to minimize the electric impedance between electrode 
and skin. Many different types of electrodes are available, both disposable and non-
disposable. The quality of the electrodes and their application is of utmost impor-
tance for a high ABR recording quality. Essential is that inter-electrode impedance is 
kept below 5 kΩ, preferably below 3 kΩ. If this cannot be achieved, then at least the 
interelectrode impedances should be symmetric, for instance all-around 8 kΩ, as will 
be explained below. Inter-electrode impedance should be kept stable during the ABR 
assessment, so well-fixated electrodes are required.

For single-channel ABR-recording, one electrode (the so-called active electrode) 
is attached to the skin, generally at the midline of the head somewhere between 
forehead and nape. The ABR amplitude is higher when its position is closer to the 
vertex. A second electrode (also called the reference electrode) is attached at ear level, 
for instance, close to the upper border of the mastoid plane. The position of the third 
(ground) electrode is not very critical. Often, an off-midline location on the forehead 
is chosen (see Figure 7), but for a single-channel recording, the ear-level position at 
the contralateral ear can also be used. In that case, when changing stimulation side, 
the reference and ground electrode should be exchanged.

Figure 7. 
Measurement setup for a single channel ABR measurement with an electrode on the midline, an 
electrode at ear level, and a grounding electrode off mid-line on the forehead.
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ABR-potentials are also extremely small in comparison to other (interfering) 
potentials picked up by the electrodes. Therefore, high recording quality requires 
knowledge about the possible origins of these interferences and methods to reduce 
their strengths.

3.2 Amplifying, filtering, and averaging of the ABR signal

As ABR-potentials are in the range of 0.002–2 μV, amplification by a factor of 
10,000–100,000 is required before the signals can be processed and interpreted. To 
achieve the high amplification factor that is required, differential amplifiers must be 
used. This type of amplifier has three connectors, two for input to the amplification 
channel (so-called plus and minus inputs) and one ground connector. Commonly, 
the midline (active) electrode is connected to the plus input, and the ear-level 
(reference) electrode is connected to the minus input. The third (ground) electrode 
is connected to the ground connector. In multi-channel ABR-recording systems, 
different channels share the active and the ground electrode. For each extra channel, 
only a separate reference electrode is needed. Often an ipsilateral ear-level electrode 
is used as a reference electrode for channel 1 and a contralateral ear-level electrode is 
used as a reference electrode for channel 2.

A differential amplifier suppresses the contribution of potential variations that are 
(approximately) common to the plus and minus input connectors, thereby reduc-
ing their contribution to the amplifier’s output signal. The common-mode rejection 
ratio is the amplifier characteristic that reflects to what extent this suppression is 
successful. It should be at least 90 dB for high-quality ABR measurements. The 
common-mode rejection ratio degrades significantly when electrode impedances are 
too asymmetric, for instance, 2 kΩ for the reference electrode against 10 kΩ for the 
active electrode. So, inter-electrode impedance symmetry is essential for reaching a 
common-mode rejection ratio as high as is specified for the amplifier that is used.

Overloading the amplifier is unavoidable in ABR recording. Activation of head 
and neck muscles, for instance, may produce potential variations (EMG potentials) 
between the plus and minus connectors of 10–50 mV. To avoid overloading the 
first stage amplifier with an amplification factor of say 1000, the amplifier’s output 
signal should be able to vary up to 10–50 V without saturating. Such a large output 
dynamic range of the amplifier requires a high power-supply voltage to avoid too 
many overloads. If the power supply of the amplifier cannot accommodate these 
high output levels, the output signal will saturate at its maximum or minimum 
extreme values and stay at that level for a time. Saturation generally occurs a little 
below the power-supply voltage. For instance, with a power supply voltage of 15 V, 
just below +15 V or −15 V.

One of the most important characteristics of the amplifier is its behavior when 
it recovers from overloads. This behavior is never listed in the specifications of the 
amplifier because the specifications only describe the normal functioning of the 
amplifier and not how it behaves after an overload. Some amplifiers show recovery 
behavior that makes them unfit for ABR recording, especially when the recovery 
potential waveform is a damped resonant. We advise to check this behavior of the 
amplifier, by using a single overloading pulse as the input signal.

Every ABR measurement system uses an analog bandpass filter in the input stage 
to suppress all non-ABR-related content of the input signal. Depending on the slopes 
of the passband, appropriate high pass and low pass cut-off frequencies should be 
selected. The steeper the slope in dB/oct, the lower the value of the high pass cut-off 
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frequency should be. For a slope of 24 dB/oct, the high pass cut-off frequency should 
be as low as 10–15 Hz. A quadrupling of that range is allowed for each halving of the 
slope. For example, for 6 dB/oct filter slope, the high pass cut-off frequency should 
be set at 160–240 Hz. The low pass cut-off frequency is less critical, as long as it is 
above 2 kHz for a slope of 6 dB/oct, with a quadrupling per doubling of the slope. 
After analog-to-digital conversion that occurs at some point in the signal processing, 
various filter designs can be used providing such filtering uses linear phase filters. 
In addition to amplification and filtering, four other methods are used to suppress 
the interfering potentials as much as possible to improve the quality of the ABR-
recording: averaging, artifact-rejection, windowing, and alternating the stimulus 
polarity.

Most of the interfering potentials are not synchronous with stimulus onset but 
start randomly at a certain time point after stimulus onset. Consequently, at a specific 
time-point after stimulus onset, the measured electric potential amplitude consists 
of the ABR amplitude (signal) at that time-point and the sum of randomly distrib-
uted interfering potential amplitudes (noise). The first component (signal) is very 
weak compared to the second (noise). The signal, however, is causally related to the 
stimulus, while the noise varies randomly in amplitude and sign. By averaging the 
responses of many repeated fixed-level stimulus presentations, the values of the noise 
potential amplitudes tend to cancel each other, resulting in an average value of zero. 
The average of the ABR component, however, is not zero and its relative contribution 
increases with the increasing number of stimulus presentations. When calculating 
the average value after 1000–2000 stimulus presentations, the ABR component is 
generally stronger than the noise component and the ABR waveform emerges from 
the noise. For higher ABR amplitudes, commonly at higher stimulation levels, the 
number of averaged single-stimulus responses can be lower than at lower stimulation 
levels to arrive at the same ABR signal-to-noise ratio.

Averaging the response of multiple stimulus presentations increases the signal-
to-noise ratio drastically. The signal-to-noise ratio can be improved even more by 
a non-linear filter process called Artifact Rejection (AR). This process imposes a 
lower and upper limit on the electrode potential values that are accepted as valid 
measurements during a single registration at a fixed stimulus level. The idea is that 
if this value is exceeded during that registration, the response is dominated by 
interference and does not reflect the auditory nerve and brainstem responses. The 
upper and lower limit values are commonly set symmetrically as + and − a specific 
voltage value called the AR level. If any of the values in the sequence exceeds the 
AR level, the whole sequence is rejected for averaging. ABR systems in general 
allow the setting of the AR levels in μV, so for instance +/− 15 μV. For good quality 
ABR recording the AR level should be somewhere between 15 and 25 μV. Some 
ABR systems allow specification of the number of times that the AR levels may be 
exceeded before rejecting the whole sequence. For good-quality ABR recordings 
this number should be low, close to zero. Other signal averaging systems do not 
use stimulus amplitude as an AR criterion, but the AR rate. For instance, say that 
to have arrived at 1500 accepted responses for averaging, 1650 stimuli had to be 
presented. In other words, the responses to 1500 stimuli were accepted and the 
responses to 150 stimuli were rejected. In that case, the rejection count was 150, 
and the rejection rate was 150/1650. Setting an AR rate instead of absolute response 
amplitude levels for AR may result in accepting averages that are dominated by a 
few contaminated responses with high potential amplitudes, for example of myo-
genic origin. In terms of statistics, this approach may lead to a higher type II error 
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probability (i.e. the mistaken acceptance of a false null hypothesis). Therefore, we 
advise against the use of such averaging systems for clinical ABR assessment.

In unweighted averaging, every accepted response sequence after a stimulus 
presentation contributes equally to the average value after say 1500 stimulus presen-
tations. In weighted averaging, however, each accepted response sequence is assigned 
a weight. This weight is calculated by some paradigm. For example, the weight could 
be determined by one over the variance of the sequence. This results in a final average 
with a larger contribution of the sequences with less interference (=lower variance). 
Manufacturers of ABR measurement systems generally do not specify the specific 
paradigm used in their system. Combining weighted averaging with AR is sometimes 
called Bayesian AR. This procedure uses weighted averaging for stimuli that are still 
within specified AR limits, assigning less weight to responses with higher amplitude. 
Responses with amplitudes that lie outside the AR limits are still rejected.

3.3 Identifying interfering potentials

To get a grip on the always present interference, one needs to know the origins of 
interfering potentials. The interfering noise can be synchronous to (or in sync with) 
the stimulus or not. In the first case, averaging does not help to reduce the amplitude 
of the interfering components. Furthermore, the interfering components can be of 
the physiologic origin or not.

Interfering potentials with a physiologic origin are potentials generated within 
the patient’s body, e.g. by muscles, the brain, the eyes. Muscle activations are the 
most powerful source. Due to the differential type of amplification, only muscles 
at the head cause significant interference. Their interference comes in two different 
kinds. (1) In sync with the stimulus, caused by the (strong) auditory stimulation 
used with the ABR recording. The muscles involved are located postauricular 
(the muscles that can move the pinna) and in the neck (the sternocleidomastoid 
muscle). (2) Not-in-sync with the stimulus, caused by muscle activation at the level 
of head and neck, with muscles of the neck and jaw as major sources. The brain is 
also a source of interfering potentials, albeit normally much weaker than myogenic 
potentials in the ABR-frequency band. All brain activity not related to the auditory 
system causes interfering potentials. The eye is also a weak source of interference in 
the ABR-frequency band.

Non-physiological interference can be introduced by the recording and stimula-
tion system itself, by other (medical) devices coupled to the patient, and by irradia-
tion from external sources. The ABR-system can introduce interference by (1) the 
auditory stimulator used for eliciting the ABR, the so-called stimulus-artifact, or  
(2) error or poor electrical design of the system.

Generally, the stimulator contains an electrodynamic loudspeaker that generates 
an electromagnetic wave resulting from its coil movements. This waveform mirrors 
the electrical stimulus waveform (more specifically, convolved by the stimulator’s 
impulse response). If this coil is close to electrodes or their leads an artefactual poten-
tial variation is introduced by electromagnetic induction. Obviously, this interfering 
potential is in sync with the stimulus and is not reduced in strength by averaging.

The most frequent causes of error are mains interference caused by ground loops 
originating in the amplifier and are caused by poor design of its power supply. For 
instance, the power supplies of the stimulus amplifier and the physiologic ampli-
fier should be completely independent. If not, the supply voltage of the physiologic 
amplifier can suffer a dip when a strong stimulus is presented. Due to the extremely 
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high amplification factor of the physiologic amplifier, even a very small dip can cause 
a significant output signal variation. This may incorrectly be interpreted as input 
signal variation. Another example: in a multi-channel recording system the power 
supplies of the amplifiers of different channels should be independent and mutually 
completely decoupled to keep the common-mode-rejection factors independent.

Coupling of the patient to other medical equipment, like a heart-lung monitor in 
the intensive care unit or operation theater, often causes ground loops confounding 
the physiologic amplifiers’ function with mains interference. The patient, the elec-
trode wiring, and the pre-amplifier are also antennas that pick up the electromagnetic 
fields from the environment by induction. There is a multitude of possible sources, 
like radio broadcasting, wireless telephones, pagers, automatic doors, etc.

3.4 Reducing interference

Identification of the origins of the interfering signals requires inspection of the 
raw amplified electrode signal during the averaging process. This can be done by 
observing a free-running registration that is in sync with stimulus presentation.

When the difference in skin-electrode impedance is high for different electrodes 
(inter-electrode impedance), non-physiological interferences generate higher inter-
fering potentials in the ABR measurement system. Therefore, keeping inter-electrode 
impedances below 5 kΩ and preferably below 3 kΩ, helps to reduce the interference 
induced by stimulus artifact and electromagnetic irradiation. If this interference is 
still too strong, it helps to lower the inter-electrode impedances even further down to 
under 1 kΩ.

The stimulus artifact has the waveform of the convolution of the electrical 
stimulus waveform and the stimulator’s impulse response. With any waveform of the 
stimulus, there is first compression or reduction of the air pressure in the ear canal, 
the air is first condensed or first rarefied. The stimulus polarity is named accordingly: 
condensation or rarefaction. By alternating the electric stimulus polarity in the series 
of say 1500 stimuli used for one stimulation level, the alternating waveforms of the 
stimulus-artifact cancel each other from one stimulus to the next, because these are 
in anti-phase. At higher stimulation levels, however, the impulse response of the 
transducer might be somewhat asymmetric as to the phase, and therefore subsequent 
stimulus artifacts do not cancel exactly anymore. As a result, a stimulus artifact will 
remain present in the averaged response. This will occur specifically at levels close to 
the output limits of the transducer and with damaged transducers (after a drop to the 
floor for instance).

Increasing the number of averaged (accepted) responses increases the signal-to-
noise ratio of the resulting ABR waveform. This only holds, however, for stationary 
noise. In clinical measurements, ABR interfering noise is in general very non-sta-
tionary in character. Therefore, averaging more than 2500 sweeps generally does not 
result in further improvement of the signal-to-noise ratio.

As myogenic potentials generate the strongest interference, the ABR-recording 
quality can be greatly improved by reducing muscle tension in the patient. This can 
be done by several conservative methods. (1) Placing the patient in a relaxing posi-
tion in a special chair or on a bed, with special attention for a relaxed head position. 
(2) Keeping the patient’s head position in the midline. Asymmetric pre-tension of 
both sternocleidomastoid muscles may lead to an asymmetric and stronger muscle-
artifact in sync with the stimulation. (3) Showing a (soundless and non-thrilling) 
video at a height that forces the patient to steer the eyes to the midline of the lower 
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half of the view field. When such measures do not suffice, additional (medical) mea-
sures can be taken, of course with medical authorization and/or control. (1) Giving 
relaxing drugs to the patient (obviously with authorized control). Some drugs, like 
ketamine, are unfit however because they provoke abnormal brain activity with 
higher interference in the ABR-frequency band as a result. (2) Giving full anesthesia 
with muscle relaxation and ventilation. In that case, however, care must be taken 
that the anesthesia is deep enough. Light anesthesia causes an enhancement in the 
higher-frequency components of the EEG, resulting in enhanced interference in the 
ABR-frequency band.

3.5 Recording strategy

To provide ABR-recordings with as much information as possible, the following 
procedures will help. (1) Make a two-channel recording at each stimulus level. (2) 
Create separate (sub)averages for different combinations of stimulus polarity, i.e. a 
(sub)average for condensation, rarefaction, and alternating polarity. (3) Create (sub)
averages for test-retest measurements. (4) Record ABR responses at various levels of 
stimulation, spanning the (remaining) dynamic range of the auditory system for the 
side of stimulation, with five different levels if possible. (5) Present the different ABR 
recordings ordered vertically with the highest stimulus level on top. This creates an 
ABR pattern, that facilitates inspection of peak latency shift against stimulus inten-
sity. If separate registrations for test-retest or condensation-rarefaction polarity are 
available, pairwise presentation per stimulus level is preferred. (6) Repeat steps 4–5 
interactively during ABR assessment to arrive at the optimum result in the available 
time for assessment, “biding your time”. This way the next stimulation level to be 
measured can be chosen optimally.

In two-channel recordings, the active electrode of an amplification channel is 
commonly positioned at the midline of the head, e.g. the vertex, and the reference 
electrodes at ear-level. With the reference-electrode at the side of stimulation, the 
ipsilateral ABR is recorded. With the reference electrode at the ear opposite to the 
side of stimulation, the contra-lateral ABR is recorded. The ipsi- and contralaterally 
measured ABR waveforms differ in specific aspects that can help to identify the ABR 
waveform peaks I–V. The most important differences are (1) peak III has a somewhat 
shorter latency in the contra-laterally derived ABR-waveform; (2) peak V has a 
somewhat longer latency in the contra-laterally derived ABR-waveform. With the 
ipsilateral recording projected right above the contralateral one in the visual repre-
sentation, a kind of trapezoidal shape is visible in the peaks III–V combination. This 
greatly helps identifying that combination, specifically if the peak I–II combination is 
difficult or impossible to identify (see Figure 8).

The ABR waveforms for condensation and rarefaction stimulus polarities are not 
identical. This can only be made visible when responses for different stimulus polari-
ties are recorded separately. A major problem with measuring the ABR responses for 
different stimulus polarities in different measurement runs is that due to the non-
stationary nature of noise, these responses are measured under different interfering 
noise conditions. This can be avoided by measuring ABR responses with an alter-
nating stimulus-polarity and storing the corresponding responses in separate data 
buffers. This allows creating subaverages for condensation and rarefaction stimuli 
that are acquired in similar noise conditions. When data of the different buffers are 
summed, the alternated average is still visible, but it can be split into two separate 
parts. Projecting the one superimposed on the other (with a different color for 
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example) makes the differences between responses from condensation and rarefac-
tion stimulus polarities visible. One obvious difference that stands out is the form of 
the stimulus-artifact, which is of opposite polarity. Concomitantly, if the cochlear 
microphonic response is detectable within the stimulus artifact, it will also show 
different polarity. Major differences can also occur in the morphology of III–V peak 
complex in cases of (steep) high-frequency cochlear hearing loss, as was explained in 
Section 2.4. These differences can be so large that identification of the III–V complex 
is ambiguous in responses obtained with alternating stimulus polarity, while identifi-
cation is straightforward in the responses obtained with condensation or rarefaction 
polarity separately.

Additional information can also be derived by creating separate data buffers for 
alternating test and retest registration to again obtain subaverages acquired in similar 
noise conditions. Projecting test-retest subaverages on top of each other in different 
colors enables quick visual inspection of the stability of the acquired ABR responses, to 
determine if the ABR peaks robustly rise above the residual noise floor (see Figure 9). 
This can not only be judged subjectively, but the two subaverages also allow for quanti-
tative calculations of various measures of similarity.

In summary, sorting the single stimulus responses into four data buffers, suba-
veraging and making various combined or split views of the results, yields easily 
available information on the stability of the results and of the differences between 
condensation and rarefaction responses.

Preferably five or more responses for different stimulation levels are acquired to 
construct an ABR pattern. As measurement time is often precious, due to the require-
ment of the patient remaining in a relaxed condition, it is best to aim at first acquiring 

Figure 8. 
Example of the simultaneous presentation of ipsi- and contralateral registration of ABR-response, 
showing the trapezoidal shape of the peak III–V complex.
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ABRs at higher stimulation levels and then at levels between 25 dB above and around 
the response threshold. In the lower-level range, the stimulus step size should be 10 
or even 5 dB, while at levels far above threshold larger step sizes of 20 or even 25 dB 
can be used. Each succeeding stimulation level should be chosen as time-efficiently as 
possible. This can be achieved by constructing the ABR pattern each time acquisition 
at a specific stimulus level is completed. If a succeeding acquisition with a much lower 
stimulus level produces no ABR response, an educated guess should be made for the 
next higher level to be used.

The response threshold is defined as the lowest stimulation level at which 
reproducible response peaks (generally peak V) can be identified. At levels up 
to 20 dB above threshold and 5 dB below threshold, replication measurements 
are advised to confirm the presence or absence of response peaks. Note that for 
response threshold assessment, at least one acquisition must be obtained that 
shows no response peaks at all, preferably at a stimulation level just below (say 
5 dB below) the lowest stimulation level that shows reproducible peaks in the 
response. Obviously, this is not necessary if response peaks are found at levels in 
the normal range of the response threshold, i.e. 0–20 dB(nHL). To enable good 
interpretation of the results for the various stimulation levels, it is very useful to 
order the recordings vertically according to decreasing stimulus levels, preferably 
in pairs of ipsi- and contralateral responses. This way of constructing the ABR pat-
tern enables tracking of ABR peaks from high stimulus levels down to threshold, as 
is demonstrated in Figure 8.

3.6 Interpreting ABRs

The first step in ABR pattern interpretation is peak identification. The second step 
in the audiological use of the ABR pattern is determining its validity, i.e. whether the 
ABR pattern reflects the neural integrity of the auditory nerve and brainstem. The 
third step is determining the response threshold level. The fourth step is analyzing 
the relations between latency of the peaks and stimulus level.

First, identify peaks in the ABR pattern with equal or higher latency for decreas-
ing stimulation level. At higher stimulation levels, say above 85 dB(nHL), peak 

Figure 9. 
An example of the presentation of test-retest subaverages. The upper registration shows a case with low 
test-retest reproducibility and the lower registration shows a case with high test-retest reproducibility.
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latencies may be stable, at lower stimulation levels peak latencies increase with 
decreasing stimulation level. Commonly this increase is larger when the stimulation 
level approaches the response threshold. Identification of the peak I–III–V complex 
is commonly easiest, and even more so with 2-channel recording with the ipsilateral 
averaged response positioned above the contralateral averaged response as shown in 
Figure 8. A trapezoidal shape should be observable in this complex, which positively 
identifies the III–V complex. Reproducibility of amplitude and latency of a peak at 
a constant stimulation level is required for reliable peak identification. As explained 
above, a test-retest view of the response pattern is very helpful. Easy switching 
between the views on the overall average and test-retest sub-averages helps to achieve 
greater reliability of peak identification.

Next, the peak I–II complex should be identified. Commonly the complex is better 
identifiable in the ipsilateral recording than in the contralateral recording. At high 
stimulation levels, over 85 dB(nHL), peak I prevails in amplitude and peak II is visible 
as a kind of shoulder on the downslope of peak I. At lower stimulation levels peak II 
tends to prevail in amplitude and peak I is visible as a kind of shoulder on the upslope 
of peak II. The transition range is between 55 and 65 dB(nHL) in normal hearing. 
Below 55 dB(nHL) peak I is rarely visible, but peak II can be. Mistakenly identifying 
peak II as peak I, yields an abnormally short time interval between this peak I and 
peak V. Identification of the I–II complex can be difficult or impossible in cases of 
significant conductive hearing loss. Then one must rely on the identification of the 
III–V complex for interpreting the ABR results.

Before performing audiometry based on the ABR pattern, the neural integrity of 
the auditory nerve, which is the source of the measured peak I and II potentials, should 
be assessed. This can be done by measuring the inter-peak interval, i.e. latency differ-
ences between peaks. For adults with normal auditory nerve function, the I–V latency 
difference should be below 4.3 ms. Larger differences are suspicious and the reliability 
of the audiometric interpretation of the pattern is questionable. These limits are age-
dependent, and for patients below 2.6 years, this limit value is higher. For term-born 
neonates it is 5.4 ms and for preterm neonates it is still higher. However, it must be kept 
in mind that absolute latencies can be prolonged due to a conductive hearing loss. In 
that case, the effective stimulation level of the cochlea is lower than the stimulation level 
by the amount of conductive loss. For each type of ABR system the normative values of 
the absolute latencies may differ somewhat, depending on the design and the stimulator 
used. Therefore, the absolute latencies of peak III and V at a specific stimulation level 
should preferably be compared to their normal range for that type of equipment setup.

With high-quality ABR-registrations, identification of the response threshold 
level is easy. In the case of moderate quality, identification is still possible but requires 
more expertise and experience. Two independent experienced judges will generally 
disagree by not more than 5–10 dB. For audiometric interpretation, the correspon-
dence between the ABR threshold and pure tone threshold depends on the type of 
stimulus used, i.e. tonal or broadband. In the latter case, when a click stimulus is used, 
for example, the ABR threshold is strongly correlated with the pure-tone audiometric 
threshold at 3 kHz [31] as further discussed in Section 4. The latter being 10 dB less in 
dB(HL) than the ABR threshold in dB(nHL). In cases of very steep cochlear high-
frequency hearing loss, the difference becomes larger, because the pure-tone fre-
quency of highest correlation with the ABR threshold shifts downward. One should 
be on guard for this pitfall if shallower shapes of the ABR peaks are observed. For 
tonal stimuli, the relations between ABR threshold and pure-tone threshold depend 
strongly on the stimulus waveform used for eliciting the ABR.
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4. Frequency-specific ABR

This section gives a brief overview of frequency-specific ABR techniques that 
are now commonly used to establish hearing thresholds in audiological assessment 
following the newborn hearing screening and discusses why these techniques may be 
considered appropriate.

Traditionally, 100 μs click stimuli are used to evoke ABR responses (Figure 10a, 
top left). There are a number of advantages of using this stimulus: (1) it generally 
results in well-formed and detailed responses, (2) it helps in determining auditory 
neuropathy, and (3) it generates relatively large responses and therefore responses 
can be obtained in a brief amount of time [32]. Various studies describe a good 
correlation between click-evoked ABR thresholds and behavioral thresholds in the 
2–4 kHz range, e.g. [31, 32], with correlations as high as 0.94. However, other studies 
report issues with the use of click stimuli for threshold estimates and report a much 
poorer correlation [33, 34]. The click-evoked ABR may seriously over-or underesti-
mate sensory hearing loss, depending on hearing loss configuration. Though click 
ABR thresholds correlate well with the 2–4 kHz region on a population level, this 
does not necessarily result in accurate threshold estimates for individual patients. 
Stapells & Oates attribute these issues to the broadband spectrum of clicks and 
conclude that the click-ABR threshold probably represents the “best” hearing in a 
wide frequency range [33].

Over the years, several methods for obtaining frequency-specific ABR thresholds 
have been explored, for example, involving ipsilateral masking of frequency regions 
or derived response methods with filtered clicks. Hall gives a review of these various 
approaches [35]. The most common clinical approach for recording frequency-
specific ABRs is more straightforward and involves brief tone stimuli, or tone-bursts. 
A tone-burst stimulus is a transient stimulus of typically 5 tone cycles within a 
Blackman window (Figure 10a), or a 2 cycles rise-time-1 cycle plateau-2 cycles fall-
time envelope [35]. This stimulus configuration gives an acceptable trade-off between 

Figure 10. 
Waveform of ABR stimuli as recorded with an interacoustics eclipse loopback test (a) 100 μs click, 4, 2, 1, 0.5 kHz 
Blackman window tone-burst stimuli (b) broadband LS-CE chirp, 4, 2, 1, 0.5 kHz NB-CE chirp.
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the short stimulus onset needed to evoke an auditory response, and the bandwidth 
needed to obtain frequency specificity. Several studies describe high correlations 
(0.85–0.95) between pure tone audiometry thresholds and tone-burst ABR thresholds 
in adults [36, 37] and in infants [34, 38] and the authors conclude that tone-burst ABR 
is a clinically feasible and accurate method of estimating the pure tone audiogram 
when appropriate correction factors are applied.

Larger and clearer ABR responses can be evoked by using chirp stimuli, math-
ematically designed to compensate for frequency-dependent traveling wave delays in 
the cochlea and to generate synchronous stimulation across a wide frequency region. 
These level-specific (LS) chirp stimuli generate larger amplitude responses than clicks 
or tone-bursts, thus increasing the signal-to-noise ratio and reducing test time [39]. 
Elberling and Don derived narrow-band (LS NB-CE) chirps from these broadband 
chirps with approximately one-octave bandwidth (Figure 10b) [40]. These LS NB-CE 
chirps facilitate frequency-specific ABR.

Ferm et al. found significantly larger ABR responses with LS NB-CE Chirp stimuli 
compared to tone-bursts and anticipated a vast reduction in test time for achieving 
a similar SNR [41, 42]. They also established correction factors, compensating for 
the offset between ABR threshold (dB nHL) and estimated hearing level (dB eHL), 
as well as threshold confidence intervals for these stimuli. These correction factors 
are currently in use in the British Newborn Hearing Screening Program (Guidelines 
for the early audiological assessment and management of babies referred from the 
Newborn Hearing Screening Programme. British Society of Audiology, 2014).

5. Binaural auditory brainstem responses

An important feature of the auditory system is the ability to determine the loca-
tion of sound sources relative to the head. Information from two ears can be used to 
estimate the location of a sound source in the horizontal plane using ITD and ILD. 
Using these binaural cues, normal hearing individuals can localize with high accuracy 
and precision [43]. Auditory localization allows humans to quickly detect and orient 
towards relevant sounds in the environment. This can be important, for example, 
when trying to safely navigate through traffic by bike or when walking, or when try-
ing to focus on a single conversation in a noisy environment.

Measuring auditory localization accuracy and precision in a clinical setting 
requires specialized setups with a large number of speakers and, ideally, eye- or 
head-tracking. Although objective measures of hearing ability are often applied in the 
clinic, objective measures of auditory localization are not frequently used or well-
known. An interesting objective measure of auditory localization can be found in the 
Binaural Interaction Component (BIC) of the ABR since the later peaks (IV and V) 
originate from binaural nuclei SOC and LL (see Section 2.2).

The amount of binaural interaction between the ears can be used as an objec-
tive measure of binaural hearing. ILDs and ITDs can be presented via headphones 
by introducing level and time differences between the left and right channels of a 
stereo sound. The BIC can be obtained by subtracting the ABR to a stereo sound from 
the sum of the monaural left and right ABRs [44, 45]. In normal-hearing listeners, 
the binaural ABR and the monaural sum are not the same, resulting in a different 
waveform: the BIC (see Figure 11). The most prominent peak in the BIC is the first 
 negative peak, often called DN1 (sometimes called beta). The amplitude and latency 
of the DN1 systematically vary with ILD and ITD in humans and animals [46–48]. 
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The largest amount of interaction (the largest DN1 amplitude) is typically observed at 
an ILD of 0 dB and/or an ITD of 0 μs. 

The DN1 amplitude, and thus the amount of binaural interaction, gradually 
decreases with increasing ILD or ITD. The most likely sources of the DN1 are the MSO 
and LSO in the SOC [45].

Given that the BIC is a difference waveform and the fact that ABR peaks are typi-
cally of low amplitude, measuring the BIC requires a high signal-to-noise ratio in the 
binaural and monaural ABRs. Additionally, to obtain the DN1 amplitude for multiple 
ILDs requires a quite extensive testing and may be less practical in the clinic where less 
time may be available for measurements [48]. Some studies also report that the BIC 
is absent for some participants with normal localization skills (e.g. [49, 50]), making 
it difficult to rely on for individual diagnostic purposes in some cases. However, the 
BIC can be used to study the processing of binaural cues in the brainstem in vari-
ous populations at a group level. For example, a study of children at risk for central 
auditory processing disorders (CAPD) showed that their BIC amplitude was reduced 
relative to normal hearing children [51]. Interestingly, the children in the CAPD group 
showed normal ABR thresholds, suggesting that binaural interaction can be specifi-
cally affected in certain conditions. That the presence of the BIC has some diagnostic 
value can be seen in the results of a study in which the presence of the BIC was used to 
detect children at risk for CAPD. The investigators could distinguish between children 
at risk for CAPD and those not at risk with a 76% sensitivity and specificity [52].

To conclude, the BIC of the ABR provides important information regarding bin-
aural processing in the brainstem. Although some studies suggest that it may not be 
the best objective measure for diagnosing binaural hearing disorders at an individual 
level, it does provide a unique window into binaural cue interactions early in the audi-
tory processing pathway.

6. Conclusions

Sources of the ABR are the auditory nerve and brainstem auditory nuclei. Clinical 
application of ABRs includes identification of the site of lesion in retrocochlear 

Figure 11. 
The BIC is calculated by subtracting the binaural ABR from the sum of the monaural ABRs. Figure obtained from 
Laumen et al. [45].
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hearing loss, establishing functional integrity of the auditory nerve and objective 
audiometry. To help interpretation and establish reliability, separate subaverages may 
be obtained for ipsi- and contralateral registrations, and for test-retest reliability. 
Hearing threshold estimation of infants who are referred for audiological assess-
ment after hearing screening relies on accurate estimation of hearing thresholds. 
Frequency-specific ABR using tone-burst or narrow band chirp stimuli is a clini-
cally feasible method for this. Whenever possible, obtained thresholds should be 
confirmed with behavioral testing. The binaural interaction component of the ABR 
provides important information regarding binaural processing in the brainstem. 
Although some studies suggest that it may not be the best objective measure for 
diagnosing binaural hearing disorders at an individual level, it does provide a unique 
window into binaural cue interactions early in the auditory processing pathway.
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Abstract

The aim of this study is to determine the thresholds of normality in the recording 
of precocious auditory evoked potentials with free-field stimulation and to compare 
them with conventional stimulation with insertion headphones. For this purpose, we 
have carried out a case series study of children with normal hearing stimulated with 
insertion headphones, who underwent Auditory Brainstem Response (ABR) and 
Auditory Steady-State Response (ASSR) with free-field stimuli. Fifty-four ears with 
normal criteria of children between 6 months and 24 months of age were assessed. 
The latencies found with free-field stimulation in ABR were significantly longer than 
the latencies with insert earphone stimulation (p<0.05), and no differences were 
found in the inter-latencies. No significant differences were found in the thresholds 
of the ASSR response. We conclude that the ABR thresholds obtained in the free-field 
correspond to the delay due to the distance of the sound source to the eardrum and, 
therefore, are superimposable, being applicable to patients where it is not possible to 
stimulate with insert phones.

Keywords: auditory evoked potentials, ABR, ASSR, free field

1. Introduction

The subjective hearing test, although fundamental in the study of hearing loss, 
depends on the active collaboration of the patient and is, therefore, subject to the 
patient, is very difficult to carry out in young children and impossible in babies. 
Current methods of objective hearing screening, known as “Electrical Response 
Audiometry,” are established by means of acoustic stimulation of the ear with insert 
earphones. This method does not exactly reproduce the natural stimulation of the ear 
that is carried out by sounds in our environment and which are usually transmitted 
through the air. With the new method we propose, using a loudspeaker, we transmit 
the stimulation of the ear in a natural way through the air and thus obtain results that 
more closely resemble natural hearing conditions [1].
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1.1 Generalities

The Electrical Response Audiometry quantifies and qualifies the activity of the 
auditory central nervous system, in the brainstem, in response to sound stimulation 
without the need for the active participation of the subject and in a harmless manner. 
This response is called “Auditory Brainstem Response (ABR)” and is registered as volt-
age fluctuations generated by the nervous system in response to an appropriate acoustic 
stimulus. For this registered response, it is necessary to extract from the electroen-
cephalographic tracing the electrical activity coming exclusively from the auditory 
system [2]. The acquisition and recording of this potential require the auditory nerve 
stimulus to be synchronized and significant. The synchronization of the electrical 
activity requires very brief stimuli, which is why clicks or filtered clicks are used. This 
mechanical stimulus is converted in the organ of Corti into an electrical stimulus that 
travels along with the acoustic pathway to the auditory cerebral cortex [3, 4].

The better-registered response is now being obtained thanks to modifications in 
pacing parameters and response processing, together with advances in software and 
hardware that facilitate and simplify the register. The reduction in hardware size has 
allowed for less bulky equipment, facilitating mobility with the ability to be easily 
transported to the operating room and neonatology wards [1].

1.2 The sound

In acoustics, sound (from the Latin sonitus) is a longitudinal wave created by the 
vibration of objects from a sound source (any object capable of disturbing the first 
particle of the medium) and propagating through a medium. The medium is under-
stood as a set of interlocked and ordered particles interacting with each other. The 
sound wave propagates by the interaction of the particles of the medium (mechanical 
waves), so it is not transmitted through a vacuum, unlike electromagnetic waves [5].

Literally, sensation is defined as “the impression that a living being receives when 
one of its receptor organs is stimulated.” Therefore, we call the sensation produced in 
the organ of hearing by the vibratory movement of bodies (sound), transmitted by an 
elastic medium such as air, “hearing” [6].

The propagation in the air is determined as a function of temperature, humidity, 
and atmospheric pressure [7], this speed being 331.5 m/s at 0°C and 50% humidity at 
sea level [8]. Under these conditions, the speed of sound increases at a rate of 0.61 m/s 
for each degree of temperature. Therefore, in our environment, with a temperature of 
22°C and a humidity of 50% at sea level, the speed of sound is 344.42 m/s [9].

1.2.1 Sound intensity assessment

The dB (decibel) is considered as a measure of intensity for the human ear. The 
scale that measures the dB has certain characteristics; it is logarithmic, non-linear, it 
is relative where 0 (zero) does not mean the absence of sound (sensation), and it is 
expressed with different reference levels.

The intensity level is determined by a reference. Zero dB indicates that the power 
intensity is equal to the reference [10].

The sound pressure level (SPL) indicates that the reference is the sound pressure.
The hearing level (HL) corresponds when the reference is the hearing level. It 

consists of a scale created to adapt dB SPL to dB HL because the human ear does not 
perceive different frequencies with the same intensity. In this way, the intensities and 
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frequencies are adapted in an audiogram by weighting the intensity to obtain a linear 
graph that is easily readable visually. This scale considers differences at different 
frequencies so that 0 dB HL corresponds to the different frequencies in Table 1.

1.3 The human ear as a receiver of sound waves

Based on the principle of resonance, we hear sounds because the propagation of 
the wave in the air causes a displacement of the tympanic membrane. This displace-
ment will result in mechanical transmission and amplification through the middle ear 
mechanisms and the displacement of the stapes plate. The stapes activates the basilar 
membrane that represents different elastic properties along with its length, being 
stiffer near the base and more elastic as it approaches the apex. Consequently, each 
segment of the basilar membrane is resonant at different frequencies, with high fre-
quencies near the oval window and low frequencies at the opposite end. The organ of 
Corti sits on top of the basilar membrane, reproducing the movements of the basilar 
membrane and thus the movement of the stereocilia, resulting in electrical impulses 
that stimulate nerve fibers for central auditory processing. The combined action of 
the basilar membrane and the organ of Corti will create a spectral analysis, temporal 
identification, and intensity variation of the received sound wave which, transmitted 
through the acoustic pathway to the auditory areas of the cerebral cortex [11], will, 
in turn, create patterns of frequency, intensity and time, a fundamental process for 
decoding the communicative content of sound waves [5].

The human ear is an extraordinary receiver capable of receiving waves of very low 
intensity and can withstand, without being damaged, sounds a billion times more 
intense than its threshold of perception [1].

1.4 Electrophysiological basis of auditory examination

The auditory evoked potentials correspond to the recording, from surface 
electrodes, of the electrical activity of the acoustic pathway at the moment of an 
adapted sound stimulus. Therefore, to study this signal, it must be isolated from 
noise, that is unwanted electrical activities, such as electroencephalogram (EEG), 
electrocardiogram (ECG), and electromyogram (EMG), and the signal-to-noise ratio 
must be improved [12]. The electrical synchronization of these fibers requires very 
short stimuli, as in continuous noise, the unitary activity of the cochlear root is not 
synchronous [13].

dB SPL Frequency in Hz

47 125

26.5 250

13.5 500

7.5 1000

11 2000

10.5 4000

13 8000

Table 1. 
Correlation between dB SPL and dB HL.
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From the generation of the stimulus to the activation of the cerebral cortex, 
approximately 300 ms elapse, a period we call “latency” [14]. However, each level of 
the acoustic pathway will generate a response with a different latency, which is why 
auditory evoked potentials will be classified according to the time segment in which 
we study this latency [13]. Thus:

• Cochlear microphonic: Corresponds to the electrical activity of the cochlea and its 
latency is zero.

• Electrocochleography: latency of 1–4 ms.

• Auditory Brainstem Response (ABR) and Auditory Steady-State Response (ASSR): 
These are early auditory potentials with a latency of 2–12 ms.

• Mid-latency auditory evoked potentials: With latencies of 20–50 ms.

• Long latency auditory evoked potentials: With latencies of 50–300 ms.

• We focus on auditory brainstem potentials, which are considered to be early 
auditory potentials.

• The Auditory Brainstem Response (ABR) corresponds to the recording of the 
evoked response in the first 12 ms of the acoustic pathway and, almost 50 years 
after their discovery, they constitute one of the pillars in the study of hearing and 
the diagnosis of infantile hearing loss. The response is formed by a curve with 5–7 
waves, the first five of which are perfectly defined and practically constant and are 
denominated by Roman numerals, I, II, III, IV, and V, with I, III, and V standing 
out as the most evident and constant (Figure 1) [14].

Figure 1. 
Auditory brainstem response (ABR) recording.
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The origin of these different waves is not clearly defined considering the complex-
ity of the auditory pathway and the number of synaptic steps involved in its function-
ing [15]. However, the location of generation of each of the responses that give rise to 
each of the waves has been widely agreed since the 1996 studies by Melcher et al. in 
the cat [16]. These are as follows [5, 17–21]:

• Wave I: very close to the cochlea, at the level of the spiral ganglion and cochlear 
nerve (VIII cranial nerve).

• Wave II: Proximal part of the VIII cranial nerve and cochlear nucleus.

• Wave III: Superior olivary complex.

• Wave IV: Lateral lemniscus and part of the superior olivary complex.

• Wave V: Lateral lemniscus, inferior coniculum, and quadrigeminal tubercle.

1.4.1 Characteristics of auditory brainstem response (ABR)

Presence of response: Obviously we have to obtain the described curve with the  
presence of the five fundamental waves or, at least, of the three most frequent  
(I, III, and V) [21].

Latency: Each wave has a latency defined under normal conditions and corresponds 
to the time elapsed between the production of the stimulus and the appearance of the 
wave. Waves III and V are the most stable waves and wave I appears only at medium 
and high intensities [12]. The last wave in disappearing is the V-wave considering the 
psychoacoustic threshold at the last intensity at which its presence is observed. This 
threshold corresponds to frequencies between 2000 and 5000 Hz with the use of 
filtered clicks [22]. The interlatencies correspond to values between waves, the most 
important being the I-III interlatency, the III-V interlatency, and, above all, the I-V 
interlatency [14].

The auditory evoked potentials can already be performed at birth. From the first 
studies, an increased latency of wave V and a different morphology of the birth 
response curve have already been observed. The interlatency I-III and III-V are also 
increased, but to a lesser extent than I-V [23]. These changes recover progressively with 
age, with amplitudes at 3 months and latencies at 1 year equaling those of adults [24].

Some authors have described the latencies of neonates [17, 20], expressed in ms 
(Table 2).

Increased wave I latency is interpreted as incomplete maturation of the basal 
cochlear zone and/or transmission of hair cells and auditory nerve fibers. An increase 
in the interval of interlatency, and especially I-V, is considered to be incomplete 
myelination of axons and increased synaptogenesis [10].

Amplitude: The height of each wave manifests the amplitude measured in microV, 
although their values are very unstable.

In ABRs, a transient potential is elicited in response to a click, which returns to its ini-
tial resting state because each stimulus is followed by a sufficiently long interval before 
the next stimulus. But if we perform the stimulus with a sufficiently fast stimulation 
frequency so that the response to one stimulus is not extinguished before the emission 
of the next stimulus, we obtain a succession of overlapping responses. The sum of these 
potentials results in a sinusoidal response that will have exactly the same frequency 
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as the modulation frequency of the stimulus. These are called Auditory Steady-State 
Response (ASSR). Unlike transient potentials, this response will be maintained over 
time, as will the stimulus that provokes it [25]. Therefore, a repetitive sound at frequen-
cies between 3 and 300 Hz evokes a steady-state response and can be said to be quasi-
sinusoidal periodic responses whose amplitude and phase are maintained over time [26].

With a fast stimulation frequency range of 70–110 Hz, the overlapping transient 
responses are of shorter latency and generated in the brainstem similar to those of the 
ABR [27]. This is why they are not affected by sleep or sedation, being optimal in the 
study of auditory function in infants and young children [7], being this range the one 
used in the stimulus of our exploration.

To shorten scanning times without appreciable loss of diagnostic accuracy [25], 
we use multifrequency as a method of stimulating ASSRs that allows simultaneous 
stimulation of several frequencies, and even binaurally, requires that each tone is 
modulated at an identifying frequency different from the stimulation frequencies of 
the rest of the tones so that it can be identified later in the frequency analysis of the 
response [8]. We can separate in each ear the response for each frequency by evaluat-
ing the spectral component for each stimulus. In this way, we simultaneously stimu-
late four frequencies (500, 1000, 2000, and 4000 Hz) and both ears (ASSR-MF) [28].

To establish hearing thresholds in infants and young children, we use ABR and 
ASSR-MF recordings together using either insertion headphone or bone conduction 
stimulation, however, we are not aware of normality criteria using the free field as the 
sound stimulus in ABR and ASSR, that is using a loudspeaker close to the patient, a 
stimulus more similar to natural hearing stimulation.

The aim of this study is to determine criteria for normality in ABR and ASSR 
recordings with free-field stimulus and to be able to apply these neurophysiological 
tests in patients where they cannot be performed conventionally.

Pediatric ABR normative values [17, 20]

Age Latency MSEC

I III V I-V

33 weeks preterm 2.57–0.54 5.68–0.75 8.21–0.79 5.64–0.70

36 weeks preterm 2.41–0.38 5.35–0.49 7.83–0.59 5.43–0.55

40 weeks term 2.00–0.31 4.82–0.44 7.14–0.43 (8) 5.14–0.40 (5.94)

40 weeks preterm 2.34–0.44 5.07–0.60 7.54–0.62 5.20–0.60

3 weeks term 1.80–0.24 4.50–0.46 6.93–0.37 5.13–0.36

3 weeks preterm 2.01–0.24 4.70–0.37 7.07–0.23 5.07–0.33

6 weeks 1.80–0.20 4.40–0.30 6.60–0.30 4.90–0.30

12 weeks (3 m) 1.70–0.20(2.1) 4.30–0.30(4.9) 6.40–0.30(7) 4.70–0.30(5.7)

26 weeks (6 m) 1.70–0.20 4.10–0.30(4.7) 6.20–0.30(6.8) 4.60(0.30)5.2

52 weeks (1 year) 1.70–0.20 4.00–0.30(4.6) 6.00–0.30(6.6) 4.30–0.20(4.7)

2 years 1.70–0.20 3.80–0.20 5.70,0.20 4.00–0.20

Table 2. 
Normal values in pediatrics. Auditory brainstem response with 70 dB stimulus, with stimulation by insert 
earphones.
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2. Material and method

We conducted a descriptive observational study of a set of cases of children aged 
6–24 months from our ENT clinic at the University Hospital Santa Lucía, Cartagena 
(Murcia, Spain) in the period between April 2016 and January 2017 who underwent 
ABR and ASSR-MF using insertion earphones and ABR and ASSR-MF using free-
field stimulation.

The selected patients fulfilled the criteria of normality with insertion earphones, 
that is with latencies and amplitudes within normality in ABR with V-wave threshold 
at 20 dB HL and with stabilization of responses in ASSR before 6 minutes and thresh-
old of 20 dB HL at the four frequencies of 500, 1000, 2000, and 4000 Hz. These 
patients, after testing with insertion headphones, were tested again with a free-field 
stimulus. Children outside the age range and children with some degree of hearing 
impairment were excluded.

Following these criteria, the children were selected and the ABR and ASSR-MF 
with free-field stimulus were recorded after the conventional tests with insertion 
headphones, in the same exploratory act, under the same conditions, using the same 
sound stimulus, unilateral clicks for the ABR and amplitude-modulated tones in 
ASSR-MF, and taking advantage of the child’s sedation. All cases were performed and 
recorded in the same environmental conditions, same acoustic booth, same equip-
ment, and same explorer.

To carry out free-field stimulation, new software and hardware had to be incor-
porated. These modifications were carried out by the company Audiología, S.L. 
(Gijón, Spain), Interacoustic’s technical service and distributors, and with the brand’s 
permission. The modification of the software consisted of the possibility of choos-
ing the use of loudspeakers in the stimulation menu, in this case using Phonestra © 
preamplified free-field loudspeakers whose potentiometer was mechanically fixed to 
avoid changing the gain of the tests.

The calibration of hearing thresholds with the correction coefficients of insert 
earphones is governed by IEC-60645-7 “Instruments for the measurement of audi-
tory brainstem responses” [29]. We are not aware of any specific standards and 
correction coefficients for the realization of ABR and ASSR tests in the free field. 
For the calculation of correction coefficients, we based ourselves on the ISO-389 
standard for the “zero” reference calculation in the calibration of audiometric 
equipment. Free-field pure-tone control audiometry was performed on 25 healthy 
individuals aged 14–38 years. An ASSR measurement was made in each subject, 
stimulating in a free field, with 0 dB correction. New correction coefficients for 
ASSR in the free field were obtained by the difference of the values recorded with 
the free-field tonal tests and the ASSR without correction, calculating a correc-
tion coefficient of 5 dB HL (±1.5 dB HL) in the four frequencies with respect to the 
correction rates with insertion headphones. The theoretical calculation was made 
following the “law of spherical divergence” by means of the behavior of sound in the 
free field which allows us to define the attenuation or variation of level between two 
previously defined points, r1 and r2 (RE: 1, 2). With these modifications and with 
the sound source (loudspeaker) 70 cm away from the ear to be tested, we performed 
the ABR and ASSR with free-field stimulus in the same environmental conditions, 
same booth, same equipment, and same explorer as with insertion headphones to 
control non-differential errors.
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The tests were carried out in the rather quiet outpatient room, inside a booth with 
an acoustic attenuation of 38 dB SPL on average, which also houses the laptop and the 
explorer who operates the equipment.

The patient should be relaxed to reduce electrical noise as much as possible [30], 
with physiological sleep or, as in most of our cases, with mild sedation which we 
achieve with the oral administration of Chloral Hydrate at a dose of 75 mg/kg/weight 
which allows 2–3 hours of sedation. Chloral hydrate has very few adverse reactions 
and although it has a bad taste, it is well tolerated by children. The maximum dose of 
2 g should not be exceeded and it cannot be used to maintain prolonged sedation due 
to the sedative effect of its metabolites [31].

After careful cleaning of the skin with alcohol, we use an abrasive cream to peel 
off light desquamation to reduce the resistance of the skin in the location of the 
electrodes that are placed once the child is asleep, placing the active electrode in the 
vertex, the reference electrode in the mastoid (right and left) and zygomatic region. 
After placing the electrodes, the ABR3A type earphones are inserted into the external 
auditory canal, held in place by a silicone cushion to hold them in place and to stag-
nate them in the size best suited to the canal orifice.

2.1 Recording the ABR with insert earphones

We stimulated with alternating clicks at a rate of 44/s with contralateral white 
noise masking with −30 dB HL of the stimulus intensity, using a 100 Hz high-pass 
filter and a 1500 Hz low-pass filter, a maximum of 4000 stimuli, a 12 ms screen 
window, admitting a curve quality response of 99% and a residual noise of 40 nV. 
The procedure is programmed using 70, 60, 40, and 20 dB HL in descending order, 
and the intensity can be changed manually. When it ends in one ear, it automatically 
starts the stimulus in the contralateral ear and we can stop the test when we consider 
it convenient when we have reached the threshold of wave V. In case of absence of 
response or poor quality of the response at 70 dB HL, we will continue with stimuli at 
80, 90 or 100 dB HL until we find a graph of sufficient quality to observe amplitudes 
and latencies.

Once the graphs are obtained, latencies and interlatencies are measured and the 
results are stored for later evaluation.

2.2 Recording ASSR with insert earphones

We performed multi-frequency stimuli allowing us to stimulate both ears simul-
taneously at frequencies of 500, 1000, 2000, and 4000 with CE-Chirp© [17], the 
stimulation rate at 90 Hz, and a rejection level of 40 nV. The maximum stabilization 
time of the response was set at 6 minutes. We also stored the results.

2.3 Recording of the ABR with free-field stimulus

The procedure is similar to the ABR recording with insertion earphones and is car-
ried out after performing the tests with insertion earphones and without modifying 
the conditions, in the same clinical act and with the patient being selected following 
the inclusion and exclusion criteria, as described above. Using a stimulus through a 
loudspeaker, selecting in the transducer menu, placed 70 cm from the ear to be tested, 
with masking of contralateral white noise and storing results.
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2.4 Recording of ASSR with free field stimulus

Following a similar procedure to the ASSR with insertion earphones and with the 
modifications described for the free field, we record the ASSR with free-field stimu-
lus after the ABR in the free field and store the results.

3. Results

Applying the inclusion and exclusion criteria, 54 ears of 27 selected children were 
studied, with a mean age of 16.7 months (SD = 5.7) and age range between 6 and 
24 months, corresponding to 19 males (70.4%) and 8 females (29.6%).

Table 3 presents the latencies of waves I, III, and V (the most constant) and I-V 
interlatencies obtained with insertion headphone and free-field stimuli, as well as the 
differences between them. No significant differences were observed in the interla-
tency values.

We found statistically significant differences in the latency values of waves I, III, and 
V, p < 0.001, and Rho values of 0.78, 0.49, and 0.63, respectively. In the assessment of 
agreement or concordance in the distribution of mean latencies, a significant difference 
(p < 0.001) was observed in the Wilcoxon test for the three main waves of the ABR.

The V-wave threshold was obtained at 20 dB HL in all ears studied.
Table 4 represents the results of the thresholds obtained in the ASSR-MF record-

ing with insertion headphone stimulus and in free field.

Waves Wave I Wave III Wave V Interval I-V

Insertion 
earphones

1.56 (SD = 0.22) 4.09 (SD = 0.29) 6.27 (SD = 0.19) 4.68 (SD = 0.46)

Free field 3.47 (SD = 0.59) 5.97 (SD = 0.61) 8.22 (SD = 0.51) 4.75 (SD = 0.36)

Difference 1.91 1.88 1.95 0.07

p <0.001 <0.001 <0.001

Rho 0.78 0.49 0.63

SD: standard deviation; p: significance level; Spearman’s Rho: Spearman’s Rho.

Table 3. 
Latencies of waves I, III and V and I-V interlatencies obtained with a stimulus with insertion headphones and free 
field, at 70 dB HL, as well as the differences between them, p-value and rho value in between them, p-value and 
rho value in Spearmen’s contrast test.

Frequencies 500 1000 2000 4000

Insertion earphones 10 14 14 15

Free field 22 24 25 25

Difference 12 10 11 10

Table 4. 
Results of the thresholds obtained in the ASSR-MF recording with insert earphone stimulus and in free field and 
the differences between the two limits (dB HL).
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In the recordings with insert earphones, the 500 Hz recording was achieved in 50 
of the 54 ears studied (7.41%), with responses obtained at all other frequencies. The 
average response stabilization time was 2.12 minutes.

In the recordings with free-field stimulus, the absence of response at 500 Hz was 
22.22%, at 1000 Hz 12.96%, at 2000 Hz 5.55%, and at 4000 Hz 1.85%. The mean 
response stabilization time was 3.68 minutes which is an increase of 1.56 minutes over 
the insert phones.

4. Discussion

The children in our study are aged between 6 and 24 months, some of them 
premature, so latency values may be variable. This is why we decided to apply this age 
range to minimize variations in latencies due to the immaturity and hypomyelination 
of the acoustic pathway, which maturity does not end until 12 months [18, 29].

The ABR and ASSR are usually recorded by means of earphones inserted inside the 
external auditory canal and using surface electrodes placed as described above. The 
recordings of both tests taken together will give us the hearing thresholds in intensity 
and frequency, which are necessary for a correct objective diagnosis of hearing loss in 
children.

The ABR recording is composed of a 5 to 7-wave trace, with the first five waves 
being the most important, called I, II, III, IV, and V and I, III, and V being the most 
constant [15, 16] waves that present fundamental characteristics of amplitude and 
latency [12, 15, 23]. The latencies generate interlatencies, time intervals between 
waves, the most important being interlatency I-III, III-V, and above all I-V [19, 23].

These waves disappear as the intensity of the stimulus decreases, with the V 
wave remaining constant, the last recording of which in intensity does not mark the 
threshold of the response. The average values that we have obtained in the children 
with normal criteria studied, using acoustic stimuli through insertion headphones, 
are similar to those observed in the literature [17, 20, 21, 29, 32].

Likewise, the ABR study was carried out in a similar way to that employed by 
other authors, using the same type of stimulus (click) [33], with a cadence of 44 
stimuli/sec, lower than the critical rate of 50 st/sec [34], 2000 stimuli in monaural 
stimulation and with contralateral masking [35].

After stimulation and stable ASSR response, the software of the device applies 
the Fast Fourier Transform (FFT) algorithm, which is the recording of the electro-
encephalographic trace corresponding to the modulated frequency of the presented 
tone, and calculates the estimated audiometry at frequencies of 500, 1000, 2000, and 
4000 Hz, so the normality criteria do not require detailed interpretation [10, 36] and 
therefore do not require the patient’s cooperation or the explorer’s intervention [37].

Although it is generally accepted that a stable ASSR response should not occur 
beyond 8–10 minutes, in our daily practice, and depending on the individual patient, 
we have come to accept response stabilization times of 12–14 minutes. However, 
in our study, we have selected cases with response stabilization of not more than 
6 minutes.

We agree with the various authors that the most difficult response to record in the 
ASSR is the frequency of 500 Hz, with all other frequencies being fairly constant and 
with no differences between the two ears [10, 36, 38].

In the ASSR test, the child is in the same environment, with the same electrodes 
and their location on the skin as in the ABR test and with stimulation through insert 
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earphones, the only difference being acoustic stimulation with clicks in the case of 
ABR and CE-Chirp in the case of ASSR. This difference does not affect the attainment 
of hearing thresholds, although the CE-Chirp follows a response with higher ampli-
tude and curve quality [39].

The threshold of ASSR responses compared to hearing screening methods, such as 
tone audiometry or behavioral audiometry, in children has been studied by numerous 
authors, indicating, with minor adjustments for correction, the similarity of hear-
ing thresholds [37, 38, 40, 41]. In our daily practice, we have found this similarity 
between threshold levels in older children undergoing tonal audiometry and ABR/
ASSR-MF under sedation [42].

As we have already mentioned, to avoid bias, the ABR/ASSR-MF tests of the 
selected children, in free field (loudspeaker 70 cm away from the ear to be tested), 
were carried out in the same clinical act, in the same environment (cabin with acous-
tic attenuation), by the same explorer as in the tests with insertion earphones, first 
performing the stimulus with insertion earphones and then, if the child was selected, 
the stimulus in free field.

The performance of the tests with stimulus in the free field required the modifica-
tion of the software and hardware of the equipment and its calibration, and we are 
not aware of any standard or correction coefficient for the performance of these tests 
in the free field, adjusting ourselves to the calibration performed by the company 
Audiología, S.L. [43].

The differences in the mean evoked latency of the ABR recording in the tests 
performed with insertion earphones and those in free field with 70 dB HL stimulation 
are presented in Table 3. We can see that the mean difference in the latency of the 
main waves (I, III, and V) corresponds to the delay caused by the distance at which 
the sound source is located (70 cm) in the free-field stimulation. In the conditions 
in which the test was performed, with an ambient temperature of 22°C, a humidity 
of 50%, and the cabin being located at sea level (Cartagena, Spain), the speed at 
which sound is transmitted in the air is 244.4 m/sec [9]. At this distance of 70 cm, 
the average delay of the arrival of the stimulus at the eardrum (receiver) from the 
loudspeaker (transmitter) is 2.032 ms, a delay that resembles the average difference of 
the latencies of the three waves I, III, and V of the ABR response tracing, taking into 
account possible variations of a few centimeters when placing the loudspeaker in each 
of the tests or due to the movements of the child’s head during the exploration.

Likewise, the interlatencies were similar in both tests, with no significant differ-
ences between them, especially in the most important interlatency I-V, interlatencies 
not affected by the distance of the sound source and which shows the response of the 
different levels of neural generators at the level of the brainstem.

The ASSR-MF thresholds obtained with a stimulus with insert earphones in 
our daily practice and the selected cases are similar to those found in the literature 
[44–47], accepting normal values close to 30 dB HL, although there is a slight 
decrease in those obtained in free field in relation to those obtained with insert 
earphones, representing a difference of 10.37 dB HL. In our study, the mean response 
stabilization time was less than 6 minutes, with the most inconsistent response at 
500 Hz, in both different stimulations, and the most constant responses at 1000, 
2000, and 4000 Hz.

In the literature, we have found very few studies in which free-field stimulation 
has been used to obtain ABR and ASSR.

Shemesh et al. carried out a study with 20 patients aged between 24 and 60 years, 
10 of whom underwent ASSR recording with insertion headphones, and another 10 
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patients with hearing aids underwent ASSR recording with free-field stimulus, com-
paring the thresholds. In this work, there are hardly any indications of the calibration 
of the equipment, although it uses a booth with acoustic attenuation according to the 
ISO392-2, 1994 standard. He also recorded the ASSR with and without hearing aids, 
finding, logically, significant differences in the thresholds with and without hear-
ing aids, but not, on the other hand, between the thresholds with audiometry and 
ASSR without hearing aids. A control group of 21–24-year-olds with normal hearing 
recorded audiometric thresholds below 20 dB HL at frequencies between 250 and 
8000 Hz and thresholds below 20 dB in ASSR at frequencies of 500, 1000, 2000, and 
4000 Hz. They conclude the benefits of ASSR testing on hearing thresholds for objec-
tive assessment of the benefit of hearing aids and that it may be determinant in young 
uncooperative individuals [48].

Arias et al. conducted a study with 14 patients aged 2–14 years with cochlear 
implants to obtain ASSR-MF thresholds and behavioral audiometry. They used 
an Audix V, model NDOO1A USB from Neuronic, S, A., calibrated with a sound 
level meter model 2260 and a microphone type 4144 (Brüel & Kjaer) ensuring that 
the acoustic energy measured in dB SPL corresponded to its value in dB HL, but 
no further details are given. They did not record ABR and compared the results 
of ASSR thresholds with free-field stimuli with behavioral audiometry. However, 
the study does not give data on distance from the sound source and does not show 
normality thresholds as these are patients with cochlear implants and therefore 
profound hearing loss. They conclude that ASSR-MF recording with the free-field 
stimulus is useful for assessing free-field hearing thresholds in cochlear implant 
patients [49].

Though clinically useful, the results obtained in these studies are not comparable 
with those obtained in our studies since none of them examines thresholds of normal-
ity in children.

Given that there are no standards or correction coefficients for the ABR and 
ASSR-MF tests with free-air stimuli and the absence of sufficient literature on studies 
with free-field stimuli for recording early auditory evoked potentials, we consider 
our results as a new possibility as a determination of criteria for normality in children 
in whom stimulation through earphone insertion in the external auditory canal is 
impossible, such as children with hearing aids or implants and in those who do not 
cooperate in liminal or behavioral audiometry tests, such as children with down 
syndrome and autistic spectrum disorders.

5. Conclusions

The results obtained in this study support the usefulness of free-field stimula-
tion as an objective method for acquiring normality criteria in ABR and ASSR tests, 
allowing these tests to be performed in patients who cannot be stimulated through the 
external auditory canal with insertion earphones, such as children with hearing aids 
or implantable hearing aids.

The modification of the software and hardware of the equipment currently on 
the market is necessary to obtain ABR and ASSR-MF recordings with free-field 
stimulation. The thresholds of the recordings obtained with free-field stimulation 
are superimposable to the thresholds obtained with current conventional insert 
earphones.
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6. Limitations and future lines of research

The method used for the collection of auditory pathway information as a measure-
ment instrument is widely validated worldwide.

Among possible random errors, we must take into account the variability of the 
measurements. We cannot control the child’s head movements, even when asleep, by 
varying the exact distance to the loudspeaker. To minimize sampling variability, we 
assess the effect of chance by conducting hypothesis test.

To avoid selection bias errors, patients with perfect normal conditions with 
insertion earphones were selected in order to know which children without pathology 
could be tested with free-field stimulus.

When comparing tests performed with insert earphones and in the free field, an 
information bias may occur during the measurement. To avoid this bias as much as 
possible, we have performed the tests with the same explorer, in the same environ-
mental conditions, with the same equipment, the same data collection, and the same 
processing.

Finally, there is no confounding bias as we do not want to know a cause-effect 
relationship in our research.

Future research should be directed toward its application in daily clinical practice 
with hearing-impaired children, assessing that the responses obtained with free-field 
stimuli are similar to the ABR/ASSR-MF values in cases of hearing pathology.

We consider the need for free-field stimulus studies in the fitting and follow-up of 
assistive listening devices, both conventional hearing aids and implantable devices.
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the Auditory Sensory Gating 
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Abstract

Earlier studies disputed the influence of higher-order function such as attention 
or cognitive inhibition on the auditory brainstem response (ABR) result. In short, 
the ABR result was considered similar with or without the subject paying attention. 
However, in the last few years, there has been growing evidence that the higher-order 
function may influence the ABR findings provided the sensory gating system of the 
brain is triggered by any cognitive interference activities. This chapter will explain the 
concept of auditory sensory gating, a method to measure auditory sensory gating, and 
at the end of the chapter, preliminary findings concerning the ABR with cognitive 
interference among ten normally developing children are presented. This chapter will 
also share a case study that compared auditory sensory gating capacity in normal and 
children with mild autism spectrum disorder (ASD).

Keywords: auditory brainstem response, auditory sensory gating, Stroop task, 
cognitive interference, autism

1. Introduction

The auditory system through corticofugal projections connects the auditory cortex 
to the lower structures at the brainstem such as cochlear nucleus, inferior colliculus, 
and superior olivary complex [1, 2]. The auditory corticofugal system refers to the 
descending efferent pathway that arises from the auditory cortex. This efferent 
pathway plays an important role for the auditory cortex to control certain functions 
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of the brainstem. Structures at the higher and lower brainstem on the other hand are 
the neural generators for the auditory brainstem response (ABR), which is one of the 
auditory evoked potentials (AEP) [3, 4]. Sensory gating has been reported as one of 
the sensory processing mechanisms generated from the corticofugal pathway [5, 6]. 
Since the sensory gating mechanism is known to cross this corticofugal pathway, it 
was hypothesized that the sensory gating processing may therefore affect the neural 
activity at the brainstem region and perhaps could affect the ABRs findings [1].

2. Sensory gating

The ability to filter irrelevant and repetitive stimuli and to focus only on one spe-
cific task is called sensory gating [7, 8]. Sensory gating is important to prevent sensory 
overload, in which individuals need to divide their attention to multiple sensory 
stimulations at the same time. This sensory gating response reflects the filtering func-
tion of the brain and plays a critical role as a protective mechanism of brain function. 
The sensory gating response through the neural inhibition mechanism prevents 
excessive irrelevant stimuli and sensory overload from being processed by higher 
brain structures. Through this process, the brain is able to process all the important 
information and relevant stimuli efficiently [8].

2.1 Auditory sensory gating

While sensory gating is a generic terminology that covers all sensory modalities, 
the auditory sensory gating is referred to as an ability of the human brain to filter 
unwanted or repeatable auditory input to avoid sensory overload. With optimum 
auditory sensory gating abilities, a human is able to focus on the target auditory signal 
while the other unwanted sound will remain as a background [9]. This will help 
individuals to listen and focus especially when they are in an environment with high 
background noise.

According to Jones et al. [9], auditory sensory gating is related to some of the 
cognitive mechanisms, namely latent inhibition and attentional inhibition, and there-
fore it is related to a specific-target goal set by the brain and control by the attention. 
A deficit in auditory sensory gating leads to abnormal sensory processing and this 
typically happens in children with certain disorders, for example, attention deficit 
hyperactivity disorder (ADHD) [10], autism spectrum disorder (ASD) [11, 12], and 
those with poor mental health conditions such as schizophrenia [13].

3. Assessment for auditory sensory gating

Auditory sensory gating can be measured using a perceptual scale question-
naire, behavioral psychological assessment, and auditory evoked potentials (AEP) 
assessments. Some examples of perceptual scale questionnaires to measure some 
component of sensory gating are the sensory gating inventory (SGI) [7] or structured 
interview for assessing perceptual anomalies (SIAPA) [14]. These scales consist of 
items that describe daily situations of an individual that cover their sensory process-
ing activities involving all the sensory modalities including those from the auditory 
system. Individuals are asked to rate the item in the questionnaire according to the 
Likert scale if the situation of the sensory processing activities is relevant or not 
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relevant to them. Recently, the sensory gating scale has been adapted for children as a 
parental-perceptual questionnaire in the Malay language [15].

The second method to measure auditory sensory gating is by using a cognitive inter-
ference test that is normally classified as a psychological assessment. This assessment 
requires individuals to do certain tasks behaviorally pertaining to the sensory gating. 
One of the examples of cognitive interference tests that can indirectly measure sensory 
gating is the Stroop task [16]. In the Stroop task, a cognitive interference effect can be 
elicited using color matching [17] or counting-digit techniques [18]. In Stroop counting-
digit techniques, series of single digits numbers are presented repeatedly (number 
4, presented as “4” or “444” or “444”) to the study participants. These number series 
are further divided into congruent or incongruent, and additional neutral characters. 
Congruent number series consists of the number that is equivalent to the frequency of 
that number in the series (number four (4) presented four times (4444)). Incongruent 
number series consists of the number that is not similar with the frequency of that num-
ber in the series (number four (4) presented one time 4). For neutral series, it consists of 
a character that has no meaning related to the presented number (#presented four times 
(####). In the Stroop task assessment, patients need to indicate the frequency of the 
congruent, incongruent, or neutral number by ignoring the actual number or character 
itself. For example, for the incongruent series of 444, the patient needs to indicate to the 
assessor that the frequency of the number is three instead of the number itself as four. 
This incongruence number series is thought to produce cognitive interference that leads 
to a longer reaction time for the patient to do the task and to trigger a higher number of 
incorrect answers in comparison to the congruence or neutral number series [19].

The third method to measure auditory sensory gating is by using auditory 
evoked potentials (AEP) tests. AEP is an objective measure of the auditory system 
neural activity in response to acoustic stimulation [20]. In standard AEP (also called 
obligatory AEP), the patient does not need to do anything, except relax. Recording 
electrodes are placed around their scalp. The recording electrodes pick up the brain’s 
electrical activity, following acoustic or sound stimulation. The most common AEP to 
measure auditory sensory gating is the P1 or often called P50 component [21]. Most 
recently, auditory brainstem response (ABR) has been used as well to measure audi-
tory sensory gating but with the conditions that the ABR needs to be conducted while 
the subject is performing certain psychological assessments (example; Stroop task) 
[19, 22, 23]. Both assessments are discussed in the next section.

3.1 Electrophysiology test: P50

Auditory sensory gating is well known to be recorded using the AEP test, in spe-
cific, the P50 auditory sensory gating test [21]. P50 auditory sensory gating is elicited 
by presenting a pair of acoustic stimuli separated by short inter-stimulus intervals. 
The first stimulus of the pair elicits the initial P50 neural activity, and the second 
stimulus of the pair measures the filtering or the gating process [24]. This filtering 
processing is reflected by the amount of neural inhibition where the P50 amplitude 
will be reduced from the stimulation of the second acoustic stimulus of the pair. 
Auditory sensory gating from P50 is measured by the differences in the P50 ampli-
tudes elicited from the first stimulus of the pair and the second stimulus of the pair. 
It is thought that the P50 from the second stimulus of the pair triggered the neural 
inhibition because of the short inter-stimulus interval from the first stimulus of the 
pair. This short inter-stimulus interval is shorter than the neural recovery period 
thus causing a reduction in the P50 amplitude. The lack of auditory sensory gating 
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differences between the first stimulus and second stimulus of the pair is associated 
with auditory sensory gating deficit. Auditory sensory gating deficit from P50 assess-
ment was found in patients with attention deficit hyperactivity disorder (ADHD) 
[10], schizophrenia [13], and an autism spectrum disorder [11]. Early identification of 
auditory sensory gating deficit in children can serve as a predictive measure of future 
mental health issues as shown in the previous literature [25].

3.2 Electrophysiology test: ABR sensory gating

Few studies in the last 10 years have reported the potential to measure auditory sen-
sory gating from the auditory efferent pathways by eliciting auditory brainstem response 
(ABR) and modulating the ABRs using attentional tasks [19, 22, 23]. These findings were 
inconsistent with some of the earlier studies that found no significant influence of the 
attention to the ABR findings thus dismissing the neural inhibition activities that occur in 
the efferent pathway between the level of the auditory cortex and the brainstem [26, 27].

To record an ABR with attention modulation, the participant needs to perform certain 
psychological tasks while the ABR is being acquired. Among psychological tasks that 
have been used in the ABR acquisition are the working memory task [23], Stroop task [19, 
22] (see Section 3), and visual and auditory discrimination tasks [26]. Stroop task has 
been used to measure auditory sensory gating in recent studies [19, 22]. In this auditory 
sensory gating test, the patients are required to count the frequency of congruent and 
incongruent digits while the ABR is acquired from the patient. For congruent, the digit is 
consistent with the frequency of the digit presented, for example, number 3 is presented 
3 times (333). For incongruent, the digit is not consistent with the frequency of digit pre-
sented, such as digit of 3 are presented 5 times (33333). The ABR wave V amplitude will 
reduce when the study participants are introduced with cognitive interference elements 
like the incongruent numbers; this is related to the auditory sensory gating inhibition.

Two recent studies investigated the influence of cognitive interference using ABR 
concurrent with Stroop task in adults. In the first study, Brännström et al. [19] recorded 
the ABR waveforms using 3000 Hz tone burst stimulus in twenty adult subjects together 
with active Stroop task procedure. The authors found the ABR wave V amplitudes did not 
change with the presence of cognitive interference in comparison with the baseline ABR. 
However, the authors identified a significant relationship between the response time 
and the ABR wave V amplitude. In detail, as the response time increases by the cognitive 
interference, it follows with a reduction in the ABR wave V amplitude, suggesting that 
cognitive interference is in proportion with the neural inhibition. In addition, Brännström 
et al. [19] also found some of their subjects showed significantly larger inhibition and 
some did not, which suggests auditory sensory gating abilities are varied between sub-
jects. Dzulkarnain et al. [22] studied the influence of cognitive interference on the ABR 
findings in 23 adult participants that were further categorized as Huffaz and non-Huffaz. 
Similar to Brännström et al. [19] findings, the authors found no significant difference in 
the ABR wave V amplitude with and without cognitive interference in both within and 
between groups analysis. The authors also found only half of their study participants had 
a significant neural inhibition from the high cognitive interference activities.

4. New findings

To date, studies that investigated the influence of cognitive interference or auditory 
sensory gating using ABR are only limited to the adult as the study participants. To the 
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author’s knowledge, there is no known study that investigates the influence of cognitive 
interference in the children population. The ABR results with cognitive interference 
from the adult population may not be applicable to the children population possibly 
due to the differences in their structure and function of the auditory system, particu-
larly at the auditory cortex and circuits surrounding them, and it may take up to the age 
of 20 years to reach full maturation state [28]. Because of that, a study to understand 
the auditory sensory gating mechanism in the children population is required.

In this chapter, preliminary data obtained from ten typically developing children 
(age between 8 and 12 years old) is presented. This study aims to investigate the 
auditory sensory gating mechanism using ABR with cognitive interference specifi-
cally using Stroop interference task in children. A case study on ABR sensory gating 
was later described. The case study was conducted in a mild autism spectrum disorder 
child and a comparison with a typically developing child was made.

All children had normal hearing and middle ear function based on their pure tone 
audiometry and tympanometry findings. The study took place in the electrophysiol-
ogy room of the International Islamic University Malaysia (IIUM) Hearing and Speech 
Clinic. ABRs were acquired from the study participants at 70 dBnHL using 1000 Hz 
alternating tone-burst stimulus with 2-0-2 stimulus envelope and Blackman gating 
function (4 milliseconds duration). Ipsilateral electrode montage was used to record 
the ABR neural activities at 20 milliseconds time window with stimulus repetition rate 
set at 33.1 Hz. No contralateral masking noise was applied since minimal cross-over was 
anticipated when using 3A insert earphone. The recording was conducted using the 
Interacoustic Eclipse auditory evoked potential system. The ABR signals were averaged 
using the Bayesian averaging technique until the Stroop task procedure completed with a 
minimum of 2000 sweeps. The ABR was filtered using a 3000–30 Hz bandpass filter and 
any signals that exceeded 40 μV were rejected by the automatic artifact rejection system.

During the ABR acquisition, the participant performed Stroop counting-digit task 
procedure as outlined in Section 3. Table 1 summarized the test items used in each 
Stroop task condition (congruent, incongruent, and neutral). These test items were 
randomly presented and were set to only 52 trials for each Stroop task condition that 
later corresponds to the final number of ABR sweeps at the end of the recording. In 
short, the total number of ABR sweeps was determined by the duration for each par-
ticipant to complete each of the Stroop task test condition (congruent, incongruent, 
and neutral). Stroop counting-digit task was created using E-Prime version 3.0 soft-
ware and the digit was displayed on the screen of a laptop. As highlighted in Section 3, 
participants need to count the frequency of the digit or character while ignoring the 
actual number itself. Subsequently, they need to press the frequency of the digit in the 
number series using the appropriate “key” on the keyboard of a laptop.

4.1 Preliminary findings

4.1.1 Data analysis

The analysis of this study focuses on the ABR wave V peak, specifically its abso-
lute latencies, amplitudes, and the amount of neural inhibition. The ABR absolute 
latencies are determined from the onset of the stimulus until the time it took for the 
action potential to produce the peak of ABR wave V. The amplitude of wave V was 
determined from the peak of wave V to the preceding trough. The amount of neural 
inhibition or ABR sensory gating was determined from the amplitude of ABR wave V 
from the incongruent condition minus the amplitude of ABR wave V from the neutral 
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test condition. The percentage of the neural inhibition was calculated from the for-
mula recommended by Dzulkarnain et al. [22]. The percentage of correct responses 
that indicates the percentage of trials that were correctly identified in each Stroop task 
condition was also calculated. The reaction time that indicates the time taken by the 
child to provide the answer was also analyzed. Stroop interference for both reaction 
time and percentage of correct response was also computed from the differences in 
the Stroop task results of incongruent and neutral test conditions.

There was no significant difference (p > 0.05) in the ABR wave V amplitudes and 
latencies between the ABRs recorded under incongruent test condition (latencies: 
M = 7.46, SD = 0.57; amplitudes: M = 0.63, SD = 0.18) and neutral test condition 
(latencies: M = 7.54, SD = 0.90; amplitudes: M = 0.70, SD = 0.24) consistent with 
small effect size (d < 0.3). In general, this result indicates there was no significant 
influence of the cognitive interference on the ABR wave V amplitudes and latencies. 
The result also showed no significant difference (p > 0.05) in the percentage of cor-
rect response and reaction time between incongruent test condition and neutral test 
condition with moderate effect size (d < 0.5) as shown in Table 2.

No significant relationship was identified for Stroop interference for reaction 
time and percentage of the correct response with the ABR sensory gating (p > 0.05). 
Table 3 shows the percentage of wave V reduction following with cognitive inter-
ference in each study participant. Of the 10 study participants, 8 children show a 
reduction in their ABR wave V amplitude from the incongruent cognitive load and 
interference task. Although neural inhibition can be seen in the majority of the study 
participants, statistically, cognitive interference has no influence on the ABR findings 
in children as shown in this study.

4.1.2 Case study

Figure 1 shows the ABR waveforms recorded from 1 typically developing child 
(age: 6-year-old) and autism spectrum disorder (ASD) child (age: 9-year-old) under 
three Stroop task conditions.

Stroop task conditions

Congruent Incongruent Neutral

Test items • 1

• 22

• 333

• 4444

• 11

• 111

• 1111

• 2

• 222

• 2222

• 3

• 33

• 3333

• 4

• 44

• 444

• #

• ##

• ###

• ####

Table 1. 
The test items used in each Stroop task condition (congruent, incongruent, and neutral).
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Table 4 shows the Stroop-counting digit results in both ASD children and 
typical developing children. Results showed that the ASD child (-18%) has less 
inhibition or lower ABR sensory gating amplitude than a typically normal develop-
ing child (-29%) when comparisons of the ABR amplitude between those under 

Incongruent Neutral P-value Effect size

% correct response 99.02% (1.67) 99.41% (1.32) 0.17 0.26

Reaction time (milliseconds) 1038.25 (193.73) 964.39 (145.97) 0.19 0.43

Table 2. 
Percentage of correct response and reaction time in Stroop incongruent and neutral conditions.

Subject ID Incongruent minus neutral ABR wave V amplitude (μV)%

101 1.7

102 −40.09

103 68.05

104 −10.97

105 −14.32

106 29.98

107 −12.12

108 −20.66

109 −27.81

110 −7.18

Table 3. 
Percentage of ABR wave V amplitude reduction Following cognitive interference in all subjects.

Figure 1. 
The ABR waveforms recorded from 1 typically developing child (age: 6-year-old) and autism spectrum disorder 
(ASD) child (age: 9-year-old) under three Stroop task conditions.
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cognitive interference (incongruent) and without cognitive interference (neutral) 
was made descriptively. The ASD child also had a longer reaction time and a lower 
percentage of correct Stroop task responses under the Stroop task with cognitive 
interference (incongruent) than the typically normal developing child. In addition, 
the ASD child had also lower Stroop interference effects for the percentage of correct 
response but higher Stroop interference effect for reaction time descriptively. Overall, 
this case study showed that ASD children took a longer time to do the Stroop task 
under cognitive interference test conditions and this corresponds with a lower neural 
inhibition as shown by their ABR findings. This case study indicates a promising find-
ing for future research if more data are collected for both normal and ASD children.

5. Summary and future direction

Our preliminary data in children have shown that the auditory brainstem response 
was not affected by the cognitive interference in typically developing children. 
Having said that, the majority of the study participants’ ABRs showed evidence of 
neural inhibition, following cognitive interference. In general, our preliminary data 
partly coincide with Brännström et al. [19] findings that found an association between 
cognitive interference with the reduction in the ABR amplitude.

While our findings were inconclusive to relate the cognitive inhibition from the 
auditory cortex efferent pathways with the reduction in the neural activity at the brain-
stem, a few considerations should be taken in the future study to better understand the 
auditory sensory gating mechanism. One of the considerations is to ensure the residual 
noise level is kept constant throughout the ABRs recording among the Stroop task 
conditions. It is a well-known fact that the ABR amplitude is highly influenced by noise 
and therefore the conclusion of the study can be confounded by this factor. Next, future 
studies need to consider the ABR test-retest reliability values as an indicator of whether 
truly clinical changes have occurred in the ABR findings [29]. The third consideration 
is to explore the ABR recorded with cognitive interference among patients with known 
sensory gating deficit such as ADHD, autism, or schizophrenia since our case study has 
given some indication that differences may exist in the ABR sensory gating findings 
between a typically developing child and those with potential sensory gating deficits.
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ASD TD

Reaction time (milliseconds) 1173 782

Correct response (%) 98% 100%

Stroop interference reaction time (milliseconds) 413 129

Stroop interference correct response (%) −1.67 0

ASD: Autism spectrum disorder; TD, typical developing child.

Table 4. 
The Stroop counting digit results in autism and typically developing child.
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Chapter 6

A Short Overview on Hearing Loss 
and Related Auditory Defects
Hina Khan, Hafiza Idrees, Zunaira Munir  
and Memoona Ramzan

Abstract

Hearing is the ability of a person to recognize sound in the surroundings and it 
makes communication possible. Ear is the human organ serving as a transducer that 
perceives signals from the environment and converts it into detectable forms for 
interpretation by the brain. The auditory system is among one of the most highly 
studied systems. Researchers have described the physiological function of the system 
in detail but due to its complexity, the genetic mechanisms and genes implicated 
in auditory function are still being revealed. Numerous studies on the genetics of 
hearing indicate hearing loss as one of the most common and prevalent disorders as 
it affects approximately five million people worldwide. Besides hearing loss, there are 
several other pathologies of auditory system which are common and have an estab-
lished genetic basis. In this chapter, we will introduce the genetics of some common 
auditory pathologies including syndromic and non-syndromic hearing loss, auditory 
neuropathy, age-related hearing loss, and tinnitus. These understandings will 1 day 
lead to better diagnosis, management, and cures.

Keywords: auditory neuropathy, hearing loss, tinnitus

1. Introduction

The medical condition which affects any process during sound transmission from ear 
to brain i.e. anywhere along the auditory pathway is termed hearing loss or deafness [1, 2]. 
The range of normal audible spectrum is 20–20,000 Hz. Hearing loss is the third most 
prevalent physical condition and one of the most common sensory disorders in humans 
[3, 4]. According to World Health Organization (WHO) (http://www.who.int/), around 
466 million people (or 6.1% of the world’s population) are affected by deafness, including 
34 million children under the age of 15 and 50% of all adults over the age of 75 [5]. By 
2030, this figure is expected to increase to 630 million, and by 2050, it will be over 900 
million [6].

Defective hearing can be categorized into a variety of types based on the dam-
aged area of the auditory system, severity, type, age, mode of inheritance, and/
or the involvement of other phenotypes. By severity, the hearing loss may be mild 
(20–40 dB HL), moderate (41–70 dB HL), severe (71–95 dB HL), and profound deaf-
ness that is greater than 95 dB HL [7]. Hearing loss can be classified on the basis of 
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involved regions of the ear as well. Conductive hearing loss describes the phenotype 
due to the outer or middle ear defects. Sensorineural hearing loss involves inner ear 
defects. Mixed hearing loss indicates the presence of conductive and sensorineural 
hearing loss together [8]. With reference to age, hearing loss may be pre-lingual in 
which hearing loss occurs before speech development, or post-lingual in which hear-
ing loss occurs after speech development [9].

Hearing loss can be genetic or caused by environmental factors. Environmental 
factors include high exposure to ototoxic agents, trauma, and bacterial or viral infec-
tions [10]. Genetic hearing loss can be inherited in different modes. It can include 
autosomal dominant, autosomal recessive, X-linked, or mitochondrial modes of 
inheritance. Mitochondrial hearing loss accounts for less than 1% of all instances of 
hereditary hearing loss. A human mitochondrion’s genome is 16,569-bp long and con-
tains 22 tRNA and 2 rRNA genes and encodes 13 proteins. Mitochondrial hearing loss 
may be non-syndromic or syndromic as some other associated disorders can occur in 
addition to hearing [11]. X-linked hearing loss accounts for around 1–2% of cases of 
non-syndromic hearing loss, as well as many syndromic types. Approximately 80% 
of inherited hearing loss is autosomal recessive. Predominantly, it is a monogenic trait 
in each family. However, overall, it is heterogenetic [12]. Genetic hearing loss can be 
either in the form of syndromic or non-syndromic form. Approximately 30% of deaf-
ness comprises syndromic forms. It involves the presence of hearing loss in combina-
tion with other symptoms. More than 400 syndromes are known to be associated with 
deafness as one of the phenotypes and many of the causative genes involved in these 
syndromes have been identified [13]. Most common syndromes which are associated 
with hearing loss are Pendred syndrome and Usher syndrome [14].

Predominantly, 70% of deafness is non-syndromic i.e. hearing loss is the only 
phenotype. Approximately, 80% of all non-syndromic deafness cases are autosomal 
recessive (DFNB), 15–20% are autosomal dominant (DFNA), 1–2% cases are X-linked 
(DFN) and less than 1% of hearing loss is Y linked (DFNY) or mitochondrial [15]. 
More than 115 non-syndromic hearing loss genes have been identified (https://heredi-
taryhearingloss.org, accessed April 2022). More than 100 loci have been mapped to 
different chromosomal positions for non-syndromic autosomal recessive hearing loss 
in humans. It was originally estimated that approximately 1% of human protein-cod-
ing genes are involved in audition [16], but this number has already been exceeded. 
New research indicates that up to a thousand genes may be involved in hearing. 
Therefore, additional genes remain to be discovered that cause hearing loss.

2. Syndromic hearing loss

Syndromic hearing loss is defined as hearing loss accompanying other clinical 
features in at least one other body system [17]. Up to 30% of hereditary deafness is 
syndromic and more than 400 genetic disorders have been associated with hear-
ing loss [18]. There are many syndromes associated with hearing loss, but the most 
common hearing loss-linked syndromes are Pendred syndrome, Usher syndrome, 
and Waardenburg syndrome [19]. Pendred and Usher syndrome are often confused 
with non-syndromic cases due to delayed onset of subtle manifestation of other 
phenotypes.

Pendred syndrome is a condition typically associated with sensorineural deafness, 
goiter (an enlargement of the thyroid gland), and/or enlarged vestibular aqueduct. It 
is the most common autosomal recessive sensorineural hearing loss with an estimated 
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incidence of 10 in 100,000 individuals [20–22]. The hearing impairment is usually 
congenital or has early-onset while goiter appears in the later years of life. Pendred 
syndrome is mainly caused by the biallelic variants in SLC26A4 gene, which encodes 
Pendrin, a transmembrane exchanger of anions and bases. Until now, numerous 
missense, deletions, and truncating variants in SLC26A4 for Pendred syndrome have 
been reported [23]. Splice-site, as well as a few missense variants, are described in 
association with non-syndromic hearing impairment, DFNB4 [24]. Additionally, 
there are some variants, which may cause non-syndromic deafness DFNB4 or syn-
dromic PDS in a few cases [25].

Usher syndrome is a condition characterized by deafness/hearing loss and vision/
an eye disease called retinitis pigmentosa (RP); sometimes also affecting balance. It 
is the second most syndrome associated with hearing loss with a frequency of 6 in 
100,000 individuals, and is often misdiagnosed and presented as a non-syndromic 
disorder [26]. Usher syndrome has three main clinical types based on the age of onset 
and audiovestibular features. Usher syndrome presents significant genetic heteroge-
neity, which means more than one gene can cause the same type of the syndrome [17]. 
Usher type I (USH1) is the most severe subtype, characterized by profound congenital 
sensorineural deafness, progressive retinitis pigmentosa, and vestibular dysfunction. 
To date, five USH1 genes have been identified; MYO7A (the most common), CDH23 
(second most common), PCDH15 (third most common), USH1C, and USH1G (minor 
effects) which are implicated at the loci USH1B, USH1D, USH1F, USH1C, and USH1G 
respectively [27].

Usher type II (USH2) is characterized by moderate to severe hearing loss, later 
onset of retinal pigmentosa and normal vestibular function. Three genetic loci have 
been involved in USH2, namely, USH2A, USH2C, and USH2D along with the cor-
responding genes. In Usher type III (USH3), hearing loss is progressive, postlingual, 
and retinal pigmentosa and the vestibular dysfunction are more variable [26]. Some 
atypical genes and loci have been related to the disease; however, their roles are not 
very well studied, for example, ESPN (USH1M), HARS (USH3), CEP78 (atypical 
Usher), CEP250 (atypical Usher), ABDH12 (USH3), and ARSG (atypical Usher, 
USH4), and three loci, namely, USH1E, USH1H, and USH1K [28]. As the Usher type 
II and III are usually associated with moderate to severe hearing loss and retinitis 
pigmentosa developed in later stages of life, these two types of Usher syndrome are 
often misdiagnosed as non-syndromic moderate to severe hearing loss [29].

Waardenburg syndrome (WS) is also known as an auditory-pigmentary disor-
der as it is characterized by hearing loss along with pigmentation abnormalities in 
skin, hair, and eyes. WS is the most common type of autosomal dominant sensori-
neural hearing loss with an occurrence of 1 in 40,000 individuals. Based on clinical 
features, WS has 4 subtypes; Type I, II, III, and IV and six genes PAX3, MITF, 
SNAI2, EDN3, EDNRB, and SOX10 have been identified. Type II patients present 
typical hearing loss and pigment abnormalities while types I, III, and IV are associ-
ated with some additional symptoms affecting face, limb, and/or gastrointestinal 
system [30, 31].

Variants of many genes are involved in both syndromic and non-syndromic 
hearing loss. The phenotypic variability caused by the same variant can be due 
to the influence of genetic or environmental modifiers. Some of the syndromic 
deafness phenotypes are age-dependent and cannot be diagnosed in children; for 
example, retinitis pigmentosa development in Usher syndrome. The list of syn-
dromes associated with hearing loss is large but here we have listed only the most 
common ones [32].
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3. Non-syndromic hearing loss

Non-syndromic hearing loss, deafness without any other defects, is highly hetero-
geneous [33]. Genetic studies and linkage analysis have been helpful in identifying 
genes involved in hearing loss. Reports till 2021 indicate a total of 124 genes that have 
been identified for non-syndromic hearing loss. Among these, 78 genes are involved 
in autosomal recessive non-syndromic hearing loss while 51 genes cause autosomal 
dominant non-syndromic hearing loss (Figure 1). About 5 genes are known to cause 
non-syndromic deafness in an X-linked manner [34] (https://hereditaryhearingloss.
org/, accessed April 2022).

3.1 Autosomal recessive non-syndromic hearing loss (ARNSHL)

Worldwide data, with the prominence of Caucasian populations, indicate that 
GJB2 variants account for the maximal cases of autosomal recessive non-syndromic 
deafness with the rate exceeding 50% of reported cases. SLC26A4 is the second in line 
causative gene followed by MYO15A, OTOF, CDH23, and TMC1 [35].

In this section, we will shed light on the most common genes involved in autoso-
mal recessive non-syndromic hearing loss (ARNSHL).

DFNB1 is the first deafness locus that was mapped in 1994 [36]. GJB2 encoding 
connexin26 (Cx26) was assigned to this locus during the study on three autosomal 
recessive non-syndromic sensorineural deaf families with nonsense variants in the 
gene. Connexin26 plays an important role in human ear development. The immuno-
histochemical staining of human cochlear cells has revealed high levels of GJB2 
expression [37]. Cx26 being a gap junction protein regulates intracellular communica-
tion and plays an important role in maintaining potassium levels in the inner ear. This 
potassium balance is crucial to normal auditory function [38]. Over the years, several 
studies have been conducted for the development of efficient therapy targeting hered-
itary hearing loss. A study showed that introducing normal GJB2 gene through bacte-
rial artificial chromosome (BAC) in GJB2 deleted mice resulted in normal hearing and 
Auditory Brain Response (ABR) score [39]. Variants in GJB2 cause approximately 16% 
of deafness in Iran [40]. In Pakistan, GJB2-related deafness frequency ranges from 6 

Figure 1. 
Frequency of various inheritance patterns for non-syndromic hearing loss.
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to 7% for profound deafness [41] to 9.5% for moderate to severe hearing loss [42]. The 
variant c.35delG is the most common bi-allelic GJB2 mutation worldwide with allele 
frequency up to 100% in European, North African, and Middle Eastern populations 
[43]. However, different variants are more common in other populations.

DFNB4 is caused by variants in SLC26A4, causing both autosomal recessive 
Pendred syndrome as well as non-syndromic deafness. It was first identified as a 
Pendred syndrome gene (PDS) using a positional cloning strategy. A year later, the 
gene was found to cause non-syndromic autosomal recessive deafness when a consan-
guineous family in southwest India was studied having a variant in the Pendred gene 
with no symptoms of goiter [44, 45]. Up till now 641 variants in SLC26A4 have been 
reported in public databases (http://www.hgmd.cf.ac.uk/ac/search.php). SLC26A4 
encodes pendrin, an exchange of bicarbonate/chloride ions in the inner ear maintain-
ing the homeostasis of endolymph [46]. The role of pendrin in normal hearing is 
elucidated by the fact that knockout mice Slc26a4−/− are completely deaf with ves-
tibular dysfunction [47]. In knockout mice, reduced pH and utricular endolymphatic 
potential along with an increased level of Ca2+ are key factors leading to deafness. 
As it seems obvious, low Ca2+ concentration in human ear endolymph is crucial to 
the normal hearing process [48]. In a cohort of patients, single allele variants in 
SLC26A4 fail to account for DFNB4 or Pendred syndrome. Digenic variants for some 
genes along with SLC26A4 have been reported to be causative in such cases. KCNJ10 
an inwardly rectifying K+ channel gene is important for maintaining endocochlear 
potential. Heterozygous variants in both SLC26A4 and KCNJ10 result in digenic non-
syndromic hearing loss associated with enlarged vestibular aqueduct syndrome [49]. 
Similarly, missense EPHA2 variant in patients with mono-allelic SLC26A4 variations 
has been reported in patients with Pendred syndrome. EPHA2 controls pendrin 
localization by forming a complex with it and faulty EPHA2 causes mislocalization of 
pendrin in the inner ear [50].

DFNB3, a non-syndromic deafness locus maps to chromosome 17p11.2. MYO15A 
pertaining to this locus causes congenital profound deafness in humans and shaker2 
(sh2) phenotype with vestibular defects in mice [51–53]. MYO15A encoded by this 
gene is an unconventional Myosin; tail homology 4—protein 4.1, ezrin, radixin, and 
moesin (MyTH4-FERM) myosin [54]. MYO15A is localized at the tips of both the 
outer hair cells (OHCs) and the inner hair cells (IHCs) and has a developmental role 
in the formation of stereocilia and thus, is indispensable to the hearing process [55]. 
Although, identified as a gene for profound deafness, less severe cases of hearing loss 
due to MYO15A variants are well known. The severity of deafness due to variants in 
this gene is in accordance with the protein domain being affected [56]. Frequency of 
MYO15A-related deafness is 5.71% in the Iranian population [57] and about 7.2% in 
the Vietnamese population [58].

Deafness autosomal recessive non-syndromic deafness, DFNB9 is caused by 
OTOF gene encoding otoferlin protein [59]. Otoferlin is essential to human hearing 
as it plays a role in inner hair cell formation and exocytosis of synaptic vesicles at the 
auditory inner hair cell ribbon synapse [60]. Otoferlin converts low-intensity stimuli 
at the synapse between inner hair cells and auditory nerve fiber [61]. OTOF variants 
cause auditory neuropathy (discussed later in this chapter) manifested as severe to 
profound non-syndromic deafness in most individuals. Cochlear implants in patients 
with OTOF-related deafness have shown promising results [62, 63].

CDH23 was identified in families with Usher syndrome (USH1D) mapping to 
DFNB12 locus [64]. Immuno-histochemical studies on rodent models showed local-
ization of cadherin to upper and lower tip-links. These tip-links lie near stereocilia of 
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hair cells and gate mechanoelectrical transduction [65]. The phenotype due to muta-
tions in CDH23 depends upon the type of variants in the gene. Missense variants with 
residual protein function are thought to cause DFNB12 while homozygous nonsense, 
frameshift, splice site, and a few missense variants with total loss of function cause 
USH1D [66]. Cochlear implants in children aged 11–36 months with CDH23 muta-
tions improved their hearing, speech, and performance necessitating the need for 
early diagnosis and possible improvement in hearing following implants [67].

TMC1 variants are responsible for both dominant form of deafness DFNA36 as 
well as non-syndromic recessive hearing loss DFNB7/B11 [68]. Most of the TMC1 
variants cause autosomal recessive non-syndromic deafness while only a few are 
involved in dominantly inherited hearing loss. TMC1 is a transmembrane channel 
protein that forms the pore of mechanosensory transduction channels (MET) in ver-
tebrate inner ear hair cells [69]. In Pakistani population, 3.4% of autosomal recessive 
non-syndromic hearing loss (ARSNHL) is caused by TMC1 variants [70]. The TMC1-
related ARSNHL is 3.1% of diagnosed cases in the western European population [71] 
while 4.3–8.1% in the Turkish population [72, 73].

In countries like Pakistan where consanguinity rate is high, gene variants of HGF, 
MYO7A, TMPRSS3, CIB2, and CLDN14 along with the ones mentioned above also 
contribute to large cases of profound and moderate to severe hearing loss [74, 75]. 
HGF within DFNB39 locus 7q21.11 encodes hepatocyte growth factor. The variants of 
HGF, responsible for autosomal-recessive, non-syndromic hearing loss are located 
in intron 4. Also, indels in a highly conserved 3′ untranslated region (3′UTR) affect 
splicing of HGF exons resulting in deafness [76].

MYO7A mapping to 11q13.5 causes non-syndromic hearing loss both in recessive 
and dominant fashion and Usher syndrome (USH1B). MYO7A the unconventional 
myosin is required for the normal function of cochlear hair cells [77, 78].

TMPRSS3 variants cause pre-lingual hearing impairment i.e. DFNB10 and late-
onset DFNB8-associated hearing impairment. The severity of phenotype depends 
upon the combination of two mutant alleles. The type II transmembrane protease 3 
encoded by TMPRSS3 regulates epithelial sodium channels and potassium calcium-
activated channel subfamily M alpha 1 (KCNMA1). Enac (Epithelial Amiloride 
Sensitive Sodium Channel) in turn controls the signaling pathway in inner ear 
essential to hearing. In the human ear, TMPRSS3 variants lead to hair cell apoptosis 
and disruption of intracellular homeostasis [79–83].

3.2 Autosomal dominant non-syndromic hearing loss

In the case of autosomal dominant non-syndromic hearing loss, frequently 
reported genes in literature include WFS1, KCNQ4, COCH, and GJB2 although 
dominant hearing loss does not account for a large number of cases as compared to 
autosomal recessive deafness [35].

DFNA2 (Deafness autosomal dominant 2A) locus was assigned to cause autosomal 
dominant non-syndromic hearing loss (ADNSHL) by Kubisch et al. [84]. KCNQ4 
mapping to this locus encodes Potassium Voltage-Gated Channel Subfamily Q 
Member 4 protein expressed in OHCs in cochlea. Variants of KCNQ4 implicated in 
ADNSHL disrupt the channel’s ability to differentiate between K+ and Na+ ions and 
exert a strong dominant-negative effect on K+ currents in the inner ear [84].

Interestingly, KCNQ4 variant has also been reported to cause hearing loss in a 
pseudo-dominant fashion. In a family with genetic heterogeneity, pathogenic vari-
ant c.872C > T in a homozygous state caused early-onset moderate to profound or 
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moderate to severe deafness that progressed to profound deafness in a patient. This 
variant in heterozygous state caused mild to moderate hearing loss in the carrier 
[85]. In another study, KCNQ4 gene variant c.1044_1051del8 was identified to be 
responsible for causing autosomal recessive hearing loss with a severe phenotype 
[86]. KCNQ4 variants c.211delC, c.725G > A, and c.1044_1051del8 induce cell death in 
heterologous expression systems in a dominant manner [87]. Recent studies propose 
possible contribution of KCNQ4 to age-related deafness as well [88].

COCH mapping to 14q12 was described to cause DFNA9 with vestibular dys-
function in three unrelated families [89]. In DFNA9, pathogenic variants of COCH 
lead to the accumulation of acellular deposits in the inner ear due to gain of func-
tion of mutant cochlin. Cochlin protein is the major component of interossicular 
joints and tympanic membrane of middle ear [90]. For many years, it was thought 
to be a gene implicated only for autosomal dominant hearing loss, when in 2018 
a homozygous nonsense variant in COCH was identified to cause congenital pre-
lingual recessive deafness DFNB110 [91].

WSF1 was identified as a gene for Wolfram syndrome; an autosomal recessive dis-
order, by a positional cloning approach [92]. In 2001, Bespalova et al. defined families 
associated with autosomal dominant non-syndromic low-frequency sensorineural 
hearing loss (NSLFHL), DFNA6/14/38 having variants in WSF1 gene [93].

GJB2 has already been described for autosomal recessive non-syndromic hearing 
loss. The dominant mode of inheritance for GJB2 was proposed in deaf families with 
palmoplantar keratoderma [37, 94]. The role of GJB2 for autosomal dominant deafness 
3A (DFNA3) was defined in a study on GJB2 variants in the Austrian population [95].

3.3 X-linked non-syndromic hearing loss

The prevalence of X-linked non-syndromic deafness is 1–3%. As males are hemizy-
gous for X-chromosome, they are predominantly affected by X-linked deafness [11].

Loss of function variants in PRPS1 encoding phosphoribosyl pyrophosphate 
(PRPP) synthetase 1 enzyme was assigned to non-syndromic X-linked sensorineural 
deafness, DFNX1, in a Chinese family [96]. Another gene for X-linked non-syn-
dromic deafness, POU3F4 was defined by De kok et al. Nonsense mutations in SMPX, 
c.109G > T in a German family and c.175G > T in a Spanish family were assigned to 
DFNX4 locus for X-linked non-syndromic deafness [97]. AIFM1 pathogenic variants 
are involved in familial and sporadic cases of X-linked recessive auditory neuropathy 
spectrum disorder [98]. Single mutations in COL4A6 were linked to a genetic disorder 
when a pathogenic variant c.1771G > A was found to cause X-linked non-syndromic 
hearing loss DFNX6 with cochlear malformation in a Hungarian family [99].

4. Auditory neuropathy

Auditory Neuropathy was first defined by Arnold and his colleagues in 1996 while 
working on individuals with hearing loss. These individuals had normal outer hair 
cells in the cochlea, and preserved otoacoustic emissions while the ABRs were either 
absent or severely abnormal due to malfunction in eight cranial nerves. Auditory 
neuropathy may occur alone or as part of generalized neuropathic process [100].

Auditory neuropathy is divided into two categories according to the cause of 
neuropathy. In auditory neuropathy type I (AN type I) demyelination and axonal loss 
of auditory nerve is the predominant cause, while auditory neuropathy type II  
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(AN type II) occurs due to lesions in eight cranial nerves either at inner hair cells 
(IHCs) or synapses between IHCs and auditory nerve dendrites or at both [100–103].

Auditory neuropathy can be inherited as either non-syndromic or with accompanying 
clinical features as a syndrome. Syndromic auditory neuropathy can be due to dominant 
syndromes like Charcot-Marie-Tooth and Leber’s Hereditary Optic Neuropathy (LHON) 
or recessive syndromes like Fredreich’s Ataxia [104]. Mitochondrially inherited case of 
auditory neuropathy was reported by Deltenre et al. [105].

Non-syndromic auditory neuropathy can be dominant, recessive, or X-linked. 
AUNA1 was the first locus to be studied for autosomal dominant auditory neuropathy 
[106]. Pathogenic variants in OTOF cause non-syndromic recessive auditory neuropa-
thy (NSRAN) [107]. Deafness due to OTOF gene variants is manifested in two ways:

1. non-syndromic auditory neuropathy spectrum disorder ANSD causing severe to 
profound bilateral deafness with congenital/prelingual onset.

2. temperature-sensitive auditory neuropathy spectrum disorder (TS-ANSD) with 
normal hearing at baseline body temperature and bilateral hearing loss on rising 
body temperature of 0.5°C or more with subsequent revival of hearing a few 
hours from achieving basal body temperature [108].

Some studies suggest variants in GJB2 can cause non-syndromic recessive ANSD 
[109, 110]. X-linked pattern for NSRAN was identified when it was reported that 
AUNX1 gene variant is responsible for causing auditory neuropathy and progressive 
peripheral sensory neuropathy in X- linked manner [111].

Since the discovery of auditory neuropathy scientists has been trying to pinpoint 
the underlying reason. A study has shown that more than 40% of cases of ANSD are 
due to hereditary neurological disorders [112]. Although majority of cases of ANSD 
are sporadic in nature, familial cases have also been reported [113].

The frequency of auditory neuropathy among patients with hearing loss has 
remained underestimated. In a recent study on Saudi Arabian children diagnosed 
with NSHL (non-syndromic hearing loss), 9.85% were identified to have ANSD [114]. 
Thus, the disorder is more prevalent than it was once thought. Other than genetic 
cause, one of the prominent reasons of auditory neuropathy is bilirubin toxicity, as it 
damages the auditory nerve and brainstem auditory nuclei [115].

5. Age-related hearing loss (ARHL)

Age-related hearing loss (ARHL) which is also known as presbycusis, is defined 
as a progressive, bilateral, and symmetrical sensorineural hearing loss which is 
mostly observed at high sound frequencies. It is the most common sensory deficit 
occurring in individuals over the age of 75, severely affecting their communication, 
cognitive abilities, and social activities [116]. ARHL is the third most prevalent 
health condition in the world, affecting older adults after heart disease and arthritis 
[117]. In estimation by the World Health Organization (WHO) 580 million people 
worldwide over the age of 65 are experiencing hearing loss. It is anticipated that by 
the next decade over one billion people over the age of 60 will be affected by ARHL 
(http://www.who.int/en/).
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5.1 Etiology and classification

ARHL is a complex disorder which has both genetic and environmental causative 
factors [118]. In general, there are four major classes of ARHL each having a different 
cochlear biology and hearing phenotype. First type is the sensory presbycusis which 
is a progressive degeneration or loss of the inner and outer hair cells in cochlea. 
Individuals with sensory presbycusis usually have a steep sloping audiogram at high 
frequencies. The second type is the strial presbycusis which is characterized by the 
atrophy of stria vascularis. Individuals with strial presbycusis have relatively flat 
audiograms indicating loss of hearing over all the sound frequencies. Neural pres-
bycusis is the third type which is defined by the degeneration of nerve fibers and 
patients with this type of pathology are unable to understand and distinguish speech. 
The fourth form of presbycusis is the cochlear-conductive or mechanical presbycusis 
which is caused by the changes in stiffness of basilar membrane in cochlea due to 
aging. Although microscopic findings are negligible in this type however, individuals 
exhibit gradual down sloping audiograms [119, 120].

5.2 Genetics of ARHL

Most people lose hearing acuity with age; however, it has been shown that genetic 
heritability also affects the susceptibility, time of onset, and severity of ARHL 
[118, 121, 122]. Although the biomolecular mechanisms of ARHL have been well 
defined but due to the complex pathology along with highly significant and variable 
environmental factors associated with ARHL, it has become difficult to identify the 
genetic contributors underlying ARHL. So far, researchers have investigated the genes 
involved in ARHL using familial and cohort-based approaches. However, genome 
wide association studies (GWAS), exome sequencing (ES) and genome sequencing 
(GS) on large cohorts have been more helpful revealing the genetic susceptibilities 
underlying ARHL. There are variants and Single Neucleotide Polymorphisms (SNPs) 
in more than 15 genes which are found responsible and have been well-studied for 
presbycusis in human or mouse models. In addition, ultra-rare heterozygous variants 
of known deafness genes have also been shown to cause severe form of ARHL [123].

Following is the detail of these genes which account for ARHL studied in different 
populations.

5.3 Genes involved in membrane transport and cellular adhesion

5.3.1 Solute carrier family 12 member 2 (SLC12A2)

SLC12A2 also referred to as Na+K+2xCl− co-transporter (NKCC1) is a member 
of solute carrier family 12 which is involved in the transport of sodium, potassium, 
and chloride ions across the secretory and absorptive epithelia [124]. It is found to be 
expressed in the basolateral membrane of marginal strial cells and in the lateral wall 
fibrocytes in cochlea of rodents and non-human primates. Fibrocytes take up K+ from 
perilymph through SLC12A2 and ATP1A2 (α2-Na+K+ATPase) [125, 126] and pass it to 
intermediate cells and strial basal cells through gap junctions [127]. It also transports 
K+ from the intra-strial space into the marginal cells [128]. In mice, it has been shown 
that heterozygous variants in Slc12a2 can result in progressive ARHL without causing 
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any damage to the cochlear morphology [129]. However, the role of this gene for 
ARHL in humans has not been tested yet.

5.3.2 Voltage gated potassium channel KQT like subfamily member 4 (KCNQ4)

Potassium channels play an important role in maintaining ionic composition and 
electrical signaling in biological fluids. Cochlear hair cells and vestibular structures 
have voltage-gated potassium channels encoded by KCNQ4 to maintain ionic balance 
in cochlear fluid [130]. Missense variants in KCNQ4 are commonly known to cause 
non-syndromic autosomal dominant hearing loss, DFNA2 [131–134]. However, in a 
study of two Caucasian populations, several SNPs were found associated with ARHL, 
all of which were localized to a 13 kb region in the middle of the KCNQ4 [135].

5.3.3 Wolframin (WFS1)

WFS1 encodes Wolframin which is a transmembrane protein and is thought to be a 
large cation-selective ion channel [136]. Variants in WFS1 commonly cause Wolfram 
syndrome [137], and non-syndromic autosomal dominant low frequency sensorineu-
ral hearing loss [138–140]. In 2017, a study comprising 518 Finnish adults showed a 
heterozygous variant p.(Tyr528His) associated with late-onset hearing loss. Most of 
the individuals participating in this cohort initially had hearing loss which affected 
the high frequencies and subsequently progressed to involve middle and low frequen-
cies [141].

5.3.4 Solute carrier family 7 member 8 (SLC7A8)

SLC7A8 functions as a sodium-independent transporter of L-type amino acids in 
many organs in vertebrates [142]. It is highly expressed in the inner ear [143, 144], 
and specifically localizes to the stria vascularis [143]. A study focused on the role of 
Slc7a8 in ARHL using mouse models demonstrated that in homozygous knockout 
mice (Slc7a8−/−) the loss of function leads to high-frequency hearing loss which 
progressively extends to low frequencies. While, interestingly, the young knockout 
mice heterozygous for Slc7a8 (Slc7a8+/−) did not show a hearing loss. However, with 
aging, these mice developed high-frequency hearing loss earlier than the wild-type 
mice [144]. Similarly, in a cohort of 66 ARHL patients from Italy, genome sequencing 
identified four heterozygous variants (p.Val302Ile, p.Arg418His, p.Thr402Met and 
p.Val460Glu) in SLC7A8 [144]. In vitro functional studies of these variants further 
confirmed a significant decrease in amino acid transport activity supporting SLC7A8 
as a causative gene for ARHL.

5.4 Mitochondrial antioxidative enzymes

Mitochondrial DNA (mtDNA) variants have long been known to cause various 
human diseases, including non-syndromic hearing loss [145]. A significant increase in 
the contribution of mtDNA variants has been observed in aging human auditory sys-
tem [146]. The postmortem analyses of human temporal bones have shown a 4977 bp 
deletion (also known as common deletion (CD)) in mtDNA as a frequent cause of 
ARHL [147, 148]. Additionally, a decrease in the expression of another mitochondrial 
enzyme cytochrome oxidase 3 (COX3) in spiral ganglion cells was also reported in 
ARHL patients [149].
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Isocitrate dehydrogenase (IDH) is a key component of the aerobic metabolism in 
mitochondria, which facilitates the generation of NADPH and NADH thus regulating 
the cellular oxidative stress [150, 151]. It has been demonstrated in a mouse study that 
the expression of IDH2 normally decreases with age and when this gene was knocked 
out there was increased oxidative stress in the murine inner ear leading to the loss of 
hair cells and damage to spiral ganglion [152].

5.5 Hormonal factors

5.5.1 Insulin like growth factor 1 (IGF1)

Animal studies suggest that Igf1 promotes inner ear neuronal development by sup-
porting neurogenesis, differentiation, and proliferation of neuronal progenitor cells 
[153, 154]. It has been ubiquitously detected in mouse inner ear, including the spiral 
ganglion, spiral ligament, stria vascularis, hair cells, and vestibular tissues [155–157]. 
Numerous variants in IGF1 have been associated with sensorineural hearing loss in 
humans and Larson’s syndrome; patients who also suffer from early-onset ARHL 
[158–160].

5.5.2 Estrogen related receptor γ (ESRRG)

Esrrg mRNA has been shown to be expressed at embryonic stages in the mouse 
cochlear and vestibular ganglion [161], which suggests a role in the inner ear function 
and development. Moreover, there is considerable evidence supporting an auditory 
protective effect of estrogen and estrogen-related receptors on the auditory system 
[162, 163]. In humans, several studies have shown that ARHL is more common and 
severe with early onset in men as compared to women [164, 165]. For instance, in an 
analysis of 6134 individuals from three separate European cohorts, an association was 
found between the minor allele of SNP rs2818964 and hearing status only in women. 
Additionally, Esrrg knockout mice revealed that at 12 weeks, average hearing thresh-
olds in female mice were 15 dB worse than in males [166].

5.6 Genes involved in metabolic pathways

Studies on human subjects with ARHL have also identified specific polymor-
phisms in a few genes involved in the folate metabolism pathway. A recent report 
that genotyped an ARHL cohort from South India revealed several specific polymor-
phisms within genes encoding thymidylate synthase (TYMS) and 5,10-methylenetet-
rahydrofolate reductase (MTHFR). Some polymorphisms such as the MTHFR A1298C 
were noted to protect against the development of ARHL, while others such as MTHFR 
C677T were associated with an increased risk of ARHL in this population [167].

5.7 Other genes identified for ARHL

5.7.1 Glutamate receptor metabotropic 7 (GRM7)

GRM7 encodes a G-protein coupled receptor which plays an important role 
in the regulation of presynaptic neurotransmission in the mammalian brain. It is 
widely expressed in inner hair cells, outer hair cells, spiral ganglion, and vestibular 
hair cells. The expression of this gene increases with age [168]. GWAS on 3434 
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well-characterized individuals from different locations in Europe identified SNPs in 
GRM7 causing ARHL [168]. Two more studies on an American and Saami population 
cohort also corroborated the potential role of GRM7 in ARHL [169, 170].

5.7.2 Grainyhead drosophila homolog of 2 (GRHL2)

GRHL2 is known to have an essential role in the development and morphogenesis 
of epithelia of several organs in flies, mice, frogs, and zebrafish [171]. Variants in 
GRHL2 have been known to cause non-syndromic autosomal dominant hearing 
loss [172, 173]. Additionally, a study comprised of 2418 cases from seven different 
European countries emphasized the association of SNPs enriched in intron 1 of 
GRHL2 with ARHL [174].

5.7.3 Neuropillin-1 (Nrp1)

NRP1 is an essential component of Neurolippin-1/Semaphorin 3A signaling path-
way. This pathway is responsible for the proper development of vascular and neuronal 
structures in inner ear as well as hair cell organization [175, 176]. A GWAS study on 
mice showed progressive hearing loss with age and abnormalities in inner ear micro-
vasculature [177]. Although these investigations suggest that Nrp1 can be associated 
with ARHL in mice, no such studies have been performed in humans.

5.7.4 Cadherin related family member 23 (Cdh23Ahl)

Cdh23Ahl is characterized as a hypomorphic allele for a calcium-dependent cell 
adhesion protein, otocadherin. It helps in the organization of stereocilia bundle and 
vestibular hair cells and is required for maintaining this organization in later stages of 
life [178]. Based on the association of Cdh23Ahl with ARHL in mice, GWAS on a large 
cohort of Han Chinese population was performed to investigate the role of CDH23 in 
ARHL in humans. This study demonstrated that SNPs in CDH23 do not cause ARHL in 
humans [179]. However, another study on the methylation patterns in CDH23 showed 
a positive correlation between an increase in methylation of the gene and ARHL [180].

6. Tinnitus

Tinnitus is derived from a Latin verb tinnire (to ring), and it describes the 
conscious perception of hissing, sizzling, or ringing sound in the absence of a cor-
responding external stimulus. Tinnitus can sometimes be random voices, music, or 
a mixture of sounds [181]. It can be constant or intermittent, or may be perceived in 
one (mostly left) or both ears, or centrally within the head. The reason for the left-
sided predisposition of tinnitus is yet unknown.

Most of the studies to investigate the prevalence of tinnitus have been carried out 
in USA or Europe which gave a rough estimate of 10–15% of individuals suffering 
from tinnitus in these populations. National Study of Hearing in England was one of 
the largest (n = 48,313) and most reliable studies conducted to determine the preva-
lence of tinnitus among adult population. The results showed a prevalence of 10–15% 
among adults. Similarly, results from studies in Egypt [182, 183], Japan [184–186], 
and Nigeria [187, 188], also indicated that the rate of prevalence of tinnitus in these 
countries is analogous to the results from the Europe [189] and the USA [190–192].
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6.1 Risk factors and genetic pathology of tinnitus

There are many risk factors known to be associated with tinnitus. To name one of 
the most common is hearing loss. All the patients with hearing loss may not develop 
tinnitus, however, individuals with tinnitus have a predictive diagnosis for hearing 
loss depending on the responses to pure tone thresholds [181]. Other possible risk 
factors include noise exposure, head trauma, obesity, alcohol consumption, and 
ototoxic drugs, such as salicylates, quinines and platinum-based drugs can also trigger 
tinnitus. It can also be found associated with severe otological diseases like Meinnere’s 
disease, acoustic neuroma, and otosclerosis [193].

There are many publications stating the risk factors for tinnitus, but none of 
them describes the complete mechanism or molecular biology of this disorder. It is 
speculated that tinnitus is also caused by cochlear or auditory nerve damage. Despite 
its close relatedness to hearing loss patients suffering from tinnitus do not have 
the auditory nerve or cochlear degeneration as a common cause. This indicates the 
involvement of other systems in the brain with or without the involvement of the 
auditory system.

Determination of heritability of tinnitus remained an important task and it is 
still an arguable debate in the field. A large study held in Norway shows a significant 
familial aggregation of tinnitus among the participating population (aged >75 years) 
[194]. There are few more studies that emphasize the involvement of genetic factors 
in tinnitus with slight variation in their data [195]. The variation in the results may 
have appeared due to small sample size or the difference in population characteristics. 
With the utilization of new scientific technologies, it can be expected that researchers 
will provide a better and more appropriate conclusion to this debate.

7. Conclusion

Hearing loss is one of the most common sensory defects that affects about 5% 
of the world population. Genetics is a major contributor to deafness causing about 
50% of all cases. Although elucidation of the genetics of hearing loss has advanced 
rapidly in the past 20 years, still lacking is a complete understanding of all the net-
works and pathways required for normal audition. In future, continued studies will 
reveal further insights into function of the auditory system and treatment due to its 
malfunction.
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Chapter 7

Nonreceptor Protein Kinases 
and Phosphatases Necessary for 
Auditory Function
Sadaf Naz

Abstract

Phosphorylation is one of the most common posttranslational protein modifications. 
It has multiple roles in cell signaling during development as well as for maintenance of 
diverse functions of an organism. Protein kinases and phosphatases control phosphory-
lation and play critical roles in cellular processes from cell birth to cell death. Discovery 
of hearing-loss-associated gene variants in humans and the study of animal models have 
identified a crucial role of a plethora of protein phosphatases and kinases in the inner 
ear. In this review, those nonreceptor kinases or phosphatases are discussed, which are 
encoded by genes implicated in causing inherited hearing loss in humans or in mouse 
mutants. These studies have served to highlight the essential roles of protein kinases and 
phosphatases pathways to the function of the auditory system. However, the inner-ear-
specific substrates for most of these enzymes remain to be discovered, as do the mecha-
nisms of disease due to the variants in the genes that encode these proteins.

Keywords: audition, deafness, dephosphorylation, hearing, phosphorylation

1. Introduction

Different protein posttranslational modifications have been identified, which 
are necessary for hearing [1]. Among these, protein phosphorylation is a prominent 
and an important contributor to the development of the ear and control of audition. 
Phosphorylation is carried out by kinases using ɣ-phosphate from adenosine triphos-
phate as a donor to any of the three hydroxylated amino acids within the target pro-
tein. The removal of the phosphate group from the phosphorylated tyrosine, serine, 
or threonine residues of the proteins is catalyzed by phosphatases. Phosphorylation 
and dephosphorylation serve to change the polarity of the target proteins with pro-
found consequences for protein conformation and interaction with other proteins [2].

Enzymes controlling phosphorylation can be categorized into receptor or nonre-
ceptor protein kinases and phosphatases. Many phosphorylated proteins as well as 
enzymes that control these reactions have important roles in the auditory system [1]. 
Though variants in all genes encoding these proteins do not result in deafness; vari-
ants of some protein kinases and phosphatases have been reported to cause genetic 
hearing loss in humans or mice models, and these are presented here. Receptor 
kinases or receptor phosphatases important for hearing are discussed elsewhere [3] 
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and are excluded from the discussion, as are those kinases or phosphatases that cata-
lyze the phosphorylation or dephosphorylation of non-proteinaceous biomolecules.

Variants of most of the genes encoding protein kinases or phosphatases have been 
reported to cause syndromic hearing loss (Table 1). In syndromic cases, deafness 
is just one of the accompanying features in a spectrum of other disorder/s affecting 
different organs. Syndromic deafness occurs due to the importance of the protein 
to other systems besides the ear. The hearing loss may be present in all individuals 
affected by a particular syndrome, while for others it affects only a few patients 
diagnosed with that syndrome. In contrast, hearing loss is the sole manifestation in an 
individual with nonsyndromic deafness [4].

1.1 Auditory system and hearing

The auditory system in humans has distinct parts, which include the outer ear, the 
middle ear, and the inner ear. Sound is perceived and processed by the ear with the 
final stimulus conveyed to the auditory cortex in the brain. The outer and the middle 
ears play important roles in conveying the sound to the cochlea within the inner 
ear. The cochlea is a coiled structure and contains the organ of Corti, which has the 
sensory receptors, termed as outer and inner hair cells. All hair cells have mechano-
sensitive microvilli projections at their apical ends, termed as stereocilia, which have 
important roles for their function [3]. True cilia, called the kinocilia, are also present, 
but these disappear early during maturation of the mammalian auditory system. The 
hair cells amplify the sound and transduce it into an electrical stimulus. The electric 
stimulus from the inner hair cells is finally conveyed to the brain via the spiral gan-
glion neurons.

1.2 Hearing loss and its types

A partial or a complete inability to hear sound is a common sensory disorder and is 
termed as hearing loss or deafness. Worldwide, both children and adults are affected, 
and approximately 430 million individuals are reported to suffer from a hearing loss 
(World Health Organization, 2021, https://www.who.int/news-room/fact-sheets/
detail/deafness-and-hearing-loss). Deafness is categorized into four types on the basis 
of the affected part. Conductive hearing loss arises as a result of impedance of passage 
of sound through the external ear and/or the middle ear. Sensorineural hearing loss 
is caused by malfunction of the inner ear (cochlea or auditory nerve). Mixed hearing 
loss is a combination of both conductive and sensorineural hearing loss. Central audi-
tory processing disorder results due to damage or malfunction at the cranial nerves, 
the cerebral cortex, or the auditory brain stem [4].

On the basis of onset, hearing loss can be prelingual or postlingual. Prelingual hear-
ing loss occurs during infancy, before the development of speech. Postlingual hearing 
loss appears after normal speech development; either during childhood or adulthood. 
Hearing of an individual is measured in decibels (dB HL). A normal hearing threshold 
is 15 dB HL while a disabling hearing loss is defined as a threshold of 35 db HL or above 
for the better hearing ear. Hearing loss is divided into five types on the basis of severity 
[4]: mild hearing loss (hearing threshold 26–40 dB HL), moderate hearing loss (hear-
ing threshold 41–55 dB), moderately severe hearing loss (hearing threshold 56–70 dB), 
severe hearing loss (hearing threshold 71–90 dB), and profound hearing loss (hearing 
threshold >90 dB). The extent of hearing loss may be stable throughout a person’s life, 
or it may progress and worsen over time. Genetic hearing loss contributes to at least 
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50% of all deafness cases, while the remaining is attributed to environmental factors 
such as exposure to loud noise, infections, or ototoxic drugs [4].

1.3 Genes in hearing and deafness

Genetic deafness can be monogenic in affected individuals or may have a more 
complex etiology. Many proteins orchestrate human hearing, and variants in hun-
dreds of genes have been implicated in causing deafness. Some of these genes encode 
structural components within the auditory system; others encode proteins neces-
sary for the function of the ear. Variants of many genes have been reported to cause 
structural defects of the ear with or without hearing loss in humans [4].

Inherited hearing loss has different modes of inheritance in different families [4]. 
These include autosomal dominant, autosomal recessive, X-linked, or mitochondrial 
inheritance. The autosomal forms are more commonly encountered as compared 
with the other types of inheritance patterns. Most of the dominantly inherited gene 
variants in humans cause postlingual, progressive, moderate to severe sensorineural 
hearing loss. In contrast, the majority of recessively inherited variants result in 
prelingual severe to profound sensorineural deafness [4]. However, exceptions exist 
for both dominant and recessive inherited hearing loss cases in which the phenotypic 
pattern for recessive forms resembles that of the dominant disorders or vice versa [5].

2. Protein kinases

Hundreds of protein kinases are encoded in the human genome and constitute 
more than 2.5% of the coding genes [6]. These enzymes phosphorylate the hydroxyl 
groups of the target proteins at the serine/threonine residues (protein serine/threonine 
kinases) or act on the tyrosine residues (protein tyrosine kinases) or both (dual-speci-
ficity kinases). Generally, nonreceptor kinases are intracellular cytoplasmic or nuclear 
proteins. Variants of most of these genes cause hearing loss in only a subset of the 
affected individuals, suggesting a degree of redundancy for the function of the audi-
tory system. One such gene is CASK; patients with CASK variants have an Intellectual 
developmental disorder with microcephaly and pontine and cerebellar hypoplasia 
syndrome, and only a few individuals also have a hearing loss [7]. Interestingly, CASK 
has been shown to interact with whirlin and prestin in the inner ear; [8, 9] two pro-
teins that are vital to hearing.

Sometimes, hearing loss phenotype is not investigated or observed in mouse 
models for many of the genes, which are known to cause deafness in humans. In other 
cases, targeted disruption of a gene, for example, Cdk5, causes lethality in mice, 
necessitating the development of animal models with selective deletion of the gene 
of interest in the inner ear [10] in order to determine the effect of the absence of the 
protein in the auditory system. Multiple studies on mouse models with deafness have 
suggested that some of the kinases important for hearing have roles in the kinocilia 
formation or maintenance of the stereocilia [9].

2.1 Dual-specificity kinases

DYRK1A is a dual-specificity kinase, which has been implicated in individu-
als with mental retardation and outer ear morphological defects (Table 1). Some 
individuals also experience hearing loss due to DYRK1A variants [11]. DYRK1A 
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autophosphorylates itself at both serine/threonine and tyrosine residues, and thus 
controls its own activity. Another dual-specificity kinase, MAP2K1 is required for 
activation of MAPK by phosphorylating both serine and tyrosine residues. Variants 
of MAP2K1 have been associated with hearing loss in a few patients diagnosed with 
either of two different human syndromes (Table 1), as an accompanying feature to 
the cardiovascular defects [12, 13].

2.2 Protein serine/threonine kinases

Protein serine/threonine kinases are the most frequent types of kinases that have 
been implicated to have a role in hearing (Table 1). Variants of all member genes 
of this group, except for MYO3A, cause syndromic deafness in humans (Table 1). 
In some instances, hearing loss is accompanied by ear malformations, as is the case 
in patients with frontometaphyseal dysplasia 2. Frontometaphyseal dysplasia 2 is 
caused due to variants affecting MAP3K7, and conductive or sensorineural deafness 
is accompanied by ear malformations [14]. For a vast majority of protein serine/
threonine kinases, such as CDC42BPB, CDK8, CDK9, CDK10, CDK13, the association 
of hearing loss due to variants of the genes in the corresponding syndromes is based 
on the presence of the auditory phenotype in one or only a few individuals [15–19]. 
Therefore, some of these genetic variants links to human auditory malfunction may 
prove to be coincidental.

In a few cases, only particular types of variants of a gene may be associated with 
hearing loss. For example, patients with a heterozygous nonsense variant of PRKCG 
have spinocerebellar ataxia 14 with hearing loss, while patients with missense variants 
do not have an auditory phenotype [20]. In other instances, many individuals may 
be affected by hearing loss, but these only constitute up to 30% of the total patients 
reported to have a particular syndrome due to the corresponding gene variants. For 
example, Coffin-Lowry Syndrome is a disorder in which patients have mental retar-
dation, skeletal defects, and movement disorders with or without hearing loss. It is 
caused as a result of RPS6KA3 variants [21].

The variants of MAPKAPK5 [22], PRKCB [23], and BRAF [24] have been reported 
to cause hearing loss in humans, but not in mice. Variants of some protein serine/thre-
onine kinases such as RAF1 [25] and MAP3K20 [26] cause hearing loss in humans, 
and their orthologous genes have a demonstrated role in mouse audition as well [26, 27]. 
In other cases, importance of a gene to mammalian hearing can only be gauged due to 
the observed phenotype in mouse models. For example, pathogenic alleles of Map3k1 
[28, 29], Map3k4 [30], Pak1 [31], and Stk11 [32] are reported to cause hearing loss in 
mice only. Mice with Mapk1 deletion in the inner ear undergo noise-induced hearing 
loss [33]. However, deafness has not been reported as yet in humans, but patients with 
MAPK1 variants have outer ear morphological defects [34].

An interesting example of a protein serine/threonine kinase is MYO3A since it 
has both a C-terminal motor domain and an N-terminal kinase domain. Its loss of 
function variants usually cause recessively inherited moderate to severe nonsyn-
dromic hearing loss, which can be adult onset and progressive in nature [5]. One 
homozygous variant abolishes MYO3A kinase function, and the affected individuals 
have profound deafness [35]. Dominantly inherited MYO3A variants are very rare. Of 
the latter, a heterozygous missense variant affecting the kinase domain was reported 
to cause hearing loss in affected individuals of a German family [36]. The MYO3A 
kinase activity may be important for phosphorylation of its own motor domain, thus 
reducing motor activity and regulating protein concentration in the stereocilia [37]. 
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Different mice models homozygous for a knock-in nonsense variant or a missense 
variant in the kinase domain have progressive hearing loss [38, 39], mimicking the 
phenotype observed in humans.

2.3 Protein tyrosine kinases, nonreceptor type

So far variants in two different genes encoding nonreceptor protein tyrosine 
kinases, ABL1 and BTK, have been reported to cause hearing loss in some patients with 
different syndromes. Variants of ABL1 cause a syndromic disorder (Table 1) in which 
subsets of patients have outer ear abnormalities and hearing loss [40]. Recently, vari-
ants were reported in patients with a phenotype termed as ABL1 malformation syn-
drome, and it was shown that hearing loss in the patients occurred due to the increased 
tyrosine kinase activity of the protein [41]. Variants of BTK have been reported to 
cause otitis media and hearing loss in a few patients with agammaglobulinemia, 
X-linked 1, a disorder of B-lymphocyte maturation [42].

3. Protein phosphatases

As compared the large number of kinases, the phosphatases comprise less than 1% 
of the human coding genes [43]. The phosphatase enzymes dephosphorylate target 
proteins at the serine or threonine residues (protein serine/threonine phosphatases), 
while some act on the tyrosine residues (protein tyrosine phosphatases) or both 
tyrosine and serine/threonine residues (dual-specificity phosphatases). The protein 
serine/threonine phosphatases are divided into three structurally related groups 
while all members of protein tyrosine phosphatases and dual-specificity phosphatases 
belong to one structurally related class. The, atypical protein phosphatases constitute 
a separate group, with structural features different from the other types [44]. In 
contrast to the protein kinases, research has identified far fewer protein phosphatases, 
which have an important role in the auditory system (Table 1). These enzymes are 
important for disparate developmental processes, and the targeted deletions of the 
pertinent genes in mice have revealed their contributions to the development of ear 
and maintenance of hearing. In some cases, although the phosphatase itself may not 
have been directly implicated yet in a human hearing loss disorder, variants in their 
substrate or docking proteins do cause deafness [45].

3.1 Atypical protein phosphatases

The atypical protein phosphatases have an N-terminal threonine phosphatase 
and a C-terminal tyrosine phosphatase domain [44]. EYA1 and EYA4 are two 
atypical protein phosphatases that are important for hearing. Variants of EYA1 
cause two allelic syndromes in humans, which include hearing loss as one of the 
manifestations, along with multiple outer and inner ear structural defects [46, 47]. 
Homozygous Eya1 mutant mice lack ears, which suggest an essential role of the 
encoded protein in early development [48]. Similarly, EYA4 is essential for main-
tenance of hearing in humans [49, 50] and mice [51]. EYA4 is one of the very few 
phosphatases, variants of which cause nonsyndromic deafness in humans [49], 
although some of its variants also give rise to a syndromic form of deafness with 
dilated cardiomyopathy [50].
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3.2 Dual-specificity phosphatases

Dual-specificity phosphatases can catalyze the removal of phosphates from both 
phosphorylated tyrosine and serine/threonine residues of the target proteins. They 
are structurally similar to the tyrosine phosphatase family enzymes. CDC14A is a 
dual-specificity phosphatase and has been shown to be absolutely necessary for hear-
ing in both humans [52, 53] and mice [53]. Moreover, some variants cause hearing 
loss with immotile sperm in humans and mice [53]. Most phospho protein targets of 
CDC14A are unknown, though drebrin (DBE1) has been proposed to be one such 
protein [54]. Two other dual-specificity phosphatases, DUSP1 [55, 56] and DUSP6 
[57], are important for hearing in mice. Dusp1 knockout mouse mutants manifest a 
progressive hearing loss [56], perhaps due to disruption of cytokines [55]. Similarly, 
DUSP6 is required for ear development in mice [58]. Few patients with hypogonado-
tropic hypogonadism 19 with or without anosmia may have a hearing loss due to 
DUSP6 variants [59].

One unusual dual-specific protein phosphatase is PTEN, which has both lipid 
phosphatase and dual-specific protein phosphatase activities. Although lipid dephos-
phorylation by PTEN is well studied, that of protein dephosphorylation is less so. 
However, it was shown that PTEN plays a role in ciliogenesis by phosphorylating the 
protein DVL2 [60]. Heterozygous knockout Pten+/− mice have inner ear abnormalities 
[61] while the inner ear specific homozygous knockout mice are deaf [62] and have 
supernumerary hair cells [63]. In humans, some patients with Cowden syndrome have 
a hearing loss due to PTEN variants [64].

3.3 Protein tyrosine phosphatases nonreceptor type

Variants of protein tyrosine phosphatase PTPN11 cause two autosomal dominant 
syndromes (Table 1) in which patients can have hearing loss with multiple other 
disorders including cardiovascular manifestations [65, 66]. Sometimes, hearing loss is 
presented as the first symptom of the syndrome [67], while other individuals exhibit 
only the auditory phenotype as a nonsyndromic case [68]. Studies in HEK293 cells 
have demonstrated that PTPN11 variants involved in human disorders affect dephos-
phorylation of GAB1 [69]; another protein that is important for hearing [70].

4. Conclusions and perspectives

Kinases and phosphatases serve as important regulators of cell signaling and 
protein function within the auditory system. Many of these enzymes are required for 
the maintenance of inner ear structures by regulating function of different proteins, 
which are known to be present in the hair cells. Not only are the malfunctions of these 
enzymes involved in genetic hearing loss, but many environmental factors such as 
exposure to loud noise and oxidative stress also activate or affect the phosphorylation 
pathways [71]. Due to the importance of MAPK pathway to hearing [71, 72], it is a 
target for design of treatment of hearing loss. Pharmacological inhibitors of phos-
phorylation pathways are being explored for treatment of hearing loss [2]. Inhibitors 
are specifically developed and administered to model organisms for stopping ototoxic 
effects of medicinal drugs [73]. For example, direct BRAF inhibition, by dabrafenib 
given orally, was demonstrated to protect mouse hearing loss induced due to cisplatin 
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administration [74]. Intra-tympanic injections for treatment of noise-induced hear-
ing loss in model organisms are also being explored and may open up avenues for 
effective localized therapies in humans as well [75]. Continued research on protein 
phosphorylation will yield additional information on other important kinases and 
phosphatases and their target proteins required for human hearing and will advance 
our understanding of the auditory system.
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Chapter 8

Issues in Creation of
Bio-Compatible Cochlear Signal:
Towards a New Generation of
Cochlear Prosthetic Devices
Wlodzimierz (“Vlad”) Wojcik

Abstract

A model of a fully functional cochlear prosthesis is presented here, simplified by
taking into account only those evolutionary features of natural cochleae that contrib-
ute to their functionality. The proposed prosthetic device generates a bio-compatible
digital signal which can be fed to the cochlear nerve. Subsequently, analysis of
cochlear nerve signals is offered, both natural and artificial. To that end a number of
mathematical theorems are formulated, proven, and then used to demonstrate that
signals obtained from our prosthetic device are useful towards auditory pattern rec-
ognition, audio location, and even speech comprehension, as well as understanding
and enjoyment of music.

Keywords: audio pattern recognition, auditory pathway, auditory cilia, cochlea,
cochlear model, cochlear nerve signal, cochlear prostheses, mechanoreceptors

1. Introduction

Imagine a deaf patient who lost her outer, middle, and inner ears through disease
or injury. The remaining parts of her auditory pathway (cochlear nerve, cochlear
nucleus, superior olive, lateral lemniscus, inferior colliculus, medial geniculate body,
and auditory cortex) are intact. Although profoundly deaf, the patient is not hopeless.
She expects us to fit her with two electronic devices that would feed suitable signals to
her cochlear nerves, thus allowing her to hear again.

The current cochlear implant devices are exceedingly basic: they normally assist or
compensate for certain malfunctions of damaged parts of middle or inner ear (audi-
tory cells, tectorial membrane, etc.) but offer only crude restorative signals spanning
approx. 10 channels. To appreciate the inadequacy of the current state-of-the-art, the
reader might want to peruse simulations at [1].

In contrast, healthy human cochlear nerve consists of approx. 30,000 neural axons,
with almost every axon conveying one channel of a signal. Humans do not hold any
records in this regard: feline cochlear nerves contain approx. 50,000 axon fibers. The
information traveling through neural axons is digital in nature, due to all-or-nothing
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neural axon hillock operation when generating signal. No wonder then that the problem
of refining cochlear implants catches interest of some computer scientists.

Formation of the complete multi-channel, representative signal adhering to the
biological cochlear nerve signal protocol is a daunting task, requiring deep under-
standing of the workings of outer, middle, and inner ears, which participate in the
signal generation process, as well as the workings of organs in the auditory pathway,
which receive and interpret these signals. While the functionality of ear organs is
relatively well understood, the same cannot be said about the organs higher up the
auditory pathway. We shed some light here on their functionality.

The biologists and physicians instill in us the awe for the complexity of biological
organs. Ears are such organs. Outer ears are sound channeling and amplification
devices, processing sound waves traveling through air. Middle ears are mechanical in
nature: their tiny ossicles (malleus, incus, and stapes) controlled by equally tiny
muscles amplify weak signals or dampen strong signals before conveying them to
inner ear. In this way the inner ear is protected. Finally, inner ears are wonders of
electromechanical and electrochemical precision, governed by the laws of fluid
dynamics, etc.

Our goal is to build an electronic device creating a fully restorative cochlear signal
without entering too deep into details of functionality of biological ears. We argue that
our ears are unnecessarily complex for their function. They emerged through the
process of evolution, not intelligent design. That evolutionary process consists of
introducing random changes into the genotype (via crossover and mutation) and then
ensuring of survival of the fittest individuals via natural selection. In this way only
deleterious genetic changes are eliminated. Neutral changes are allowed to remain, thus
unnecessarily increasing the complexity of emerging systems.

Biological textbooks offer many examples of such unnecessary complications
introduced by the evolutionary process: consider the path of laryngeal nerve, allowing
the brain to control the larynx. The nerve’s inferior (recurrent) branch, innervating
larynx muscles, is unnecessarily long: it descends from the brain into the thorax only
then to return to the larynx. In medical textbooks it is frequently cited as an evidence
of evolution: in giraffes this extra length can be measured in meters! This feature is a
vestige of an evolutionary process—in fish throats and gills are in immediate vicinity
so this detour did not exist when fish were the most complex animals.

Another example could be the structure of an eye. Human retina has a blind spot;
also, tiny blood vessels supplying blood to the retina are positioned in front of it,
rather than behind it, thus occluding some sensory cells (rods and cones). Such
clumsy “design blunder” can only evolve through a process of mutations and natural
selection. To compensate for that “blunder” the brain’s visual cortex had to evolve
unnecessary complexity. We have already decoded the fundamental workings of the
visual cortex [2, 3]; here the same methodology is used to attack the problem of signal
processing for auditory perception.

The complexity of the central nervous system (CNS) to a large degree is due to
existence of structures compensating for its earlier structural inefficiencies. The diffi-
culty in figuring out the inner workings of CNS stems from the fact that the biologists
must study with equal diligence all parts of the CNS: those essential and those sec-
ondary to its functionality. They have no choice there: to distinguish between the roles
of these parts is to understand the CNS functionality.

This multi-disciplinary chapter consists of two parts:
We start by presenting a simplified but functionally complete model of our audi-

tory perception, together with an electronic model of a device capable of providing
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restorative signal to the cochlear nerve, thus suggesting a new generation of cochlear
prostheses. This functional description is targeted at electronic engineers who may
have little biological background but will be tasked with creation of electronic circuits
producing suitable e-cochlear signals.

Following that we demonstrate mathematically that signals so obtained carry infor-
mation useful to the healthy part of the auditory pathway to perform the well-
understood functions of audio location, as well as the more complex functions of audio
pattern recognition and may even give rise to the subjective pleasure of music, so
enjoyed by healthy humans. This section is written with some mathematical rigor.

2. The nature of auditory perception

Departing from the traditional phase-based or frequency-based models of cochlear
and vestibular signals we offer simpler, unified, and biologically inspired insights that
rely on massive parallelism, needed for real time auditory pattern recognition. Our
signal analysis is also applicable to vestibular signals, used to balance body equilibrium
and posture, as well as to stabilize retinal image.

To justify our approach to auditory perception modeling consider a hare hearing a
noise: it uses its audio signal to detect a possible predator approaching, in order to take
a prompt evasive action. Our hare uses its auditory pattern recognition skills live, as
soon as it starts hearing the noise; this is necessary for hare’s survival.

Luckily for all of us (hares included) the signals we perceive are causal. A signal
f(t) is causal, iff

f tð Þ ¼ 0 for all t<0 (1)

This work deals with causal signals, in the above sense.
To cope with causal signals, we build causal systems. An output y(t0) of a causal

system at a given time t0 depends only on its causal input x(t), for all t ≤ t0. We create
causal systems by building their causal models first.

The simplest (trivial!) causal system can be modeled as follows:
Given an input signal x(t) for 0 ≤ t ≤ t0, we may create a causal model that copies

the input signal to its output, that is, produces y(t) = x(t). A memory-less causal
system using such a trivial model is pretty much useless: it cannot understand the
signal it processes.

We strive to create systems that use causal models in anticipatory fashion, that is,
intending to forecast (within desired accuracy and meeting specific time deadlines)
the input signal x(t1) at some future time t1 > t0 on the basis of a known input x(t) for
0 ≤ t ≤ t0. For that we need an intelligent system.

Indeed, this is the essence of intelligencedemandedof a systemmeeting challenges of its
environment. A system is intelligent if it is capable of forecasting reliably enough its future
causal input signals, while meeting forecasting deadlines. The longer forecast horizon and
the better accuracy of prediction, the higher is the intelligence of such a system.

Example: Our hare hearing a noise may estimate the proximity, the direction, and
speed of an approaching predator, and then timely identify and execute suitable
evasive action. A hare capable of routinely saving its skin in this way is considered
intelligent, that is, well adapted to its environment. To be so adapted the hare need not
only to be versed in auditory perception, but also capable of real-time execution of its
algorithms.
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Example: Humans understand and like music. What is it exactly that we like?
When we say that we understand a causal signal we mean that we perceive

patterns in it, and, using them, we are capable of building a predictive model of the
signal. In this chapter we preoccupy ourselves with audio signals. Some of them we
perceive as noise, some of them as music. How can we tell the difference? Or, is there
a difference?

Following the logic just presented we say that we understand a particular audio
signal, if we can forecast future signal values with satisfactory accuracy within some
time horizon. To understand an audio signal means to have a useful model of it.
We feel pleasure when we can accomplish this, and term such signal music (or speech,
etc.) Other signals are termed noise. Additional pleasure is instinctively drawn from
the realization that we are coping successfully with the challenges of our environment,
and in particular, when listening to music that we are not in any danger regardless of
the success or failure of our predictions; and so, we can hone our predictive skills in
complete safety by listening to music, perhaps repeatedly.

Observe further that a previously taped “musical” signal can still be perceived as
“noise” if reproduced at modified speed, or perhaps played backwards, thus making
real-time forecasting impossible. This reinforces our view that the signal counts only
as “music” if we can understand it, that is, identify patterns within it, use these
patterns for forecasting its future passages while executing in real time the entire
computation of forecasts, before the actual signals arrive. That successful verification
of hearing our forecasts coinciding with reality as time advances (within “reasonable”
tolerances) we call enjoyment of music or understanding of speech – at least in terms
of adherence to relevant grammatical rules.

The larger goals of our research are twofold: (1) to further the understanding of the
working of the CNS including human brain and (2) to learn how to build smarter
devices, capable of interfacing with our CNS. Here we pursue both goals, using the
methodology previously successful in decoding fundamentals of visual signal
processing [2, 3]. Drawing on biological inspirations we limit our use of math tools to
set theory and theory of metric spaces. After all, even simple animals seem to execute
in timely fashion the forecasting models appropriate to their environmental niches.
We doubt that simple animals have sufficient computing skills to execute complex
math in real-time. In the spirit of Occam’s razor, we value simplicity. Simple models
can be executed fast. When it comes to survival, speed counts!

Although the focus of this chapter is on cochlear signal processing, it is worth
noting that all nerve signals are similar in structure and this similarity is of immediate
practical interest in vestibular nerve signal processing. The vestibular system is
responsible for sensing body equilibrium and posture, as well as for stabilizing
eyeballs when we move our heads (a Steadicam function) [4–7].

3. Basic model of auditory perception

For the purposes of this chapter, we would like to offer a simplified engineering
model of human auditory perception. At the outset we beg for indulgence of our
biologically trained readers: detailed descriptions of this system are available
elsewhere [8], including other chapters of this book.

Our description focuses on features of the system in need of further explanation,
namely those of interpretation of signals by the auditory cortex. We limit our
description of anatomy to essential features only.
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The brain’s auditory pathway consists of cochlear nucleus, superior olive, lateral
lemniscus, inferior colliculus, medial geniculate body, thalamus, and terminating at audi-
tory cortex.

Vigorous research activity is aimed at understanding the functionality of these
brain nuclei by studying their neural structure. We propose a different approach,
which we tested successfully when studying the functionality of human vision system
[2, 3]. As pointed out already, we are convinced that these brain nuclei are exceed-
ingly complex, as they contain structures essential to their function as well as those
merely vestigial to the evolutionary process. To discern between those two kinds is not
possible without understanding the functionality of the auditory pathway, which is
the very goal of this research effort.

Facing this circular conundrum, we prefer another investigative approach: given the
information traveling via cochlear nerve we attempt to deduce the structure and func-
tionality of an abstract computer needed to account for auditory perceptionwe (humans)
experience.We depart from the assumption that intelligence must be wet or carbon-
based; for us these are just details of a particular implementation.We prefer silicon.

Figure 1 depicts the schematic anatomy of the human ear. We mention in passing
the well-known facts: the acoustic signal, that is, the air-pressure wave, traveling
through the external auditory canal impedes on tympanic membrane, a.k.a. eardrum,
causing it to vibrate.

The tiny bones of the middle ear (malleus, incus, and stapes) convey the mechan-
ical vibrations of the eardrum to the cochlea where the sound perception begins.

The cochlea is a chamber filled with fluids (called perilymph and endolymph),
which are in turn induced to vibrate. In engineering terms, the cochlea acts as an
attenuating waveguide. It is most permeable to low frequencies, while strongly atten-
uating high frequencies.

Human ear can at best discern frequencies within the 20 Hz–20 kHz range. Other
animals can hear within different frequency ranges, but the principle of operation of
their cochleae remains the same: high frequencies are perceived only in the cochlear
region close to the stapes, middle frequencies penetrate deeper, but only low

Figure 1.
Basic anatomy of the human ear.
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frequencies can travel though entire cochlea. This distribution of frequency sensitivity
along the length of the cochlea is referred to as tonotopy.

As the cochlear perilymph vibrates, it actuates the auditory cilia, that is, “hairs” of
the “hair cells,”which convert these vibrations into electrical signals. These signals are
then communicated (via neurotransmitters) to the nerve cells of the cochlear nerve,
which passes the signals to the brain.

The hair cells are organized into the organ of Corti, shown in the cochlear cross-
section of Figure 2.

We omit here again many details of primary interest to anatomists, while focusing
mainly on the cochlear duct called scala media (shown in green in Figure 2). It is filled
with endolymph and contains the organ of Corti, attached to the basilar membrane,
being one of the walls of scala media.

Organ of Corti contains large number of mechanoreceptors, called auditory cells.
Each auditory cell is equipped with 100–150 whiskers, called auditory cilia, all bathed
by vibrating endolymph. Some of the longer cilia are attached to the tectorial mem-
brane. Both basilar and tectorial membranes also vibrate with the endolymph.

Figure 3 shows the rudimentary schematics of an auditory cell.
At resting state (no sound wave) the auditory cell body maintains certain equilib-

rium, measured in terms of an electrochemical potential of cell body interior. It sends
then no signal to its cochlear neuron.

The sound vibrations of the endolymph in scala media impact on the single cilium
shown causing it to bend sideways.

Deflection of the cilium in one direction causes excitatory increase of potential
inside cell body. When that potential reaches a certain threshold level, called action
potential, the cell issues into its synapse a certain amount of a specific neurotransmit-
ter, which in turn causes electric signal to travel through the cochlear neuron.

Deflection of the cilium in opposite direction has inhibitory effect on cell body
potential, thus silencing the cell.

Figure 2.
Cochlear cross-section showing the organ of Corti.
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In short, responses to vibration of the endolymph in scala media of the organ of
Corti cause periodic changes in the potential of the auditory cell, thus causing a series
of pulses travel through the axon of a cochlear neuron (i.e., cochlear nerve fiber)
associated with that auditory cell.

The cochlear nerve is a bundle of axons of cochlear neurons. Consequently, signals
traveling through cochlear nerve constitute simultaneous groups of series of pulses,
each series being transmitted sequentially by a particular fiber of the nerve.

Given that the cochlea acts as non-linear waveguide, attenuating various frequen-
cies differently, every place along its length experiences different sound pattern. For
the purpose of pattern recognition, it would then be best if a number of mechanore-
ceptors (hair cells) were placed in exactly the same cochlear location.

However, every hair cell has finite dimensions, so it is impossible to place a
number of them in the same location. Nature had no choice but to distribute them
along the organ of Corti. No wonder then that different hair cells respond differently
to various frequencies. All these cells are anatomically identical; their varying
responses result from being exposed to different vibrations of the endolymph in their
particular locations. This is the essence of tonotopy.

Nature has done everything possible to reduce the consequences of building the
organ of Corti, populated by hair cells, as having non-zero dimensions, by filling the
inner ear with liquid. The speed of sound waves in liquids is an order of magnitude
higher that in gases. The relationship between the wavelength λ and the sound fre-
quency f is λ = v/f, where v is the speed of sound in each of these media. From this it
follows that for a given frequency f the sound wavelength in liquid is much longer
than in gas, thus reducing the relative consequence of distribution of hair cells along
the organ of Corti. The auditory cilia of these cells vibrate much more in sync when
bathed by a liquid than they would if they were in gas. Furthermore, the inner ear is
encased in the hardest bone found in a human body. This arrangement maximizes the
agitation of cilia, by forcing the liquid to vibrate along the cochlea, and so perpendic-
ularly to the cilia.

High audio acuity requires large numbers of auditory cilia, and so a larger organ of
Corti in a longer cochlea. No wonder then that in simpler animals the cochleae are
straight, while more complex animals have their cochleae coiled. It all has to do with
the problem of packing of an elongated cochlea into a small cranial cavity within an
exceptionally hard bone.

Figure 3.
Rudimentary schematics of an auditory cell.
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Loudness is a subjective quality of sound that is an attribute of auditory perception.
We all classify sounds on some scale ranging from “quiet” to “loud.” However, sound
experience is a creation of our brain, a correlate with a physical phenomenon (a sound
wave) impacting on our ears. Sound waves can be measured in terms of physical
values like power, amplitude, frequency, sound pressure, etc.

Given that our eardrums react to sound pressure, it seems logical to correlate
loudness with sound pressure. This relationship, depicted in Figure 4, is particularly
dependent on frequency. We can easily perceive relatively weak sound waves, as long
as their frequencies lie within an interval of 1–4 kHz, this being the predominant
frequency range of human speech. Sound waves outside of that interval (both of
higher and lower frequencies) must be substantially stronger to be perceived as
equally loud. This non-linearity arises due to the inertia of the mechanical parts of our
ears (eardrums, malleus, incus, and stapes) as well as the inertia and drag of the
auditory cilia against the surrounding liquid. Our novel cochlear prostheses need to
account for all these nonlinearities.

To outline our modeling methodology, consider an arbitrary signal
(shown in blue), traveling through endolymph and impacting on an auditory cilium of
a hair cell, depicted in Figure 5.

That cell has an action potential ap = 0.25 units and generates a packet of rectangu-
lar pulses (shown in red) inscribed within the endolymph pressure wave as observed at
the cell location. Its neighboring cells may have action potentials set at different values,
and together they describe the pressure wave with some accuracy. Note that this
description is not exact, as one would need (mathematically speaking) an infinite
number of cells at the very same location in scala media, all with different action
potentials (forming a continuum) to describe the signal exactly. In that sense the
pressure wave could be seen as curve enveloping all possible inscribed square pulse
signals.

The illustration in Figure 5 depicts a wave of sufficiently low frequency, so that the
relevant auditory cell is able to inscribe a square pulse into each peak of the audio

Figure 4.
Contours of equal loudness (red) as functions of frequency (Hz), ISO 226:2003 revision. Older ISO standard for
40-phon shown in blue.
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wave. Not all audio cells are capable of such behavior. Due to their inertia, they need
time to adjust their electrochemical potential levels. An inhibited call will need more
time to bring its potential to the action level than a cell that was in a neutral state.
After firing a pulse each cell requires certain amount of time to bring itself into the
state of readiness to fire again.

The net result of this is that the cells do not always faithfully inscribe their pulses
into the acoustic wave, although the firing of their pulses is stimulated by that wave.
The inertia of all cells is similar and so they generate pulses of similar frequency
characteristics. It is their location in the cochlea and their connections to relevant
axons of the cochlear nerve that causes us to perceive varying pitch.

The emerging bundle of signals formed in this way, traveling along the cochlear
nerve, carries to the auditory cortex the information about the ambient sound wave.

Specifically, there is only a finite number of cells with different action potentials in
a particular region. That region being small, we can assume that all of them respond in
sync to the same pressure wave. Our model deals therefore with bundles of square
pulse approximations of the sound wave. According to the Shannon-Hartley theorem
[9, 10] these approximations can be still exact even for a finite number of hair cells
used, provided that their stimulating signal lies within certain harmonic limitations.

The frequency region of 20 Hz–20 kHz is not such limitation, as it only describes
limits of the audible frequency response curve for human hair cells. Acoustic signals
outside this range are merely inaudible but they do exist. Certainly, some harmonic
limitations of an acoustic signal exist. Given that wave energy is proportional to the
wave frequency, there must be some limit to the number of frequency components of
a given audio signal for the signal to carry finite energy. We inhabit a universe filled
with signals of finite energies—because of that we can exist.

Let us take a closer look at square pulse signals of finite length. There is a number
of possible descriptions of a signal s(t) consisting of n pulses:

s tð Þ ¼ < t0, t1, t2, t3, … t2n�1 > (2)

Figure 5.
Hair cell with action potential ap = 0.25 inscribes a square-wave signal (red) within a sample pressure wave
(blue) of an endolymph.

147

Issues in Creation of Bio-Compatible Cochlear Signal: Towards a New Generation of…
DOI: http://dx.doi.org/10.5772/intechopen.101883



where < •, •, … • > is a tuple of 2n values listed in strictly ascending order, that is,
for every pair of values ti, tk such that i < k we have ti < tk. The time values with an
even index define the beginning of a pulse, the times with odd index represent the end
of a pulse.

Alternatively, we can represent signal s(t) as a set of mutually exclusive time-line
intervals:

s tð Þ ¼ t0, t1½ Þ, t2, t3½ Þ, … , tn�2, tn�1½ Þf g (3)

Using this description signal values for arbitrary t can be calculated as follows:

s tð Þ ¼ ap for ti ≤ t< tiþ1 where i is even;
0for ti < t≤ tiþ1 where i isodd:

�
(4)

In fact, we will deal mostly with normalized signals, that is, assuming values 0 and
1. Such signals can be obtained by dividing the above pulse signal by its action
potential, viz. s(t)/ap yielding:

s tð Þ ¼ 1for ti ≤ t< tiþ1 where i is even;
0for ti < t≤ tiþ1 where i isodd:

�
(5)

Alternatively, having defined a function step(t) as

step tð Þ ¼ 0for t<0;

1otherwise,

�
(6)

we may describe a normalized signal s(t) as:

s tð Þ ¼
X2n�1

i¼0

�1ð Þi ∗ step t� tið Þ (7)

Observe that whatever the signal descriptions—Boolean algebra applies to nor-
malized signals.

Let as label as true the value 1 of a normalized signal, and as false its value 0. Then,
given two arbitrary normalized signals f(t) and g(t), possibly consisting of a different
number of pulses of arbitrary timing, we can define standard Boolean operations as
follows:

not f tð Þ ¼ step tð Þ–f tð Þ (8)

f tð Þandg tð Þ ¼ f tð Þ ∗ g tð Þ, and finally (9)

f tð Þorg tð Þ ¼ f tð Þ þ g tð Þ � f tð Þ ∗ g tð Þ (10)

These definitions allow us to formulate:

3.1 Self-test procedures for cochlear prostheses

Consider two arbitrary normalized signals f(t) and g(t), generated by two artificial
hair cells of opposite orientation but of the same action potential and belonging to the
same cochlear neighborhood. By opposite orientation we mean that both of them
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cannot be excitated simultaneously. For properly functioning such pair of artificial
hair cells of a cochlear prosthesis the following conditions must hold for every t:

f tð Þ and g tð Þ ¼ 0

f tð Þ and not g tð Þ ¼ f tð Þ
g tð Þ and not f tð Þ ¼ g tð Þ

(11)

This is so because f(t) and g(t) are mutually exclusive signals, while neither of
them is the pure negation of another.

These test conditions can also be used to test cochlear prostheses as well as for
hearing loss due to the loss of auditory cilia, caused by exposure to exceedingly high
sound levels. Human hair cells have many cilia and initial hearing loss is usually not
noticeable until large numbers of cilia are lost.

3.2 Audio location using pulse signals

Our simple methodology is sufficient for description of tasks like audio location.
Consider two hair cells with the same action potential, housed by two cochleae in

two ears of an animal. A sound wave excites both cells, as per Figure 6.
An animal is capable of estimating the azimuth of the audio source by calculating

the angle (shown) of the incoming sound. The essence of this well understood process
is as follows: two hair cells, located in two cochleae of an animal are not excited
simultaneously by an arriving sound wave. The delay in excitation of the hair cell
more distant from the sound source can be used to calculate the extra distance the
sound wave must travel to reach that cell (shown in Figure 6) Given that the base
distance between the two cells (also shown in Figure 6) is an anatomical constant for

Figure 6.
Audio location process: One of two auditory cells in two different ears detects the same signal with a bit of delay.
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a given animal, and the speed of sound in the medium the animal inhabits is also
constant, then the angle of arrival of the sound wave can be calculated from the right
triangle shown. In fact, an audio locating animal does not need to perform those
complex trigonometric calculations. It just needs to turn its head to make both signals
arrive simultaneously: it then faces in the direction of the incoming sound.

Observe further that for this method to work the length of the sound wave cannot
be too long nor too short. Too long waves would not result in contrasting deflections
of the corresponding cilia; for to short waves the uniqueness of the solution is lost
(due to the periodic nature of the oscillations).

Optimal locating acuity occurs when the deflections of the cilia are of opposite
phase. That is why the optimal sound wavelengths ensuring this remain in close
correlation with the distance between two corresponding cells located within two ears
of an animal. This explains why humans use frequencies much lower than bats, for
example. It all has to do with different distances between ears of humans and bats.
The square pulse nature of the signals generated by the hair cells enhances contrast
between these signals, thus facilitating the audio location process.

The above examples are intended to demonstrate the capability of our approach to
model processes already well understood. To gain understanding of more complex
processes of audio pattern recognition, music, etc. we need to introduce several new
concepts. We start with the design of the prosthetic device.

4. The cochlear model and prosthetic device

Our concept of a modular multi-channel device allows the number of supported
channels to grow arbitrarily as technology advances. According to current practice,
the device consists of two parts: the implantable part and the external part, worn by
the patient. This is in order to maintain skin continuity thus avoiding infection. Both
parts communicate via a trans-dermal electromagnetic link.

The external part is responsible for the formation of the multi-channel restorative
signal and for transmission of the multiplexed signal via the electromagnetic link to
the implantable part. The implantable part de-multiplexes the received signal and
feeds proper channel signals to the relevant fibers of the cochlear nerve via a micro-
array of tiny electrodes. The technological challenges of connecting microscopic
multi-channel cables to proper fibers of a nerve are currently being addresses by work
of several teams, led by Charles C. Della Santina at Johns Hopkins University (Ves-
tibular Neuroengineering Lab), Daniel Merfeld, Wangsong Gong, and Richard Lewis
at Massachusetts Eye and Ear Infirmary (MEEI) in Boston, James O. Phillips of the
University of Washington, Andrei M. Shkel at the University of California, Irvine,
Julius Georgiou at the University of Cyprus, and elsewhere [4]. Although these expert
teams focus their work on the vestibular nerve, the technological challenges of
connecting a micro-array of electrodes to any nerve remain the same.

In fact, we can use the cochlear nerve fiber layout to facilitate the connection.
Figure 7 shows the cochlea and the outgoing nerve fibers. Observe that due to the
spiral nature of the cochlea the central fibers of the nerve are connected to the
cochlear tip and so are responsible for conveying information about low frequency
components of the audio signal, while the outer fibers deal with high frequency
components. Connection of a micro-array of electrodes to the nerve can therefore be a
two-step procedure. First, we attach a micro-connector configured so that its center
wires mate with center fibers, and then we fine-tune the connection by creating a
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detailed connection map, customized to each patient. We do that by passing stimula-
tion signals to individual wires while asking the patient about frequencies perceived.

We focus now our attention on the formation of the restorative signal by an
electronic device. That device consists of a microphone of a suitable directional char-
acteristic, worn by the patient close to his non-functional ear, a transducer ensuring
the transdermal connection, and a small electronic box, containing analog and digital
circuitry.

To simulate our patient’s cochlea, we will turn to the time-tested technology: that
of a telegraph line. Early telegraph operators noticed that long telegraph lines tend to
distort signals generated by telegraph keys. On the receiving end square pulse signals
tended to have their edges rounded. When the line was too long, this distortion made
the received signal unintelligible: dots of the Morse code would disappear, while
dashes became dots with gentle slopes. To avoid this, telegraph lines have had certain
maximum length, beyond which “repeaters” were used to refresh the signal. Early
repeaters were just people transcribing the signals, later replaced by electrical devices.

While the goal of telegraph line builders was to maximize the quality of the signal
and thus to maximize distance between repeaters by minimizing distortion, our goal is
to minimize the size of the “bionic ear” worn by the patient. To that end we will
construct a model of a bad telegraph line distorting the signal over short distances, and
we will not use any repeaters.

A circuit shown in Figure 8 is a model of a telegraph line segment or of neural axon
segment. The wires of this segment present certain electrical resistance R [measured
in ohms] and given that such line is never perfectly straight, a certain inductance L
[henries]. The insulator between the two wires (air, plastic, etc.) is never perfect and
so has a certain conductance G [siemens], and, together with the wires offers certain
capacitance C [farads].

Figure 7.
Cochlear nerve layout: center fibers convey information regarding low frequency components of the audio signal;
perimeter fibers deal with high frequencies.
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In physics the concepts of conductance G and resistance R are bound by an inverse
relationship: G = 1/R. In the circuit of Figure 8 the values of G and R are unrelated;
they are just intrinsic parameters of a line segment.

Such circuit distorts an input signal applied to its left terminals by selectively
attenuating harmonic components of the signal: higher harmonics are attenuated
more than the lower harmonics. A telegraph line or our “bionic cochlea” nerve fiber
can be represented by a finite sequence of such segments, as per Figure 9.

In a real cochlea information contained in higher harmonics of a signal is gathered
close to the entry of the cochlea (i.e., close to the oval window), while only lower
frequencies can penetrate to the end of the cochlea. The cochlea has a special termi-
nator (called round window). That terminator has a dual role.

First, it allows the non-compressive endolymph, encased in a very hard bone, to
move along the cochlea, thus agitating the auditory cilia. Indeed, in certain congenital
abnormalities the round window may be missing or rigidly fixed. Not surprisingly,
people so affected suffer a huge hearing loss of about 60 dB.

In a healthy cochlea, low frequency endolymph movements do not cause slowly
moving liquid to exert sufficient drag on the cilia (it is analogous to the ease of moving
a paddle through water sufficiently slowly). This translates to lowering of auditory
sensitivity as frequency decreases, shown in Figure 4. On the other side of the audible
frequency spectrum, high frequency waves are of small amplitude, and, attenuated
further by the cilial inertia similarly fail to sufficiently deflect cilia, again resulting in
loss of sensitivity as per Figure 4.

Second: The round window prevents sound waves from bouncing off the end of
the cochlea and traveling back towards the oval window. Should this happen interfer-
ence or even standing waves could form in the cochlea, resulting in humans hearing
subjective sounds in absence of external stimuli (a condition known as tinnitus). A
healthy cochlea is an echoless chamber.

Following those anatomical hints, we will sample signal in various points along our
e-cochlea. This e-cochlea should be echoless, too. If it were infinitely long, it would
certainly be echoless, as the signal could never reach its end to bounce back. This is
impractical, though.

Figure 8.
Electrical model of a segment of a telegraph line or of a “bionic cochlea.”

Figure 9.
Electrical model of a telegraph line or of a “bionic cochlea.”
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We can, however, calculate the input impedance of an infinitely long circuit
depicted in Figure 9. Let that impedance be Z. If we terminate a finite circuit shown
in Figure 9 with a terminator Z (not shown), then viewed from the input side that
circuit will be indistinguishable from an infinitely long circuit, and so will become
echoless.

Incidentally, nature followed the same process when evolving cochleae. To
increase audio acuity of more complex animals, it had to sample signals in many places
along a cochlea, so the cochleae of higher animals had to become longer. In order then
to fit them into a limited space of a cranial cavity in an extraordinarily hard bone the
cochleae had to be coiled. Coiling a cochlea does not affect it acoustic properties much
as coiling of a trumpet makes a trumpet smaller but does not affect its sound. With the
exception of monotremes, all mammals have coiled cochleae.

We are now in a position to present the fundamental circuitry of our “bionic ear,”
as per Figure 10. The electric equivalent of an audio signal (for brevity called “audio
signal” henceforth) is fed into an e-cochlea made of a large but finite number of
segments, and properly terminated by an echoless terminator Z (not shown).

The input audio signal fed to each segment is also input to an analog sampling
circuit equipped with a basic A/D converter. The output of this converter is truewhen
its input voltage is positive and is false otherwise. In this way a pulsating digital signal
is obtained. The A/D converter can be constructed from a single transistor oscillating
between the cut-off and saturation states or a similar device. It simulates the axon
hillock of an auditory neuron.

Given that on short time scales the audio signal is practically symmetric about the
timeline, only the signal values exceeding certain positive reference voltages need be
sampled. Every reference voltage is determined by the ratio of resistances R1/R2. When
the voltage of the audio signal exceeds that threshold value, then the diode depicted in
the diagram charges the capacitor Cx. As long as this capacitor is sufficiently charged,
the A/D converter outputs the value true. The resistor Rx slowly discharges the capac-
itor Cx. A careful choice of the decay time constant RxCx, customizable to each patient,
controls the minimum duration of each pulse. That time constant describes the dynam-
ics of an auditory cell changing its electrochemical potential.

Figure 10.
Electrical model of a “bionic ear”: each segment of the e-cochlea generates one digital signal.
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Similarly, by adjusting values of the threshold ratio R1/R2 in each segment we can
control the audio sensitivity of our e-cochlea to fit curves shown in Figure 4. Further
tweaking is possible to customize this circuitry to the sensitivities and preferences of
individual patients.

Note the simplicity of this design: Our “bionic ear” consists of a number of repeat-
ing segments, each segment yielding one channel of a digital signal. All segments are
topologically identical, but may differ in element values R, L, G, and C to span the
desired frequency spectrum in suitable number of steps, yielding the required number
of channels. The last segment is capped with a suitable echoless terminator Z.

Due to current technological limitations this design probably does not allow us to
create a sequence of 30,000 segments today, each segment generating a pulse signal to
feed one fiber of the cochlear nerve, but it certainly overcomes current channel
limitations. Furthermore, the modularity of the design allows us to build ever better,
multi-channel bionic ears as technology improves.

This concludes our qualitative description of bionic ear electronics. To demon-
strate that our device is capable of generating signals useful for sophisticated auditory
perception, we need to introduce several mathematical concepts. We will also shed
light on the way brain nuclei higher up the auditory pathway operate, with emphasis
on audio pattern recognition and classification.

5. Variation on the theme of metric spaces

Mathematicians conceive a metric space as a set of objects, usually called “points,”
between which a way of measuring the distance has been defined. In everyday life we
use Euclidean distance. However, this is only one of the many possible ways of
measuring distances.

Let S be our space of interest.
Definition 1. Measure of distance: Any real-valued function d: S � S ! R can be

used as a measure of distance, provided that for all x, y, z ∈ S it has the following
properties:

d x, xð Þ ¼ 0 (12)

if x 6¼ y then d x, y
� �

>0,

i:e:the distance between two distinct points cannot be zero; (13)

d x, y
� � ¼ d y, x

� �
, i:e:the distance does not depend on the direction

of measurement;
(14)

d x, zð Þ≤ d x, y
� �þ d y, z

� �
, i:e:the distance cannot be diminished

by measuring it via some cleverly chosen intermediate point y:
(15)

The last property is frequently called the triangle law, because the length of each
side of a triangle cannot be greater than the sum of lengths of two other sides.

The properties (12) and (13) imply that the distance between any two points
cannot be negative and is actually positive if the points are different. In fact, we can
state.

Theorem 1: Given any real-valued function d: S � S ! R suitable for measuring-
distances between points in S, the equality d(x, y) = 0 for any x, y ∈ S implies x = y.
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Proof: The equality d(x, y) = 0 means that a shortest travel from x to y does not
make us cover any distance, therefore x and y must coincide, that is, x = y. ■

As examples consider a two-dimensional space R2 and two points a = hx1, y1i and
b = hx2, y2i. We may define distance d(a, b) as:

Euclidean distance : d1 a, bð Þ ¼ sqrt x1–x2ð Þ2 þ y1–y2
� �2� �

or (16)

Manhattan distance : d2 a, bð Þ ¼ x1–x2j j þ y1–y2
�� �� or (17)

perhaps simply as : d3 a, bð Þ ¼ max x1–x2j j, y1–y2
�� ��� �

(18)

All three functions d1, d2, and d3 meet the necessary requirements (12), (13), (14)
and (15).

Definition 2. A metric space is the configuration hS, di, where S is a set of points,
and d is some measure of distance between them.

In our study we are frequently interested in measuring distance between subsets of
S, rather than only between points of S. One of the simplest subsets of S is a ball.

Definition 3. A ball of radius r ≥ 0 around the point c ∈ S is the set

x∈Sjd c, xð Þ≤ rf g (19)

which we will denote as B(c, r) without mentioning either S or d when confusion
can be avoided. The point c is called the center of the ball B.

Note: In older math textbooks the term “sphere” is frequently used instead of a
“ball.” This usage is currently being phased out, as we prefer now the “sphere” to
mean the surface of a “ball.”

Observe that the “shape” of a ball depends on the way we measure distance, as per
Figure 11.

It is worth noticing that the “volumes” of such balls may depend on the metrics
used. In particular, the Manhattan ball d2 is most specific about its center, that is, it
has the smallest “volume” (i.e., area in R2), and also its metric function (17) computes
faster than metrics (16) and (18). This is important for some of pattern recognition
algorithms including visual and auditory perception, which, although fast and
massively parallel, remain computationally intensive [2, 3].

A more detailed analysis of metric spaces can be found at [11].

Figure 11.
The balls in R2 of same radius, with center in the origin of the system of coordinates, defined using metrics d1, d2,
and d3 in the previous example. Similar balls in R3 would be a sphere, an octahedron, and a cube,
correspondingly. Generalizations of balls in higher-dimensional spaces are conceptually straightforward, although
not easily drawn.
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6. Computing distances between sets

Given any two non-empty sets A, B ⊂ Swe need to construct a function D(A, B) to
measure distance between A and B. That function should retain the properties (12),
(13), (14) and (15). In particular, observe that the properties (12) and (13) imply that
D(A, B) > 0 even if the sets A, B touch (i.e., have one common element), or intersect,
or perhaps one of them contains another (A ⊂ B or B ⊂ A). In fact, we must construct
function D such that D(A, B) = 0 if and only if A = B.

Let d be our chosen function for measuring distance between points of space S. We
will use this function to construct our function D.

Definition 4. Distance between a point and a set: Let hS, di be a metric space and
let A ⊂ S be a non-empty set. A distance between a point x ∈ S and A, denoted δ (x,
A) is given by

δ x,Að Þ ¼ inf d x, að Þja∈Af g (20)

It is the distance between x and a point a ∈ A closest to x. Using δ, let us define.
Definition 5. Pseudo-distance between two sets: Let hS, di be a metric space and

let A, B ⊂ S be two non-empty sets. A pseudo-distance from A to B, denoted Δ(A, B)
is given by

Δ A,Bð Þ ¼ sup δ a,Bð Þja∈Af g (21)

In other words, pseudo-distance from A and B is the distance from the most
distant point a ∈ A to its closest point b ∈ B. It is not distance, but merely pseudo-
distance, because it is unidirectional, that is, the property (14) does not hold, given
that Δ(A, B) 6¼ Δ(B, A) in general. To make it bidirectional, we define.

Definition 6. Distance between two sets: Let hS, di be a metric space and let A, B
⊂ S be two non-empty sets. A distance between A and B, denoted D(A, B) is given by

D A,Bð Þ ¼ max Δ A,Bð Þ,Δ B,Að Þf g (22)

We are ready now to demonstrate that our construction of D(A, B) has properties
of a metric.

Theorem 2: Our newly constructed function D has the properties (12), (13), (14)
and (15), and therefore can be used as a measure of distances between subsets of S.

Proof: Let hS, di be a metric space and let A, B, C ⊂ S be non-empty sets. We have

1.Property (12) a.k.a. reflexivity: Let us compute D(A, A). Let us choose an
arbitrary point a ∈ A. Using Definition 4 (see (20)) we obtain δ(a, A) = 0,
because the closest target in A from a is a itself, as it belongs to A. From that it
must follow that Δ(A, A) = 0 because the largest of all zeros is zero (peruse
(21)). This implies further that D(A, A) = 0 because greater of two zeros is still a
zero (see again (22)).

2.Property (13): Let A 6¼ B. Both sets being not empty, we can find an a ∈ A such
that a ∉ B, or b ∈ B such that b ∉ A, or both (if this were not the case, then the
sets A and B would be equal). Given that at least one of a and b does not belong
to both sets, we must have either δ(a, B) > 0 or δ(b,A) > 0 or both. From this we
have either Δ(A, B) > 0 or Δ(B, A) > 0 or both, and so
D(A, B) > 0 as being greater of the previous two.
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3.Property (14) a.k.a. commutativity follows directly from the Definition 6: D(A,
B) = max {Δ(A, B), Δ(B, A)}, so the order of arguments does not matter when
evaluating D(A, B).

4.Property (15) a.k.a. triangle rule: We need to show that D(A, B) ≤ D(A, C) +
D(C, B).

A comment on travel from A to B via C: not any path will do. It is not sufficient to
reach C from A at particular point c1 ∈ C and then continue the trip from another
point c2 ∈ C to reach B to claim that we have traveled through C. Our itinerary must
form a continuous path, that is, its first leg must end up at some point c ∈ C exactly
where the second leg begins.

Let then the points a ∈ A and b ∈ B be arbitrarily chosen departure and destination
points such that d(a, b) = D(A, B). Depending on the metric chosen the path from a to
b of length d(a, b) may not be unique. However, each of such paths may or may not
pass through our intermediate point c ∈ C. If it does, then we do not modify that path,
and so its length does not change. If it does not, then we need to modify it to pass
through c. In that situation the length of that path can only increase. Given that D(A,
B) is computed using carefully chosen paths leading from a ∈ A to b ∈ B (or vice
versa), such modifications of these paths can only result in leaving them intact or
lengthening them, thus proving that D(A, B) ≤ D(A, C) + D(C, B). ■

Note that it also follows from this theorem that for our function D the Theorem 1
holds as well.

More importantly for the purposes of our chapter, observe that we may move the
sets A and B within their space S so as to minimize D(A, B). Even then, for A and B
being different, the residual value D(A, B) > 0 will remain.

With the information regarding the spatial positioning of sets A and B deliberately
destroyed through such preprocessing, that residual value D(A, B) can be seen as
measure of dissimilarity between sets. The function D can therefore serve also as a
pattern classifier. With properly selected small value of ε > 0, the condition D(A,
B) ≤ ε implies that A and B so preprocessed are sufficiently similar to be included in
the same category.

7. Comparisons of audio patterns

We concern ourselves now with issues of pattern recognition, which in auditory
domain call for comparison of audio signals. An audio signal is really a bundle of
rectangular pulse signals traveling through fibers of a cochlear nerve. We will take full
advantage of their properties arising from the fact that these elementary signals
belong to time domain, that is, R1 space.

An audio pattern is an excerpt of an audio signal taken over a suitable time
interval. Two audio patterns are similar, if all their elementary corresponding pulse
signals are similar, that is, differ at most by an arbitrarily small time value of ε > 0.

7.1 Properties of elementary audio patterns

Our function D, although mathematically correct and theoretically useful in mea-
suring distances and dissimilarities between sets, is only computable for sets
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belonging to R1 space (time domain). Readers interested in circumventing this limi-
tation are directed elsewhere [2, 3].

Consider now two corresponding elementary signals, shown in Figure 12, as red
and blue, for clarity. They are excerpted from two different signal bundles. Clearly,
they are not identical. Are they then completely different and unrelated, or is one a
subtle plagiarism on the theme of another? Without any numerical measure of their
dissimilarity, any two experts may have three different opinions on this matter. We
will use our function D as a reconciliation tool.

For the purposes of comparison two signal bundles must be aligned, that is, both
must start at the same time, which we will denote as time zero. This means that in
each signal bundle there is at least one elementary signal starting at time zero.

However, not all elementary signals in that bundle need to start simultaneously.
Indeed, their relative timing is one of the intrinsic characteristics of each signal
bundle. We can now define:

Definition 7: The dissimilarity between two signal bundles is the maximum
dissimilarity between two corresponding elementary pulse signals in each signal bundle.

We therefore turn our attention to comparisons of elementary pulse signals.
Let us compare first signals consisting of one pulse each. Figure 13 shows all

possible relationships between such two signals. We will be calculating the value of
Δ(A, B), being the fundamental component of D(A, B). In other words, we will be
measuring pseudo-distance from A to B (the pseudo-distance in the inverse direction
is measured in identical way). For clarity, in our graphs A will be shown in red, B in
blue.

Furthermore, we adopt the convention that the value tA0 and tA1 are the start and
the stop times of pulse A, and the values tB0 and tB1 are accordingly the start and stop
times of pulse B.

Translating the formula (21) into plain multi-disciplinary English we write:

Figure 12.
Two pulse signals: are they really different? Unrelated? Or is there a similarity?

Figure 13.
Possible relationships between two pulse signals.
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Pseudo-distance Δ (A, B) is the distance between the most distant point of A to its closest
point in B.

This value describes the worst-case scenario when traveling from A to B in terms
of the length of the shortest trip.

We are now in position to compute Δ(A, B) for all variants shown in Figure 13.
We have:

Variant 1 : Δ A, Bð Þ ¼ tA1–tB1j j, Variant 2 : Δ A, Bð Þ ¼ tA0–tB0j j,
Variant 3 : Δ A, Bð Þ ¼ tA1–tB1j j, Variant 4 : Δ A, Bð Þ ¼ tA0–tB0j j,

Variant 5 : Δ A, Bð Þ ¼ max tA0–tB0j j, jtA1–tB1f g, Variant 6 : Δ A, Bð Þ ¼ 0 because A⊂B:

These variants can be easily identified and pseudo-distances computed, even by
simple systems of several neurons. Observe symmetries in these expressions. On any
parallel computer both values | tA0 � tB0 | and | tA1 � tB1 | can be calculated simulta-
neously, and then the proper value can be used as needed. Needless to say, we treat
the brain as a parallel computer.

Do we have all the tools needed to compute distances between elementary pulse
signals? Not yet. Not all elementary pulse signals consist of a single pulse each. In
certain situations, two pulses in B may be needed to measure Δ(A, B). Figure 14
depicts some of those cases. Signal A consists of one pulse as before, but signal B is
now made out of two pulses. To cover these situations, we need to enhance our
notation of pulse timing.

An elementary signal X consisting of n pulses we describe now as a tuple of 2n time
values < tX0,0, tX0,1, tX1,0, tX1,1, … tXn � 1,0, tXn � 1,1>. We number pulses in signal X
starting at 0 and ending at n � 1. In that sense the notations tX4,0 and tX4,1 mean start
and stop times of the fifth pulse of signal X (the fifth pulse has a number 4 because
computer programmers like it that way!).

Figure 14.
Possible relationships between one-pulse signal A and two-pulse signal B.
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Observe now what happens in variant 7 of Figure 14: the point in A most distant
from B is that of timing in the middle of the gap between two pulses of B. We have
here

Δ A, Bð Þ ¼ tB0,1–tB1,0j j=2

More importantly, we have arrived at the following result:
Conclusion 1:When measuring pseudo-distances Δ(A, B) the points in A (if any)

that are in the middle of gaps in B (if any) must also be considered, as well as the start
and end points of A. Still, only the end points in B are of interest.

Therefore, in variant 8 the value Δ(A, B) must be calculated as

Δ A, Bð Þ ¼ max tA0,0–tB0,0j j, tB0,1–tB1,0j j=2, tA0,1–tB1,1j jf g

Consider now the difference between variants 11 and 12. In variant 11 the pulse A
extends beyond the middle of the gap between pulses in B, while in variant 12 it does
not. Therefore, when calculating Δ(A, B) for variant 11, the value of the expression
| tB0,1 � tB1,0 |/2 must be considered, while in variant 12 the existence of the second
pulse can be ignored when calculating Δ(A, B) (although it is still relevant for calcula-
tion Δ(B, A)). Indeed, should there be more pulses in B following the second pulse of B
(variant 12), they all could be ignored when calculating Δ(A, B). Similar situation can
arise when a multi-pulse signal B is timed so that the leading pulses of B can be ignored.
This is good news, as this situation leads to vastly simplified neural calculations.
Simplicity bestows speed; for survival speed is of essence!

Note further that the calculated values of Δ(A, B) depend on whether or not they
are arrived at in real time. As an example, consider the situation depicted in variant 13
shown in Figure 14. According to our analysis, the pseudo-distance Δ(A, B) value is
Δ(A, B) = |tB0,1 � tB1,0|/2. This is established knowing a priori that signal B consists of
two pulses. If, however, we do the comparison between A and B in real time and
current time is 12 units, then we are in the situation where the first pulse of B already
ended but the second pulse did not begin. We cannot even know whether the second
pulse exists. We have no choice but to keep calculating the distance between that part
of A which we have experienced already and the only part of the pulse of B we heard
so far. This will overestimate the value of Δ(A, B). That value will drop off immedi-
ately when we hear the onset of the second pulse of B. In fact, we have established
now the following:

Conclusion 2: The calculated values of Δ(A, B) are a function of time. This
function is continuous when we have an a priori knowledge of all pulses in A and B
(i.e., we compare patterns A and B previously stored in memory), but only piecewise
continuous if we calculate Δ(A, B) in real-time (i.e., without such a priori knowledge).

In short: When computing Δ(A, B) in real time, the number of pulses of B to
consider is further limited. Only the pulses experienced so far can be considered. This
simplification further enhances the speed of calculation thus increasing our chances of
survival. The fact that our calculation is less exact is immaterial; our foe suffers from
the same handicap.

If we survive the encounter with our foe, when safe we can replay both patterns from
memory, refining our calculation and survival strategy. When at leisure we have more
time to safely indulge in more complex calculations, refining our forecasting models.

This also explains why we enjoy the same recording of music differently
depending on whether we hear it for the first time or not.
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A question then arises: Suppose we enjoy a piece of music we hear for the first time. If
that pleasure is tied to a certain comparison process, what are we comparing that piece to?

Conclusion 3:When listening to a piece of music (even for the first time) we keep
predicting its future passages, on the basis of most recent passages in a certain active time
interval. In that sense music must adhere to a certain “grammar” to be found pleasurable.

We are now ready to create a formalism of comparison of two elementary pulse
signals.

7.2 Comparisons of elementary audio patterns

Given two multi-pulse elementary patterns A and B, we need to calculate their
dissimilarity as a distance D(A, B) = max {Δ(A, B), Δ(B, A)} as per formula (22).
Again, we focus our attention at calculating the value Δ(A, B) (The value Δ(B, A) is
computed in the same way).

Let A consist of n pulses, while B consists of m pulses. We can represent A and B as
follows:

A ¼ ⋃
n�1

i¼0
Ai and B ¼ ⋃

m�1

j¼0
Bj (23)

where Ai and Bj are single pulses.
The value of Δ(A, B) can now be calculated as:

Δ A, Bð Þ ¼ max Δ Ai, Bð Þji ¼ 0::nf g (24)

In fact, we can accelerate this computation. We have already observed that when
calculating Δ(A, B), not all pulses of B are of interest as possible closest destinations
on our travel from Ai to B. We can calculate Δ(A, B) more efficiently as

D A, Bð Þ ¼ max Δ Ai, B ∗ð Þji ¼ 0::nf g (25)

where B* is a subset of consecutive pulses of B, namely

B ∗ ¼ ⋃
l ið Þ

j¼k ið Þ
Bj (26)

where k(i) and l(i) are the first and last pulses of this consecutive sub-sequence of
interest when calculating the pseudo-distance from Ai to B.

To give formal justification to this computational short-cut, we need to establish
the following:

Theorem 3: Let A and B be two multi-pulse elementary patterns defined as per
(23). When calculating the values of Δ(Ai, B), not all pulses of B are relevant. We can
limit our attention to a subset of consecutive pulses of B, namely

B ∗ ¼ ⋃
l ið Þ

j¼k ið Þ
Bj

where k, which depends on i is an index of the first pulse of interest, and l, which
also depends on i, is an index of the last pulse of interest.
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Proof: Consider an arbitrarily chosen single pulse Ai ⊆ A. The starting moment of
this pulse, timed at tAi,0 may or may not coincide with a pulse of B. If it does, then that
pulse of B is the first pulse of interest. We call it Bk. The pulses preceding Bk (if any)
cannot be the target destinations on our journey from Ai to B, because at the moment
tAi,0 we are already in B.

If it does not, then the most recent pulse of B preceding the moment tAi,0 is our
first pulse of interest. Again, we call it Bk. As before, the pulses preceding Bk (if any)
cannot be the target destinations on our journey from Ai to B, because the trip from Ai

to Bk is shorter.
In a special case that there is no pulse of B preceding the moment tAi,0 the first

pulse of B is Bk.
To identify the last pulse of interest Bl we proceed similarly. The ending moment

of pulse Ai, timed at tAi,1 may or may not coincide with a pulse of B.
If it does, then that pulse of B is the last pulse of interest. We call it Bl. The pulses

following Bl (if any) cannot be the target destinations on our journey from Ai to B,
because at the moment tAi,1 we are already in B.

If it does not, then the most imminent pulse of B following the moment tAi,1 is our
last pulse of interest. Again, we call it Bl. As before, the pulses following Bl (if any)
cannot be the target destinations on our journey from Ai to B, because the trip from Ai

to Bl is shorter.
In a special case that there is no pulse of B following the moment tAi,1 the last pulse

of B is Bl. ■
In plain multi-disciplinary English, all this means: it is possible to compare two

elementary pulse signals by scanning them simultaneously and chronologically, even
in real time. In this situation each signal we need to place in a moving time window,
containing relevant pulses only, and keep advancing that window as time goes on.

As said before, every audio signal is a bundle of elementary signals, and therefore
comparison of two audio signals also involves usage two advancing time windows.
This is not new: we do that intuitively all the time when listening to music. We keep
certain passages in a moving time window (i.e., some form of active memory). We
consider these passages “current” and give them special attention. We feel pleasure if
they continue to remain within a certain anticipated “grammar.” Older passages are
kept in another, longer term memory.

We have been listening to and enjoying music since time immemorial. Until now it
was just a beautiful emotion. Now we have a mathematical model of that emotion.

8. Final thoughts and recommendations

We are well on our way in gaining insight how our brains work. They are pattern
comparison machines. When comparing complex patterns (visual, auditory,
gustatory, etc.) complex patterns are decomposed into arrays of simper patterns on
which the comparisons can easily be made. These simple comparisons are made in real
time and their results are then consolidated into a general conclusion about the
complex patterns.

Our analysis of audio signal comparison processes makes us further deduce that:

• Two audio signal bundles must consist of the same number of elementary pulse
signals to be comparable, and these elementary signals must be compared
pairwise;

162

Auditory System - Function and Disorders



• When an elementary signal in one bundle ceases to exist (due to an accident or a
disease), the corresponding pulse signal in another bundle is not fully useful to
the brain;

• Implanting two incompatible cochlear prostheses in one patient is a grave error in
the art, as they generate incompatible thus incomparable bundle signals;

• Implanting only one prosthesis is therefore an equally grave blunder, unless it is
fully compatible with a healthy cochlea;

• Cochlear prostheses should therefore be implanted in pairs and tuned
simultaneously to each patient. Such tuning should be an inherent part of the
implantation procedure.

In the audio domain two patterns consisting of a different number of elementary
patterns cannot be similar—they are intrinsically of a different kind. They cannot be
readily compared. Children frequently ask a vexing question: “Daddy, when both of
us listen to a piece of music we like, do we feel exactly the same sense of pleasure?”
The correct answer is: these feelings are subjective, unknowable to others; they arise
in our brains as responses to our individual audio signals. It has been said that each
human has approx. 30,000 fibers in the cochlear nerve, but the actual numbers vary
among the individuals. Also vary the numbers of cilia, geometries of cochleae, ossi-
cles, etc. No two individuals are alike, and their audio signals are mutually incompat-
ible. So are their emerging feelings of pleasure.

No wonder that the challenges in constructing cochlear prostheses are daunting! No
single cochlear prosthesis will fit everybody. It must be customized to an individual.

In the current practice things are done the other way around. Every implant
manufacturer swears that his device is “best” but dares to implant it into selected
patients only, counting on the plasticity of their brains to adapt to the device. To
makes things worse, we tend to implant only one device per person—to avoid “com-
plications.” What complications? In fact, we introduce here unnecessary complica-
tions—humans (and other animals) have evolved to have two very similar ears. To ask
of the human brain to adapt within a single lifespan to two different and mutually
incompatible “ears,” thus generating signals not readily comparable is to ask too
much! Practical problems emerge, viz.: how to perform audio location if you have two
different hearing organs generating incompatible signals? No wonder that the current
implant success rate leaves much to be desired.

Our approach offers new promises, but first and foremost we should customize the
cochlear prostheses to our patients, not the other way around. We are well on our way.

Illustration credits

Figure 1. Chittka L. Brockmann: Anatomy of the human ear. Wikimedia
Commons. Available from: http://en.wikipedia.org/wiki/File:Anatomy_of_the_Huma
n_Ear.svg [Accessed: 13 June 2010], Creative Commons Attribution 2.5
GenericLicense.

Figure 2. Cochlear cross-section. Wikimedia Commons. Available from: http://
en.wikipedia.org/wiki/File:Cochlea-crosssection.svg [Accessed: 13 June 2010], GNU
Free Documentation license v. 1.2.
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Figure 4. Contours of equal loudness. ISO 226:2003 revision.
Figure 7. Layout of the cochlear nerve. Wikipedia. Available from: http://upload.
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Chapter 9

Hearing Restoration through
Optical Wireless Cochlear Implants
Stylianos E. Trevlakis,
Alexandros-Apostolos A. Boulogeorgos and
George K. Karagiannidis

Abstract

In this chapter, we present two novel optical wireless-based cochlear implant
architectures: (i) optical wireless cochlear implant (OWCI) and (ii) all-optical
cochlear implant (AOCI). Both the architectures aim to decisively improve the reli-
ability and energy efficiency of hearing restoration devices. To provide design and
development guidelines, we document their main components, discuss the particu-
larities of the transdermal optical channel, and provide the analytical framework for
their accurate modeling. Building upon this framework, we extract closed-form for-
mulas that quantify the communication, the stimulation, and the overall performance.
An overall comparison of OWCI and AOCI, as well as conventional cochlear implants,
accompanied by future research directions summarizes this chapter. Our findings
reveal that both the OWCI and the AOCI outperform conventional cochlear implant
approaches; thus, they are identified as promising architectures for the next
generation of cochlear implants.

Keywords: all-optical cochlear implants, biomedical applications, cell stimulation,
neural stimulation, optical wireless cochlear implants, optical wireless
communications, optogenetics

1. Introduction

The healthy ear functions much like a receiver (Rx) of acoustic signals, which
can be described as time-varying pressure waves in a specific frequency range
(20–20,000 Hz). These signals propagate toward the cochlear, which analyzes them
based on their spectral content. Specifically, each pressure wave traveling inside the
cochlea not only actuates inner and outer hair cells at different locations along its
length based on the frequency components of the wave, but also determines the
intensity of the perceived sound according to the amplitude of the wave [1]. The
various spiking characteristics of the spiral ganglion neurons, such as spike rate,
number, and location, encode the amplitude and frequency of the sound.

The most common sensory defect is hearing loss, which plagues more than 466
million people around the world and is mostly caused by cochlear abnormalities [2].
When unaddressed, hearing loss can negatively impact the quality of life in various
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ways, such as social isolation, limited education, and unemployment, which are esti-
mated to cost 980 billion dollars annually. To counterbalance this, substantial research
effort has been directed toward neuron regenerative techniques, such as pharmaco-
logical, gene, as well as cell therapies [3, 4]. Unfortunately, none of the aforemen-
tioned approaches is considered to be close to clinical use. Therefore, the most
successful hearing restoration approaches to this day are based on cochlear implants
(CIs). Of note, CIs can be used in almost all forms of hearing loss.

Conventional CIs are comprised of two parts: one external and one implanted. The
former houses a sound receiver and the processor, while the latter contains the stim-
ulation unit. Specifically, the captured sound signal is decomposed to its major fre-
quency components that are assigned to the corresponding channels of the stimulation
unit. Each channel delivers the electrical stimulation signal to the spiral ganglion
neurons that match the frequency content of the decomposed electrically encoded
sound signal. However, due to the relatively high electrical conductivity of the
cochlea, the applied electrical stimulation spreads to nearby spiral ganglion neurons,
thus stimulating wider spectral windows than the appropriate one. In conjunction
with their low-dynamic range [5], conventional CIs offer limited spectral and inten-
sity sound encoding, which is proven to be detrimental for their hearing restoration
capabilities [6].

In this chapter, we introduce the major advances that paved the way for the
revolution of CIs and the realization of hearing restoration. Initially, we investigate
the current state of the art of hearing restoration through CIs. Next, an in-depth
analysis of most promising techniques of light-based hearing restoration is presented.
Finally, we offer design guidelines as well as future directions for the next generation
of CIs.

2. Background

To aid the reader in understanding the requirements of hearing restoration, we
provide some background that covers the CIs’ evolution since their conceptualization
as well as the current research progresses toward the next generation of CIs
(Figure 1).

2.1 Evolution of CIs

The concept of hearing restoration through the electrical stimulation of the auditory
nerve was conceived by André Djourno and Charles Eyriés in 1957. In their attempt to
restore the functionality of the facial nerve through electrical signal applied via a wire, the
deaf patient experienced auditory sensations [7]. Based on these findings, multiple
attempts weremade around the world to develop the first CIwithWilliamHouse
performing the first implantation in 1972 [8, 9]. Moreover, the first cochlear implant
manufacturing companywas founded in 1982 under the nameMedElCorporation, closely
followed by Cochlear Limited in 1984, and Advanced Bionics in 1996.

Since their creation, CI companies have iteratively updated their architecture
designs, hardware, and optimizing stimulation techniques. The first generation of CIs
was released in the early 1980s and included Nucleus 22 and Comfort CI, combined
analog signal processing strategies with a multichannel stimulation unit that housed 22
and 4 channels, respectively. These designs were followed by the initial model of
Advanced Bionics called Clarion in 1996 that was encased in a ceramic case, contained
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eight channels, and used rechargeable batteries. The second generation included
Clarion II, Nucleus 24 Contour, and Combi 40+. These were introduced in the market
with 24 electrodes and new sound processors with novel features such as precurved
electrode arrays, backward compatibility, frequency modulation capabilities, dual
electrodes, and behind-the-ear external components. However, in the early 2000s,
completely redesigned highly customizable CI models, namely, Freedom, Pulsar, and
HiRes90k, were developed. Their modularity and customization options were the
distinguishing factors for these new models that were available in straight or
precurved, standard, medium, condensed, and split electrode array architectures,
based on the individual particularities of the cochlea of each patient. Moreover, these
electrodes were encased in flexible plastic and housed a plastic tip that enabled
nontraumatic implantation. In the era after 2010, the latest iterations of CIs have been
focused toward higher fidelity sound that enhances the perception of music through
state-of-the-art sound processing, wireless control, and software-enabled
programability, as well as waterproof designs.

2.2 What the next-generation CI should be?

The utilization of light-based communications and stimulation has been proposed as a
promising alternative for electrical hearing restoration techniques. The superior commu-
nication performance of optical wireless communications in trandermal applications
revealed the benefits that can be achieved by utilizing light for the communication
between the external and implanted components of CIs [10, 11]. Moreover, optogenetics
was initially reported by Izzo et al. [12] and has been proven achievemore efficient coding
of the spectral information of sound due to its higher temporal confinement compared to
the electronic stimulation techniques [13–15]. Although optical stimulation has great
potential, it exhibits increased energy requirements for achieving the actuation of spiral
ganglion neurons, and thus, future research is necessary for developingmore energy-
efficient techniques [16]. Finally, the combination of optogenetics and optical wireless
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Figure 1.
The evolution of CIs from 1982, when the first CI manufacturing company was founded, until the current state-
of-the-art research that validated the feasibility of optogenetics-enabled optical CIs.
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communications offers great promise for the realization of an all-optical CI architecture
capable of achieving unprecedented performance [17].

3. Current research progress

Two main research directions remain to be investigated. First, transdermal com-
munication plays an important role in propagating the sound information captured by
the microphone of the external component toward the one implanted. Conventional
CIs are based on magnetic coupling, a near-field technique that uses low radio fre-
quencies (RFs) in the range of 5–50 MHz for communication [18, 19]. The required
power of conventional CIs lies around some decades milliwatts. Although this tech-
nology has been successfully applied in the majority of CIs, it suffers from low data
rates, which constrain the performance of artificial hearing aids in their attempt to
simulate high-quality normal hearing [20–22]. In addition, the aforementioned spec-
tral window is used by numerous applications, which generate a great amount of
interference that diminishes the quality of communication [23–25]. On the other
hand, the optical activation of the auditory nerve via optogenetics has been experi-
mentally verified, but the propagation of the spiral ganglion neuron potential through
the auditory pathway toward the brain and its successful perception have yet to be
demonstrated [26]. Moreover, the superiority of optical over electrical cell stimulation
must be validated in order to justify the research effort toward the all-optical cochlear
implant (AOCI) [17]. Recently, multiple experiments have progressed these goals by
implanting novel tiny optical fibers in animals models of human sensorineural hearing
loss [27–29].

3.1 Communications

To overcome the aforementioned CI restrictions, researchers have investigated the
viability of transdermal wireless networks that operate in nonstandard frequencies.
Owing to increased bandwidth, surprisingly high tolerance to external interference,
and partial skin transparency at near-infrared wavelengths, optical wireless commu-
nications have been applied to transdermal channels instead of the traditional RF-
based techniques [30, 31]. In the past decade, numerous contributions have experi-
mentally verified the practicality of transdermal optical links [32–36]. Abita
established a transdermal optical link from the inside toward the outside component
of a medial system achieving high-data-rate communications [32], while Ackermann
et al. investigated the design principles and tradeoffs that are entangled to optical-
based CIs [33, 37]. Moreover, Liu introduced a high-data-rate transdermal optical link
for implantable biomedical systems with high energy efficiency under the assumption
of deterministic misalignment [24]. Similarly, the interactions between data rate,
transmission power, receiver characteristics, and tissue thickness as well as their
impact on the system’s performance were evaluated for transdermal optical links
applied in neural signal extraction scenarios [38]. In addition, the same authors vali-
dated the proposed system by conducting in vivo experiments that achieved 2� 10�7

bit error rate (BER) and 100-Mbps data rate under stochastic misalignment, but with
relatively high power consumption in the order of 2 mW [36]. On the contrary, a
novel retroflective architecture was presented for transdermal optical links [34], while
Liu proposed a bidirectional transdermal optical link [35].
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Building upon the aforementioned contributions, the development of optical-
based CIs needs to leverage breakthrough technologies while taking into consideration
the particularities of the transdermal and in-body optical channels, the space and
energy design limitations, as well as the directionality of the optical links. Moreover, a
novel information-theoretic framework is required for the design of energy-efficient
physical and medium access schemes, as well as the development of simultaneous
light information and power transfer policies and resource allocation strategies. Moti-
vated by the above, recent research effort has been devoted toward delivering safety
and high quality of experience in CIs and identifying the critical technology gaps and
the appropriate enablers.

3.2 Neural stimulation

After communicating the information from the external environment toward the
implanted component of the CI, the techniques of neural stimulation must be applied
in order to excite the cochlear spiral ganglion neurons, which, in turn, will generate
the desire action potential that will propagate along the acoustic nerve toward the
brain. Over the years, various methods of neural stimulation have been developed.
These can be categorized based on the nature of the applied stimulus as acoustic,
thermal, magnetic, chemical, optical, and electrical, with the last ones being the most
recognized [39]. Specifically, electrical neural stimulation is the most common tech-
nique and has been used in a wide gamut of biomedical applications [40–42]. Electri-
cal neural stimulation applies an electrical stimulus (voltage, current [40], or charge
[42]) on the target nerves that manipulates their membrane potential so that it
exceeds a certain threshold and, therefore, generates or inhibits action potentials.
Specifically, deep brain and cardiac muscle stimulation techniques that use voltage
control mechanisms have been investigated with regard to power consumption
[41, 43], while current-controlled electrical neural stimulation in CIs is characterized
by power waste in the tissue that leads to limited longevity and tissue damage [40].
Voltage-controlled electrical neural stimulation is proven to be more power efficient
and less complex, but with very limited stimulus tuning options that result in faster
degradation of the electrode contacts. The opposite is valid for current-controlled
electrical neural stimulation that can apply fine-tuned charge to the electrodes but
exhibits lower power efficiency. Finally, charge control mechanisms for electrical
neural stimulation have been applied on the peripheral neural system [42] and offer a
middle ground between stimulus control and power consumption. Despite the control
mechanism, the determining factors of electrical neural stimulation techniques
include human safety, energy efficiency, stimulation waveform, and spatial resolu-
tion. The latter significantly affects the stimulation accuracy and is correlated with the
distance from the targeted neurons as well as the size of the electrode, which is limited
by maximum permissible charge per tissue surface and the electrode’s manufacturing
process. In addition, the unique characteristics of different types of neurons greatly
affect their response to stimulations with variable waveform properties, such as
amplitude, width, and frequency. To this end, a great amount of research effort has
been devoted toward optimizing the waveform for the stimulus [44–47]. Finally,
throughout the optimization procedure of electrical neural stimulation techniques,
safety for humans must be ensured.

The solution to the several limitations of electrical neural stimulation was intro-
duced almost two decades ago in the form of optical neural stimulation that uses light
for the actuation and control of neurons. Specifically, light-gated ion channels found
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in proteins, termed opsins, have been proven to mediate light-driven action potentials
in mammalian neurons by manipulating the polarization of their membrane and,
therefore, suppressing or exciting them. Optical neural stimulation is highly depen-
dent on the type of the utilized opsin, which incentivized research toward experi-
mentally verifying its performance in terms of precision, accuracy, frequency, and
scalability [48–51]. Optical neural stimulation was successfully applied in the motor
control system of rodents [48], while the causal relationship of frequency-based
optical neural stimulation and behavior state transitions was verified [49]. The
increased specificity of exciting neurons was illustrated through efficiently mapping
the spatial distribution of synaptic inputs [50]. Moreover, a high-precision optical
neural stimulation technique for inhibiting neurons with temporal fidelity was devel-
oped [51]. The performance of this technique was evaluated based on novel key
performance indicators such as light sensitivity. The aforementioned works illustrate
that the development of opsins offering stable performance over multiple stimulations
is accompanied by long desensitization periods and short channel-off durations. To
this end, research was intensified toward developing opsins with different kinetic
features and wavelength sensitivity for monitoring and controlling biological pro-
cesses in subcellular and cellular levels [52, 53]. A major breakthrough was achieved
with the application of channelrhodopsin 2 (ChR2) in mammalian neurons that
enabled accurate stimulation with light pulses [54]. Since its development, ChR2 has
been heavily investigated, and multiple variants have been introduced with applica-
tions in cardiology [55–58] and neuroscience [59, 60]. The performance of these
variants greatly outperforms electrical neural stimulation in terms of stimulation pulse
intensity and frequency (up to 200 Hz), as well as the ability to trigger large current
action potentials with higher fidelity [61, 62].

4. Light-based hearing restoration

Based on the literature review presented in the previous section, the main bottle-
necks of CIs are low accuracy and low precision of nerve stimulation methods, band-
width scarcity and constraint capacity of RF communication techniques, and high
energy consumption of both. To this end, we present two architectures capable of
mitigating the effect of these limitations and even eliminating them [11, 17].

4.1 Optical wireless cochlear implant

The utilization of optical wireless communications in order to develop CI trans-
dermal optical links has been recently investigated [11], where the authors proposed a
novel system architecture, termed optical wireless cochlear implant (OWCI), that
improves the power and spectral efficiency as well as the reliability of the transdermal
optical link. Moreover, in the same contribution [11], the capabilities and feasibility of
the OWCI are evaluated and design guidelines are provided. The main comparison
points between OWCIs and conventional CIs are illustrated in Table 1. In addition,
the presented advances in the communications of CIs are in line with optical neural
stimulation advances on the acoustic nerve [21, 63–67].

The unique technical contributions of the OWCI entail the establishment of a
novel system model for transdermal optical links that incorporates the various design
variables such as the stochastic misalignment between the receiver (RX) and the
transmitter (TX), the scale of the optical components, the skin thickness, and the
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transmission power. The external component of the OWCI is comprised of a micro-
phone, the TX, and a digital signal processing (DSP) unit, while the implanted one
contains the RX as well as a stimulation and a DSP unit. The external DSP unit is
responsible for digitizing and compressing the sound signal from the microphone into
coded signals, which are then forwarded from the TX to the RX over the transdermal
optical link. In the implanted component, the DSP and stimulation units transform the
received signal into a series of electrical pulses that will stimulate the auditory nerve
(Figure 2). Based on this system model, the performance of the OWCI was evaluated
with regard to the SNR, channel capacity, outage probability, and spectral efficiency.
The results not only validated the feasibility of the proposed architecture and pro-
vided meaningful insights that can be used as design guidelines, but also revealed the
superior effectiveness and reliability of the OWCI compared to the conventional CI.

In the aforementioned architecture, the transmitted signal, x, is conveyed over the
wireless channel, h, with additive noise n. Thus, the received signal can be written as
[68–70].

y1 ¼ Rhxþ n (1)

with η denoting the quantum efficiency of the photodiode, R the RX’s responsivity,
v the frequency of the photons, q the electron charge, and p the Planck’s constant. It is
highlighted that the channel coefficient can be expressed as h ¼ hl hp, where hl
represents the deterministic channel coefficient caused by propagation loss, while hp
denotes the collected power fraction due to the geometric spread from the origin of
the detector and is caused from the TX-RX misalignment (Figure 3).

The CI channel’s deterministic term can be expressed as in ([71], Eq. (10.1))

hl ¼ exp � μα λð Þ þ μs λð Þð Þδð Þ (2)

where λ is the transmission wavelength, δ is the skin thickness, μα λð Þ is the skin
attenuation coefficient, and μs λð Þ is the skin scattering coefficient, which can be
acquired from a plethora of experimental results [72–76]. In this analysis, the term
skin refers to the biological structure that consists from the stratum corneum, the

OWCIs Conventional CIs

Increased data rate Low data rate

Abundant bandwidth Limited bandwidth

High power efficiency Low power efficiency

Safer for the human body Questionable safety

Mature technology with promise of Mature technology

higher performance in the same scale with compact designs

Low solar and ambient light interference Very high electronic interference

Stringent alignment requirements Susceptible misalignment

Multiple design guidelines Mature standardization

(IrDA, EU COST 1101, IEC LSS, IEEE Std 1073.3.2-2000,
etc.)

(IEEE Std 1073.3.2-2000, IEEE 802.15.4,
etc.)

Table 1.
OWCIs versus conventional CIs (bold fonts demonstrate the advantages).
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epidermis, and the dermis [71], while both the RX and the TX touch with the inner
(adipose) and outer (epidermal) side of the skin [24], and thus, the TX-RX distance is
regarded equivalent to skin thickness.

The misalignment between the TX and the RX can be modeled as the stochastic
channel coefficient, which expresses the collected power due to geometric spread with
radial displacement r from the origin of the detector and can be written as

hp ≈A exp � 2r2

w2
e

� �
, (3)

Figure 2.
Diagrammatic illustration of the architecture of the OWCI. The OWCI captures the sound information via the
microphone located outside of the human body. Afterward, it utilizes optical wireless communications to transfer it
toward the receiver fixed on the cranial bone. Finally, the implanted unit stimulates the acoustic nerve by
delivering the appropriate signals via the stimulation electrode.

4 6 7 80 5

Figure 3.
The effect of misalignment with regard to skin thickness. As the RX (photodiode) moves away from the TX under
the same severity of misalignment, its distance from the perfect alignment conditions becomes enclosed in the TX’s
beam width. This phenomenon creates an equilibrium between the optimal TX-RX distance and the TX beam
width under fixed misalignment conditions.
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which is based on the assumption that at distance d from the TX, the circular aperture
of the transmitted beamhas a radius ofR and the spatial intensity on the plane of theRX is
wd. In addition,we represents the equivalent beamwaist radius andA expresses the
collected power under perfect alignment. This approximation has been utilized in various
previous works for modeling stochastic pointing errors [77, 78].

Based on this model, if we assume independently and identically Gaussian distrib-
uted horizontal and vertical displacement, it has been proven that r follows a Rayleigh
distribution [79]. As a result, the probability density function (PDF) of the stochastic
term of the channel coefficient can be written as

f hp xð Þ ¼ γ

Aγ x
γ�1, 0≤ x≤A, (4)

where

A ¼ erf βð Þð Þ2, β ¼
ffiffiffi
π

p
Rffiffiffi

2
p

wd
, γ ¼ w2

e

4σ2
, w2

e ¼ w2
d

ffiffiffi
π

p
erf βð Þ

2β exp �β2
� � , (5)

while σ2 denotes the variance of the misalignment.

4.2 All-optical cochlear implant

The CI implementations presented so far counterbalance either the RF scarcity that
plagues the communications part of the system or the nerve stimulation limitations.
To this end, the AOCI has been proposed as an architecture that converts the audio
captured from the microphone into a light signal inside the external component for
propagation to the cochlea [17] (Figure 4). This way, the AOCI counterbalances the
aforementioned challenges and, at the same time, eliminates the need for an energy-
consuming DSP unit in the implanted component. The AOCI not only builds upon the
fruitful characteristics of the OWCI but also proposes breakthrough alterations such
as the fact that it consists of only passive components, and thus, the implanted
component has no power demands, which eliminates the requirement of complex
power transfer policies and boosts energy efficiency. Furthermore, the AOCI utilizes
optical neural stimulation, which is characterized by higher fidelity than electrical
neural stimulation due to the lower spread of optical signals in human tissues. The
technical advancements include the introduction of the AOCI architecture, its main
building blocks, and the end-to-end system model. The AOCI takes into account
channel, building block, and biological particularities [17]. Moreover, a novel tractable
expression is derived for the instantaneous coupling efficiency in scenarios with
misalignment fading. The feasibility of the proposed architecture is proven through
the theoretical framework, which also evaluates its performance with regard to the
power efficiency, the photon flux, and a plethora of design parameters that greatly
influence the success or failure of the system.

Much like OWCI, the architecture of AOCI consists of the implanted and the
external component, with the former located on the skull and the latter on the exter-
nal surface of the skin. The external component captures the acoustic signal with a
microphone, performs the necessary DSP, and converts it into the appropriate optical
signal capable of generating the desired action potentials on the targeted spiral gan-
glion neurons. This signal is transmitted from the TX, which is a laser source, to the
implanted component, where the guiding lens, the microelectromechanical device,
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the coupling lens, and the optical fiber ensure its delivery to the appropriate place in
the cochlea. Specifically, the guiding lens guides the light toward the microelectrome-
chanical device to maximize the power of the received optical signal. Afterward, the
microelectromechanical acts as a mirror that mitigates the misalignment to a degree
by steering the light beam to the center of the coupling lens in order to be coupled into
the optical fiber. Finally, the latter delivers the light into specific points along the
cochlea based on their spectral content.

4.2.1 Microelectromechanical device

Microelectromechanical devices have been the subject of much hype during the
past decade due to their adaptability as well as low cost, low weight, and small size
[80–82]. In the case of the AOCI, the microelectromechanical device is required in
order to account for the individuality of each patient. In particular, the AOCI is
required to adapt to the particularities of the patient, such as different skin thickness
and color or slightly varied orientation of biological tissues, in order to ensure
uninterrupted hearing restoration. Moreover, imperfections during the implantation
process can cause slight variations to the final placement of the implant. To this end,
the microelectromechanical device provides an externally operated light control sys-
tem by enabling the steering of the optical beam toward the coupling lens. Finally, the

External 
device

Epidermis
Dermis Hypodermis

Implanted device

GL

CL

MEM

OF

Figure 4.
Illustration of the architecture of the AOCI. The all-optical nature of the AOCI resides in the combined utilization
of optical wireless communications and optogenetics for stimulating the auditory nerve. Initially, the auditory
neurons are sensitized to optical radiation with optogenetic techniques. Next, the sound captured from the external
microphone is converted into an optical signal capable of stimulating the light-sensitive nerves, which is then
forwarded to the cochlea.
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microelectromechanical device adjusts its optical properties and, thus, steers the beam
after receiving the appropriate electrical charge that can be applied during implanta-
tion, while in normal operation, the need for adjustment is eliminated, and therefore,
the microelectromechanical device operates passively [83, 84].

The signal received by the guiding lens presented in (1) is forwarded to the
microelectromechanical device, which introduces a collimation gain [85].

Gc ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� din=fð Þ2 þ z20=f

2
q : (6)

Therefore, the updated received signal at the output of the microelectromechanical
device can be expressed as

y2 ¼ Gchlhpxþ n: (7)

4.2.2 Coupling lens

The coupling lens receives the optical beam from the microelectromechanical
device and focuses it in the center of the optical fiber. The fact that incident light on
the end of the optical fiber that arrives at a greater angle than the acceptable angle of
the optical fiber is not coupled highlights the detrimental impact it plays on the
maximum achievable coupling efficiency of the system. Moreover, the coupling effi-
ciency is also affected by the dimensions of the coupling lens and the diameter of the
optical fiber with its maximum value being in the order of 80% [86].

The coupling lens captures the optical signal that is reflected by the microelectro-
mechanical device and couples it into the optical fiber. The signal that successfully
enters the optical fiber can be written as

y3 ¼ ηGchlhpxþ n (8)

with the coupling efficiency given by

η ¼ 3:83
ffiffiffi
2

p
Dω0

1:22λF
exp � r2

ω2
0

� �
Ψ2 1; 2, 1;� 3:832D2ω2

0

1:222λ2F2 ,
r2

ω2
0

� �� �2

: (9)

In Eq. (9),ω0, F,D, and ρ denote the optical fiber mode field radius, the focal length,
the focusing lens diameter, and the radial distance on the focal plane, respectively, while
it becomes obvious that the achievable coupling efficiency is dependent on the optical
fiber’s mode field radius, the coupling lens’s focal length and diameter, as well as the
intensity of misalignment and the transmission wavelength.

4.2.3 Optical fiber

The optical fiber of theAOCI takes the place of the electrode array of the conventional
CI. The incident optical signal must be delivered to specific locations alongside the
cochlea in order to generate action potentials at the targeted spiral ganglion neurons that
are responsible for the appropriate sound frequency. To achieve the required perfor-
mance, the optical fiber proposed in the AOCI architecture propagates the optical signal
through its single-mode core with a Gaussian beam profile in the output [87, 88]. Fur-
thermore, despite the fact that state-of-the-art conventional CIs can be equipped with a
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maximum of 20 electrodes, due to the limited spatial resolution of electrical neural
stimulation, the sound perceived by the patient has the fidelity of eight functional elec-
trodes [40]. In addition, to achieve speech andmusic perception under suboptimal noise
constraints, CI must house approximately 32 electrodes, which is also the goal of the
AOCI [89, 90]. Therefore, tilted fiber Bragg gratings (FBGs) were introduced in the
AOCI architecture that enable light delivery in various locations alongside the optical
fiber [91, 92]. These FBGs are located in the core of the optical fiber, along the propaga-
tion direction, with a periodic variation of the refractive index. These components have
low insertion loss, low complexity structures, and high wavelength selectivity. Specifi-
cally, tilted FBGs allow a limited number of wavelengths to penetrate them by filtering
the incident optical signal based on its spectral content and, at the time, redirecting it
based to their angle [93, 94].

When the optical signal travels through the optical fiber, it attenuates due to the
curvature of the optical fiber and the existence of FBGs, and therefore, the emitted
signal can be expressed as

y4 ¼ kηGchlhpxþ n, (10)

where k denotes the propagation efficiency, which is limited to 0:14dB=90∘ by the
strong optical confinement of microfiber, even for increased bending radius or index
values [95]. In addition, k incorporates the signal attenuation due to the existence of
FBGs, which has been proven to be in the order of 10% [96].

5. The road ahead

From the presented analysis, it is evident that, despite their extensive applications,
electrical neural stimulation techniques suffer from insufficient coding of spectral
information, low power efficiency, low stimulation precision, accuracy, and fre-
quency, as well as questionable safety. To this end, promising optical neural stimula-
tion methods that surpass these limitations have been proposed. In an effort to
establish these methods, the scientific community has pushed toward proving their
feasibility as well as theoretically modeling and augmenting them. The state of the art
of optical neural stimulation techniques offers great promise toward realizing next-
generation biomedical systems.

One of the main offerings of optical neural stimulation is the outstanding stimula-
tion precision it offers compared to electrical neural stimulation. In more detail, the
increased precision can be translated into higher customization of the produced neural
activity in two respects. First, the increased stimulation frequency that comes with
optical neural stimulation leads to higher accuracy of excitation due to the fact that
action potentials are delivered faster to the target spiral ganglion neurons and, there-
fore, to the brain, thus limiting the time between sound acquisition and perception.
Second, optical neural stimulation depends on the optical particularities of light sen-
sitive opsins with each one being expressed in a specific type of cell. Therefore, this
offers another layer of light selectivity that can be leveraged by optical neural stimu-
lation techniques [97]. The combination of these two aspects equips optical neural
stimulation with the necessary tools to achieve unprecedented performance not only
in the field of hearing restoration but also in other biomedical application such as
retinal implants that would utilize this advantage to provide higher perceived image
fidelity.
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Another aspect that boosts the performance of optical neural stimulation is the
exceptional spectral coding of the information carried by the optical signal. On the
contrary to electrical neural stimulation techniques that are characterized by wide
current spread from the electrode contacts, optical radiation attenuates with a greater
rate when it propagates inside human tissue, and therefore, the applied optical stimu-
lations are more spatially confined than electrical ones. The importance of this phe-
nomenon is highlighted even more by the fact that human sound perception requires
at least 32 stimulation channels in order to recognize music or sound in noisy envi-
ronments [89, 90]. As a result, the superior spectral coding of optical neural stimula-
tion enables support for stimulation units that can house significantly more channels.

Contrary to previous detrimental improvements offered by optical neural stimula-
tion methods, their performance in terms of power efficiency is comparable to the one
of electrical neural stimulation. In more detail, optimization is required for optical
neural stimulation stimulation policies in order to achieve similar power consumption
as electrical neural stimulation [58]. Therefore, the optimization of optical neural
stimulation techniques in terms of their power demands is one of the key require-
ments for their successful application in future biomedical applications. Similarly, the
safety and ethical concerns of optical neural stimulation pose another controversial
aspect. On the one hand, the optical power that is required for the reliable activation
of light-sensitive spiral ganglion neurons is below the limits defined in various stan-
dardization protocols [98]; on the other hand, the modification of the targeted spiral
ganglion neurons in order to acquire light sensitivity poses ethical concerns.

From a purely biological perspective, action potentials generated from electrical
stimulation signals resemble the morphology and waveform of the membrane poten-
tial. As a result, these electrical signals are superimposed on each other and become
almost indistinguishable, which hinders hearing restoration [58]. However, owing to
its core functionality, optical neural stimulation triggers action potentials that differ
significantly from membrane potential based on the stimulation protocol and the type
of the excited cell. Specifically, not only the waveform of the generated action poten-
tial is affected by the amplitude and the duration of the stimulation, but also the
instant release of ions when opsins are illuminated, which causes the membrane to
react immediately. In addition, each opsin-cell-type combination is characterized by a
distinct morphology of transmembrane potential and in conjunction with the wide
variety of opsins available; they ensure the generation of a distinct action potential.

Finally, from an engineering point of view, the plethora of opsins that have been
developed can highly impact the performance of optical neural stimulation biomedical
applications. All future research in this field should take into careful consideration the
selection of the applied opsin, as suboptimal ones may result in low stimulation
precision and reliability, which, in turn, can determine whether the application is
successful or not. The most important design choices include the compatibility with
the target cell type, the amplitude and morphology of the resulting action potential,
and the nature and the direction of the released ions.

6. Conclusions

In this chapter, we have provided a vision for hearing restoration from an engi-
neering point of view that could serve as a guide in the research and development of
the next-generation CIs. We suggest that the future of digital hearing restoration lies
in the optical spectrum, both in terms of communication and stimulation techniques.
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We envisioned and explained potential architectures that enable the utilization of
optical technologies in CIs. Finally, we introduced key features and performance
indicators that could decide their success or failure.
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MPE maximum permissible exposure
OWCI optical wireless cochlear implant
RF radio frequency
SNR signal-to-noise ratio
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