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Preface

Recent Advances in Chemical Kinetics provides insight into different aspects of chemical 
reactions. Over six chapters it covers both basic and advanced topics, including solvent 
catalysis, customized flow reactors, p-conjugation in kinetics, kinetics of autoxidation, 
molecular chameleon for cations and anions, and internal clocks of atoms.

Chapter 1, “Solvent Catalysis in the Sensitizer-Mediator Redox Kinetics”, describes 
the effect of solvents as an important aspect of the sensitizer-mediator interaction 
in the reaction medium. It discusses The catalytic role of a small-volume fraction of 
organic solvent in the aqueous electron transfer kinetics of a few putative sensitizer-
mediator reactions is discussed in this chapter. It also investigates the reduction of 
dicyanobis(2,2’-dipyridyl)iron(III) and dicyanobis(1,10-phenanthroline)iron(III) 
in binary solvent media, including dilute tertiary butyl alcohol (TBA)-water and 
dilute 1,4-dioxane-water, the reduction of dicyanobis(2,2’-dipyridyl)iron(III) and 
dicyanobis(1,10-phenanthroline)iron(III) was investigated.

Chapter 2, “Process Intensification in the Customized Flow Reactors”, discusses the 
design, development, and characterization of continuous flow reactors through RTD 
studies. It also provides an overview of dimensionless numbers and their influence on 
the flow reactors, effect of kinetic parameters on batch and flow systems, estimation of 
various thermodynamic properties to assist equipment design, process intensification 
of continuous flow reactors to achieve maximum performance, validation of reactors 
using well-known reaction system and listing out advantages of flow reactors over 
batch processes.

Chapter 3: “Catalytic Behavior of Extended π-Conjugation in the Kinetics of Sensitizer-
Mediator Interaction”, discusses the catalytic effect of extended π-conjugation on the 
electron transfer process between ferricyphen-ferrocyanide and ferricypyr-ferrocyanide 
in an aqueous medium. Ferricyphen and ferricypyr may be feasible options for the 
sensitizer in dye-sensitized solar cells due to their high reduction potential, stability, 
capability as an outer-sphere oxidant, and photosensitivity. This chapter compared the 
ability of competent putative sensitizers to oxidize the likely mediator in water.

Chapter 4: “The Kinetics of Autoxidation in Wine”, explains how tartaric acid can be 
oxidized in the presence of iron without peroxide in the air. This chapter explores the 
theoretical considerations of iron complexes formation, oxygen activation, an autoxi-
dative mechanism, and experimental measurements of tartaric acid oxidation as the 
basis of autoxidation in wine. It discusses the role of iron complexes in the activation 
of oxygen, the formation of reactive oxygen species, and the initiation of autoxida-
tion, which are crucial for understanding wine oxidation kinetics. Mechanisms based 
on hydroxyl radicals versus the ferryl species are likely to have different oxidation 
products of wine components based on pH effects.



IV

Chapter 5: “The ESIPT-Steered Molecular Chameleon for Cations and Anions Based 
on Alizarin and Alizarin-S: A Comparative Study”, deals with the chemosensing 
properties of Alizarin (A3) and Alizarin S (AS3) toward anions and cations in ace-
tonitrile (CH3CN). The absorption and fluorescence properties of the two molecular 
entities were investigated in CH3CN. Based on the excited state intermolecular proton 
transfer system (ESIPT), the probes were able to collectively discriminate specific 
cations (Cu2+, Zn2+, Ni2+, Fe3+, Fe2+) and anions (F−, CN−, OH−, AcO− and N3

−) via 
colorimetric observations and spectrometric activities. The simultaneous fluorescence 
effects were ascribed to the deprotonation activities experienced by A3, as excess 
anion quantities were added. The sulfonyl electron withdrawing group had an effect 
in the Alizarin structure, towards the discrimination of anions and cations, both 
colorimetrically and fluorometrically.

Chapter 6: “Perspective Chapter: Slowing Down the “Internal Clocks” of Atoms – 
A Novel Way to Increase Time Resolution in Time-Resolved Experiments through 
Relativistic Time Dilation”, discusses how to achieve 2–3 orders of magnitude higher 
time resolutions than is possible with laser and electron compression technology. The 
proposed novel method is designed to slow down the “internal clock” of the sample.

I would like to thank the staff at IntechOpen for their cooperation throughout the 
process of publishing this book.

Dr. Muhammad Akhyar Farrukh
Professor,

Faculty of Science and Technology,
Department of Basic and Applied Chemistry,

University of Central Punjab,
Lahore, Pakistan
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Chapter 1

Solvent Catalysis in the  
Sensitizer-Mediator Redox Kinetics
Rozina Khattak

Abstract

The sensitizer-mediator redox reaction is a vital component of the dye-sensitized 
solar cells (DSSCs). The efficiency and stability of dye-sensitized solar cells are aided 
by the kinetics of this redox process. Several reaction parameters influence the kinet-
ics of a reaction, and if those parameters are controlled, the rate of the process and its 
results can be controlled. One of the most important aspects of the sensitizer-medi-
ator interaction is the reaction medium. Aqueous DSSCs are unquestionably a good 
replacement when it comes to taking a green approach to avoiding toxic, flammable, 
and volatile organic solvents and their mixtures, which are commonly used in DSSCs 
and are known to harm the environment while also reducing the lifetime and stabil-
ity of the DSSCs. The catalytic role of a small volume fraction of organic solvent in 
the aqueous electron transfer kinetics of a few putative sensitizer-mediator reactions 
is discussed in this chapter. In binary solvent media including dilute tertiary butyl 
alcohol (TBA)-water and dilute 1,4-dioxane-water, the reduction of dicyanobis(2,2′-
dipyridyl)iron(III) and dicyanobis(1,10-phenanthroline)iron(III) was investigated. 
The reactions were carried out in a 10% TBA or dioxane to water media with a 
volume-volume fraction of both solvents using iodide as a reducing agent. The effect 
of several parameters on the rate constant was also calculated and analyzed.

Keywords: dye-sensitized solar cells, solvents, kinetics, redox reaction, catalysis

1. Introduction

In the kinetics of reactions, particularly redox reactions, the solvent has a signifi-
cant effect. Redox reactions occur when two responding entities exchange electrons. 
The electron giver, or reducing agent, is the one who contributes the electron; the 
electron acceptor, or oxidizing agent, is the one who accepts the electron. The donation 
and reception of electrons alter the oxidation states of the reactants since electrons 
are such small charged particles. As a result, the solvent plays an important role in 
electron transfer reactions. A few of the most influential characteristics that govern 
redox reactions include solvation, viscosity, and hydrogen bonding [1]. The solvent 
organizes and reorganizes itself around the reactants and products before and after 
the electron transfer event. Similarly, the solvent organizes and reorganizes around the 
reactants during the production of the transition state [2]. According to the transition 
state theory of reactions in solution and the double sphere model, the rate constant is 
related to the dielectric constant of a medium using the following expression [3].

XII
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k and k0 are the rate constants for any dielectric constant and infinite dielectric 
constant, respectively, in Eq. (1). The symbols e, zA, zB, ɛ0, ɛr, r#, kB and T represent 
the constant value of electric charge (a constant in coulombs), charge on reactants A 
and B, permittivity constant, dielectric constant of medium, inter-nuclear distance 
between the reacting entities that form the transition state complex, Boltzmann 
constant, and temperature in Kelvin scale, respectively. The Eq. (1) correlates the rate 
constant with charges on the reactants and the dielectric constant of the medium in 
three ways.

1. If the reactants have similar charges, i.e., positive and or negative, the rate 
 constant will drop when the dielectric constant of the medium is decreased.

2. If the reactants have different charges, the rate constant will rise as the dielectric 
constant of the medium falls.

3. If one or both of the reactants are chargeless or neutral, lowering the dielectric 
constant of the medium has no effect on the rate constant’s value.

Other reaction parameters, such as the effect of ionic strength in a specific  
reaction, must be zero or close to zero in order to investigate the effect of the dielec-
tric constant on the rate constant and, as a result, the rate of the reaction. Variation 
in ionic strength has a significant effect on the rate constant of any reaction, and we 
can find a theoretical value of the rate constant at zero ionic strength by extrapolating 
the graph to zero ionic strength, i.e., the intercept of the plot [4], using the transition 
state theory to formulate the primary salt effect. The theoretical value of the rate 
constant at zero ionic strength is known as the ideal value of the rate constant. The 
ideal rate constant for a reaction can be calculated in a variety of solvent systems with 
varied dielectric constants. The dielectric constant of reaction media can be changed 
by changing the proportion of one solvent to another. To determine the slope of the 
plot according to Eq. (1), it is advisable to plot the natural logarithm of the ideal rate 
constant (lnk) versus the reciprocal of the dielectric constant (1/ɛr) rather than the 
natural logarithm of the rate constant at any ionic strength. The value of the inter-
nuclear distance between the reactants that constitute the transition state complex 
and are involved in the rate determining step can be calculated using the slope of the 
plot. The inter-nuclear distance between the reactants of various reactions can be 
compared and used to control the kinetics of the reactions under certain experimental 
conditions.

As a result, it is clear that changing the nature of the reaction media affects 
the entire electron transfer mechanism. When dealing with the kinetics of redox 
reactions, it is also worth noting that changing the solvents’ proportion in a reaction 
can change the viscosity and strength of hydrogen bonding, as well as the nature 
of hydrogen bonding, resulting in either the activation controlled mechanism or 
the diffusion controlled mechanism [5–12]. It is critical to have precise information 
on the kinetics of any reaction in order to manage it and make use of it as needed 
in a process. When it comes to dye-sensitized solar cells (DSSCs), the sensitizer-
mediator reaction is crucial to the electron transfer cycle as well as the cell’s 
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stability, durability, and efficiency. The influence of variations in the sensitizer on 
the stability and/or efficiency of DSSCs has been explored by a number of research-
ers [13–19]. A variety of natural and synthetic dyes were utilized. Others, however, 
have looked into the effect of mediator variation on DSSC efficiency [20–26]. To 
avoid flammable, poisonous, and volatile organic solvents, combinations of such 
solvents with water were tried to increase the DSSCs’ stability and efficiency. 
Various organic solvents and their mixtures have been investigated for this purpose 
[15, 27, 28]. Aqueous-based dye sensitized solar cells are gaining popularity due to 
their environmentally beneficial and low-cost characteristics. In order to improve 
the DSSC’s efficiency and stability, aqueous-based sensitizers and electrolytes have 
recently been explored [29]. The effect of dilute binary solvent media consisting 
of dilute organic percentage and excess water on two potential photosensitizers 
to oxidize iodide is described in this chapter. Dicyanobis(2,2′-dipyridyl)iron(III) 
and dicyanobis(1,10-phenanthroline)iron(III) could be a potential replacement 
for ruthenium-based dyes due to their stability, solubility, and cost-effectiveness. 
Furthermore, unlike hazardous ruthenium-based chemicals, the most likely iron-
based sensitizers are not environmentally detrimental. The rate constants for the 
reactions were calculated using 10 volume percent of tertiary butyl alcohol in water 
and an equal volume percent of 1,4-dioxane in water. When the rate constants were 
compared, it was discovered that such sensitizer-mediator interactions could have 
an impact on DSSC’s efficiency.

2. Kinetics and solvent catalysis

When the proposed sensitizers, dicyanobis(2,2′-dipyridyl)iron(III) and 
dicyanobis(1,10-phenanthroline)iron(III), are introduced to the iodide solution in 
the binary solvent media, the oxidation of iodide is a spontaneous process that does 
not require any external triggering. When the reduction potential of the redox pair 
is taken into account, all of the reactions are electrochemically viable [30–32]. The 
visual color change of the solutions and the spectra of the products show the progress 
of the reactions and product(s) generation when compared to analogous iron(II) 
complexes (Figure 1) [33, 34]. Figure 1 shows the wavelength maxima corresponding 
to dicyanobis(2,2′-dipyridyl)iron(II) and dicyanobis(1,10-phenanthroline)iron(II), 
which allows time course graphs to be drawn as the absorbance increases as a func-
tion of time after the products are formed. The reactions were investigated in the 
visible region at the wavelength maximum of dicyanobis(2,2′-dipyridyl)iron(II) and 
dicyanobis(1,10-phenanthroline)iron(II) (Figure 2). Each reaction was investigated 
using a pseudo-order kinetic model with an excess and changing concentration 
of the mediator, iodide, in comparison to a fixed and low concentration of either 
dicyanobis(2,2′-dipyridyl)iron(III) or dicyanobis(1,10-phenanthroline)iron(III). The 
reactions were studied at room temperature in all the reaction media. The oxidant 
concentration was held constant at 0.08 mM and the iodide (reductant) concentra-
tion was adjusted between 0.08 mM and 4 mM at 1:1, 1:2.5, 1:5, 1:7.5, 1:10, 1:20, 1:30, 
1:40, and 1:50 times to preserve the pseudo-first order kinetic model in all reaction 
media at 0.06 M ionic strength (μ). The integration method was implemented on the 
absorbance data, and zero order kinetics was observed corresponding to the sensitiz-
ers i.e., oxidizing agents. The absorbance was plotted against time that yielded a slope 
“ɛ∙b∙kobs” that is the multiplication product of the molar absorptivity of either of 
dicyanobis(2,2′-dipyridyl)iron(II) and or dicyanobis(1,10-phenanthroline)iron(II), 
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the pathlength of the quartz cuvette (1 cm) and the observed zero order rate con-
stant, respectively. The slope is a constant (ɛ∙b) times larger than the real value due to 
the inclusion of a constant mathematical number, which has no overall effect on the 
rate constant. Such a slope can be obtained by using absorbance without converting 
it to concentration (via implementing Beer-Lambert’s law). When a graph is drawn 
between the concentrations as a function of time, it yields a straight line with a slope 

Figure 1. 
Visible absorption spectra of the products of the redox reactions in three different reaction media.

Figure 2. 
Representative time course graphs of reactions in different reaction media at 293 ± 1 K.
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equal to the zero order rate constant. Figure 2 shows representative kinetic traces at 
a 1:5 sensitizer:mediator ratio for comparative examination in various solvent media. 
In 10% (v/v) TBA-water, the reaction between dicyanobis(2,2′-dipyridyl)iron(III) 
and iodide is the slowest, but dicyanobis(1,10-phenanthroline)iron(III)-iodide is the 
fastest in identical media.

Controlling the reaction within the DSSC with respect to potential sensitizers such 
as dicyanobis(2,2′-dipyridyl)iron(III) or dicyanobis(1,10-phenanthroline)iron(III) is 
aided by zero order kinetics corresponding to oxidizing agents in all reaction media. 
The mediator, such as iodide, plays the main role in controlling the reaction kinetics 
in such sensitizer-mediator interactions. When the reaction mechanism is known in 
all of the selected media, it becomes much easier to exploit this sensitizer-mediator 
interaction to get the most out of the reaction in a DSSC where the rate of the reac-
tion is solely dependent on the mediator. The zero order rate constant obtained for 
each reaction in all reaction media was displayed as a function of the iodide ion 
concentration (Figure 3) for this experiment [4, 35, 36]. The redox reaction between 
dicyanobis(2,2′-dipyridyl)iron(III)-iodide in either 10% TBA-water (bpy-TBA in 
Figure 3) or 10% dioxane-water (bpy-dioxane in Figure 3) underwent a first order 
with the zero order rate constant increasing linearly with increasing iodide concentra-
tion, yielding a straight line passing through the origin. The overall first-order rate 
constant of the reaction is determined by the slope of the plot. In the meantime, a 
third order kinetics was found in the reaction of dicyanobis(1,10-phenanthroline)
iron(III)-iodide in 10% TBA-water (phen-TBA in Figure 3). As a result, it has been 
discovered that in the selected reaction media, dicyanobis(1,10-phenanthroline)
iron(III)-iodide reacts much faster than dicyanobis(2,2′-dipyridyl)iron(III)-iodide, 
implying that in a DSSC, the recombination process may be faster in the “phen” sys-
tem rather than the “bpy” system. To avoid repeating long names, the former poten-
tial sensitizer is referred to as “bpy” and the latter as “phen”. The main difference 

Figure 3. 
Kinetic study with respect to the reducing agent in different reaction media.
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between the two sensitizers is in the chelate, where the phen system has more pi-
conjugation than the bpy system. The rest of the coordination sites and geometry, on 
the other hand, are similar. Both are octahedral complexes that are substitution inert. 
Furthermore, in the instance of dicyanobis(2,2′-dipyridyl)iron(III)-iodide, the first 
order rate constant is 13 times bigger in 10% dioxane-water than in 10% TBA-water. 
Consequently, the results reveal that dioxane has a catalytic influence on the redox 
kinetics of the sensitizer-mediator relationship when compared to TBA. Similarly, 
dicyanobis(1,10-phenanthroline)iron(III)-iodide displays faster electron transfer 
than dicyanobis(2,2′-dipyridyl)iron(III)-iodide in the identical reaction medium 
(10% TBA-water).

To evaluate the catalytic function of the solvent in the sensitizer-mediator 
interaction, it is obvious to calculate the ideal rate constant for each reaction in 
each solvent medium, such as the rate constant at zero ionic strength. Figure 4 
depicts the plots of the primary salt effect on the rate constant according to the 
formulation (2). The optimal value of the rate constant was determined by the 
intercept of the plots. When the effect of the solvent is significant and there is no 
effect of ions on the rate constant, the ionic strength is assumed to be zero, and 
the ideal value of the rate constant is obtained. When the experimental data is 
plotted and extrapolated to zero ionic strength, the theoretical value of the rate 
constant, or ideal rate constant, is produced.

 ( ) ( )log log 2
1obs obs A Bidealb k b k Az z

µ
ε ε

µ
⋅ ⋅ = ⋅ ⋅ +

+  (2)

Figure 4 shows the decelerating effect of increasing ionic strength on the 
observed zero order rate constant, indicating that opposite charges are involved in 

Figure 4. 
Plots of primary salt effect in different solvent media.
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the rate determining step that leads to the formation of the transition state  complex. 
bpy-5%/10% /15% dioxane, bpy-5%/10%/15% TBA, and phen-5%/10%/20% 
TBA were used to depict the effect of increasing ionic strength in different solvent 
media for “bpy” and “phen” systems. The term bpy-5% dioxane, on the other hand, 
refers to a sensitizer-mediator interaction involving dicyanobis(2,2′-dipyridyl)
iron(III)-iodide and a 5% (v/v) 1,4-dioxane-water solvent system. Meanwhile, 
dicyanobis(1,10-phenanthroline)iron(III)-iodide in a 5% (v/v) TBA-water solvent 
solution is phen-5% TBA. The remainder of the terms has comparable connotations 
as well. The ideal value of the rate constant was obtained from the intercept of each 
plot and was used to build a graph. According to Eq. (1), the natural logarithm of 
the ideal rate constant was drawn on the y-axis and the reciprocal of the dielectric 
constant was drawn on the x-axis for each system, including bpy-dioxane, bpy-TBA, 
and phen-TBA. Figure 5 depicts the final results. The slope of the plots was used to 
calculate the inter-nuclear distance (r#) between the active species that constitute the 
transition state complex, and the results are presented in Table 1. Table 1 demon-
strates that in the reaction of dicyanobis(2,2′-dipyridyl)iron(III) with iodide in 10% 
(v/v) TBA-water versus 10% (v/v) dioxane-water, the inter-nuclear distance is very 
long enough. This exhibits the catalytic impact of dioxane over TBA by displaying 
the quick electron transfer kinetics between the sensitizer-mediator in dioxane-water 
as compared to TBA-water. The inter-nuclear distance between the active reactants 
that form the transition state complex and lead to the rate-determining step of the 
reaction in dicyanobis(1,10-phenanthroline)iron(III)-iodide is smaller (53 pm) than 
dicyanobis(2,2′-dipyridyl)iron(III)-iodide, which is 130 pm in 10% (v/v) TBA-water. 
This confirms that in the former situation, electron transfer between the sensitizer 
and mediator is faster than in the latter case, and that the solvent has a catalytic 
impact in the “phen” system rather than the “bpy” system. However, by utilizing 
1,4-dioxane instead of tertiary butyl alcohol, the reaction of the “bpy” system 
accelerated almost to the level of the “phen” system, where r# is 59 pm in the former 
instance and 53 pm in the latter case. As a result, in order to accelerate a sensitizer-
mediator interaction for rapid recombination in DSSC, solvent can be used in an 
environmentally friendly and cost-effective manner to increase the stability and 
efficiency of the solar cell.

Figure 5. 
Effect of solvent on the reaction kinetics of sensitizer-mediator interaction.
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3. Conclusion

The redox reaction of dicyanobis(2,2′-dipyridyl)iron(III)-iodide and 
dicyanobis(1,10-phenanthroline)iron(III)-iodide could be used to improve the 
stability and efficiency of dye-sensitized solar cells. The proposed sensitizer-mediator 
interaction could be both cost-effective and ecologically advantageous due to the low 
cost of photosensitive iron complexes. To catalyze the indicated sensitizer-mediator 
processes in aqueous medium, a modest amount (10 volume percent) of organic 
solvent, such as tertiary butyl alcohol and 1,4-dioxane, can be utilized. Both solvents 
are relatively benign to the environment and inert to involvement in the redox 
process, so they do not cause parallel reactions or complex kinetics. In contrast to 
dicyanobis(2,2′-dipyridyl)iron(III)-iodide, which follows first order, tertiary butyl 
alcohol catalyzes the reaction of dicyanobis(1,10-phenanthroline)iron(III)-iodide to 
third order. Both reactions have rates that are independent of the concentration of 
oxidizing agents (potential sensitizers), emphasizing the need to use such oxidants 
in DSSCs to control a reaction that is solely dependent on the concentration of the 
reductant/reducing agent (mediator). Such sensitizer-mediator interactions are 
simple to manage, and the rate of reaction can be sped up or slowed down by adjust-
ing the concentration of just one reactant. Furthermore, the rate of reaction was 
enhanced several times faster by using 1,4-dioxane instead of tertiary butyl alcohol, 
which may be useful in the recombination process in DSSCs. The inter-nuclear 
distances for the bpy-TBA and phen-TBA systems were 130 and 53 pm, respectively. 
However, with the bpy-dioxane and phen-TBA systems, it was 59 and 53 pm, respec-
tively. These findings pertain to solvent catalysis by reducing inter-nuclear distances, 
resulting in a rapid electron transfer process. This research/study contributes to the 
development of a cost-effective and environmentally friendly strategy for improving 
the stability and efficiency of DSSCs.

Sensitizer-Mediator Solvent System (Reaction Media) Inter-nuclear Distance (r#) in pm

[Fe(bpy)2(CN)2]+- I− 10% (v/v) TBA-water 130

[Fe(bpy)2(CN)2]+- I− 10% (v/v) dioxane-water 59

[Fe(phen)2(CN)2]+- I− 10% (v/v) TBA-water 53

Table 1. 
Catalytic effect of solvent in the sensitizer-mediator interaction.
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Chapter 2

Process Intensification in the
Customized Flow Reactors
Girish Basavaraju, Y. Ashwin, Prathyusha Naini
and Ravishankar Rajanna

Abstract

The development and intensification of flow reactors are emerging as a new niche
area in the pharmaceutical process development. However, development without
adequate knowledge of chemistry, kinetics, mass and heat transfer, equipment design,
residence time and residence time distribution (RTD) aspects could be difficult to
realize the true potential of flow processing development. Understanding these
aspects would enable the experimenter to explore options, troubleshoot, and find
insights into a wide array of possibilities for continuous flow chemistry development
and scaleup. The study provides a systematic approach for flow process development,
insights to characterize the equipment, optimize the conditions, and derive meaning-
ful conclusions. The results are presented through appropriate tables and charts to
understand the concepts and apply them for various processes. As a case study, a well-
known saponification reaction was subjected to represent the performance of the
batch versus the flow process (packed bed reactor and tubular reactor) and listed
advantages.

Keywords: process intensification, packed bed reactor, tubular reactor, kinetics,
saponification of ethyl acetate

1. Introduction

1.1 Highlights

• Designing, development, and characterization of continuous flow reactors
(tubular and packed bed reactor) through RTD studies.

• Overview of dimensionless numbers and their influence on these flow reactors

• Effect of kinetic parameters over batch and flow systems

• Estimation of various thermodynamic properties to assist equipment design

• Process intensification of continuous flow reactors to achieve maximum
performance.
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• Validation of these reactors using well know reaction system and listing out
advantages of flow over batch processes.

Continuous production techniques have been used by the chemical industry for a
long time, but it is only recently that flow equipment has become available for the use of
the laboratory scale, especially in the pharmaceutical industry. This means that flow
processes established in the lab could be readily transferred to the production facilities
and scaled for commercial use, without substantially altering the reaction conditions [1–
3]. The flow processes are gaining high visibility across pharmaceutical industries for
varied reasons [4]. One reason could be predominately the economics of running the
batch processes verses the flow process. At the onset, the flow processes are well
established in the manufacturing of commodity chemicals, meanwhile, the batch pro-
cesses are highly acquainted in the pharmaceutical industries. In the advent, the flow
processes offer wide advantages such as effective heat and mass transfer, superior
inherent safety, flexibility, reproducibility, energy efficiency, high reactor throughput,
fast and effective mixing, low footprint, in-line automation, and low operating cost [5].

Flow processing has demonstrated chemical production safer, more reproducible,
and scalable while offering reduced cost and low environmental impact. Flow pro-
cesses are more energy-efficient, with precise control over reaction conditions leading
to less waste and environmental impact and serving green chemistry principles [6].

By way of example, for every kilogram of a fine chemical produced by the phar-
maceutical industry, 5–100 times that amount of chemical waste is being generated
[7]. This unacceptable inefficiency with the present state-of-the-art, large scale batch
production of chemicals is driving the adoption of resource-efficient flow chemistry
alternatives as innovative solutions for chemical manufacturing.

Developments are at a high pace in transforming the batch chemistries to flow
processes at the academic level and there is a quite demand building up across indus-
tries. In recent years, flow chemistry has become a viable alternative to traditional
batch chemistry, with a six-fold increase [6] in the publications featuring micro and
meso reactors. The literature which supports the transformations was more in running
the experiments without the engineering concepts being discussed such as kinetics,
mixing, dispersion, and residence time distributions. On the other side, there have
been numerous companies launching flow process development skids for quick and
easy development strategies without insight on the reaction or its suitability. An effort
towards understanding these concepts become decisive.

Flow reactors for continuous flow processing are typically tubular, packed bed, or
microfluidic chip-based systems, where reagents are introduced at different points
into the tube in a continuous stream [8]. Because of the small dimension of the tubes
and built-in automation, well-defined temperature, pressure, and reaction times are
achieved thereby achieving desired product profiles. Initial capital outlay is reduced,
compared to traditional batch reactors, and scale-ups could be achieved by running
identical parallel channels, making flow chemistry a viable manufacturing approach
for small and niche manufacturers.

The characterization of the reactor such as flow patterns becomes essential to
decide the performance of these reactor types. There are specific methods available in
the literature to characterize the flow reactors, whether it is plug flow, CSTR (Con-
tinuous stirred tank reactors), fluidized bed reactor, or packed bed reactor [9–11].
Generally, there is two class of reactors, which are completely mixed or completely
plug flow reactors. The residence time distribution (RTD) studies [12–15] were
performed to characterize [16–19] the reactor types and to estimate the deviation
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from the ideal behavior of the reactor under the flow conditions. All the real reactors
fall, somewhere between mixed and plug flow [12, 20], the reason could be due to
stagnation, recycling of the fluid, channeling of fluid, the difference in the tempera-
ture, inadequate mixing with the reactant streams and axial dispersion patterns [13].

As a first approximation, one could establish a model around each reactor to prove
the performance using the characteristic information defined in the literature [21]. In
the real scenario, we could realize the ineffective contacting, mixing, and lowering in
the performance than the ideal case [18, 22]. The RTD is characteristic information to
estimate the degree of mixing and opportunities to improve the same through the
design of the reactor [12]. Nevertheless, the RTD studies provide significant informa-
tion around the gaps and opportunities to improve the process from an equipment
perspective [22–24]. In general, the shortfalls could be around the channeling,
recycling of the fluid, stagnation, and dead zones within the reactor [9].

Various dimensionless parameters were discussed in the literature to support the
studies and to develop correlation to understand the performance behavior of these
reactors [22, 25–27].

In the present study, customized plug flow and packed bed reactors were designed
and fabricated on an appropriate scale. The reactors were characterized through detailed
RTD studies. The characteristic plots are used to estimate the behavior of the flow
reactor. Well-studied saponification of ethyl acetate in the presence of sodium hydrox-
ide was considered for validating these reactors and demonstrating the advantages of
flow processes over the batch process. The hydrolysis of ethyl acetate was essentially an
irreversible second-order reaction, in which the sodium acetate and ethyl alcohol were
formed as products. In the literature, the emphasis was given to reaction kinetics and
mechanism of the reaction than process intensification using various reactor types and
their importance. The information around detailed process intensification studies is very
nominal and not available in the open literature to the best of authors’ knowledge.

2. Materials and methods

All the chemicals were sourced from Sigma Aldrich, Bengaluru, and used for the
complete experimental work. The stock solutions were prepared freshly every time
using Milli-Q water before conducting any experiments, to avoid data inconsistency.

Conductivity meter (Eutech, CyberScan CON 510, supplied by ComBiotech,
Bengaluru) was used to analyze the concentration of sodium hydroxide solution. The
customized reactors were built using materials sourced from ComBiotech-Bengaluru,
Huber-Germany, and Swagelok-India respectively. We have investigated the
saponification reaction as a general procedure for the process intensification in these
customized flow reactors.

3. Experimental section

3.1 Calibration curve for the concentration analysis

Calibration curve was established using freshly prepared stock solution of sodium
hydroxide of various concentrations such as 40, 80, 400, 800, 2000–4000 mg/L. The
conductivity of each stock solution was measured using a conductivity meter. The
values of conductance of each sample were plotted against the concentration of
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sodium hydroxide, which was used as a reference for all the experiments to find the
unknown concentration of experimental samples.

3.2 Equipment setup and experimental procedure

3.2.1 Batch reactor setup

A schematic representation of the batch reactor setup is shown in Figure 1. All the
batch experiments were performed in a jacketed reactor setup equipped with a
250 mL reactor fitted with a coiled condenser. The pitch blade turbine was used as an
agitator for conducting experiments. The head of the reactor had 5 ports, of which one
was used for a temperature probe (T), other for the agitator shaft, a third for con-
denser along with nitrogen vent, fourth was used for inserting conductivity probe
(C), and the fifth one for dosing reagents.

3.2.2 Tubular reactor setup (type 1)

The tubular flow reactor was fabricated using perfluroalcoxy alkane (PFA) tubes
with internal diameter 1.58 and 3.175 mm (supplied by Swagelok) coiled with the
definite volume rolled into a disc form, connected with a T- joint and a static mixer
(supplied by ColeParmer) and immersed into a bath circulator. Two pumps A and B
(QG50, supplied by FMI, Inc) were used to pump the reaction mixture at a definite
flow rate. The open bath circulator (supplied by Huber, Germany) was used to control
the temperature of the flow reactor. The schematic and actual image of the experi-
mental setup is shown in Figure 2.

Figure 1.
Schematic and actual image of the batch reactor.

Figure 2.
Schematic and actual image of the tubular reactor.
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3.2.3 Packed bed reactor (type 2)

The packed bed reactor (fabricated through ComBiotech, Bengaluru) was made up
of glass, filled with glass beads of 2 mm thickness with a sintered disc at the bottom.
The diameter and the length of the reactor are 24 and 240 mm respectively. The
volume of the column is 105 mL, with packing is around 56 mL. The PFA tubes were
used for all fluid connections. The reactor jacket inlet and outlet (12 mm threaded
ends) were connected to a bath circulator (supplied by Huber, Germany), to maintain
the required temperature of the reactor. The reactor inlet was connected to two
pumps (QG50, Fluid metering, Inc) to pump the reaction mixture along with a static
mixer in-line to the reactor and a k-type thermocouple was placed in the packed bed
to monitor the internal bed temperature. The schematic and actual image of the
experimental setup is shown in Figure 3. The output of the reactor was connected to a
collection vessel. The samples were drawn from the collection tube and analyzed
through a conductivity meter. The reactions were performed both in an upward and
downward flow to study the process variations in detail.

3.2.4 Tubular reactor setup (type 3)

The tubular reactor was fabricated using PFA tubes with a diameter 1.58 mm (sup-
plied by Swagelok) coiled with the definite volume rolled into a disc form, connected
with a T- joint and a static mixer (supplied by ColeParmer) and immersed into a
temperature-controlled Sonicator bath. Two pumps A and B were used to pump the
reaction mixture at a definite flow rate. The Sonicator bath (supplied by ComBiotech,
Bengaluru) was used to control the temperature of the flow reactor with a fixed
sonication frequency. The output of the reactor was connected to a collection vessel.

3.2.5 RTD studies to characterize the reactor types

The flow reactors were characterized through RTD studies using sodium hydrox-
ide (NaOH) as tracer input to develop characteristic curves such as E, F, and C curves
and other relevant parameters. For better visual detection and quantification of flow
patterns of the tracer element, Rhodamine B (synthetic dye) was also used. The
concentration of the tracer was around 0.1 N NaOH, prepared through dissolving 4
grams of NaOH in 1 liter of Milli-Q water.

Figure 3.
Schematic and actual image of the packed bed reactor.
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Two methods of injection were used, such as pulse and step inputs during the
experiments. The pulse input injection was done by the construction of a T-joint and
an injection port, where a 10 mL tracer was injected. For the step input, the inlet of the
pump was swapped from inline water flow into the beaker containing the tracer
solution at time t = 0.

A constant flow rate of 15.8 mL/min was maintained for all the trials performed.
The tracer concentration at the exit was measured by a conductivity meter as a
function of time and plotted all the characteristic curves. The concentration of tracer
measured was in terms of milli siemens per centimeter.

3.3 Estimation of reaction kinetics and relevant parameters

3.4 Reaction scheme

The saponification reaction under basic condition is represented by the following
reaction scheme. The rate equation for this reaction could be represented as
(Figure 4) [28].

�ra ¼ �rNaOH ¼ k CNaOH CEthylacetate:

The hydrolysis of ethyl acetate was essentially an irreversible second-order reac-
tion, in which the sodium acetate and ethyl alcohol were formed as products. The
reaction was represented as ethyl acetate proceeds with a direct attack of the nucleo-
phile on the carbon atom of ethyl acetate [25]. In another study [16], found transition
complex formation was a result of nucleophilic interaction of water molecule, where
hydroxide ions generally assist the complex formation. The reaction investigation was
conducted through a series of experiments in a tubular, packed, and batch reactor and
analyzed. The experimental data were fitted with a second-order model at the end to
compare the performance [17].

4. Results and discussion

A calibration curve was established using a freshly prepared stock solution of
sodium hydroxide of various concentrations. For reaction samples, at time zero, the
conductivity values were measured before the reaction was initiated to get the
initial concentration of the solutions and then measured at each time interval in
batch. Similarly, the samples from the exit of the flow reactors are measured to
obtain the amount of sodium hydroxide reacted with ethyl acetate solution and
were then correlated by the equation obtained by the slope of the calibration chart
(Figure 5).

Figure 4.
Reaction scheme of saponification reaction.
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4.1 RTD studies

The experiments were performed as per the procedure [22] for reactor type 1 and
2. A constant flow rate of 15.8 mL/min was set for all the tracer studies. The pulse
input injection was done by the construction of a T-joint and an injection port, where
a 10 mL tracer was used for every injection. For step input studies the input to the
pump was transferred from inline water flow into the beaker containing the tracer
solution. As we proceeded with the characterization of the flow reactors, the pulse
method of injection was found to generate inaccurate and inconsistent data. So, final
quantification experiments were conducted only with step inputs. Apart from sodium
hydroxide, Rhodamine B was also used for the detection of flow patterns and
presented data (Table 1).

The C, F, and E curves were drawn for each of the reactors set up. Figures 6–8
represents curves for the tubular reactor of type 1. We observed an F(t) of 3.5 minutes
was 0.12, 5.5 minutes was 0.35, which means 12% and 35% of the molecules spent less
the 3.5 and 5.5 minutes respectively in the reactor. Also, we could derive 80% of the
molecules spend 13 minutes or less in the reactor and around 20% of the molecules
spend longer than 13 min in the reactor. We find that around 54% of the material
leaving the reactor spends between 3.5 and 5.5 minutes. The long-time portion in this
is between 21 and 36 minutes, which accounts for 3% of the material being spent in
the reactor.

Figure 5.
Calibration chart of standard concentration of NaOH and its conductivity values.

Type of
reactor

Mean
residence
time, tm, s

Variance,
σ2, s2

Skewness,
S, s3

Dispersion
number,
D/uL

Reynolds
number,

Re

Bodenstein
number, B0

Damköhler
number, Da

Tubular
reactor
(type 1)

543.19 124,890 7.70E+07 0.00068 47.58 1453 0.163

Packed bed
reactor
(type 2)

676.8 244,385 1.37E+08 0.0122 0.215 81.35 1.57

Table 1.
Experimental residence time distribution parameters for reactor type 1 and 2.
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Similarly, the C, F, and E curves were developed for the packed bed reactor (type
2). Figures 9–11 represent curves for the type 2 reactor setup. Here we observed an F
(t) of 4 minutes was 0.21, 6 minutes was 0.35, which means 21% and 35% of the
molecules spent less the 4 and 6 minutes respectively in the reactor. Also, we could
derive 81% of the molecules spend 10 minutes or less in the reactor and around 20% of
the molecules spend longer than 14 min in the reactor. We find that around 42% of the

Figure 6.
F-curve, change in concentration (C/C0) with respect to time.

Figure 7.
C-curve, tracer concentration with respect to time.

Figure 8.
E-curve, tracer concentration with respect to time.
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material leaving the reactor spends between 4 to 6 minutes. The long-time portion in
this is between 18 and 24 minutes, which accounts for 5.5% of the material being spent
in the reactor. So, the type 1 reactor behavior is better in comparison with type 2
reactor concerning the performance and behavior close to the ideality. The perfor-
mance curves for type 3 reactor are similar to the type 1 reactor, as both are tubular
flow reactors. Additional experiments for type 2 reactor were performed under grav-
ity and against gravity conditions to compare the behavior of the two methods. The
trend clearly shows the deviation is quite large with gravity conditions due to

Figure 9.
F-curve, change in concentration (C/C0) with respect to time.

Figure 10.
C-curve, tracer concentration with respect to time.

Figure 11.
E-curve, tracer concentration with respect to time.
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by-passing, and channeling effects. To improve the performance, one could use run-
ning the packed columns against gravity with an add-on sintered plate at the top of the
reactor which could change the dynamics and distributions of flow across the packed
bed.

The mean residence time for type 1 and 2 reactors were found to be 9.05 and
11.28 minutes, where the average residence time was around 1.26 and 3.05 minutes
respectively. This indicates there is a dispersion all along the fluid path and across
boundaries.

The variance (σ2) is an indication of the “spread” of the distribution; the greater
the value, the higher the distribution across the path for the reactor. In our case, it was
around 124,890 and 244,385 s2, which clearly states that spread is almost twice in a
packed bed reactor in comparison with the tubular reactor. The skewness factor
measures the extent that a distribution is skewed in one direction or another about
the mean. In general, all the three parameters mentioned above are essential to char-
acterize the distribution and are enough to understand. A skewness factor(S) of
around 7.70E+07 and 1.37E+08 sec3 was found for type 1 and type 2 reactors
respectively.

The dispersion numbers were also estimated a trial and error basis. First assume a
small dispersion, say σ2/tm2 is equal to 2D/uL and equate to get the appropriate
dispersion. In our case, we found 0.00068 and 0.0122 for type 1 and type 2 reactors
respectively, which clearly states a smaller dispersion in the case of type 1 and rea-
sonable large dispersion in type 2 reactor from ideal plug flow behavior. Since the
dispersion number varies along the length of the reactor and the mean residence time
is higher than that of the theoretical residence time, the reactors are classified as
closed systems. The changes in the packing materials used in the packed column had a
significant effect on the flow pattern. To further simplify the plug flow behavior, the
ratio of the length of the reactor and their effective diameters revealed to be higher
than 50 for all the systems.

The Peclet number (Pe) was estimated and found to be 1470 and 81 for type 1 and
type 2 reactors. The behavior of reactor type 1 is more or like the plug flow and reactor
type 2 is behaving far from ideal conditions.

The Reynolds number (Re) is dimensionless describes the ratio of inertial to vis-
cous forces. The regime for flow through a packed bed may be identified by the
packed bed Re. The type 1 reactor falls under the transitional region and type 2 reactor
falls under the laminar region.

Bodenstein number (B0) was estimated and found to be 1452 and 81 for type 1 and
type 2 reactor respectively. It could be concluded that both the reactors have varying
degrees of back mixing, however, the variation in the flow velocity could be used to
control or adjust B0 for the desired condition.

Similarly, the Damköhler number (Da) was estimated to realize the mass transfer
rates using the standard equation available in the literature [19]. A 0.163 and 1.57 were
found for type 1 and 2 reactors, which signifies diffusion occurs much faster than the
reaction, thus diffusion reaches equilibrium well before the reaction is at equilibrium
for type 1 reactor and diffusion-limited system for type 2 reactor.

4.2 Estimation of kinetic parameters

Kinetic experiments were carried out both in batch and flow reactors type 1 and
type 2 with defined procedures. The batch experiments were conducted first with
concentrations of 0.02 N of ethyl acetate and sodium hydroxide, volumes of 100 mL
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each. Experiments were performed at three different temperatures such as 26.5, 33
and 44°C respectively. An estimated quantity of ethyl acetate was charged to the
reactor and the desired temperature was set through the circulator. An agitation of
around 300 RPM was set using the overhead motor connected to the reactor. Once the
temperature is stable, the calculated volume of freshly prepared sodium hydroxide
solution was dosed into the reactor at one shot, simultaneously the stopwatch was
started. A change in the conductivity was noted over time. As the reaction progresses,
the conductivity value will decrease, like sodium hydroxide being used in the reaction
to form sodium acetate in the solution. The decrease in the concentration of sodium
hydroxide was measured against conductance. The C0, Ct, and C∞ are the specific
conductance of reaction mixtures at time zero, t, and infinity. Since the reaction
follows second order kinetics, a plot of (C0 � Ct)/(Ct � C∞) versus time (Figure 12)
was drawn to estimate rate constant (k) using the reliable method suggested in the
literature [23]. Reaction conversion (X) was estimated using second-order kinetics,
X = (1 � CA/CA0) at every time interval, and reported. The reaction conversion was of
the order 68% (42 min), 67% (40 min) and 78% (203 min) for temperatures 26.5, 33
and 44°C. A plot of ln k versus T (Figure 13) and ln k/T versus 1/T was plotted
(Figure 14) to estimate various thermodynamic parameters such as activation energy,
activation enthalpy, activation entropy, and Gibbs free energy of activation. The k
values (Table 2) for temperatures 26.5, 33 and 44°C were in the order of 0.14, 0.215,
and 0.305 Lmol�1 s�1 respectively.

A plot of ln k versus 1/T was plotted (Figure 13 and Table 3) to estimate activation
energy, the slope of the curve is �4118.5 and intercept of 11.837 to yield activation
energy of 34.24 kJ/mol and Arrhenius constant of 8.05 � 106 min�1 using the formula

Figure 12.
Graphical determination of reaction rate constant.

Figure 13.
Arrhenius plot of activation energy.
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k = Ae�Ea/RT, where k = rate constant at temperature T, Ea = activation energy, R =
universal gas constant and A = Arrhenius constant. The other thermodynamic param-
eters were estimated using the Eyring-Polanyi Equation [23], through plotting ln k/T
versus 1/T (Figure 14). The slope of the curve was �14.918 and the intercept was
0.0434, from the slope the activation enthalpy was estimated as �124.02 kJ/mol,
activation entropy of 197.18 JK�1 mol�1 and Gibbs free energy of activation was
65.24 kJ/mol (Table 2). The results of the rate constant and activation energy for
saponification reaction are in good agreement and comparable with the literature
[22, 24–27, 29]. There could be reasonable errors associated with the sensitivity of
conductivity probe and methods of estimation reported by various authors reported in
the literature [22].

Figure 14.
Graphical evaluation of thermodynamic properties.

Temperature, K 1/T, K-1 Reaction rate constant, L/mol/s ln k ln k/T

299.5 0.003339 0.14 �1.96611 �0.00656

306 0.003268 0.215 �1.53712 �0.00502

317 0.003155 0.305 �1.18744 �0.00375

Slope of graph of ln k/T verses 1/T = �14.918

Intercept of ln k/T verses 1/T = 0.0434

Activation enthalpy: ΔH = �124.02 kJ/mol

Activation entropy: ΔS = 197.18 JK�1 mol�1

Free energy of activation: ΔG = 65.24 kJ/mol

Table 2.
Thermodynamic parameters of saponification reaction.

Temperature, °C Temperature, K 1/T, K�1 Reaction rate constant, L/mol/s ln k

26.5 299.5 0.00334 0.14 �1.966

33 306 0.00327 0.215 �1.537

44 317 0.00315 0.305 �1.187

The slope of the graph of ln k versus 1/T = �4118.5 K

Activation energy: Ea = 34.24 kJ/mol

Table 3.
Effect of temperature on saponification reaction under batch conditions.
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Saponification experiments were conducted in the tubular reactor (type 1) of
diameter 1.58 and 3.175 mm with a total reactor volume of 33.5 mL and varying flow
rates from 6.7 and 13.4 mL/min respectively. Experiments were performed at two
different temperatures such as 26.5 and 44°C. The concentrations of 0.02 N of ethyl
acetate and sodium hydroxide solutions were used with varying residence time from
2.5, 5, and 10 min respectively. Once the temperature is stable in the thermostat, two
pumps A & B were switched on to initiate the flow of sodium hydroxide solution and
ethyl acetate solution into the tubular reactor, which was pre-calibrated for known
residence time. Samples were collected regularly at the exit of the tube to measure the
conductivity. Estimation of reaction conversion(X) was obtained using the standard
irreversible bimolecular second-order equation, X = (1 � (CA/CA0)), and rate con-
stants were estimated using equation XA/(1 � XA) = k CA0 t individually and averaged
across experiments. The conversions are in the order of 68–76.6% for experiments at
26.5 and 44°C respectively (Figure 15). The k values for temperatures 26.5 and 44°C
were in the order of 0.347 and 0.419 Lmol�1 s�1 respectively.

Further saponification experiments were conducted in a packed bed reactor (type
2) of diameter and length of the reactor as 24 and 240 mm respectively. The total
volume of the reactor is around 105 mL with packing and 56 mL as an available
volume for the reaction. The experiments were conducted under gravity and against
gravity flow to check the performance of the reactor.

The flow rates for gravity flow experiments were in the range of 6.7, 7.8, and
8.4 mL/min respectively. Experiments were performed at two different temperatures
such as 26.5 and 44°C. The concentrations of 0.02 N of ethyl acetate and sodium
hydroxide solutions were used with varying residence time from 6.66, 7.17, and 8.35
min respectively. Once the temperature is stable in the thermostat, two pumps A & B
were switched on to initiate the flow of sodium hydroxide solution and ethyl acetate
solution into the reactor, which was pre-calibrated for known residence time. Samples
were collected regularly at the exit of the tube to measure the conductivity. Estimation
of reaction conversion (X) was obtained using a standard irreversible bimolecular
second-order equation, X = (1 � (CA/CA0)), and rate constants were estimated using
equation XA/(1 � XA) = k CA0 t individually and averaged across experiments. The
conversions are in the order of 56–63% for experiments at 26.5 and 44°C respectively
(Figure 16). The k values for temperatures 26.5 and 44°C were in the order of 0.167
and 0.171 Lmol�1 s�1 respectively.

Similar experiments were conducted in a packed bed reactor (type 2) against
gravity flow through feeding the streams from the bottom of the reactor to minimize
the channeling effect in the packed bed reactor.

Figure 15.
A plot of reaction conversion verses residence time in tubular reactor (type-1).
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The flow rates for gravity flow experiments were in the range of 6.8, 7.8, and
8.4 mL/min respectively. Experiments were performed at two different temperatures
such as 26.5 and 44°C. The concentrations of 0.02 N of ethyl acetate and sodium
hydroxide solutions were used with varying residence time from 6.66, 7.17, and 8.235
min respectively. Once the temperature is stable in the thermostat, two pumps A & B
were switched on to initiate the flow of sodium hydroxide solution and ethyl acetate
solution from the bottom of the reactor, which was pre-calibrated for known resi-
dence time. Samples were collected regularly at the exit of the tube to measure the
conductivity. Estimation of reaction conversion (X) was obtained using a standard
irreversible bimolecular second-order equation, X = (1 � (CA/CA0)), and rate con-
stants were estimated using equation XA/(1 � XA) = k CA0 t individually and averaged
across experiments. The conversions are in the order of 63.7–73.3% for experiments at
26.5 and 44°C respectively (Figure 17). The k values for temperatures 26.5 and 44°C
were in the order of 0.22 and 0.288 Lmol�1 sec�1 respectively.

A new set of experiments was conducted in tubular bed reactor (type 1) sub-
merged in Sonicator bath with sonication frequency (40 Hz) and performed experi-
ments under the following conditions to check the effect of sonication on reaction
kinetics under identical conditions.

The flow rates were in the range of 3.35, 6.7, and 13.4 mL/min respectively.
Experiments were performed at two different temperatures such as 26.5 and 44°C.
The concentrations of 0.02 N of ethyl acetate and sodium hydroxide solutions were
used with varying residence time from 2.5, 5, and 10 min respectively. Once the
temperature is stable, two pumps A & B were switched on to initiate the flow of
sodium hydroxide solution and ethyl acetate solution to the reactor, which was pre-
calibrated for known residence time. Samples were collected regularly at the exit of
the tube to measure the conductivity. Estimation of reaction conversion(X) was
obtained using a standard irreversible bimolecular second-order equation,

Figure 16.
A plot of reaction conversion verses residence time in packed bed reactor (type 2) under gravity flow.

Figure 17.
A plot of reaction conversion verses residence time in packed bed reactor (type-2) under gravity flow.
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X = (1� (CA/CA0)), and rate constants were estimated using equation XA/(1� XA) = k
CA0 t individually and averaged across experiments. The conversions are in the order
of 59–72.3% for experiments at 26.5 and 44°C respectively (Figure 18). The k values
for temperatures 26.5 and 44°C were in the order of 0.30 and 0.374 Lmol�1 s�1

respectively.

5. Conclusions

In the present work, customized flow reactors were designed, fabricated, and
characterized through standard methodologies available in the literature. The
characterization of the reactors was through RTD studies followed by estimation of
various dimensionless parameters to understand the behavior such as E, F and C
curves, mean residence time, variance, skewness factor, Reynolds number,
Bodenstein number, Dispersion coefficients, and Damköhler number. The results
have shown a noteworthy impact on these reactor designs, especially the tubular
reactor and packed bed reactor under various operating regimes. The type 1 reactor
falls under the transitional region and type 2 reactor falls under the laminar region. It
could be concluded that both the reactors have varying degrees of back mixing
observed across process conditions. In the case of dispersion, a smaller dispersion was
found for type 1 and reasonably large dispersion in type 2 reactor, also the diffusion
occurs much faster than the reaction, thus diffusion reaches equilibrium well before
the reaction is at equilibrium for type 1 reactor and diffusion-limited system for type 2
reactor. Overall, the behavior of reactor type 1 is more or like the plug flow and
reactor type 2 is behaving far from ideal conditions of the plug flow reactor. The
spread of distribution was almost twice in a packed bed reactor in comparison with
the tubular reactor.

Similarly, the reaction conversion across these reactors have shown significant
variation across the reactor types under identical conditions. A significant reduction
in residence time was observed in type 1 reactor versus type 2 and batch reactor
to achieve similar or equivalent conversion. There is no much impact of
ultrasonication on the reaction kinetics of type 1 reactor designs for the given
reaction conditions. As a path forward, these reactors could be tested with other
reactions or modify the design factors to understand the influence of design and
operating conditions.

Figure 18.
A plot of reaction conversion verses residence time in tubular reactor (type-2) under sonication bath.
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Chapter 3

Catalytic Behavior of Extended
π-Conjugation in the Kinetics of
Sensitizer-Mediator Interaction
Rozina Khattak

Abstract

This chapter discusses the catalytic effect of extended π-conjugation on the electron
transfer process between ferricyphen-ferrocyanide and ferricypyr-ferrocyanide in an
aqueous medium. Ferricyphen and ferricypyr may be feasible options for the sensitizer
in dye-sensitized solar cells due to their high reduction potential, stability, capability
as an outer-sphere oxidant, and photosensitivity. Meanwhile, ferrocyanide could be
used as a mediator in DSSCs instead of iodide to avoid iodate production and achieve
a similar reduction potential and stability. This chapter compared the ability of
competent putative sensitizers to oxidize the likely mediator in water. In contrast to
the 2,20-dipyridyl chelate, the extended π-conjugation in 1,10-phenanthroline
accelerated the redox process by increasing the electron affinity of ferricyphen as
compared to ferricypyr. The reactions had the same kinetics but different rate
constants, indicating that the ferricyphen-ferrocyanide reaction was several times
faster than the ferricypyr-ferrocyanide reaction, revealing and confirming the catalytic
influence of extended π-conjugation on the redox process.

Keywords: pi-conjugation, ferricyphen, ferricypyr, ferrocyanide, catalysis, kinetics,
aqueous medium

1. Introduction

A dye-sensitized solar cell (DSSC) relies on the interaction of the sensitizer and the
flow of electrons from the mediator to the sensitizer to complete the circuit and
convert photo energy to electrical energy. As a result, the sensitizer-mediator interac-
tion in every DSSC is critical to its efficiency and stability. The reduced and oxidized
forms of the sensitizer, as well as the reduced and oxidized forms of the mediator,
must have adequate stability in the reaction medium to ensure a successful electron-
transfer process. Meanwhile, the solubility of the oxidized and reduced sensitizers and
mediators is an important metric to consider while building a DSSC. A photoanode,
sensitizer, mediator, solvent, and the counter electrode are all common components of
a DSSC, and the electrolyte is sometimes employed as well.

Scientists and engineers prefer DSSCs over other first and second-generation solar
cells, such as thin-film and silicon-based solar cells, since they are less expensive, more
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stable, and environmentally friendly. Because DSSCs’ maximum efficiency is lower
than that of first and second-generation solar cells, which is 12–14% under ideal
conditions of materials and structure using Ru(II) dyes; ruthenium in the 2+ oxidation
state, compared to 20–30% for the latter two types of cells, increasing their efficiency
in a cost-effective and environmentally benign manner is still a hot topic. As a result,
there is still a lot to learn about DSSCs and how to increase their efficiency, stability,
and longevity by employing better conditions, materials, and structures.

Researchers have examined a number of materials for the photoanode and counter
electrode to improve the efficacy of a DSSC, including nanomaterials, their composites,
and nanocomposites of the same materials with varied morphologies [1–5]. In this
investigation, heteroatom-doped graphene catalysts were used [6]. Heterogeneous
FeNi3/NiFe2O4 nanoparticles with modified graphene were also explored as
electrocatalysts for dye-sensitized solar cells [7]. Studies on making ecologically accept-
able and stable DSSCs using natural dyes and NHC-based iron as sensitizers [8–10],
copper and other transition metal-based mediators [11, 12], and electrolytes based on
gels and polymers [13–17] have been published. The steric, structural, and composi-
tional effects of solvent on the efficiency of DSSC have also been investigated electro-
chemically [15, 18].

The use of potential Fe-based sensitizers and mediators has been revealed in this
chapter based on their comparative kinetic study. The rate of the electron-transfer
reactions is influenced by the structure of the sensitizer that has been discussed in this
chapter. Iron-based sensitizers are less expensive and environmentally benign than
ruthenium-based sensitizers, making them attractive to the socio-economic impact.
The solubility of iron-based sensitizers in an aqueous medium, as well as the use of an
aqueous medium rather than inflammable, volatile, poisonous, and expensive chemi-
cal solvents, are two further advantages. Iodate is produced by the electrolytic solu-
tion of iodide/triiodide, which is corrosive to stainless steel and a source of DSSC
instability. Another approach to a stable DSSC is the use of an iron-based coordination
complex such as ferrocyanide as a mediator that has one electron transfer chemistry
and comparable redox potential to iodide/triiodide electrolyte. The one-electron
transfer chemistry helps to reduce the recombination losses.

The effect of structure, such as extended π-conjugation, on the rate of the
electrontransfer between the sensitizer-mediator in an aqueous medium, is the dis-
cussion in this chapter. Ferricyphen and ferricypyr are the names for dicyanobis(1,10-
phenanthroline)iron(III) and dicyanobis(2,20-dipyridyl)iron(III), respectively, where
“ferri” stands for Fe(III) oxidation state, “cy” for cyanide, and “phen” or “pyr” for the
chelate. Reduced variants are known as ferrocyphen and ferrocypyr. Both ferricyphen
and ferricypyr are substitution inert outer sphere oxidants with octahedral geometry
and similar Fe(III) transition metal coordination sites (Figure 1). Their reduction
potentials are 0.80 V and 0.76 V, respectively, however, they were initially synthe-
sized in the 1960s [19–22]. They are potential sensitizers because of their photosensi-
tive nature and their solubility in an aqueous medium in the oxidized form and
comparatively low solubility in the reduced form which may be helpful for their
adsorption on the photoanode. Each of the potential sensitizers easily oxidizes the
selected potential mediator such as ferrocyanide in an aqueous medium without the
need for any external triggering to initiate the reaction. Each of the redox reactions
starts spontaneously after mixing the aqueous solutions of both reactants such as
ferricyphen-ferrocyanide or ferricypyr-ferrocyanide. The reduction potential of fer-
rocyanide is comparable to the iodide electrolyte, hence displays its replacement over
iodide. The oxidation of iodide by ferricyphen and ferricypyr has been studied in
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acetonitrile, aqueous tertiary butyl alcohol, and aqueous 1,4-dioxane [23–26]. The
comparative kinetic analysis shows the rapid kinetics of ferricyphen over ferricypyr in
binary solvent media under optimized experimental conditions. The following section
of the chapter will help to identify the role of pi-conjugation in reaction kinetics.

2. Methodology and kinetics studies

Kinetics of the reduction of ferricyphen, and or, ferricypyr (oxidizing agent) was
studied in an aqueous medium under the pseudo-first-order condition. The concen-
tration of ferrocyanide (reducing agent) was always in excess of the oxidizing agents.
The reactions were probed at room temperature i.e., 25 °C, and at constant ionic
strength i.e., 0.06 M. The concentration ratio between the oxidizing agents and the
reducing agent was always maintained at 1:2.5, 1:5, 1:7.5, and 1:10, respectively. The
reactions were probed spectrophotometrically under ordinary experimental condi-
tions. No specific or extraordinary experimental setup was required such as an inert
atmosphere, dark room, and/or a catalyst. However, the fresh solutions of the reac-
tants were prepared and wrapped in aluminum foil soon after preparation because
ferricyphen and or ferricypyr get reduced when their aqueous solutions are exposed to
light. The reactions were started upon mixing the reactants and a rise in the absor-
bance was monitored as a function of time (Figure 2A). The instrumental setup
consisted of a home-built assembly as mentioned earlier [27]. The molar absorptivity
of the reduced ferricyphen i.e., ferrocyphen, and reduced ferricypyr i.e., ferrocypyr
are several folds higher than the oxidized ferrocyphen (ferricyphen) and ferrocypyr
(ferricypyr). The spectra of the reactants and products are shown in Figure 2B and
compared to the literature [21–29] that supports the electron transfer mechanism. The
integration method was implemented to figure out the rate constant. Each experiment
was repeated three to six times for accuracy and the rate constant is an average value.
The reactions were kinetically examined, and it was determined that each one among
them was completed in two phases.

The rate of both reactions was found independent of the concentration of the
oxidizing agents i.e., sensitizers, and the reducing agent i.e., mediator during the first
phase of the reaction. The rate of the second phase of both reactions, on the other
hand, was shown to be first order and dependent on the concentrations of the sensi-
tizers and mediator. The linear rate equations (integration method) of zero and first

Figure 1.
(a) Dicyanobis(1,10-phenanthroline)iron(III). (b) Dicyanobis(2,20-dipyridyl)iron(III).
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order were best fitted with the highest linear fit R2 value on the time course data in the
first and the second phases of the reactions. The slope of each plot yielded the
observed zero order rate constant (kobs) and the observed pseudo-first-order rate
constant (k0obs), respectively. The effect of variation in the concentration of each of
the sensitizers and the mediator on each of the rate constant was studied. It is assumed
that if the concentration of the reactant is low and is varied, the rate constant should
not be varied rather the rate of the reaction is varied according to the Eqs. (1)–(5)
considering the pseudo-first-order condition. However, the rate constant is varied

Figure 2.
(A) Time course graphs at a varying concentration of ferrocyanide and fixed ferricyphen/ferricypyr.
(B) UV-visible absorption spectral analysis of the sensitizer-mediator redox reactions.

34

Recent Advances in Chemical Kinetics



when the concentration of the reactant that has been taken in excess is varied rather
than the rate of the reaction in case of the first order dependence on the mediator.
Similarly, if it is zero order, the rate constant will have no effect by variation in the
concentration of the mediator. Figure 3 depicts the outcomes.

Rate ¼ kobs Sensitizer½ �0 first phase of the reaction (1)

Rate ¼ kobs (2)

Since sensitizer << mediator

∴kobs ¼ k1 Mediator½ �0 first phase of the reaction (3)

kobs ¼ k1 (4)

Rate ¼ k0obs Sensitizer½ � second phase of the reaction (5)

Since sensitizer << mediator

∴k0obs ¼ k2 Mediator½ � second phase ofthe reaction (6)

Eqs. (4) and (6) reveal k1 as the overall zero order rate constant of the first phase
of the reactions and k2 as the overall second order rate constant of the second phase of
the reactions. A first order is observed corresponding to the concentration of the
mediator in each case i.e., ferricyphen/ferrocyanide phase-II and ferricypyr/ferrocya-
nide phase-II (Figure 3). The plots have intercepts that interpret the initial zero order
reaction phase corresponding to the concentration of the mediator. However, the rest
of the plots (Figure 3) reveal the results according to the Eqs. (1)–(5). The rate
constants either observed zero order rate constant (kobs) and the observed pseudo-
first order rate constant (k0obs) were independent of the concentration of the sensi-
tizers in both phases and the mediator in the first phase of the reaction. Because of the
low concentration that was maintained to follow the pseudo-first order condition, the
rate constants corresponding to the sensitizers were independent of the concentration
terms of the sensitizers in both phases. As a result, the findings show that the

Figure 3.
Kinetic analysis of the sensitizer-mediator reactions.
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pseudo-first order criterion was successfully implemented. It is worth noting that the
first phase of both reactions was long enough to get the reactions to about 70% com-
pletion. In the first phase of both of the reactions, the zero order rate constant (kobs) is
the multiplication product with the molar absorptivity (ɛ) of either of ferrocyphen or
ferrocypyr, respectively. The zero order integrated rate equation (linear-fit) was
implemented on the absorbance data rather concentration data of the time course
graphs. Therefore, the slope of the plot was the multiplication product of ɛ∙kobs at the
pathlength of the quartz cuvette equal to 1 cm. This multiplication of the constant value
to the rate constant just adds a constant mathematical figure to the rate constant and
does not affect the rate constant and overall findings of the data and the results.

For further rectification of the results, the effect of pH was monitored on the rate
constants in each phase of the reactions under the pseudo-first order condition. The
concentration of the mediator was always in excess over the sensitizers and the
concentration of the nitric acid was always in excess over the mediator at room
temperature and constant ionic strength 0.12 M. The results are revealed in Figure 4
by plotting the graphs between pH and the rate constants on x-y coordinates respec-
tively for each of the sensitizer-mediator interaction. The first phase of each reaction
was observed unaffected of pH that declares and confirms the zero order reaction in
this phase of each reaction. However, the second phase of the reaction shows curva-
tures (Figure 4). The value of the pseudo-first order rate constant (k0obs) decreased
with decreasing pH and became constant at the low values of the pH as has been
shown in the Figure 4. These results indicate the formation of the monoprotonated
ferrocyanide upon increasing the acidity of the reaction medium via conversion of
free ferrocyanide species to the rate-inhibiting monoprotonated ferrocyanide and
though the value of the rate constant decreased in each case. The protonation of the
sensitizers under the pH employed have not been mentioned in the literature [22].
However, ferrocyanide may form mono- to tetra-protonated species considering
the charge on the free ferrocyanide and depending on the acidity of the reaction
medium [30].

3. Catalytic effect of extended pi-conjugation

The comparative analysis of both of the sensitizer-mediator redox reactions
revealed the catalytic effect of pi-conjugation on the rate of reaction. The second order
rate constant (k2) in case of ferricyphen-ferrocyanide has a greater value i.e.,

Figure 4.
Effect of pH on the rate constants of the first and second phases of each sensitizer-mediator reaction.
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1620 M�1 s�1 as compared to the ferricypyr-ferrocyanide that is 1050 M�1 s�1. The
kinetic analysis of both of the reactions helped to identify the similar reaction mech-
anism of electron transfer between each sensitizer-mediator pair with a high rate in
case of ferricyphen-ferrocyanide as compared to ferricypyr-ferrocyanide under simi-
lar experimental conditions. The sensitizer such as ferricyphen has extended π-conju-
gation in its structure that distributes the electron density over the entire chelate
molecule while stabilizing it. As a result, in comparison to the 2,20-dipyridyl chelate,
the availability of the lone pair of electrons on the nitrogen atoms in the 1,10-
phenanthroline chelate is reduced (Figure 5). The chelate such as 2,20-dipyridyl does
not carry an extended π-conjugation in its structure though its nitrogen atoms have
high density of the lone pair of electrons that can be coordinated by the Fe(III) atom
of ferricypyr relatively easily. However, in instance of 1,10-phennathroline the
extended π-conjugation of the structure reduces the density of the lone electrons on
the nitrogen atoms and therefore availability to Fe(III) in ferricyphen. As a result, in
order to circumvent this electron deficiency, the electron affinity of Fe(III) in
ferricyphen increases as compared to ferricypyr, which helps to enhance its electron
accepting potential as compared to ferricypyr. Consequently, a catalytic effect of
extended π-conjugation is observed in the reduction kinetics of the ferricyphen as
compared to ferricypyr by ferrocyanide in aqueous medium.

4. Conclusion

The kinetic study of the electron-transfer reaction between ferricyphen-
ferrocyanide and ferricypyr-ferrocyanide revealed a complex mechanism. The reac-
tions were completed into two phases. The initial phase of the reactions lasted long
enough to complete the reaction at 70% efficiency and was independent of the
sensitizer-mediator concentrations. This phase kinetics has been the most straightfor-
ward, with zero order corresponding to the sensitizer and mediator in the aqueous
medium. The second phase of the reactions, on the other hand, was long enough to

Figure 5.
(1) 2,2’-Dipyridyl. (2) 1,10-Phenanthroline.

37

Catalytic Behavior of Extended π-Conjugation in the Kinetics of Sensitizer-Mediator…
DOI: http://dx.doi.org/10.5772/intechopen.106511



account for up to 30% of the total reaction time, with a first-order relationship of the
rate of redox reactions on the concentration of sensitizers and mediator. In the second
phase, the reactions followed an overall second order. The rate, that is second order
rate constant, of the reaction was shown to be dependent on pH and the concentration
terms involved, indicating that it was a rate-determining step involving interaction
between ferricyphen or ferricypyr and ferrocyanide. However, as free ferrocyanide is
consumed to generate monoprotonated ferrocyanide with increasing acidity, the rate
of reaction in this phase slows down, indicating that this is the slow stage of the
process. As a result, it has been discovered that monoprotonated ferrocyanide reduces
sensitizer in the first phase of the reaction, which is a fast kinetic step in the electron
transfer process. Meanwhile, the findings demonstrated that pi-conjugation in the
sensitizer has a catalytic influence on the redox kinetics of the sensitizer-mediator
interaction. When compared to less conjugated sensitizer that is ferricypyr, pi-
conjugation increases the coordination compound’s or sensitizer’s (ferricyphen’s)
electron affinity, allowing it to receive electrons and oxidize the mediator more
quickly.
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Chapter 4

The Kinetics of Autoxidation
in Wine
Robert E. Coleman, Alexei A. Stuchebrukhov
and Roger B. Boulton

Abstract

The kinetics of autoxidation in wine begins with Fenton (1876) who observed that
tartaric acid could be oxidized in the presence of iron without peroxide if left in air.
Rodopulo (1951) demonstrated that iron tartrate complexes added to wine promoted
more extensive oxygen consumption than the molar equivalent of inorganic ferrous or
ferric salts. The role of iron complexes in the activation of oxygen, the formation of
reactive oxygen species and the initiation of autoxidation are crucial for understand-
ing wine oxidation kinetics. Mechanisms based on hydroxyl radicals versus the ferryl
species are likely to have different oxidation products of wine components based on
pH effects. The ferryl ion, hydroxyl radical, and tartaric acid radical are proposed as
key intermediates in the proposed general mechanism for hydrogen peroxide forma-
tion and the autoxidation of wine components. A quantitative kinetic description is
presented for the autoxidation of tartaric acid and extended to other acid components
as potential ligands. This chapter explores the theoretical considerations of iron com-
plexes formation, oxygen activation, an autoxidative mechanism, and experimental
measurements of tartaric acid oxidation as the basis of autoxidation in wine.

Keywords: Fenton, autoxidation, tartaric acid, hydrogen peroxide, radicals, wine

1. Introduction

Wine is an interesting chemical reaction system, in part due to its tartaric acid
content. The oxidation of wine is known to be autoxidative [1], stimulated by Fe and
Cu ions [2], and is thought to involve Fenton chemistry [3], but neither the rate nor
the extent of oxygen consumption can be predicted from a knowledge of pH, metal,
phenolic or organic component concentrations. Autoxidation is a spontaneous reac-
tion in air and a radical chain reaction sequence [4, 5].

What is known is that the rate of oxygen consumption in wine is relatively slow in
the natural pH range between 3.0 and 4.0. The underlying tartaric oxidation with
Fe(II) and oxygen can describe the autocatalytic radical chain reaction sequence, with
a distinct initiation stage, a faster, accelerating oxygen consumption propagation stage
and a termination stage due to the complete consumption of oxygen and/or Fe(II). It
appears that during the propagation stage, ferryl ion, hydroxyl radicals, and/or
potentially tartaric acid radicals that are the origins of generating hydroxyethyl
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radicals when ethanol is present. These hydroxyethyl radicals would lead to an array
of selective downstream reactions leading to the collective aged composition of wine.
The commonly accepted formation of acetaldehyde would only be one possible fate of
this selective radical.

2. Autoxidation and kinetics of tartaric acid

In the study of wine oxidation, the original work by Fenton should be considered
as it involves major components found in wine and wine ageing: tartaric acid, iron,
and oxygen. It is well known that Fenton used hydrogen peroxide, with Fe(II), to
drive the oxidation of tartaric acid. However, he also qualitatively describes the
oxidation of ferrous tartrate with air [6], without the addition of hydrogen peroxide,
which is now described as autoxidation. It is this reaction and its kinetics with air that
sparked further exploration and discussion of pH dependences and autocatalytic
kinetics [7, 8]. The study of tartaric acid, iron, and oxygen kinetics under wine-like
conditions adds yet another dimension to our understanding of this famous reaction.

Wine-like conditions, in this study [9, 10], restrict the pH to an experimental
range from 2.5 to 4.5, while constraining reactants: tartaric acid to 4 g/L (26.7 μM),
Fe(II) to 5 mg/L (89.5 μM), and oxygen to �8.5 mg/L (265 mM). In addition, wine is
generally stored in the dark or in darkened bottles to prevent photooxidation. Fenton
indicates that the colorimetric response from this fundamental reaction does not
appreciably happen without light [11], however with current spectrophotometric
instruments, the reaction can be followed without the acceleration from light. The
work presented here will also explore a special condition where Fe(II) is equimolar to
oxygen, 265 μM, which leads a deeper understanding of the chemical reaction, com-
ponent limitation and the underlying kinetics.

The time course measurements of dissolved oxygen consumption and Fe(III) for-
mation (Figure 1) show the autocatalytic nature of tartaric acid oxidation with three
distinct phases: initiation, propagation, and termination. The initiation phase clearly
shows a kinetic pH dependence. The work by Smythe [8], proposed the kinetic
importance of pH and the Fe(II)-tartrate complex. Tartaric acid, a dicarboxylic acid,
exists as three species in this pH range: tartrate (R–), bitartrate (RH-), and tartaric
acid (RH2). With varying pH, the tartrate species concentration changes [12–15], thus
changing the free Fe(II), and more importantly Fe(II)-tartrate concentration which
correlates with a kinetic role in the initiation. The free Fe(III) and Fe(III)-tartrate
ligand(s) concentration also changes across this pH range which increases the intri-
cacy of the reaction mechanics and the intermediate species.

The same time courses (Figure 1) show a distinct 1:1 molar relationship between
oxygen consumption and Fe(III) formation. It would be expected that Fe(III) forma-
tion correlates with Fe(II) consumption. This relationship between iron and oxygen
must be maintained when developing a kinetic mechanism for the reaction.

The propagation and termination phases vary with pH as it does with initiation.
Increased pH reduces the initiation period, the rate of propagation and the extent to
which oxygen is consumed. The termination phase will elucidate additional kinetic
considerations when elevated Fe(II) concentrations (265 μM) at pH 2.5 and pH 3.0
(Figures 2 and 3) are evaluated. At these levels, the Fe(III) formation terminates as
the oxygen concentration is depleted, however beyond this point Fe(III) is consumed,
apparently returning to Fe(II). This would indicate a secondary reaction with Fe(III)
and an intermediate, thus driving the conversion back to Fe(II).
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Figure 1.
Oxygen consumption and Fe(III) formation at pH 2.5 to 4.5. Initial conditions at 89.5 μM Fe(II) to initiate the
autocatalytic reaction in air-saturated 26.7 mM tartaric acid at pH 2.5 ( ), 3.0 ( ), 3.5 ( ), 4.0 ( ), 4.5 ( ).

Figure 2.
Oxygen consumption at pH 2.5 to 4.5 with 256 μM Fe(II). Autocatalytic reaction in air-saturated 26.7 mM
tartaric acid at pH 2.5 ( ), 3.0 ( ), 3.5 ( ), 4.0 ( ), 4.5 ( ). Reproduced from [10], with the permission of
AIP Publishing.
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Hydrogen peroxide has been proposed as a reactant for tartaric acid oxidation [6]
and an intermediate in wine oxidation [1, 16]. The simultaneous measurements of
hydrogen peroxide at elevated Fe(II) concentrations (265 μM) also show a pH depen-
dency (Figure 4). The lower pH levels have a measurable hydrogen peroxide forma-
tion with a peak concentration roughly developing as oxygen is depleted. This peak
timing can be clearly seen in modeling fitting figures (Figure 5). It appears that a

Figure 3.
Fe(III) formation at pH 2.5 to 4.5 with 256 μM Fe(II). Autocatalytic reaction in air-saturated 26.7 mM tartaric
acid at pH 2.5 ( ), 3.0 ( ), 3.5 ( ), 4.0 ( ), 4.5 ( ). Reproduced from [10], with the permission of AIP
Publishing.

Figure 4.
Hydrogen peroxide formation. Autocatalytic reaction initiated with 265 μM Fe(II) in air-saturated 26.7 mM
tartaric acid at pH 2.5 ( ), 3.0 ( ), 3.5 ( ). Reproduced from [10], with the permission of AIP Publishing.
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more rapid propagation rate leads to a greater peak hydrogen peroxide concentration.
In turn, this peak hydrogen peroxide concentration has a 1:2 molar ratio with the
decomposition of Fe(III) (Figures 3 and 5). Such a decomposition has been previously
explored [17], however oxygen does not appear to be regenerated from the decompo-
sition of hydrogen peroxide in this reaction.

3. Reaction mechanism

Chemical mechanisms for the Fe(II) and oxygen reactions, Fe(II) and hydrogen
peroxide reactions, and/or the oxidation of tartaric acid has been explored by several
researchers [7, 8, 18–23]. However, these researchers have not had simultaneous
measurements of iron, oxygen, and hydrogen peroxide, and the corresponding
constraints that come with these time course measurements. These constraints specifi-
cally are: pH dependency on all autocatalytic phases, 1:1 molar oxygen consumption to
Fe(III) formation during all autocatalytic phases, and 1:2 molar hydrogen peroxide
consumption to Fe(III) consumption during termination. The three simultaneous curves
and the constraints have led to the proposed comprehensive mechanism in Figure 6.

Figure 5.
Fitted consumption and formation curves with proposed mechanism. Dissolved oxygen ( ) and predicted ( ),
Fe(III) ( ) and predicted ( ), and hydrogen peroxide ( ) and predicted ( ) time traces modeled with dissolved
oxygen, Fe(III), and hydrogen peroxide time traces at 265 μM initial Fe(II) in air-saturated 26.7 mM tartaric acid at
(a) pH 2.5, (b) pH 3.5 and (c) pH 4.5. Reproduced from [10], with the permission of AIP Publishing.
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The chemical reactions associated with k1/k�1 and k2 describe the two-electron trans-
fer to oxygen to produce hydrogen peroxide in the initiation phase of the overall tartaric
oxidation reaction. These reactions consider the Fe(II) speciation and utilize Fe(II)-
tartrate as the oxygen activating species. As the pH increases the concentration of Fe(II)-
tartrate increases [12–14], thus leading to a shorter lag time during the initiation phase.

Reactions associated with k3/k�3, k4, k5/k�5, k6, k7, k8, k9, and k12 describe the
propagation phase. This scheme describes two alternative propagation pathways; one
that utilizes a ferryl (FeO2+) intermediate and another that utilizes a hydroxyl radical
(•OH) intermediate. The ferryl intermediate provides an opportunity to explore pH and
iron dependency in the propagation phase as it has pKa � 4.7 [24]. This pKa allows for
pH varying species concentration in the range of wine pH, whereas the hydroxyl radical
will be pH independent. The kinetic modeling work described below will only use the
ferryl pathway to fit the Fe(III), oxygen, and hydrogen peroxide simultaneous mea-
surements; the pathway described by hydroxyl radical, k12, will not be explored here.

The oxidation of tartaric acid leads to the formation of dihydroxymaleic acid (R)
[6, 11]. The reactions associated with k8 and k9 produce dihydroxymaleic acid while
continuing to propagate the oxidation cycle by regenerating hydrogen peroxide or
regenerating the tartaric radical respectively.

Figure 6.
Mechanism used for the modeling of the oxidation of tartaric acid (RH2).
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Finally, the reactions described by k10 and k11 describe termination. The reaction
associated with k10 terminates the propagation cycle by producing dihydroxymaleic
acid, while also regenerating Fe(II) in the process. On the other hand, k11 terminates
the tartaric radical by allowing for a dimerization to occur (RR). This scheme attempts
to provide a mechanism that describes the various constraints provided by the exper-
imental measurements. However, it should be recognized that these reactions may not
produce distinct isolatable species as proposed, but reactions may happen within an
iron-ligand complex and/or multiple iron-ligand complexes.

3.1 The chain reaction in fenton autoxidation

The stoichiometry indicates that autocatalytic propagation reaction can be
described as follows:

Fe IIð Þ þ O2 þH2O2 þ 2 RH2ð Þ ! Fe IIIð Þ þH2O2 þ 2H2Oþ Rþ RH• (1)

(proton needed on the right to balance the charge not shown)
In this reaction, H2O2 is regenerated, one electron is taken from Fe(II) and three

remaining electrons for O2 reduction are taken from the substrate: two molecules RH2

are oxidized with the generation of dihydroxymaleic acid, R, and a tartaric radical,
RH•. The generation of a radical will result in the formation of peroxy species RHOO•

that would undergo the following oxidation,

Fe IIð Þ þ RHO2∙ ! Fe IIIð Þ þH2O2 þ R (2)

(again, a proton needed on the left to balance the charge)
which maintains the correct 1:1 oxidation stoichiometry and regenerates H2O2. The

alternative process with correct stoichiometry is the dimerization of radicals in (Eq. 1)
before peroxy radical formation. In addition, other processes such as catalytic reduc-
tion of Fe(III) in (Eq. 1) by oxidation of RH•, which would violate 1:1 Fe(II)/O2

stoichiometry, are possible; however, it appears such processes play only minor role at
low pH, as experimental data indicate.

As written, in one cycle of the propagation reaction in (Eqs. 1) and (2), two H2O2

molecules are generated for each hydrogen peroxide entering the cycle. That means
that in one cycle not only H2O2 is regenerated, but one additional molecule H2O2 is
formed. This would result in the unlimited exponential growth of hydrogen peroxide
in the system, unless some termination/dissipation processes stop the growth. Such
processes are chain termination reactions, of which one is the radical dimerization
reaction; another is oxidation of RH• by Fe(III) in (Eq. 1). The relative rates of chain
multiplication and dissipation/termination define the condition of the exponential
growth. The presence or absence of the propagation phase (or its limited form at high
pH) observed in the autoxidation reaction can be related to the exponential growth
condition in the kinetics using linear stability analysis.

In order to explore the condition of exponential growth we consider a simplified
reduced description of the system, keeping track of only most important variables:
hydrogen peroxide p1 (h), tartaric radicals p2 (r), oxygen p3 (o), and Fe(III), p4 (f).
For hydrogen peroxide and tartaric radicals we have:

_h ¼ V0 � k11hþ k12r
_r ¼ k21r� k22h� k00r2

(3)
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Here, V0 is the rate of hydrogen peroxide production by the initiation phase, in the
reaction of oxygen and Fe(II); k11 is combined rate of conversion of hydrogen perox-
ide to hydroxyl radical and to ferryl complexes, and also decomposition of hydrogen
peroxide by Fe(II); k12 is the rate of regeneration of hydrogen peroxide by the reaction
of tartaric radicals with oxygen; k21 is the rate of generation of tartaric radicals (it may
not be exactly same as k11, but close to it); k22 is the rate of tartaric radicals removal
due to oxidation by Fe(III) (and generation of dihydroxymaleic acid), reaction that
competes with oxidation and generation of hydrogen peroxide; and k00 is the rate of
radical dimerization (these should not be confused with the actual rate constants, k11
and k12, in mechanism in the previous section).

As seen, we do not account for all intermediates involved, counting only the initial
and final products, partially on the basis that those intermediates are formed on a very
short time-scale, such as conversion of hydroxyl radical to tartaric radical, or forma-
tion of peroxy-radicals in the reaction of tartaric radicals with oxygen, compared to
slow reaction of formation of hydrogen peroxide. The cumulative rates correspond to
rate-limiting reactions; for example, formation of hydrogen peroxide from tartaric
radical is defined by the proton-coupled electron transfer to peroxy-radical RHOO•.
These rates themselves depend on the condition of the reaction, such as pH, and
concentration of the substrates; some of them changing significantly in the reaction
(oxygen, Fe(II)/Fe(III)), and some do not such as tartaric acid which is in excess. At
any given condition, we can assume specific values of these reaction rates and ask
what is the kinetics of the system?

The stability of the kinetic system is defined by the linearized equations. Given the
current state of the hydrogen peroxide and radicals concentrations, one can ask how a
small variation of these concentrations would change the state of the system in time.
For small concentrations it is sufficient to consider only a linear part of the system,
defined by the kinetic matrix Kij = k11, k12, k21, k22; (or with a modified coefficient k22,
k22 + 2k00r, due to radical dimerization part). The kinetic solution is bi-exponential,
the two rates are given by the eigenvalues of the kinetic matrix, and found from the
following equation:

det λ� K̂
� � ¼ 0

λ� k11ð Þ λ� k22ð Þ � k12k21 ¼ 0
(4)

The populations are changing as combination of two exponentials:

pi tð Þ ¼ ci1e�λ1t þ ci2e�λ2t (5)

where ci are some constants. When the product k12k21 ¼ 0 the two eigenvalues are
λ1 ¼ k11 and λ2 ¼ k22. The two rates describe bi-exponential relaxation of hydrogen
peroxide and tartaric radicals to their equilibrium values. However, when k12k21 >0,
one eigenvalue becomes larger (remaining positive), another becomes smaller and
may become negative. In this case the negative eigenvalue gives rise to the exponential
growth (and propagation phase of the reaction). The condition for a negative
eigenvalue and exponential growth is

k11k22 < k12k21 (6)

As we already mentioned, the rate k21 is essentially the same as k11, thus the
condition is k21 > k22, that is the rate of generation of radicals is higher than their

50

Recent Advances in Chemical Kinetics



dissipation. As the determinant of a matrix is a product of its eigenvalues, det K̂ ¼ λ1λ2
and one eigenvalue is always positive, the condition of one negative eigenvalue is
equivalent to:

det K̂ <0 (7)

which is equivalent to condition found in (Eq. 6). The rate coefficients, kij of the
kinetic matrix K, are themselves functions of the conditions of the reaction, which
change with time, thus, the above condition may or may not be satisfied at a given
every stage of the reaction.

When the exponential growth of hydrogen peroxide and tartaric radicals begins,
the dissipation/termination processes get activated and stationary concentrations will
be established, until oxygen and Fe(II) diminish. The stationary (maximum) values
are found from (Eq. 3) at the stationary conditions _h ¼ 0, _r ¼ 0; assuming relatively
small rate of initiation V0, the stationary (maximum) values of hydrogen peroxide
and tartaric radicals are:

hss ≃ k12=k11ð Þrss þ V0=k11

rss ≃ k12 � k22ð Þ=k00 þ V0= k12 � k22ð Þ
(8)

here we assumed k21 to be about the same as k11, and thus in the exponential phase
k12 > k22.

At low pH, the condition of exponential growth appears to be satisfied up to a very
low concentration of oxygen; eventually, of course, it breaks down, as k12 – rate of
regeneration of hydrogen, for which oxygen is needed, diminishes, and rate k22 – rate
of removal of radicals, bypassing peroxidation, is increasing as Fe(III) increases. The
initial lag before fully developed propagation stage is due to the absence of hydrogen
peroxide initially, and the incubation period is simply an accumulation of hydrogen
peroxide in the system; the exponential multiplication of the initially produced
hydrogen peroxide results in the development of the chain reaction that is stabilized
by various radical termination process. This fully developed and stabilized chain
reaction is what forms the propagation stage of the reaction.

The transition to propagation stage therefore involves a competition between the
chain multiplication of radicals and their dissipation. The negative eigenvalue in the
kinetic coefficients is a signature of a condition when chain multiplication exceeds
that of dissipation.

4. Kinetic modeling

Given the proposed scheme (Figure 6), tartaric acid speciation, and iron specia-
tion [12, 13], the experimental Fe(III), oxygen, and hydrogen peroxide simultaneous
measurements were fitted using kinetic modeling software, Kintecus [25]. The fitting
curves for pH 2.5, 3.5, and 4.5 are shown in Figure 5 and the resulting kinetic
constants are shown in Table 1. The modeling provided a reasonable fit for all condi-
tions, especially the highly complex pH 2.5 and 265 μM Fe(II) case where Fe(III)
decomposes with a similar timing to hydrogen peroxide.

The ability of the model to fit experimental data across pH provides directional
confidence. It should be recognized that the k values are not constant across pH and
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further examination of species and pH dependent reactions is required, however the
robustness of the model and k values within a single pH can be evaluated by making
predictions and examining the resulting fit. Figure 7 shows two predicted curves
against experimental measurements where the initial condition of hydrogen peroxide
concentration is changed by adding 2.65 μM and 26.5 μM. The predicted and actual
measurements are nearly identical, which speaks to the power of the modeling and
mechanism.

k1/k�1 2.4E+01 M�1

k2 1.4E+01 M�1 s�1

k3/k�3 7.8E+01 M�1

k4 8.4E+01 s�1

k5/k�5 6.2E+02 M�1

k6 4.9E+05 s�1

k7/ k�7 7.9E+01 M�1

k8 1.1E+02 M�1 s�1

k9 6.6E+03 M�1 s�1

k10 9.4E+00 M�1 s�1

k11 1.2E+00 M�1 s�1

Table 1.
Estimated kinetic constants for 265 μM initial Fe(II) in air-saturated 26.7 mM tartaric acid at pH 2.5.

Figure 7.
Oxygen consumption dependence on addition of H2O2 and predictions. Time traces with 0 μM ( ), 2.65 μM
( ), and 26.5 μM ( ) hydrogen peroxide added at initiation (t = 0); reaction of 265 μM Fe(II) in air-saturated
26.7 mM tartaric acid at (A) pH 2.5. Fitted trace with 0 μM ( ) added hydrogen peroxide. Predicted traces with
2.65 μM ( ), and 26.5 μM ( ) added hydrogen peroxide. Reproduced from [10], with the permission of AIP
Publishing.
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5. Discussion

The characteristic sigmoid shape of oxygen consumption in the autoxidation of
tartaric acid is observed at all pH conditions. The initiation step is due to oxygen
activation to hydrogen peroxide by a Fe(II)-tartrate complex. It is rapid with a time
scale of minutes to hours. This reaction step is pH sensitive, slower at lower pH (2.5)
than higher (4.5). The extent of peroxide formation is limited to the pool of the Fe(II)
state, free and complexed. Initiation is the critical feature of autoxidation, both in
these solutions and in wine.

The propagation step is due to the free Fe(II) and hydrogen peroxide oxidation of
tartaric acid to produce a tartaric radical which then goes further to form
dihydroxymaleic acid, regenerating Fe(II) and consuming additional oxygen as
hydrogen peroxide is reformed.

The termination step cannot be explained by the direct decomposition of residual
hydrogen peroxide by Fe(III) since oxygen formation is not observed. This termina-
tion step may also involve intermediates and end products such as the tartaric acid
radical and dihydroxymaleic acid, which adds to the complexity of tartaric oxidation
and the accuracy of this model to explain the termination as observed at low pH.

Themechanism proposed here, (Figure 6), is slightly different from that previously
presented [10]. The difference lies in the propagation steps leading to the exponential
growth of one hydrogen peroxide leading to two. The current version does not as accu-
rately fit the loss of Fe(III) observed at the end of oxygen consumption, in the 2.5 pH cases.

The reactivity of dihydroxymaleic acid and the initiation of subsequent radical
chain reactions makes describing and interpreting of the termination stage in this
system complicated; however, it can be linked to termination of the chain propagation
conditions (a negative eigen-value of the kinetic matrix) of our pseudo-first order
reaction analysis of Section 3.

5.1 The role of the acid

The unique properties of tartaric acid in these autoxidation reactions can be seen if
other major organic acids are substituted for it in the same reaction medium. Figure 8
shows the individual oxidation of malic, citric and succinic acids at pH 2.5 and 4.5.

Figure 8.
Wine acids and oxygen consumption. Autocatalytic reaction initiated with 265 μM Fe(II)n air-saturated
26.7 mM tartaric acid ( ), malic acid ( ), succinic acid ( ), citric ( ) and hydrochloric acid ( ) at
(a) pH 2.5 and (b) pH 4.5. Reproduced from [10], with the permission of AIP Publishing.
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At low pH none of these acid show any significant propagation stage while at high pH
malic and citric acid show a slow propagation stage but still much slower than tartaric.

The propagation kinetic phase is associated with a chain reaction that requires
regeneration of radicals with multiplicity factor greater than one. In our scheme, two
hydrogen peroxide molecules are regenerated in the chain propagation reaction with
tartaric acid (at low pH) for each hydrogen peroxide entering the cycle. Thus multi-
plicity factor is two. Figure 9 illustrates the importance of multiplicity factor for a
chain reaction. As seen in the figure, upon addition of hydrogen peroxide to citric and
succinic acids, the same amount of oxygen is consumed, with ratio 1:1. Here one acid
radical is produced per hydrogen peroxide, which reacts further with oxygen to
produce peroxy species, but no addition radical or hydrogen peroxide is regenerated.
Thus multiplicity factor is zero.

Indeed, the reaction overall oxygen consumption is given by the sum of probabil-
ities of the chain, where the multiplicity factor q (probability of radical generation):

Oxygen consumption ¼ 1þ qþ q2 þ q3 þ⋯ ¼ 1= 1� qð Þ (9)

For malic acid, interestingly, four oxygen molecules are consumed for each hydro-
gen peroxide added, with ratio 1:4. It can be interpreted as a reaction with multiplicity
factor q = 3/4, but still less than one, needed to ignite the chain reaction. The overall
number of radicals and oxygen consumed is summed to four, as observed. The factor
3/4 is clearly related to the chemical nature of malic acid that has one OH group out of
4 possibilities on C2 and C3 carbons, and 3/4 occupied by hydrogens.

For tartaric acid the multiplicity factor is obviously greater than one and the
overall oxygen consumption is as much as 10 in this trial, and the chain could run
without stopping until all oxygen or Fe(II) is consumed. That is what we observe
indeed for tartaric acid at low pH.

Figure 9.
Wine acids and oxygen consumption initiated with hydrogen peroxide. Autocatalytic reaction initiated with
265 μM Fe(II) and addition of 26.5 μM hydrogen peroxide in air-saturated 26.7 mM tartaric acid ( ) offset to
1 hour to align with: malic acid ( ), succinic acid ( ), and citric acid ( ) at pH 2.5. Reproduced from [10],
with the permission of AIP Publishing.
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By comparison in case of succinic and citric acids, the overall probability of oxygen
consumption equals to 1.

5.2 The role of ethanol

The addition of ethanol to this system (Figure 10), shows that even at concentra-
tions of 26.5 mM and both pH of 2.5 and 4.5, the propagation reaction is not
established, even when oxygen and Fe(II) are available. This effect, due to ethanol at
100 times the Fe(II) concentration is similar across pH. This can be interpreted as a
competition of ferryl ion or hydroxyl radical for ethanol over tartaric acid or the
depletion of tartaric radicals in the proposed cycle due to hydroxyethyl radical
formation rather than a solvent dielectric effect.

This indicates that the hydrogen peroxide is limiting the propagation stage but the
external addition overcomes this limitation in rate (Figure 11). The extent of reaction
when hydrogen peroxide is available, is independent of pH. In the absence of ethanol,

Figure 10.
Ethanol and tartaric acid. Autocatalytic reaction with 0 mM ( ), 0.265 mM ( ), 2.65 mM ( ), 26.5 mM
( ), 265 mM ( ), and 2.56 M or 15% (v/v) ( ) ethanol with 265 μM Fe(II) in air-saturated 26.7 mM
tartaric acid at (a) pH 2.5 and (b) pH 4.5.

Figure 11.
Ethanol and tartaric acid initiated with hydrogen peroxide. Autocatalytic reaction with 0 mM ethanol and 0 μMH2O2
( ), 26.5 mM ethanol and 0 μMH2O2 ( ),0 mM ethanol and 26.5 μMH2O2 ( ), 26.5 mM ethanol and 26.5 μM
H2O2 ( ) with 265 μM Fe(II) in air-saturated 26.7 mM tartaric acid at (a) pH 2.5 and (b) pH 4.5.
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100% of the oxygen would be consumed within 15 minutes and this result is also pH
independent.

5.3 The role of sulfur dioxide

The addition of sulfur dioxide at 46.9 μM (30 mg/L) prevents significant develop-
ment of the propagation stage, at pH 2.5 and 4.5. This is due to the reaction of bisulfite
with the hydrogen peroxide formed during initiation, preventing it from accumulat-
ing to the level required for a significant propagation reaction to develop. This reac-
tion is known to be rapid [26] at pH 2.5 and 4.5; it is essentially complete within
seconds. When the addition is made during the propagation stage, the reaction is
terminated even when oxygen and Fe(II) are still present. The implication for wine
making is that sulfur dioxide is acting on the hydrogen peroxide production at the
point of its formation in the initiation step, essentially preventing the downstream
chain reactions that would normally occur (Figure 12).

5.4 The role of copper

The addition of copper(II) as CuSO4 displays very different responses at pH 2.5
and 4.5. At pH 2.5 the addition at the beginning of the reaction prevents the develop-
ment of a propagation stage, suggesting that it is reacting with hydrogen peroxide
formed in the initiation stage. This can be overcome by a late addition of hydrogen
peroxide wherein the reaction quickly goes to completion – data not shown [9]. A
similar result occurs when the addition is in mid-propagation, causing subsequent
termination due to its reaction with hydrogen peroxide. In contrast, at pH 4.5 the
addition at the beginning results in an enhanced initiation reaction, presumably due to
the action of Cu(II)-tartaric complex providing additional oxygen activation and
diminished free Cu(II) availability. A late addition of hydrogen peroxide allows the

Figure 12.
Oxygen consumption with SO2 additions. Autocatalytic reaction with 0 μM ( ) and 30 mg/L SO2 ( ) at
pH 2.5, and 0 μM ( ) and 30 mg/L SO2 ( ) at pH 4.5 at initiation (t = 0); reaction of 265 μM Fe(II) in air-
saturated 26.7 mM tartaric acid.
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reaction to go to essentially the same level of completion as when no addition is made
[9]. The oxidation of tartaric acid in the presence of Cu(II) is known to occur [27]
(Figure 13).

5.5 Autoxidation of wine

The connection between the classic tartaric acid oxidation studies of Fenton, War-
burg, Wieland and Franke, and Smythe and those occurring in wine comes from
investigations of the oxidation of dihydroxymaleic and tartaric acids in the presence of
iron (II) salts in wines [28]. Rodopulo [29] described oxidation and rearrangements
resulting from tartaric oxidation into intermediates of dioxytartaric, dioxosuccinic,
mesoxalic acids and glycolaldehyde and likely final products as glyoxalic and oxalic
acids. He noted that in the presence of air dihydroxymaleic spontaneously oxidizes to
dioxosuccinic acid, which in the absence of oxygen will react with tartaric acid
forming two dihydroxymaleic acids. His opinion was that wines in an anaerobic state
would contain dioxosuccinic while those with exposure to air would likely contain
traces of glyoxylic and oxalic acids. A key contribution of his work was the demon-
stration that the addition of a ferrous tartrate precipitate to wine caused further
oxygen consumption than that of ferrous sulfate, suggesting the importance of the
Fe(II)-tartrate complex in wine oxidation. More accessible descriptions of this finding
can be found elsewhere [30, 31]. Baraud [32] further investigated the oxidation of
tartaric and dihydroxymaleic acids in wine-like conditions and tried to identify all of
the products, including one of the unknown intermediates from these reactions. The
relationship between these components has recently been summarized by Duca [27]
and referred to as the Baraud cycle.

The proposed (Figure 6) incorporates the formation of ferryl ions and radicals,
such as the hydroxyl and the tartaric radical, that are expected to be able to extract the
α-hydrogen from ethanol to form the 1-hydroxyethyl radical in the presence of even
small concentrations of ethanol. Hydroxyethyl radical was identified as the most
important radical in beer by Andersen and Skibsted [33] and shown to be the active
intermediate in the oxidation of linoleic acid to (E)-2-nonenal, a key impact volatile in
“staling” character of beer [34]. It is now known to be the central radical responsible

Figure 13.
Oxygen consumption with copper additions. Time traces with 0 μM ( ), 7.87 μM Cu(II)SO4 ( ) at
propagation midpoint, and 7.87 μM Cu(II)SO4 ( ) at initiation (t = 0); reaction of 265 μM Fe(II) in
air-saturated 26.7 mM tartaric acid at (a) pH 2.5 and (b) pH 4.5.
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for the selective oxidation of humulones and hop acid components rather than the
hydroxyl radical during the oxidation of beer [35].

Hydroxyethyl radical has been shown to react selectively with the flavonols quer-
cetin and kaempferol, but not with epicatechin [36], and while others found that most
flavonoids with a Cn-Cn+1 double bond and caffeic acid were all reactive with the
hydroxyethyl radical [37]. The hydroxyethyl radical has been found in a wine held at
55°C, [38] and its selective reaction with some phenol and thiol entities in model wine
has been demonstrated [39]. It is known to react with glutathione [40] as well and
cinnamates in wine conditions [41]. We propose hydroxyethyl to be the major and
more selective oxidizing agent, whose reactivity is likely to be determining the iden-
tity and concentrations of the downstream radical products in wine. For this reason
we expect there to be little involvement of dihydroxy phenols and tannin in such
reactions. As such, hydroxyethyl radical will have a selective influence on specific
phenols and glutathione in determining the oxidation outcomes in wine.

The action of sulfur dioxide is to interact with hydrogen peroxide concentrations at
the point of initiation and to prevent propagation. The role of ethanol is to divert
ferryl ion and/or other radicals into hydroxyethyl radicals and the subsequent radical
chain reactions are likely influenced more by reduced glutathione levels and the
cinnamates and flavones (but not due to their dihydroxy patterns). As such many of
the subsequent reactions associated with oxidation may have little if anything to
do with the dissolved oxygen concentration or the quantity of oxygen it has been
exposed to.

The autoxidation sequence in wine can be classified into at least 3 periods, those
reactions that take place within hours and days, those resulting from that which
continue to interact in the days and weeks after, and those that continue to react and
rearrange in the subsequent months and years. The first period is the activation of
oxygen, the autoxidation described here and the generation of tartaric acid and related
radicals. The second period would be the further reactions associated with more stable
and long-lived radicals not necessarily in the presence of oxygen and would be selec-
tive radical transfer reactions between different wine components, typically not etha-
nol. The third period would be the long-term aging reactions. These reactions would
be disturbed or interspersed with periodic and/or slow diffusional delivery of oxygen,
generally in bottles. It is common for wines to be exposed to some oxygen within the
winery during transfers, aging and bottling and there can be abrupt increases in
concentration of dissolved oxygen or slow diffusional delivery such as though barrels
and porous bottle closures.

There appears to be some confusion around the role of certain wine components
involved in the initiation reactions compared with those involved in the propagation
and termination reactions as well as the time scales involved. It is expected that
subsequent radical reactions will continue after the first stage reaction is completed.
These will include redox reactions, polymerization reactions and condensation reac-
tions but all would involve relatively stable radicals and are not expected to require
additional oxygen. This makes attempts to correlate the extent of product formation
in wine with the rate, the extent of oxygen consumption, or the initial wine
composition of major components likely to be unsuccessful.

Existing reaction pathways that have been proposed for wine oxidation use mostly
free Fe(II) ions as the initial reactive species and all suggest the formation of the
hydroxyl radical as the high oxidation state radical [42, 43]. Most of these proposed
pathways have a coupled oxidation of a dihydroxy phenol for Fe(II) regeneration but
none account for pH or the fact that almost half of the total Fe(II) in wine is in the
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Fe(II)-tartrate complex form. None of these proposed pathways can be used to
describe the observed autoxidation of tartaric acid in wine conditions. Most propose
the formation of acetaldehyde from ethanol as the major oxidation product. The
indiscriminate and almost instantaneous reactions with hydroxyl radicals should
result in acetaldehyde (and glyceraldehyde) formation directly coupled to oxygen
consumption and in a ratio of products proportional to their initial concentrations.
Formation of acetaldehyde involving dihydroxy phenols does occur but only at
elevated temperatures, 50°C [1]. Such formation has not been shown to be related
to either the extent or rate of oxygen consumption at ambient or wine storage
temperatures.

The role of other transition metal complexes in the initiation and propagation
reactions needs to be investigated further. Here, there are effects due to the presence
of malic acid and copper (II) which will vary between wines, especially before and
after the malolactic fermentation and as a result of copper additions during
winemaking. We expect their effects to be related to the concentrations of their
complexes.

Lastly, the recovery of wines to an initial state after exposure to oxygen was
reported to take several days [16]. This might be interpreted as being due to a slower
return of Fe(II) for further initiation and or propagation reactions due to certain wine
constituents that are absent in these model solutions studies. This deserves further
research attention.

6. Conclusions

The autoxidation of tartaric acid in the presence of Fe(II) has been demonstrated
in solution over the pH range 2.5 to 4.5. A mechanism that can describe the observa-
tions is proposed and fitted to a kinetic model. Preliminary estimates of the rate
constants are presented. The effects on these reactions due to additions of ethanol,
sulfur dioxide and copper at wine-like conditions are described. The implications of
this radical chain reactions sequence to describe the autoxidation of wine and idea of
radical chain propagation in wine are discussed.
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Chapter 5

The ESIPT-Steered Molecular 
Chameleon for Cations and Anions 
Based on Alizarin and Alizarin-S:  
A Comparative Study
Veikko Uahengo

Abstract

Chemosensing properties of Alizarin (A3) and Alizarin S (AS3) towards anions 
and cations in acetonitrile are reported. The absorption and fluorescence properties 
of the two molecular entities were investigated in CH3CN. Based on the excited state 
intermolecular proton transfer system (ESIPT), the probes were able to collectively 
discriminate specific cations and anions via colorimetric observations and spectro-
metric activities. The investigation revealed that A3 was selective to Cu2+, Fe3+, and 
Fe2+, compared to Cu2+, Zn2+, Fe3+, and Ni2+ for AS3. The disagreement in spectral 
responses were ascribed to the strong electron withdrawing group present in AS3, 
hence the difference in behaviors. Moreover, the emission properties displayed by 
A3 and AS3 upon molar titrations with cations, were closely similar for all cations, 
which all nearly experienced fluorescence quenching, except for Zn2+ with A3, which 
exhibited fluorescence enhancement. Similarly, a two-step fluorescence effect was 
observed in A3 towards anions, which experienced both fluorescence quenching and 
enhancement, with incremental additions. The simultaneous fluorescence effects 
were ascribed to the deprotonation activities experienced by A3, as excess anion 
quantities were added. Thus, the sulfonyl electron withdrawing group had an effect 
on the Alizarin structure, towards the discrimination of anions and cations, both 
colorimetrically and fluorometrically.

Keywords: ESIPT process, alizarin probe, Fluorogenic sensor, molecular chameleon

1. Introduction

Alizarin is a stable organic compound, prominently known as a red dye with 
significant industrial applications, particularly its use in dying textile fabrics. The 
application in textile coloration industry is inspired by the fact that alizarin is a 
natural compound often referred a natural dye, initially extracted from the roots 
of plants of the madder genus [1], before it was synthetically made [2], thus, it is a 
molecular species from nature, exhibiting and portraying green chemistry properties. 
The molecular structural framework of alizarin is characterized by the anthraquinone 
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moiety bearing two para-positioned intermolecular hydroxyl groups both on one 
carbocyclic ring adjacent to the quinone ring. A typical excited state intermolecular 
proton transfer system (ESIPT), alizarin is a natural dye which has been widely used 
in pigments, as anticancer agents as well as chemical reagents for use in data record-
ing and storage materials due to its tunable electronic properties [3, 4]. In addition, 
the natural dye has strong antigenotoxic activity, ascribed to the transfer of ultrafast 
electrons to TiO2-based materials, which can also perfectly fit as an excellent photo-
sensitizer in dye-sensitized solar cells. Thus, alizarin chromophore has been favored 
by many researchers, both experimentally and theoretically [5–10].

Ideally, alizarin forms an intramolecular hydrogen bond between a hydroxyl and 
a carbonyl group, in the ground and excited states, whereby upon photoexcitation, a 
proton transfer from the hydroxyl to the carbonyl group is observed, which normally 
results in dual emission bands of the locally excited (LE) and proton-transferred 
(PT) tautomers [9, 11–13]. Characteristically, this process in known as ESIPT, which 
is viewed as a very fast photo-tautomerization process taking place along an intramo-
lecular hydrogen bond between two atoms that are significantly tuned by electronic 
excitation. In recent studies, the practical and applications of the ESIPT mechanism 
based on their photophysical characteristics and properties have been extensively 
explored and investigated, especially in laser dyes, OLEDs, molecular switches, 
fluorescence sensors, and particularly biological systems [14–20]. More importantly, 
the ESIPT based reactions increase the acidity of the proton donor groups, due to the 
change of electron density after electron excitation, and the basicity of the acceptor 
groups is significantly increased to promote the formation of tautomer by intramo-
lecular proton transfer [4, 21–26].

On the other hand, molecular recognition has been the epic center of supramolecular 
chemistry due to its significant role in biological and environmental systems, through 
the host-guest interaction chemistry. Consequently, chemosensors are designed for 
specific target analytes based on their chemical make-up and complementarity towards 
each other. The impact of sensing biologically important anions such as acetate, cyanide, 
fluoride, dihydrogen phosphate, etc., have been receiving attention in literature and 
many industrial applications. A large volume of colorimetric and fluorometric probes 
for anions such as fluoride (F-), cyanide (CN-), acetate (AcO-), dihydrogen phosphate 
(H2PO4

−), hydroxide (OH-) and others have been developed. Hydroxide ions play a very 
significant role in environmental and physiological systems, thus monitoring its concen-
tration in these systems must be highly prioritized [27–37]. Moreover, the presence of 
soft (donor) atoms such as oxygen from hydroxyl and quinone groups of the carboxylic 
ring raises the prospect of dual sensing, for both cations and anions, which stems from 
the presence of both, the anion receptors (-OH) and the cationphilic groups, through 
coordination induced interaction [38–41].

Herein, we have conducted a comparative study for the two alizarin-based deriva-
tives, A3 and AS3 (Figure 1), to investigate their chemosensing properties. The study 
literally focuses on the effect of the sulfonyl hydroxide group (-SO3H) present in AS3, 
which is the only difference between the two chemical entities. The two entities are 
highly stable and available commercially, which are very rich in hydroxyl groups, pav-
ing ways for possible hydrogen bonding based charge transfer bonding. The two dyes 
displayed interesting behaviors in the presence of anions and cations, in water-soluble 
acetonitrile (CH3CN) solvent, with certain commonalities and variations upon inter-
acting. Thus, the two probes (A3 and AS3) can be used as colorimetric/fluorometric 
probes for discriminating specific cations and anions, with distinctive color changes 
in organic-aqueous solvents.
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2. Experimental section

2.1 Materials and apparatus

Compound A3 and AS3 were obtained from a commercial source. All the chemi-
cals and reagents used in this study were all of analytical reagent grade. The anions of 
Cl−, CN−, OH−, AcO−, Br−, I−, H2PO4

−, HSO4
−, N3

−, NO3
−, OCN− and F− were purchased 

as tetrabutylammonium salts from Sigma–Aldrich. Absorption measurements were 
performed on Perkin Elmer Lambda 35 spectrophotometer in a standard 3.0 ml 
quartz cuvette with 1 cm path length at room temperature. Fluorescence measure-
ments were carried out on a steady state excitation and emission spectra on the 
Molecular Device SpectraMax M2, Plate Reader.

2.2 Procedures for UV: Vis experiments

All UV–Vis spectra were recorded in acetonitrile (CH3CN) solvent on a Perkin 
Elmer Lambda 35 spectrometer by adding Tetrabutylammonium salts while keeping 
the concentration of AS or AS3 constant (1 × 10−5 M). Tetrabutylammonium salt 
(TBA) anions of Cl−, CN−, OH−, AcO−, Br−, I−, H2PO4

−, HSO4
−, N3

−, NO3
−, OCN− and 

F− were used for UV–Vis experiments. In addition, a range of heavy metal cation salts 
(AgNO3, Al(NO3)3, Co(NO3)2, Cr(NO3)3, Cu(NO3)2, Fe(NO3)2, Hg(NO3)2, MnCl2, 
Ni(NO3)2, Pb(NO3)2, SnCl2, Zn(NO3)2, CdCl2) were used for UV–Vis titrations.

3. Results and discussions

3.1 Photophysical studies of A3 and AS3 with anions and cations

3.1.1 Visual observation of A3 and AS3 with anions and cations

In order to establish the occurrence of chemical interactions between A3 and the 
anions, a series of prepared anionic and cationic solutions (0.03 M) in CH3CN were 
tested separately, about 3 ml of A3 (1 x 10−3 M) in CH3CN, at room temperature. The 
colorimetric activities observed were recorded (Figure 2). The addition of anions 

Figure 1. 
The molecular 2-D structures of (a) alizarin (A3) and (b) alizarin S (AS3).
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(Cl−, CN−, OH−, AcO−, Br−, I−, H2PO4
−, HSO4

−, NO3
−, ClO4

−, N3
−, and F−) to A3, were 

investigated through naked eye observable color changes. The dropwise addition 
of anions (TBA salts) to the shinny-yellow colored A3 solution, resulted in a series 
of naked eye observable color changes, ranging from deep blue (CN−), blue-violet 
(AcO−), blue-brownish (H2PO4

−), brown-yellowish (N3
−), deep blue (OH−) and 

(blue-violet (F−) as displayed (Figure 2). The intensity of the colors is an indica-
tion that A3 is a color-based indicator, with such unique concentrated color change. 
Clearly, the color changes were due to chemically associated interaction between A3 
and the anions. However, none of the other anions (Cl−, Br−, HSO4

−, NO3
− and ClO4

−) 
used could induce any significant color changes, even when large quantities were 
added. Interestingly, A3 was discriminatingly selective and sensitive to N3

−, turning 
the yellow color A3 to dark-yellowish A3-N3 complex. Probes sensitive and selective 
to N3

− are extremely rare in literature, with this being the least in literature reports. In 
addition, the addition of OCN− to A3 displayed a light brownish color of the complex 
A3-OCN. The two anions formed distinctive colors on interaction with A3, defying 
the trend with other anions above, which formed strong blue to violet color upon 
complexed (Figure 2a).

Moreover, comparative colorimetric studies were conducted for AS3 and anions 
(Figure 2b), were visual observation clearly showed the variation between the 
two-alizarin derivatives (A3 and AS3). Like with A3, the addition of anions to yellow 
AS3 resulted in a variety of colorimetric observations, such as F− (deep purple), 
AcO− (pink), H2PO4

− (dark yellow), N3
− (reddish-brown), OCN− (reddish-brown), 

OH− (deep-blue), CN− (purple) and Br− (no change) as displayed (Figure 2b). The 
effect of the sulfonyl group on the alizarin molecule was clearly visible upon interact-
ing with anions, giving different colors between A3 and AS3. Apart from the OH− and 
F− ions, which displayed deep-blue and violet colors for both A3 and AS3 respectively, 
the rest of the anionic interactions displayed different colors. However, the pattern 
in colors are still displayed among the two probes, but clearly the intensities differed 

Figure 2. 
Observable colorimetric changes of different anions upon interacting with (a) A3 and (b) AS3 both (1 x 10−5 M) 
in CH3CN at room temperature.
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perhaps due to different association constants, where some are more strongly associ-
ated comparing to others.

Furthermore, the multi-colorimetric sensor (A3) was also able to selectively and 
sensitively detect the presence of cations in acetonitrile. The gradual addition of 
heavy metal cations, of divalent in nature, to the A3 solution saw the yellow color 
changes to varieties of colors ranging from light-green (Cu2+), deep yellow (Zn2+), 
dark brown (Fe3+) and light orange (Ni2+) as displayed (Figure 3a). The range of 
different colors could mean diverse interacting modes with the probe, or dissimilar 
geometrical complementarities towards each cation. In addition, the presence of the 
sulfonic acid group in AS3 could induce mole or less similar cation interactions, even 
though different colors, with Cu2+ (light green), Zn2+ (crimson red), Fe3+ (brown) 
and Ni2+ (light orange). In addition, there was a noticeable additional color activities 
when Hg2+ was added to AS3, the color from light yellow (AS3) to slight deep yellow 
of the complex formed (AS3-Hg) as displayed (Figure 3b). The variations in colors 
of the complexes formed upon the two probes interacting with cations, signifies their 
differences in coordination and the effect of the sulfonic acid group present in AS3.

3.1.2 Absorption properties of A3 and AS3

Spectrally, the two probes were characterized by more or less similar absorption 
spectra, both of them defined by the π → π* transitions in the ultraviolet region, as 
well as the internal charge transfer band (ICT) in the visible region. Specifically, 

Figure 3. 
Observable colorimetric changes of different cations upon interacting with (a) A3 and (b) AS3 both (1 x 10−5 M) 
in CH3CN at room temperature.
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AS3 displayed a high-energy intense peak centered at 249 nm and another moder-
ate absorption band at 427 nm (Figure 4a), with a visual yellow color of the probe, 
(Figure 4a inset). Similarly, A3 was characterized by an intense π → π* band at 
246 nm, as well the internal charge transfer band at 420 nm (Figure 4b), with the 
color displayed (Figure 4b). In addition, in both cases (A3 and AS3) each probe has 
a light hump at 328 nm and 330 nm respectively, ascribed to the admixture of the 
π → π* and the ICT transition overlaps. The only difference in the two spectra is the 
slight red shift of the spectra of AS3 with about 2 nm of all the bands.

3.1.3 Absorption studies of A3 and AS3 on interaction with anions

The interaction of A3 with anions was characterized by similar changes in all four 
titrations. For instance, the molar addition of 5 equiv. of CN− to A3, resulted in the 
gradual disappearance of the ICT band at 420 nm, concomitant with the appear-
ance of a band associated with 328 nm peak centered now at 350 nm, as well as a 
completely new band deep in the visible light region centered at 570 nm (Figure 5a). 
In addition, an intense π → π* band at 246 nm disappeared followed by another new 
peak at 260 nm, upon the molar addition of CN−. Evidently, several isosbestic points 
were observed at 222 nm, 254 nm, 292 nm, 390 nm and 466 nm, which testimony to 
the co-existence and formation of new complexes, at equilibrium (Figure 5a). Similar 
patterns were observed upon gradual addition of AcO−, F− and OH− (Figure 5b–d), 
which were all due to the hydrogen bonding interaction of these anions with the 
hydroxyl groups of A3. It is evident that the interactions were similar in nature, given 
the similarities of the absorption spectra in all four cases, which are all via hydrogen 
bonding and suspectedly deprotonations.

On the other hand, the molar titrations of AS3 with anions resulted in similar patterns 
as those of A3 for the three anions (F−, CN−, OH−) as displayed (Figure 6a, c, and d). The 
molar titration of AS3 with F− saw a gradual disappearance of the ICT peak at 427 nm, 
concomitantly with the appearance of new peaks at 350 nm and 550 nm respectively 
(Figure 6c). The spectral activities are ascribed to the hydrogen bonding induced charge 
transfer upon bonding has taken place, to form complex pedants of AS3-F, AS3-CN and 
AS3-OH. Like in A3, the spectral activities were accompanied by several isosbestic points, 

Figure 4. 
Absorption spectra of (a) AS3 (1 x 10−5 M) and (b) A3 (1 x 10−5 M), both in CH3CN. The insets are colorimetric 
signatures under daylight conditions.
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at 238 nm, 300 nm, 400 nm and 463 nm, which proves the formation of new pedants co-
existing with other species at equilibrium. The other two titrations have resulted in similar 
patterns like that of F− (AS3-F), with spectral shifts precisely resembling each other 
(Figure 6a and d). Uniquely, the molar addition of N3

− to AS3 resulted in a slightly dif-
ferent spectra, comparing to the previous three (F−, CN−, OH−), with the disappearance 
of the ICT band at 427 nm, simultaneously with the formation of new bands at 330 nm 
and 526 nm (Figure 6b). This was accompanied by isosbestic points observed at 308 nm, 
373 nm and 466 nm respectively, signifying the formation of the pedant complex, and 
the co-existence of the probe and the complex at equilibrium. The interaction between 
N3

− and AS3 is still suspectedly through hydrogen bonding, even though it slightly differs 
from the rest, the binding position might be different.

Notingly, among the rest of the anions, H2PO4
− was still able to induce changes 

when added to A3, same way like F−, CN− & OH−, with all spectral characteristics 
(Figure 7a). Several isosbestic points were observed indicating that two species were 
co-existing in equilibrium. In addition, presence of AcO− when molar added to AS3, 
spectral changes were observed, displaying similar behavior to AS3-F, AS3-CN 
and AS3-OH as indicated (Figure 7f). This illustrates that the interaction between 
AS3 and AcO− was of hydrogen bonding nature, through the hydroxyl groups of the 

Figure 5. 
The absorption titration spectra of A3 (1 x 10−5 M) in CH3CN, with 5 equiv. of (a) CN−, (b) AcO −, (c) F− and 
(d) OH− at room temperature.
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probe. Other anions used could not induce any significant changes when added to A3 
(Figure 7b and 7c) and AS3 (Figure 7d) respectively. Thus, the main variation of the 
two probes (A3 & AS3) towards anions was observed with the discrimination of N3

−, 
which AS3 was able to detect in addition to the other anions. Moreover, unlike A3, 
AS3 was unable to detect the presence of H2PO4

− as indicated (Figure 7a), probably 
due to the presence of the sulfonic acid group in AS3.

3.1.4 Absorption studies of A3 and AS3 on interaction with cations

Complementary to colorimetric experiments, UV–Vis spectroscopic experiments 
were conducted to investigate how absorption properties of A3 and AS3 were influ-
enced by the presence of cations in the given solvent system. Subsequently, the molar 
addition of Cu2+ to A3 resulted in spectra shifts of significant distinction. The molar 
titration of A3 with Cu2+ resulted in the gradual disappearance of the ICT band at 
423 nm concomitant with the appearance of a new band at 383 nm, accompanied 
by an isosbestic point at 383 nm (Figure 8a). The isosbestic point clearly shows the 
formation of a complex (A3-Cu) from the probe (A3), the mechanism attributable 
to electronic energy transfer caused by the coordination between the guest (Cu2+) 
and the host (A3) species. The chelation-induced spectral changes were due to 

Figure 6. 
The absorption titration spectra of AS3 (1 x 10−5 M) in CH3CN, with 5 equiv. of (a) CN−, (b) N3 −, (c) F− and 
(d) OH− at room temperature.
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the coordination of the p-orbitals of the oxygen atoms (hydroxyl and/or carbonyl 
group) of A3 to the empty d-orbitals of Cu2+ to form a copper complex (A3-Cu). The 
chelation-induced change in spectra were in agreement with the light green color 
displayed upon introducing Cu2+ to A3, which was distinctively different from the 
interactions with other cation (Figure 8). However, the characteristics of the spectra 

Figure 7. 
The absorption titration spectra of A3 (1 x 10−5 M) in CH3CN, with 5 equiv. of (a) H2PO4

−, (b) N3 −, (c) other 
anions, and AS3 with 5 equiv. of (d) other anions, (e) H2PO4

−, (f) AcO−, at room temperature.
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as a result of titration, are suggestive that a two-stage interaction was possible, where 
Cu2+ was interacting with A3 in two different sites (in stages), given the geometrical 
identity of the molecule.

Furthermore, the only other cations that could induce significant changes when 
introduced to A3 were Fe2+ and Fe3+. For instance, the molar titration of Fe2+ with A3 
resulted in the emergence of two peaks in the UV-region at 309 nm and 360 nm, as 
well as the hyperchromic shift of the π → π* transition band at 243 nm (Figure 8b). 
The formation of a new peak, complemented by the color change, was ascribed to 
the coordination of Fe2+ to A3 forming a complex (A3-Fe). It was also noticed that 
no change was observed in the ICT band at 423 nm. Interestingly, the addition of Fe3+ 
was distinctively different, displaying a slight hypochromic shift of the ICT band 
at 423 nm, and the appearance of two new broader peaks in the regions of 300 nm 
to 360 nm, as well as 500 nm to 600 nm (Figure 8c), with two weakly identifiable 
isosbestic points, at 397 nm and 452 nm, respectively. The spectral behaviors are com-
pletely different from those of Fe2+, which signify the possible paramagnetic (Fe3+, 
d5) and diamagnetic (Fe2+, d6) property influence for the two cations. The difference 
could also stem from the fact, the two have different atomic sizes (varying atomic 
radii), which could play a significant role into geometrical complementarity between 
the guest (Fe) and host (A3), in terms of shape and size, let alone the electrostatic 

Figure 8. 
The absorption titration spectra of A3 (1 x 10−5 M) in CH3CN, with 5 equiv. of (a) Cu2+, (b) Fe 2+, (c) Fe3+, and 
(d) Zn2+ at room temperature.
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force. The addition of other competitive cations, including Zn2+ could only induce 
slight changes (Figure 8d).

Contrastingly, the introduction of cations to AS3 displayed slightly varying 
outputs as compared to A3. In addition to Cu2+, Fe2+ and Fe3+ discriminated by A3, 
the probe (AS3) was able to detect the presence of other cations such as Ni2+ and Zn2+ 
in the same solvent medium. However, similarly to A3, the probe could discriminate 
the presence of Cu2+, Fe2+ and Fe3+ in the same manner, with the disappearance of 
the peak at 423 nm, with the appearance of a new peak with maximum absorption 
at 299 nm upon the molar addition of Cu2+ (Figure 9a), with an isosbestic point at 
388 nm. The characteristics of the spectra were still suspect that there exists a two-
stage interaction between the guest (Cu2+) and host (AS3), which translates into Cu2+ 
interacting with probe through site 1, before interacting again at site 2 moment later, 
chronologically. Moreover, the molar titration of Fe2+, resulted in more distinctive 
and intense peaks, such as the hyperchromic shift experienced by the π → π* band at 
240 nm, followed by two new peaks at 310 nm and 361 nm (Figure 9b). These peaks 
were followed by a new broader chelation-induced metal-to-ligand charge transfer 
(MLTC) band in the visible region (450 nm to 650 nm), with two weakly recognizable 
isosbestic points, at 422 nm and 440 nm, respectively.

Moreover, it was noticeable that the interaction behaviors of Fe3+, Ni2+ and Zn2+ are 
of the same nature, based on the characteristics of their respective absorption spectra. 
The molar introduction of these cations to AS3 displayed similarities in spectral char-
acteristics, for example, all three had experience a new ICT band in the UV-region, a 
hypochromic shift at 425 nm and chelation-induced MLTC band in the visible region 
(Figure 9c–e). In both cases, three isosbestic points were observed, indicating the 
formation of complex pedants, upon interacting with the host species. In addition, 
other cations used did not induce any significant spectral shift, such Hg2+ as displayed 
(Figure 9f). It is worth noting, molecular identities of alizarin nature (A3 & AS3) are 
highly likely to undergo ESIPT mechanism, which could describe varying characteris-
tics of the formed complexes with different cations.

3.1.5 Selectivity studies of A3 and AS3 on towards cations and anions

The selectivity of A3 towards cations observed was relatively indistinguishable 
among several cations (Zn2+, Fe3+, Ni2+, Hg2+), except for Cu2+ and Fe2+, which 
displayed well-resolved spectra (Figure 10a). The addition of 5 equiv. each of cations 
demonstrated that A3 was mostly selective only to Cu2+ and Fe2+, however, in likely 
different modes of interaction, thus resulting in varying spectra. The color and 
spectral changes observed are resulting from a coordination induced charge transfer 
upon the interaction between the host (A3) and the guest (cations). Moreover, similar 
patterns were observed for AS3 upon interacting with cations (Figure 10b). The com-
bined addition of 5 equiv. each of cation to AS3 saw Cu2+ and Fe2+ behaving differ-
ently from others, more similar to what was observed with A3, however, in addition 
Zn2+ and Ni2+ showed significant response in terms of spectral variation (Figure 10b). 
The sensitivity and selectivity variation of AS3 over A3 towards cations, displayed 
the effect of a sulfonic acid group (–SO3H) has on the structure in terms of electronic 
transitions or charge transfers. Predictably, the interaction of A3 and AS3 is via 
coordination through the oxygen donor atoms (of hydroxyl groups and the ketones), 
thus with the additional oxygen donor atoms of the sulfonic acids, more coordination 
were possible. Therefore, recognition of Ni2+ and Zn2+ was observed, in addition to 
Cu2+ and Fe2+ for AS3, as compared to A3.
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Furthermore, the two sensors were responsive commonly to four anions (F−, 
CN−, OH−, AcO−) as displayed above. However, upon the addition of 1 equiv. of each 
anion, the spectra intensities of AcO− and OH− were similarly high than all others for 
A3 (Figure 10c), while for AS3 it was OH− and CN− which were higher than others 
(Figure 10d). Thus, the information displayed is informative about the selectivity of 

Figure 9. 
The absorption titration spectra of AS3 (1 x 10−5 M) in CH3CN, with 5 equiv. of (a) Cu2+, (b) Fe 2+, (c) Fe3+,  
(d) Ni2+ (e) Zn2+ and (f) Hg2+ at room temperature.
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the two sensors towards the anions. Evidently, OH− and AcO− exhibit high affinity 
towards A3, while OH− and CN− have highest binding affinity to AS3. The interaction 
of anions with the sensors is through hydrogen-bonding with the hydroxyl groups of 
A3 and AS3, in most cases leading to deprotonation. The presence of the sulfonic acid 
group in AS3 has harnessed the sensitivity the sensor to further discriminate CN− in 
comparison to A3.

3.2 Fluorescence studies

In previous studies, an alizarin molecule (A3) has been found to exhibit fluorescence 
emission in the region of 600–620 nm, excited at 457 nm, using a range of selected 
solvents [4]. Thus, based on the existing data, fluorescence studies of A3 and AS3 
were performed in CH3CN, in order to compare and contrast the effect of cations and 
anions upon interaction, to complement information observed in absorption studies. 
Fluorescence analysis of A3 has shown that the emission spectrum was characterized 
by a single moderate energy peak centered at 612 nm (λext = 457 nm), while AS3 was 
defined by a single emission peak at 600 nm (λext = 440 nm). The structural variations of 
A3 and AS3 have resulted in slight emission spectral variation, hence different excitation 

Figure 10. 
The combined absorption titration spectra of (a) A3 (1 x 10−5 M) with 5 equiv. of each cation, (b) AS3 (1 x 
10−5 M) with 5 equiv. of each cations, (c) A3 (1 x 10−5 M) with 1 equiv. of each anion and (d) AS3 (1 x 10−5 M) 
with 1 equiv. of each anion, all in CH3CN.
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wavelengths of the two structures. The blue shift exhibited by AS3 as compared to A3, 
is attributed to the presence of a strong electron withdrawing group of sulfonyl group. 
In essence, there exists two possible charge transfer mechanisms in each structure, the 
locally excited state and the proton transfer state, which coexist. Mostly in such cases, the 
proton transfer state normally occurs faster, thereby offsetting the locally excited state 
one, resulting in a single peak [4], in this case exhibited by both A3 and AS3 moieties.

Upon the molar titration with cations, the emission spectrum of A3 gradually 
experienced quenching process, varying from individual cations. For instance, the 
addition of Cu2+ (3 equiv.) resulted into a significant quenching process of more than 
98% (Figure 11a), ascribed to the coordination interaction of A3 with Cu2+ resulting 
in complex pedant (A3-Cu). Similar quenching trends were observed upon titration 
with Ni2+, where the emission spectrum gradually decreased with increasing molar 
addition (Figure 11b) of the cation. Furthermore, the molar titration of A3 with 3 
equiv. of Cu2+, resulted in 100% quenching effect (Figure 11a). Interestingly, the 
addition of Zn2+ displayed completely opposite behaviors of fluorescence enhance-
ment (Figure 11c). Contrary to all other cations used, which have all resulted in emis-
sion quenching, the addition of Zn2+ yielded fluorescence enhancement, signifying 

Figure 11. 
The fluorescence titration spectra of A3 (1 x 10−5 M) in CH3CN, with (a) Cu2+ (3 equiv.), (b) Ni2+ (20 equiv.), 
(c) Zn2+ (30 equiv.), and (d) Fe3+ (20 equiv.), at λext = 457 nm.
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that the nature of interaction was perhaps different from those of other cations. The 
quenching effect was suspectedly due to the combination of chelation-enhanced 
fluorescence (CHEF) and internal charge transfer (ICT) mechanisms. The addition 
of other cations, including Fe3+ did not induce any significant change to the spectrum 
(Figure 11d). Generally, the interaction modes of cations towards A3 and AS3 are via 
coordination through hydroxyl oxygen donor atoms within the structures [42–51]. It 
has also been established that the binding modes of particularly Zn2+ and Cu2+ among 
other transition metals towards A3 and/or AS3 entities is via hydroxyl groups [42, 43, 
46, 47, 50], inducing ESIPT process, in a 2:1 interaction ratio (Figure 12a and b).

Furthermore, the interaction of cations with AS3 showed closely similar results 
as in A3, however, a distinctive variance was observed in the association with Zn2+ 
and Fe3+. The addition Cu2+ to AS3 resulted in a 100% quenching process, showing 
that a strong association of AS3-Cu (Figure 13a), more like in A3-Cu pedant. A 
similar trend was observed upon the addition of Ni2+ to AS3, where 63% quenching 
was observed (Figure 13c). Interestingly, unlike in A3, the addition of Zn2+ to AS3 
resulted in a significant fluorescence quenching (Figure 13b), with a quenching of 
83% attained after adding 10 equiv. The different behavior of AS3-Zn is ascribed 
to the presence of a strong electron withdrawing sulfonyl group, which has a sup-
pressing or disruptive effect on charge transfer mechanisms, the coordination-based 
charge transfer and the ICT. Moreover, another new trend observed for AS3, was the 
interaction with Fe3+, unlike in A3, the molar addition of Fe3+ to AS3 resulted in a 
significant quenching of 67% (Figure 13d) due to chelation effect, even though about 
20 equiv. The interaction modes of cations with AS3 were similar to A3, through 
coordination with the hydroxyl groups of the AS3, mostly in a 2:1 interaction ratio 
(Figure 12a and b).

The interaction of biological anions with A3 and AS3 were studied fluorometrically, 
in CH3CN. The molar addition of anions (F−, CN−, OH−, AcO− and N3

−) resulted in 
fluorescence quenching (Figure 14). However, the incremental addition of F−, CN−, 
OH− and AcO− to A3, suggested a two-step interaction behavior, where initial molar 
addition resulted in obvious fluorescence quenching at 612 nm until a certain quantity 
was added, then interestingly, the continual addition suddenly gave rise to fluorescence 
enhancement (Figure 14a-d) with a new peak at 656 nm. The first step of fluorescence 
quenching was ascribed to hydrogen bonding interaction between anions and A3, while 
the subsequent enhancement observed shortly, with incremental excessive addition 
of the anions, was attributed to the deprotonation effect. The divorce of the hydrogen 
ion off the structure of A3 via ESIPT mechanism, resulted in the emissive properties 
of A3 restored, hence a new fluorescence enhancement spectra at a different wave-
length (656 nm), with increasing addition of anions. The new emission peak at 656 nm 

Figure 12. 
Proposed binding mechanisms for (a) A3 with cations, and (b) AS3 with cations



Recent Advances in Chemical Kinetics

80

signifies a change in the structure upon the removal of a hydrogen ion through deprot-
onation, thus red shifting the spectra from 612 nm (A3) to 656 nm (deprotonated A3). 
The other anion which induced fluorescence quenching upon interacting with A3, 
was N3

− (Figure 14e), however, no deprotonation effect was suspect, even when large 
quantities were added, ascribe to perhaps weaker interactions with A3.

Moreover, the effect of an electron withdrawing sulfonyl group was apparent from 
the activities of emission spectra of AS3 upon interaction with anions (F−, CN−, OH−, 
AcO− and N3

−). The interactions of all anions used induced significant fluorescence 
quenching (Figure 15a-e) due to strong association with AS3, through hydrogen 
bonding mechanism, however, no deprotonation process seemed to have taken place. 
Unlike in A3 where deprotonation was observed, AS3 did not display any signal 
of change in fluorescence behavior (red or blue shift), apart from quenching. The 
difference between the two probes (A3 and AS3) was the sulfonyl group, which is a 
strong electron-withdrawing species, thereby polarizing the molecule, thus inhibit-
ing fluorescence enhancement due to the deprotonation activity. It is obvious, the 
addition of 10 equiv. of the anions resulted in the decrease of fluorescence spectrum 

Figure 13. 
The fluorescence titration spectra of AS3 (1 x 10−5 M) in CH3CN, with (a) Cu2+ (3 equiv.), (b) Zn2+ (10 equiv.), 
(c) Ni2+ (20 equiv.), and (d) Fe3+ (20 equiv.), at λext = 440 nm.
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Figure 14. 
The fluorescence titration spectra of A3 (1 x 10−5 M) in CH3CN, with (a) F− (20 equiv.), (b) OH− (10 equiv.),  
(c) CN− (20 equiv.), (d) AcO− (40 equiv.) and (e) N3

− (30 equiv.), at λext = 457 nm.
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Figure 15. 
The fluorescence titration spectra of AS3 (1 x 10−5 M) in CH3CN, with (a) F− (10 equiv.), (b) CN− (10 equiv.), 
(c) OH− (10 equiv.), (d) AcO− (5 equiv.), (e) N3

− (30 equiv.) and (f) H2PO4
− (50 equiv.), at λext = 440 nm.
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at 612 nm, with the quenching strength depending on the nature of anions, F− (75% 
quenching), CN− (79% quenching), OH− (79% quenching) and N3

− (79% quench-
ing). There was no significant fluorescence change signals upon the addition of other 
anions, including H2PO4

− (Figure 15f).

4. Conclusion

Conclusively, the comparative studies on the chemosensing property studies of 
the two Alizarin probes (A3 and AS3) were successfully conducted. The two enti-
ties displayed closely similar behaviors towards the discrimination of cations and 
anions in CH3CN. However, variations in behaviors was observed in cations towards 
A3 and AS3, where each probe was able detect certain cations, by means of UV–Vis 
absorption titrations, as well as fluorometric responses. The UV–Vis titration of A3 
with cations resulted in selective detection of Cu2+, Fe3+, Fe2+ and Zn2+, while AS3 
was responsive towards Cu2+, Fe3+, Fe2+, Ni2+ and Zn2+ respectively. The behaviors 
of anions towards A3 and AS3 in UV–Vis titrations (so as colorimetrically) and 
fluorometrically were consistently similar. On the hand, fluorometric titrations 
resulted in distinctive behaviors, where mostly fluorescence quenching effect was 
observed upon adding cations to A3 or AS3 in CH3CN. However, distinctive features 
were experienced upon adding Zn2+ to A3 and AS3, where chelation fluorescence 
enhancement (CHEF) and chelation enhanced fluorescence quenching (CHEQ ) were 
observed, respectively. Another distinctive feature between the two probes observed 
was the deprotonation effects exhibited by A3 upon interacting with anions (F−, CN−, 
OH− and AcO−), where at first a quenching effect was observed, then further addi-
tion resulted in the enhancement effect (due to deprotonation effect). However, this 
was not the case for the with AS3, where all anions were restricted to fluorescence 
quenching ONLY, even after large quantities were added. The differences in fluoro-
metric properties of A3 and AS3 towards Zn2+ and anions, were influenced by the 
presence of the sulfonyl group in AS3, which was the main determining factor, since 
it is a strong electron withdrawing group. Thus, it can be said that the two probes 
have displayed interesting features in applications towards the detection of cations 
and anions, which can be used in the development of analytical probes for real time 
applications.
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Chapter 6

Perspective Chapter: Slowing Down
the “Internal Clocks” of Atoms – A
Novel Way to Increase Time
Resolution in Time-Resolved
Experiments through Relativistic
Time Dilation
Hazem Daoud

Abstract

Traditional time-resolved studies typically rely on a pump laser beam that triggers
a reaction dynamic in an atom or molecule and is subsequently probed by a probe
pulse of photons, electrons or neutrons. This traditional method is reliant on
advancements in creating ever shorter probe and pump pulses. The shorter the pulses
the higher is the time resolution. In this chapter we would like to present a novel idea
that has the potential to achieve 2–3 orders of magnitude higher time resolutions than
is possible with laser and electron compression technology. The proposed novel
method is to slow down the ‘internal clock’ of the sample. This can be achieved by
accelerating the sample to relativistic speeds, which can be realized in particle accel-
erators such as cyclotrons and synchrotrons.

Keywords: ultrafast science, femtosecond, attosecond, spectroscopy, electron
diffraction, molecular dynamics, special relativity

1. Introduction

Until a few decades ago capturing molecular dynamics was in the realm of
Gedanken- or thought experiments [1, 2]. Chemists know about the reactants and the
final products of chemical reactions, but how the molecules and atoms rearrange
themselves to produce the reaction products had always remained in the realm of
imagination. This is due to the technical difficulties in making these measurements. In
solids, chemical reactions occur at the speed of sound (�1000 m/s) and atomic bond
lengths are on the order of 1 Å, which means that the time resolution required is on the
order of femtoseconds [3, 4].

Recent advances in laser technology have made it possible to produce laser pulses
that are femtoseconds and even attoseconds in duration [5]. This has enabled rapid
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developments in the field of ultrafast science. Typically, a short laser pulse initiates a
photo-induced reaction dynamic in a molecular sample, which is then probed by a probe
pulse. Probe pulses can be short X-ray pulses [6] in X-ray free electron lasers (XFELs)
[7] or compressed electron pulses [8] in tabletop experiments [3, 9]. Additionaly, laser
pulses can be used in table-top spectroscopy experiments, which temporally probe
molecules and atoms but not with the same spatial resolution as X-rays [10, 11]. XFELs
are multibillion dollar facilities that are very costly to operate and entail very complex
engineering [12]. However, electron beams are generated in table-top experiments. The
electrons are usually accelerated via a DC electric field for a short distance in order to
avoid rapid expansion due to Coulomb forces between them [13], or they are acceler-
ated via a DC field, then compressed via an RF field [14, 15]. There are also designs
where acceleration and compression take place through the same RF field [16]. Fur-
thermore, utilizing relativistic electron sources can also improve brightness and time
resolution since they greatly reduce pulse broadening effects [17–19]. In all cases a short
probe pulse is produced. Probe pulses capture molecular dynamics and produce a
diffraction pattern. By varying the time delay between pump and probe pulses, the
molecular dynamics at different time points can be captured and a’molecular movie’ can
be generated. As a result, the time resolution is mainly limited by the technological
ability to produce ever-shorter laser and electron pulses [20], both for triggering a
photo-induced dynamic rapidly and for imaging it. In other approaches, the probe pulse
is dissected to increase time resolution. In the case of electrons, streak cameras [21] that
spatially separate a long electron beam into smaller pieces have been developed,
enabling higher time resolutions [22]. Another proposed method, known as optical
gating [23], uses ultrashort laser pulses to dissect the electron beam and achieve a higher
time resolution than was originally possible based on the length and speed of the beam.

For the sake of making this chapter as self-encompassing as possible, we will start
with a review of special relativity (SR) and the concepts of time dilation and length
contraction. This shall make for a smoother understanding of the core ideas of the
proposed novel experiment.

2. Special relativity: a quick review

2.1 A brief history

Towards the end of the nineteenth century there was one major inconsistency
plaguing the structure of theoretical physics. Newton’s1 equations described very well
the mechanics of moving objects ranging from tiny objects on earth to the orbits of
planets in space. Maxwell2 had successfully completed the theoretical framework of
electromagnetism in 1865, a monumental task that crowned the gradual understand-
ing of electromagnetism throughout the eighteenth and nineteenth centuries through
the work of scientists such as Coulomb3, Ampère4 and Faraday5. Despite the

1 Sir Isaac Newton: English mathematician, physicist, engineer, philosopher, astronomer, theologian and
author (1642–1726).
2 James Clerk Maxwell: Scottish mathematician and physicist (1831–1879).
3 Charles-Augustin de Coulomb: French engineer and physicist (1736–1806).
4 André-Marie Ampère: French physicist and mathematician (1775–1836).
5 Michael Faraday: English physicist (1791–1867).
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enormous success of both Newton’s and Maxwell’s frameworks in describing mechan-
ical objects and light, respectively, they were inconsistent with each other. Maxwell’s
equations predicted a constant speed of light and Newton’s equations suggest that
objects moving at different speeds should measure the speed of light to be different.
On a more rigorous level, Newton’s equations are invariant under Galilean6 trans-
formations while Maxwell’s equations are invariant under Lorentz7 transformations.
So, each set of equations suggested a different symmetry present in nature. Moreover,
in 1887, on the experimental side, Michelson8 and Morley9 tried to detect a difference
in the speed of light for observers moving at different speeds but their results were
decidedly negative. There were some attempts to resolve this consistency but it was
Einstein,10 who, in 1905, successfully presented the correct solution through a radical
theory that would change our understanding of nature forever.

To resolve the inconsistency Einstein suggested that:

1.The laws of physics are invariant in all inertial frames of reference.

2.The speed of light in vacuum is constant in all frames of reference.

Simply put, he suggested that Newton’s equations were fundamentally wrong and
he replaced them with the equations of SR that were invariant under Lorentz trans-
formations. The implications were dramatic: different observers experience different
rates of time, lengths can shrink or elongate and many other peculiar effects take place
as objects approach the speed of light. Newton’s equations were only a very good
approximation as long as objects moved slowly compared to the speed of light.

2.2 Mathematical framework

There are many ways to approach SR from a mathematical point of view. In this
chapter we will present the mathematical framework of SR in a simple manner.

2.2.1 Galilean transformations

Limiting our consideration to one spatial dimension for simplicity, the most gen-
eral way one can transform between two coordinate systems O and O0, where O0 is
moving with speed v in the positive x-direction compared to O, is the following:

x0

t0

� �
¼ a b

e f

� �
x
t

� �
(1)

Assuming that space is homogeneous and noticing that the principle of relativity
requires that O moves at speed -v compared to O0, we are restricted to linear trans-
formations. A deeper mathematical analysis of this is outside the scope of this chapter.

6 Galileo Galilei: Italian astronomer, physicist, engineer, philosopher, and mathematician (1564–1642).
7 Hendrik Antoon Lorentz: Dutch physicist (1853–1928).
8 Albert Abraham Michelson: German-born American physicist (1852–1931).
9 Edward Williams Morley: American physicist (1838–1923).
10 Albert Einstein: German physicist (1862–1943).
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Taking all this into account the forward and backward transformations are calculated
to be:

x0

t0

� �
¼

a �av
1� a2

av
a

2
4

3
5 x

t

� �
(2)

x
t

� �
¼

a av
a2 � 1
av

a

2
4

3
5 x0

t0

� �
(3)

The Galilean transformations coincide with our everyday intuition (a = 1).
Velocities are additive, acceleration is invariant and time is the same for all observers.

x0 ¼ x� vt (4)

t0 ¼ t (5)

2.2.2 Lorentz transformations

Going back to the general form of the transformations, we have:

x0 ¼ ax� bt (6)

x ¼ ax0 þ bt0 (7)

By setting x0 ¼ 0, we can calculate the relative velocity of O0 with respect to O

V 0 ¼ b=a � v (8)

and similarly, by setting x ¼ 0, we calculate

V ¼ �b=a ¼ �v (9)

Assuming the speed of light is constant in all inertial frames of reference, we
consider a light signal when the origins coincide (t0 ¼ t, x0 ¼ x). The propagation of
the light signal in both frames is:

x ¼ ct (10)

x0 ¼ ct0 (11)

Substituting Eqs. (10) and (11) into Eqs. (6) and (7) yields:

ct0 ¼ ac� bð Þt (12)

ct ¼ acþ bð Þt0 (13)

Substituting Eq. (13) into Eq. (12) and using Eq. (8) yields:

a ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p � γ (14)

b ¼ av ¼ γv (15)
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Substituting Eqs. (14) and (15) into Eqs. (6) and (7) yields:

x0 ¼ γ x� vtð Þ (16)

x ¼ γ x0 þ vt0ð Þ (17)

By substituting Eq. (16) into Eq. (17) the transformation of time is obtained:

t0 ¼ γ t� vx
c2

� �
(18)

t ¼ γ t0 þ vx0

c2

� �
(19)

2.2.3 Time dilation

Consider an observer in the frame of reference O at the origin, so x ¼ 0 with a clock
that has a period Δt ¼ t2 � t1. For the observer in O0 that period is much longer, namely

Δt0 ¼ γΔt: (20)

Hence, the clock is ticking slower for the moving observer.

2.2.4 Length contraction

Similar to the peculiar effect of time dilation, a moving observer experiences a
contraction in length along the direction of movement. Consider an observer in the
frame of reference O that measures a moving ruler to be of length Δx. This measure-
ment happens instantly at one point in time such that t2 ¼ t1. This is an important
detail as simultaneous times in one frame are not simultaneous in the other one. For
the observer in O0 that length transforms to

Δx0 ¼ γΔx: (21)

Now, by symmetry, i.e., a ruler at rest in O, that is measured to be of length Lo in
O, is measured to be of length

L0
o ¼

1
γ
ΔLo (22)

in O0. Alternatively, we could have considered an object at rest in O at the beginning
but this would have added an extra step in the derivation as we would have considered
the transformations both in space and time. Either way we arrive at the same result;
moving objects experience length contraction along the direction of motion.

With that knowledge inmind, we are now ready to discuss the proposed experiment.

3. The proposed experiment

This section presents a method for studying molecular and atomic dynamics using
time-resolved diffraction or spectroscopy studies with greater time resolution without
relying on laser or electron beam technology advancements [24]. In this method,
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instead of shortening the probe pulse, the ‘internal clock’ of the sample (charged
molecule or ion) is slowed down. This can be accomplished by accelerating the sample
to relativistic speeds, which can be realized in particle accelerators, such as cyclotrons
and synchrotrons. A sample, which is accelerated to speed vs, undergoes a slowing
down of its ‘internal clock’ by a factor of γ, where

γ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2s =c2

q
(23)

relative to the lab frame irrespective of its velocity direction. As a result, the time
resolution becomes a function of the sample’s energy rather than being mainly reliant
on pump and probe pulse durations. This can easily enable new time resolutions that
have never been unlocked before.

3.1 Experimental considerations

To successfully implement any novel method, there are several barriers and chal-
lenges to overcome. We will introduce the experimental setup and discuss the exper-
imental challenges and limitations, as well as the physics involved in the proposed
setup.

3.1.1 Setup

We propose accelerating the samples in a cyclotron or synchrotron and studying
them at a fixed energy E and, consequently, at a fixed speed vs, which remains
constant during data collection. Figure 1 shows a schematic of the experimental setup.
During the experiment, samples are accelerated into a chamber in which a pump pulse

Figure 1.
Schematic of the proposed experimental setup: Samples are accelerated to a fixed energy. A pump pulse and a
probe pulse are directed parallel to each other and perpendicular to the sample direction of motion. The delay
between the pump pulse and probe pulse can be controlled by changing the distance between the two beams.
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is directed parallel to a probe pulse and perpendicular to the direction of the sample’s
motion. The delay between the pump pulse and probe pulse can be controlled by
changing the distance L between the two beams. The resulting time delay τ0d according
to the sample’s clock is

τ0d ¼
L
vsγ

: (24)

As a result, the signal will reflect the changing dynamics according to the ‘internal
clock’ of the sample.

3.1.2 Sample suitability

To begin with, this novel method can only be applied to electrically charged ions or
molecules so that they can be accelerated to relativistic speeds, and to molecules that
are in the gas phase in order to achieve the required energies. To run the experiment
for a given time resolution, the higher the mass of the sample, the more energy is
needed, so the best candidates for such studies are light, charged molecules, and ions.

The typical number density in gas phase UED [25–27] and spectroscopy [28]
experiments is � 1015 cm�3. Proton bunches at the LHC contain 1:15 � 1011 protons
with a proton number density of � 1016 cm�3 [29, 30]. There have been many
schemes to reduce bunch length, and in fact an order of magnitude shorter bunch
length has been produced for the purpose of accelerating electrons with plasma
wakefields of proton bunches [31].

It is also necessary for a sample to be stable when subjected to the accelerator
conditions. H-anions with a binding energy of � 0.75 eV are accelerated regularly to
520 MeV at TRIUMF [32]. Molecules with covalent bonds typically have binding
energies of 1 eV or higher. The typical length scale of a covalent bond is 1 Å. Hence, to
break a bond, a force of �1600 pN is needed. The forces exerted by typical electric
fields (< 10 MV/m) and typical magnetic fields (< 10 T) are orders of magnitude less
than 1600 pN. Furthermore, second ionization energies for atomic ions are typically
significantly higher than 1 eV.

In addition to originally being designed to accelerate only protons and positively
charged ions, the LHC ring has recently been used to accelerate partially stripped
Pbþ81 ions with one electron to an energy of 6.5 Q TeV [33] as part of the gamma
factory proposal [34] to create a new type of high intensity light source. Although
originally designed to accelerate protons or positively charged ions only, the LHC ring
has recently accelerated partially stripped Pbþ81 ions with one electron to an energy of
6.5 Q TeV [33], where Q is the ion charge number, as part of the gamma factory
proposal [34] to create a new type of high intensity light source. Currently,
engineering challenges with regard to collimation are being addressed [35].

3.2 Theoretical considerations

3.2.1 Energy considerations

At the moment, the Large Hadron Collider at CERN can accelerate protons to
energies on the order of 7 TeV [36] and lead ions to 5 TeV collision energies [37], which
is enough to boost the resolution of time measurements significantly. As an example, a
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hydroniummolecule (H3Oþ, rest mass: 3:16� 10�26 kg) accelerated to an energy of 1:8
TeV would experience a slowing down of time with a γ factor of 100. Since

E ¼ γmc2, (25)

the time resolution scales proportionally to energy, so an energy of 18 TeV would
result in an astonishing γ ¼ 1000. Additionally, time resolution is inversely propor-
tional to mass, so hydrogen ions, for example, would experience an order of magni-
tude more gain in time resolution than hydronium molecules with the same energy.

The effect of relativistic time dilation on dynamical processes will still be
extremely fascinating to observe, even if the particle accelerators cannot be commis-
sioned to perform this experiment in the near future. With current laser technology it
is possible to observe changes in differential detection, with and without a perturba-
tion, as small as 10�4 to 10�8 [38, 39] using standard modulation techniques and
photon detectors. There has also been major advances in laser based particle acceler-
ators up to field gradients as high as 100 GeV/m [40–43] that will soon enable particle
kinetic energies up to 10 GeV range or higher. As compared with particle accelerators,
this level of relativistic energy would result in only modest time dilation. It would
nonetheless constitute a direct measurement of time retardation, which would prove
to be an important test case for the development of laser-based particle acceleration
with the goal of controlling the time variable directly, asymptotically approaching’-
stopping’ time. A control of the time variable could open up new avenues, beyond
simple imaging, to driving dynamics that are otherwise too rapid to control.

3.2.2 Pump and probe beam dynamics

As in standard ultrafast studies, pulsed pump and probe beams can be used. The time
resolution is largely determined by the pulse duration of the pump and probe pulses. In
conventional terms, the pulse duration refers to the time during which the full width at
half maximum (FWHM) of the pulse crosses the sample. The pump pulse determines
the trigger speed, and the probe pulse determines the imaging time resolution.

Besides velocity mismatch [44, 45], which takes place due to the difference in
velocity between pump and probe pulses and their different incidence angles, other
factors that affect the time resolution are the time of arrival jitter [25] for RF acceler-
ated electron pulses. By the very nature of the experimental geometry, however, a
lower resolution due to velocity mismatch or time of arrival jitter is avoided, as both
pulses are parallel, so the delay time from time zero is solely determined by the speed
of the sample between the pump and probe pulses. According to our proposed setup,
the pulse crosses the sample in two directions, and we will thus consider the pulse
duration during which the pulse crosses the sample or vice versa, in both directions.
To explain the physics we denote the direction, parallel to the direction of propagation
of the sample beam, y and denote the perpendicular direction x. For clarification, we
will treat the problem from the lab frame of reference as well as from the sample
frame of reference.

a. Lab frame of reference. The pulse duration in the x-direction τx is given by

τx ¼ lx
vp

, (26)
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where lx indicates the pulse length in the x-direction and vp indicates the speed
of the pump/probe pulse. The pulse duration in the y-direction τy is given by

τy ¼
ly
vs
, (27)

where ly indicates the pulse length in the y-direction and vs indicates the speed of the
sample.Vs will always be close to the speed of light c in the proposed experiment.

b. Sample frame of reference. With relativistic speeds approaching the speed of
light, the effect of length contraction along the direction of sample propagation
y becomes significant. Hence, the length of the pulse in the y-direction is
contracted to

l0y ¼
ly
γ
: (28)

The pulse duration in the y-direction τ0y is then given by

τ0y ¼
ly
γvs

: (29)

The pulse duration in the x-direction τ0x is given by

τ0x ¼
γlx
vp

(30)

as vp transforms to

v0p ¼
vp
γ

(31)

in the sample frame of reference. This happens because of relativistic angle aber-
ration. In the lab frame of reference a pulse that is emitted at 90∘ does not hit the
sample perpendicularly in the sample frame of reference. The closer vs is to c the
smaller is the incidence angle between the beam and the sample’s line of motion in the
sample frame of reference. When discussing the observable signal relativistic angular
aberration will be discussed in more detail.

However, as a quick check, if we assume that the probe beam consists of photons,
then vp ¼ c. Utilizing Eq. (41), the longitudinal component of velocity in the sample

frame of reference is given by c cos θ0i ¼ c cos θi�v
c

1� cos θivc
, where θi is the angle in the lab frame

of reference and v is the speed of the sample in the lab frame of reference. Plugging in
θi ¼ π

2, we end up with �v as the longitudinal component. The total speed of the

photon probe pulse is then given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c
γ

� �2
þ �vð Þ2

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 1� v2

c2
� �þ �vð Þ2

q
¼ c, which

is expected as the speed of light is constant in all frames of reference.
Typical pulses are Gaussian temporally and spatially (τx ffi τy) and so the time

resolution τres would be determined by the relativistically shortened duration τ0y. It
would thus be given by
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τres ¼ 1
γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2pump þ τ2probe

q
, (32)

where τpump and τprobe are the transit time durations of the sample beam through
the pump and probe pulses in the lab frame, respectively. As an example for pump
and probe beams with ly ¼ 10 μm and γ ¼ 100, the time resolution would be roughly
470 as. Figure 2 shows a visual representation from both frames of reference along the
relevant direction y.

The lab frame of reference is the same as the sample frame of reference in con-
ventional pump-probe experiments. Signals (e.g., diffraction patterns) always reflect
interaction time according to the clock rate of the sample, so our proposed setup
exploits the involved relativistic effects that result from the differences between two
frames of reference.

3.2.3 Doppler effect and frequency shifts

In order to properly conduct the experiment, it is imperative to understand how
the frequency of a laser, x-ray or electron pulse is ‘seen’ by the sample in its own rest
frame. Changing the frequency of a laser can cause it to be outside the absorption
spectrum of the sample, preventing the intended interaction. The spatial resolution of
scattering x-rays and electrons would decrease if they undergo significant redshifts,
for example. Furthermore, there is the relativistic effect of time dilation in addition to
the classical Doppler effect. Even if the source and receiver are not crossing paths,
relativity dictates a frequency shift known as the transverse Doppler effect [46].

If we let θ be the angle between the sample wave vector and the wave vector of the
pump/probe particles, as measured in the lab frame of reference, then the frequency

Figure 2.
Lab and sample frames of reference: Along the y-direction the length of the pulse is contracted in the sample frame
of reference relative to the lab frame of reference.
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that the sample ‘sees’, f s, is given in terms of the frequency in the lab frame of
reference, f l, by

f s ¼ f lγ 1� β cos θð Þ (33)

for photons (see derivation in Appendix A) [47]. For other particles, e.g., electrons,
one needs to replace β with

βe ¼
vs
ve
, (34)

where ve is the speed of the particles but γ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2s =c2

p
remains the same. In

our proposed setup, where the pump and probe beams are perpendicular to the
direction of motion of the samples, we have

f s ¼ f lγ: (35)

Depending on the angle, there could either be a redshift or a blueshift. For one
critical angle θc there is no frequency shift. For β (βe) ≈ 1, as γ becomes larger, θc
becomes smaller, meaning that the two wave vectors are more collinear. Although this
would eliminate frequency shifts entirely, it would decrease the time resolution sig-
nificantly.

3.2.4 The observable signal

The interaction between light and matter can take many different forms (e.g.,
absorption, scattering, etc.). In this section we present a general scheme for calculat-
ing the final observable signal in our proposed experiment.

The main steps are: (1) transforming the incident field from the lab frame of
reference to the sample frame of reference by applying the Lorentz transformations;
(2) calculating the resultant signal in the sample frame of reference; (3) transforming
the signal from the sample frame of reference to the lab frame of reference by
applying the Lorentz transformations one more time.

Without loss of generality, for an incident electric field Ei with angular frequency
ωi polarized in the z-direction and incident at angle θi (angle between photon wave

vector k
!
i and sample velocity vector v!s), the field would be Lorentz transformed to

the sample frame of reference to E0
i in the following way: [48, 49].

E
!
i ¼ ẑEi exp iki cos θiyþ sin θixð Þ½ � exp �iωitð Þ, (36)

E
!0
i ¼ ẑ0E0

i exp ik0i cos θ0iy
0 þ sin θ0ix

0� �� �
exp �iω0

it
0� �
, (37)

where

E0
i ¼ γ 1� β cos θið ÞEi, (38)

k0i ¼
ω0
i

c
, (39)

ω0
i ¼ γ 1� β cos θið Þωi, (40)
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θ0i ¼ cos �1 cos θi � β

1� cos θi βð Þ
� �

: (41)

For particles other than photons moving with speed ve the angular frequency and
angle transform in the following way:

ω0
i ¼ γ 1� βe cos θið Þωi, (42)

θ0i ¼ tan �1 sin θi
γ cos θi � βeð Þ

� �
: (43)

However, as before γ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� β2

p
with β ¼ vs

c remains the same.
Due to the nature of the angular transformations (see derivation in Appendix B),

we expect scattering and diffraction angles to be wider than for the static case, and
hence, we recommend detectors that cover as much of the 4π sr solid angle as possible.

Momentum transfer due to light radiation pressure would have a more negligible
effect on changing the ion beam path than in conventional ultrafast gas electron dif-
fraction. Forces perpendicular to the ion beam path would cause acceleration according
to atransverse ¼ Ftransverse

γm . Forces along the ion beam path would cause acceleration according

to alongitudinal ¼ Flongitudinal

γ3m . Hence, acceleration due to transverse forces is reduced by a

factor of 1
γ and acceleration due to longitudinal forces is reduced by a factor of 1

γ3 as
compared to conventional non-relativistic ultrafast gas electron diffraction. This is due
to the well-known concept of transverse and longitudinal masses in special relativity.

4. Conclusions

In this chapter, we proposed a novel method for time-resolved studies that relies
on taking advantage of relativistic effects rather than on advances in laser technology
or electron beam compression. It was shown that by using currently available tech-
nology, this method could improve time resolution by 2 or 3 orders of magnitude. This
has the potential of opening up a whole new domain of ultrafast dynamics that was
previously unattainable. With ever more powerful accelerators being proposed, there
will be great potential to achieve truly remarkable time resolutions that far exceed the
status quo. We hope this would lead to new avenues of collaboration between the
particle physics community and the ultrafast science community, which will
maximize the research potential of particle accelerator facilities worldwide.
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Appendix A. Relativistic frequency shifts

We will derive the relativistic frequency shift formula in two steps. First we will
consider a classical example to derive the classical Doppler shift then we will consider
the relativistic effects involved in the second step.
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A.1 Classical Doppler shift

Consider a resting source emitting a photon with frequency f 0 and period T0

collinear with an observer moving with speed u in the same direction as the emitted
photon. We denote the frequency observed as f S. The observed wavelength λS is
given by

λS ¼ c� uð ÞT0: (44)

Hence,

c
f S

¼ c� u
f 0

, (45)

and so,

f 0 ¼ 1� βð Þ f S, (46)

where β ¼ u
c.

A.2 Relativistic Doppler shift

a. The time interval between consecutive crests in the source frame of reference is
T0.

b. Due to relativistic time dilation, the time interval between consecutive crests in
the observer frame of reference is γT0.

c. The time interval between the reception of consecutive crests in the source
frame of reference is T0 1� β cos θð Þ, where θ is the angle between the observer’s
wave vector and the wave vector of the photon.

d. The time interval between the reception of consecutive crests in the observer
frame of reference is γT0 1� β cos θð Þ. A calculation analogous to the classical
Doppler shift yields f 0 ¼ γ 1� β cos θð Þ f S

Appendix B. Relativistic angular aberration

Consider a probe beam emitted from a source at an angle θ and speed u with
respect to the wave vector of an observer moving with speed v in the frame of
reference of the source. Considering a 2-d plane containing the wave vectors of the
probe beam and the observer, we can define the components as follows:

ux ¼ u cos θ (47)

uy ¼ u sin θ (48)

In the observer frame of reference (indicated with a prime), using the relativistic
velocity transformations, yields:
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u0x ¼
u cos θ � v
1� v

c2 u cos θ
(49)

u0y ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

q
u sin θ

1� v
c2 u cos θ

(50)

Hence,

tan θ0 ¼ u0x
u0y

¼
ffiffiffiffiffiffiffiffiffiffiffi
1� v2

c2

q
u sin θ

u cos θ � v
: (51)

The probe beam speed in the observer frame of reference is

u0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02x þ u02y

q
¼

u2 � u2v2 sin θ2
c2 � 2u cos θvþ v2

� �1=2

1� v
c2 u cos θ

:ω
_ (52)

So,

cos θ0 ¼ u0x
u0

¼ u cos θ � v

u2 � u2v2 sin θ2
c2 � 2u cos θvþ v2

� �1=2 (53)

If the probe beam consists of photons, then u ¼ c and this simplifies further to

cos θ0 ¼ cos θ � v
c

1� v
c cos θ

: (54)
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