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Preface

Droplet dynamics can be used in many industrial and technical applications, such as
coating machines, cooling systems, gas turbines, spray painting, nozzle baffle valves in
hydraulic systems, and combustion engines in marine and aircraft vehicles. Different
applications require different solutions and effects. In small combustion engines, such
as direct injection spark-ignition (DISI) gasoline commercial vehicles, impingement of
atomized droplets on the piston head and cylinder wall affects the mixture formation
prior to combustion and thus influences engine performance and pollutant emissions.
Especially during the warmup or cold start condition, the droplets impact the wall to
form liquid adhesion before evaporation, resulting in unburned hydrocarbons. Even in
marine and aircraft engines with less consideration of emissions, droplets impacting
and adhering to the wall may decrease the efficiency and performance of the engine,
leading to more fuel storage. As such, droplet behavior is a basic scientific and critical
issue for investigation. Furthermore, mastering the principles of droplet dynamics helps
to optimize simulation models and improve computational efficiency and accuracy.

This book on fundamental research and application of droplet dynamics includes six
chapters that address such topics as droplet behaviors, experimental methods for inves-
tigations, multiple droplet characteristics, liquid transportation in atmospheric pressure
plasmas, liquid spray and atomization in a nozzle, and droplets in bioinspired smart
surfaces. In practice, these aspects must be considered together to maximize the under-
standing and application of droplet dynamics. The chapters are organized into four
sections on concepts, investigation methods, fundamental research, and applications.

A comprehensive analysis of the technology and application of droplet dynamics

is beyond the scope of this book. However, the content of this volume is useful for
audiences to broaden their knowledge of liquid droplet behaviors. This book may
serve both as a graduate-level textbook for mechanical engineering students and as a
reference for professional engineers in the industry.

The research necessary to write and edit this book was carried out during my employment
as an assistant professor at Hiroshima University, Japan. I am grateful for my experiences
there as well as the support of my colleagues. I would also like to thank IntechOpen for
inviting me to be the editor of this volume, especially Ms. Ana Javor and the publishing
process staff for their help in coordinating the reviews, editing, and printing of this book.

Dr. Hongliang Luo

College of Power and Energy Engineering,
Harbin Engineering University,

Harbin, China
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Chapter1

Introductory Chapter: Droplet
Formation and Evolution

Hongliang Luo

1. Introduction

Nowadays, decreasing carbon emissions becomes the global consensus. Therefore,
in order to achieve carbon neutrality in the near future, many efforts should be done
including energy transition, carbon capture, and carbon utilization. Among them,
liquid-droplet flow can be applied in many industries, such as the internal combus-
tion engine, colling machines, coating machines, hydraulic transmission equipment
agricultural irrigation, and oil-gas transportation.

2. Liquid droplet formation

Generally, nozzles or orifices are often applied to disperse the liquid into the air
environment or another immiscible liquid. The discrete droplet is called the discrete
phase, while the gas or other liquid is called the continuous phase. In addition,
during the liquid-gas interaction, the liquid film may still break into small droplets.
Therefore, in the industrial field, especially in the field of internal combustion
engines, the discrete phase and continuous phase fluids move together, finally form-
ing a common two-phase (gas-liquid) fluid. For example, the liquid fuel is firstly
injected into the cylinder and atomized by the air movement. After fully mixed with
air, fuel droplets are ignited and then explosively burned. The main mechanical
behaviors of droplets are shown as follows:

1. “Internal circulating flow”—The shear force generated by the friction between
the two phases in the continuous phase fluid causes the droplets to flow, called
internal circulating flow.

2. “Deformation”—Small droplets are spherical, while large droplets tend to
deform and eventually become ellipsoids due to uneven pressure distribution on
the droplet surface.

3. “Oscillation”—When the Reynolds number of the droplet is large, the behavior
of surface vibration and even vibration deformation will occur, called oscillation.

4. “Breakup”—The droplet itself breaks into several droplets, or multiple droplets
collide and then break into several droplets.

5. “Coalescence”—When the droplets collide with each other, they merge into
larger droplets due to viscous forces.

3 IntechOpen



Fundamental Research and Application of Droplet Dynamics

3. Impingement and evaporation

After droplet formation, it moves forward and may impact the solid wall or other
phase, some behaviors then can be involved as shown in Figure 1.

1. “Stick”—in which the impinging droplet adheres to the wall in nearly spherical
form. This occurs when the impact energy is very low and the wall temperature
T, is below Tps (pure adhesion temperature, below it adhesion occurs at low
impact energy).

2. “Spread”—where the droplet impacts with a moderate velocity onto a dry or
wetted wall and spreads out to form a wall film for a drywall, or merges with the
pre-existing liquid film for a wetted wall.

3. “Rebound”—in which the impinging droplet bounces off the wall after impact.
This regime is observed for two cases: (a) on a drywall when Ty, > Tpg, (pure
rebound temperature, above which bounce occurs at low impact energy), in this
case, contact between the liquid droplet and the hot surface is prevented by the
intervening vapor film; (b) on a wetted wall, when the impact energy is low, and
the air film trapped between the droplet and the liquid film causes low energy
loss and results in bouncing.

4. “Rebound with breakup”—where the droplet bounces off a hot surface
(Tyw < Tpr), accompanied by break up into two or three droplets.

5. “Boiling-induced breakup”—in which the droplet, even at very low collision
energy, disintegrates due to rapid liquid boiling on a hot wall whose temperature
lies near the Nakayama temperature Ty (is the Nakayama temperature at which a
droplet reaches its maximum evaporation rate).

6. “Breakup”—where the droplet first undergoes a large deformation to
form a radial film on the ‘hot’ surface (T,, > Tpa), then the thermo-induced
instability within the film causes the fragmentation of the liquid film in a
random manner.
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Figure 1.
Droplet impacting behaviors.
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Figure 2.
Behavior transition conditions.

7. “Splash”—in which, following the collision of a droplet with a surface at very
high impact energy, a crown is formed, jets develop on the periphery of the
crown and the jets become unstable and break up into many fragments.

The existence of these impingement behaviors is governed by a number of param-
eters characterizing the impingement conditions. These include incident droplet
velocity, size, temperature, incidence angle, fluid properties such as viscosity, surface
tension, wall temperature, surface roughness, and if present wall film thickness and
gas boundary layer characteristics in the near-wall region. Quantitative criteria for
the behavior transitions from Bai and Gosman [1] and refined in the present work are
presented in Figure 2.

All these droplet behavior including formation, evaporation, and evolution should
be clarified to clearly understand the droplet dynamic. Especially for the current
“carbon cycle” age, all the equipment should be re-design or developed with less CO,
emission to protect local environments. Among them, the droplets dynamic can be
applied in many new technologies or even develop future renewable fuels.
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Chapter 2
Imaging Diagnostics for Jet
Breakup into Droplets: A Review

Anu Osta

Abstract

A concise review of the recent developments in some of the standard optical
diagnostics applied for primary jet breakup studies has been presented here. Primary
breakup is the core breakup of liquid jets and sheets into droplets upon its interaction
with the ambient gaseous atmosphere. This phenomenon is encountered in various
aerodynamic, fluid dynamic, and combustion situations. The imaging diagnostics
reviewed here include photography, high-speed imaging, shadowgraphy, digital holog-
raphy, ballistic imaging, jet core illumination, thermal imaging, Mie imaging, x-ray
phase contrast imaging, and laser-induced fluorescence. The advantages and limitations
of each technique, their success, and future developmental trend are discussed.

Keywords: atomization, diagnostics, liquid-jet, visualization

1. Introduction

Liquid atomization is a phenomenon associated with liquid fuel combustion processes,
industrial and agricultural sprays, and our daily life activities such as when using body or
hair sprays. When a liquid column or a sheet issuing from a source (nozzle or channel),
interacts with the ambient atmosphere instabilities develop inside the liquid sheet or the
column core. Instabilities also develop at the atmosphere-liquid interface in the form of
flow structures like surface waves and ligaments. Flow conditions prevailing inside the
source boundary such as void cavities or turbulence also affect instability development
and the resulting bulk liquid disintegration. Figure 1 depicts typical atomization in a
liquid jet that is subjected to a crossflowing fluid like air. The liquid disintegration is also
referred as the ‘primary breakup’ process. Primary jet breakup is often regarded as the
first step in a jet atomization process. The instabilities are mostly of the Kelvin-Helmholtz
(KH) and Rayleigh Taylor (RT) type. The primary droplets formed in the initial stage of
atomization may then undergo subsequent secondary breakup stages.

Complete characterization of spray atomization would require one to analyze it at
both the macroscopic and microscopic scales. Macroscopic characteristics would
reveal the spray volume and its penetration into the surrounding atmosphere (both
axially and radially), spray cone angle, mass flow rate, spray momentum flux, and the
mass distribution of the spray fluid further downstream after atomization. The
microscopic properties would reveal droplet sizes, droplet velocities, droplet number
density, droplet distribution, and the temperature field of the spray.

11 IntechOpen
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Figure 1.
Schematic representation of primary breakup of a liquid jet in crossflow.

Over the past few decades, various techniques [1-5] have developed both intrusive
and non-intrusive to visualize the primary breakup process. These are based on
physical jet interaction, thermal response, electrical response, and optical imaging
techniques. No single diagnostic can completely characterize the entire spray struc-
ture. A combination of diagnostics is often applied to obtain detailed information
about the spray characteristics. Newer developments in the field of optics, and elec-
tronics have vastly improved the traditional imaging and probing techniques yielding
significantly better results.

The effectiveness of any visualization technique depends on several factors. The
optical setup, illumination quality, light source, dynamic range and spatial resolution,
light sensitivity, frame speed, and signal-to-noise ratio of the camera sensors — all play
an important role. Care should be exercised to minimize the errors associated with
non-uniform or unstable illumination, curvature effects, reflections, and shadows.
When dealing simultaneously with structurally different entities like liquid core,
liquid surface structures, and spatial droplet distribution, various challenges present
themselves. They include the construction of three-dimensional atomization map
from two-dimensional images, optical inaccessibility of dense jet breakup region,
high-speed imaging without sacrificing high resolution, signal loss due to high noise,
diffraction blurring of small droplets, overcoming multiple scattering, optical aberra-
tions, and attenuation to name a few. The rest of this chapter will discuss some
standard techniques for visualizing the primary breakup region.

2. Light sources and imaging devices

All optical techniques are based on certain lighting schemes, such as direct lighting,
diffused lighting, flood lighting, trans-illumination, reflective, etc. In the trans-
illumination scheme, a light beam is passed through the spray or sheet and is imaged on
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Figure 2.
Some of the commonly used light sources for imaging purposes. A-gas arc lamp used as stroboscopic source,
B - incandescent light source, C- fluorescent light source, D - Nd:YAG laser light source.

the other side. In the internally illuminated scheme, a light source is located inside the
spray and light is transmitted through the spray core to the surrounding. In a reflective
scheme, the incident light reflects off the liquid surface, while in fluorescence, a thin
light sheet illuminates a planar section of the spray. The light sources used for illumi-
nation could be either coherent or non-coherent type (Figure 2). Incoherent sources
include strobe, incandescent, halogen, arc, and fluorescent lamps among others.
Coherent sources include lasers and LEDs.

2.1 Strobe light

Strobe lighting involves producing flashes of light for a short period of time at
regular intervals. The typical flash lasts for 200 ps and may be synchronized with the
framing rate of a suitable camera. With stroboscopic illumination, one can prolong the
source lifetime, operate at increased light intensities, ‘freeze’ the motion of a fast-
moving object, and time the pulses.

2.2 Incandescent light

Incandescent lighting works by producing light by heating a wire filament. They
have a wavelength of 300 nm - 1500 nm, flicker between 60 and 120 Hz, have an
orange-yellow color cast, and are considered harsh for imaging purposes. They used to
be widely used in the past for scientific imaging owing to their color being similar to
natural sunlight. However low lamp efficacy (lumens per watt), luminaire efficiency,
poor controllability of the light source, and incoherency presented challenges. Tung-
sten filament lamps, Halogen lamps, and Xenon arc lamps are some examples of
incandescent light sources.

2.3 Fluorescent light source

When electricity is passed through mercury vapor in a glass tube the radiation
emitted interacts with the glass coating to produce white light. The illumination is

13
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high and this is known as fluorescent lighting. However, most of them cannot be
dimmed and they may Fluorescent light commonly has wavelengths in the visible
spectrum of 400-700 nm and frequencies of 10 kHz to 100 MHz. They have a
negative reputation in photography due to the blue or green color cast that they
produce. Flicker correction using electronic ballasts and radio interference removal
using suitable filter circuits might need to be applied.

2.4 Lasers

Lasers have come to be regarded widely as the most versatile source of light for
imaging applications due to their many desirable properties like high brightness,
stability, longevity, narrow spectral bandwidth, narrow beam divergence, high degree
of spatial and temporal coherence, and well-defined polarization properties. A disad-
vantage of using laser beams is that they exhibit a Gaussian intensity profile, revealing
particles in the middle region while particles at the edges get concealed. Some of the
common types of lasers used in laboratories for research purposes have been discussed
below.

2.4.1 Solid state lasers

These are one of the most commonly used laser systems, e.g. Nd:-YAG Laser. They
operate in the infrared 1064 nm wavelength regime, but pulses can be frequency
doubled to generate wavelengths at 532 nm, or higher harmonics, 355 nm/266 nm.
They can be operated in both the pulsed and the continuous mode and have an
average power density of 5 x 10> W/cm?/10s.

2.4.2 Gas lasers

In gas lasers, an electric current is discharged through a gas or plasma to produce
coherent light in the ultraviolet (excimer or nitrogen lasers) and visible range (He-Ne
or ion-gas lasers). The excimer lasers typically operate at 193/248/308/351 nm with a
pulse repetition rate of ~100-200 Hz and a pulse duration of ~10 ns. The He-Ne
lasers typically operate at 632.8 nm. These lasers can produce beams, with a near-
Gaussian/super-Gaussian profile. Molecular gas lasers emit in the infrared region
popularly known as infrared (IR) lasers. These lasers can emit between 2 and 1000 pm
range, at a rate of 300 GHz and10 THz. Since the optical depth of the jet breakup
region in the infrared regime is smaller than in the visible spectrum, the infrared lasers
can probe dense regions of the spray more effectively than their visible and ultraviolet
counterparts [6].

2.4.3 Ioniged-metal vapor lasers

These are an important tool for high-speed flow visualization, e.g. copper vapor
lasers. Copper vapors are used as the lasing medium. The emitted pulses are in the
green/yellow spectral range (510 nm/578 nm) with a pulse width in the range of 5-60 ns.

2.4.4 Mode-locked lasers

Mode locking or phase locking is a technique used for achieving ultrashort pulses,
on the order of picoseconds or femtoseconds. Operating modes periodically interfere
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constructively to produce an intense burst of light with peak power several orders of
magnitude higher than the average power.

Lasers are also classified as continuous wave and pulsed lasers. In continuous wave
lasers, the emitted light intensity is constant as a function of time. In pulsed lasers, the
energy is released in the form of a short pulse of light.

2.5LED

LED illumination has recently gained popularity in a number of imaging applica-
tions. LED arrays produce intense, even illumination over a given object or area, have
relatively low power requirements, generate very little heat, have a very long life and
their pulse widths can be finely controlled. LEDs can produce coherent light under
specific conditions such as in laser diodes and can be operated in continuous or pulsed
mode. Their emissions spectra are broader than that of the lasers.

An integral component of any imaging system is the camera. Almost all of the imaging
nowadays is carried out by digital cameras of either the CCD type (charged coupled
device) or CMOS type (complementary metal-oxide-semiconductor). A comparison
between the two sensor types is presented in Table 1. Figure 3(a) shows a simplified
CCD sensor architecture and Figure 3(b) shows a simplified CMOS sensor architecture.

2.6 CCD

A CCD is an image sensor whose working principle is based on the photoelectric
effect. It produces electrical charges proportional to the light intensities incident at
different locations on the sensor which are then converted to digital values by “shifting”
the signals one at a time between stages within the device. A photoactive capacitor array
captures a two-dimensional picture of the scene. Each capacitor transfers its charges to
its neighbor after which the charge is converted into voltage. The total number of image
frames acquired is limited by the on-chip storage capacity. The transfer voltage signals
get dampened at very high frequencies. Operating the CCD at very high frame rates
leads to heating of the sensor, with accompanying thermal noise. The current practical

Comparison of operating characteristics, of CCD and CMOS [7-9].

15

Parameter CCD CMOS
Signal-to-noise ratio (SNR) Higher Lower
Resolution Higher Lower
Repetition rates Low High
Speed Moderate to High Higher
Cost Higher cost Lower cost
Sensitivity More light sensitive Less light sensitive
Power usage Higher Lower
Dynamic range High Moderate
Uniformity High Low to medium
Windowing Limited Extensive
Table 1.
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Figure 3.

Sc%;lmt;t?z,'c of a typical (a) CCD sensor (left) and (b) CMOS sensor architecture (right) [7].

frame rate limit is of the order of 1000 fps which could be extended to up to 100 Mfps
(mega frames per second) having a spatial resolution of 312 x 260 pixels per frame
[10, 11]. Intensified CCD (ICCD) is CCD coupled with an image intensifier for achieving
high sensitivity in ultra-low-light-level conditions. They provide better temporal reso-
lution and are suitable for capturing transient events.

2.7 CMOS

A CMOS image sensor consists of an integrated circuit containing an array of pixel
sensors, each pixel containing a photodetector and an active amplifier. Each pixel can
be read individually. This enables fast clocking speeds (time taken to read the charge
of the sensor) and high frame rates. The CMOS devices are highly immune to noise
and have low static power consumption. Since the CMOS sensors have readout tran-
sistors at every pixel, most of the photons falling on the chip hit the transistors instead
of the photodiode, lowering the light sensitivity of the CMOS chip. CMOS is more
suited for faint/low light conditions and requires taking longer exposures. Some of the
latest CMOS cameras can reach frame rates of 285,000 fps at reduced resolution? or
the high definition’, 1080 HD resolution up to 2000 fps.

In order to effectively visualize the liquid breakup region under various illumina-
tion and density constraints, it is important to have a good understanding of the
essential basics of photography. Some of these parameters e.g. field of view, frame rate,
exposure, aperture, magnification, depth of field, depth of focus, and the dynamic
range shown in Figure 4, are discussed below.

2.8 Field of view

The field of view in the case of optical instruments is the solid angle through which
the camera is sensitive to light. It defines the area that the camera is able to record, and
is a function of the working distance, the focal length of the lens, and the sensor/film
area.

1 MotionBLITZ EoSens® mini2
2 Photron Fastcam BC2
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Figure 4.
Schematic of a typical camera and the diffevent imaging parameters.

2.9 Frame rate

Frame rate is the number of consecutive images recorded per unit time by an
imaging device. It is mostly expressed in frames per second (FPS) or hertz (Hz). For a
fast event like atomization, a low frame rate may result in jerky and less fluidic motion
while a very high frame rate would require high processing power and storage to yield
sharp high-quality images of the phenomena in motion.

2.10 Exposure

It is the amount of light collected by the sensor of the camera during single image
capture. Too long exposures lead to excessive light collecting on the film, which
results in a washout appearance. Too short exposures lead to insufficient light collec-
tion resulting in a dark image. Exposure depends on the frame rate and camera
aperture. The exposure time in CCD and CMOS cameras is set by an electronic shutter
that is controlled either manually, electronically, or by software.

2.11 Aperture

Aperture is the size of the lens opening which limits the amount of light entering
the camera and falling on the image plane. It controls the depth-of-field in the sense
that the background can be blurred with a wide aperture keeping just the object in
focus or alternatively keeping everything in focus by using a narrow aperture. A wide
aperture results in a higher degree of optical aberrations (distortions) and vignetting
(falling intensity toward the edges of the picture).

2.12 Magnification

Magnification is the degree of scaling (enlarging or diminishing) of a subject on the
image plane. There are two ways to represent magnification, (a) Linear or transverse
magnification - it is represented by Y/X where Y is the image length and X the subject
length and (b) Angular magnification - angle subtended by the object at the focal
point.
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2.13 Depth of field

It is the range of distance along the optical axis between the nearest and farthest
objects in a scene that appear to be in focus (sharp) in the photograph.

2.14 Depth of focus

This is the limit of the image plane displacement at which the image will appear
sharp. Depth of focus refers to image space, while the depth of field refers to object
space.

2.15 Dynamic range

It is the ratio of the saturation level of a pixel to its signal threshold or simply put
the ratio between the maximum and minimum measurable light intensities. Since the
dynamic range of sensors is far less than the human eye, local tone mapping and
dynamic range adjustment are used.

The spatial resolution of an imaging system is its ability to distinguish separate
objects within its field of view. For the same sensor size, increasing inthe field of view
decreases the image resolution.

Illumination setup plays a vital role in determining the clarity of an image. Various
lighting techniques exist [5]. The most commonly used method is frontal lighting in
which the camera and illuminating source are placed in front of the jet and the light
reflected from the breakup entities is recorded. Frontal lightening gives a three-
dimensional appearance that helps in visualizing the liquid surface features. This
arrangement fails to yield any inner details of the jet breakup. Illumination of a section
of the liquid by a light sheet is followed mostly in cases of axisymmetric flows. Weak
elastic scattering by the droplets at the breakup location helps to reveal the inner
details of the breakup location in the plane of illumination. However in this case,
multiple scattering is often a major drawback. Backlighting, is a technique in which the
light source is placed behind the object, and translucent glass is located between the
object and the light source. The translucent screen diffuses the flash uniformly over a
wider region illuminating the entire breakup location section. This diffuse light can
produce diffuse reflections from the object being backlit resulting in soft and blurry
edges. Bidirectional lighting is when two light sources are placed at an angle of 120°
from the camera’s line of sight, illuminating the breakup location.

3. Diagnostics

Different optical techniques are used to characterize the primary breakup process;
e.g. photography, shadowgraphy, holography, ballistic imaging, jet core illumination,
laser-induced fluorescence, thermal imaging, Mie imaging, and X-ray phase contrast
imaging. Table 2 summarizes the application situations of the different diagnostics
and the type of information they provide.

3.1 Photography

Photography in its simple form consists of an illumination source illuminating the
object and a camera recording the images of the object. Photography of a jet breakup is
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Diagnostic Underlying feature Typeof  Information Limitations

breakup

Photography  Reflection-jet is Any Image of the focused The resolution, depth of
illuminated by an external jet surface field, frame speed, and
light source and imaged. (ligaments, drops, ~ 2D.

liquid core).

Shadowgraphy Transmission- projected  Less to Jet peripheral No information about the
shadow intensity of the jet moderately structures frontal and back-ward jet
periphery is imaged. dense jet (ligaments, drops,  surface structures.

breakups  liquid core). Information loss due to
shadow overlap. 2D.

Holography  Interference between Less to 3D informationin  Information loss due to
reflected/refracted wave moderately form of 2D, diffraction pattern
fields from the object and dense jet overlap.

a coherent reference wave breakups Low depth of focus
is imaged and then
reconstructed.
Ballistic Transmission- ballistic Dense jet  Spray structures Opaque to the jet core
imaging photons are imaged. breakups inside the optically  structures.
dense atomized Limited resolution due to
regime as well as on  large scattering. 2D.
the surface.

Jet core Light propagates through Any Breakup location, Not easily adaptable,

illumination  the liquid jet core which elements of breakup scattering high for dense
fluoresces when a region, liquid jet breakup regions, no
fluorescing dye is added surface features. information on droplet
to the liquid. size or velocity, 2D.

Laser induced Liquid jet illuminated by a Less to Jet breakup structures Scattering, non-uniform

fluorescence laser, fluoresces. moderately in a specific planar  intensity distribution,

densejet  section of the jet and attenuation, interference
breakups  the surrounding from other species, 2D,
vapor. weaker than Mie signal.

Mie imaging  Light scattering signal Dense jet  Jet breakup Scattered and refracted
from jet breakup particles breakups  structures in a rays interfere leading to a
having the size of the order specific planar ripple effect, assumes a
of the scattered section of the jet, spherical particle.
wavelength of light. particle size.

X-ray phase  Contrast due to the phase Densejet  Three-dimensional Inability to distinguish the

contrast shift undergone by the breakups jet surface topology front and back surfaces.

imaging beam upon its passage projected on a two-
through the sample dimensional image,
because of photon structures inside the
absorption and photon jet core.
scattering.

Thermal Temperature Any Jet breakup Quenching, cross-talk,

imaging visualization - laser- structures in a optical thickness,
induced emission of specific planar temperature gradient,
thermographic phosphors section of the jet and attenuation, scattering,
or organic tracers the surrounding 2D.

(fluorescence and vapor.
phosphorescence).
Table 2.

A comparison of the different diagnostics available for visualizing primary breakup.
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used for getting measurements on breakup lengths, drop sizes, droplet distribution
density, jet and droplet velocities, fluid flow behavior, etc. In some cases, a diffuse
screen may help scatter the light incident on the object, and digital display help in
visualizing the image in real-time as shown in Figure 5. Imaging could be in the
single-shot, low speed, and high-speed modes. Illumination could be provided by any
of the schemes discussed previously, e.g. strobe synchronized with the camera frame
rate in the forward light scattering configuration [12-14]. Incandescent or pulsed laser
sources could also be used.

Figure 6 shows a high-speed photograph of a jet surface undergoing primary
breakup in still air [15] where the jet was back-lighted at 45° from the horizontal and
shielded from ambient light (Figure 7).
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Figure 5.
Optical setup of the photography technique.

Figure 6.
Photographic image of jet surface primary breakup in still air [15].
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Figure 7.
Laser backlit illumination [16].
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With increasingly dense sprays, the intensity of the back-lit illumination should
increase to distinctly reveal the droplets in the breakup location. Magnification is pivotal
in distinguishing and measurement of atomization entities. Droplets, ligaments, and
surface features in the size range of micrometers would require significant magnifica-
tion. Higher magnification comes at the expense of the depth of field and this presents a
challenge toward achieving a focused image of the small non-stationary liquid surface.
Optical systems have been designed to make it flexible such as by using a phase mask
[16] consisting of a combination of Fresnel lenses (FL) (Figure 8) where each FL works
in tandem with the primary lens to produce a sharp image for a unique object plane. A
micro-actuator can be used to translate the detector along the optical axis during image
integration [18]. Image processing algorithms [19] applying the focus stacking method
can modify the phase of incoherent light wavefront to produce a point-spread-function
(PSF) over a large region of focus yielding an extended depth-of-field. For visualization
of the breakup phenomena over a wide range of distances, a large field of view with a
high depth of focus might be desirable when the magnification is low.

Spatial resolution is often denoted by lines per inch (Ipi) or pm. It represents how
closely two lines can be resolved in an image. Film-based photography has a spatial
resolution of ~100 pm, while digital photographs could achieve resolutions up to 10 pm.
Digital image resolution is limited by pixel noise and pixel cross-talk. The spatial reso-
lution also depends on the conical angle subtended by the object at the lens aperture.
Lens resolution for narrow lens aperture is affected by diffraction, and for large aper-
tures affected by optical aberration. For imaging small structures at widely separated
points with a high resolution, a multiple-segment long-distance microscope in combi-
nation with micro-lens and aperture array has been demonstrated [17] (Figure 8).

The finite size of a camera lens with a circular aperture leads to the diffraction of
parallel light rays passing through them to form a diffraction pattern in the image. It
usually has an appearance of a central bright spot and surrounding bright rings,
separated by dark nulls. This two-dimensional far-field diffraction pattern is called
‘Airy disc’, (Figure 9.). Its angular radius measured from the center to the first null is
equal to sin” "(1.22A/D), where A is the wavelength of light passing through and D is
the aperture diameter. The diameter of the first dark circle (width of the disk) defines
the theoretical maximum resolution for an optical system such that if two objects
imaged by the lens start to have overlapping airy discs by the virtue of their closeness,
a blurring effect occurs.
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Figure 8.
Optical setup of Bauer [17].
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Figure 9.
Airy disc.

Figure 10.
Tsai calibration grid.

Camera calibration is done both geometrically and photometrically. Geometric
calibration involves using a Tsai grid (two planes at the right angle with checkerboard
patterns as in Figure 10) by which the scaling factors between the image and the actual
target dimensions are achieved. In photometric calibration relation between digital
counts and luminance is sought by capturing test patches with known relative lumi-
nance. Photography also has some drawbacks. Mainly its inability to resolve a three-
dimensional perspective of the object accurately, inability to see through optically dense
droplets or liquid structures, and limitations with respect to depth of focus/magnifica-
tion. For cameras, high spatial resolution comes at the expense of reduced pixel size and
therefore a reduced light-sensitive area and reduced signal-to-noise ratios. The absence
of cameras and light sources with very high repetition rates, high enough to capture fast
motion continuity is another limitation in photography. Figure 11 shows a setup [20]
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Figure 11.
High magnification video setup [20].
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for obtaining high-magnification video images of a jet breakup. In this setup, a high-
speed CCD camera fitted with a long-distance microscope lens faces the spray which is
itself illuminated with a flat-faced halogen lamp from the rear. A computer records and
stores the high-speed movie at the rate of 2000 frames/sec. The field of view, in this
case, was 13.9 mm x 8.9 mm, with an image resolution of 29.6 pixels/mm.

3.2 Shadow imaging

Shadowgraphy is a technique of imaging the shadow of the refractive index field.
When light passes through a region of varying refractive index (Figure 12), it experi-
ences retardation proportional to the material’s density and bends toward the region of
higher refractive index. The angular deflection and displacement of the rays are small.
The local beam intensity is not significantly affected, but the angular deviation is
enough to produce a focusing effect above the higher refractive index regions as the
beam propagates beyond the fluid layer. This coupled with the retardation causes the
wavefronts to turn, due to which rays converge and diverge into bright and dark
regions.

The refractive deflection of rays causes a shadow effect (spatial modulation of
the light-intensity distribution) in the recording plane which is then imaged. The
image intensity thus depends on the variations in the optical density of the object
media. A portion of incident light refracts at the fluid-interface boundary and may
produce a darker boundary region. The portion that does not interact with the object
produces a homogenous background. The dark regions (shadow) in a shadowgram
mark the boundaries of the object. Light transmittance is affected by scattering and
absorption too.

Figure 13 shows a shadowgraph image [21] of quenching oil jet spray from a
1.2 mm atomizer nozzle at 15 m/s and 38°C. Shadowgraphy has been used to visualize
liquid jet breakup [23, 24] at different length scales in-order to determine ligament-
droplet sizes, and speeds. Shadowgraphs can be subjected to further image analysis for
detecting the liquid contour and its individual features based on the comparison of the
RGB (Red Green Blue) intensity levels to a pre-established threshold level or identifi-
cation of local changes of RGB intensity, which are their greatest at the fluid bound-
aries. Shadowgraphy is different from backlit photography despite a light source being
located behind the object in both cases. For backlit photography, the background
lighting is diffusivein nature. In addition, the liquid frontal surface is illuminated and
the reflected light is directly photographed with a camera. The shadow image formed
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plane

und eflected ray

Y

light source

,

fluid

Figure 12.
Formation of shadow image by relative deflection of rays.
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Figure 13.

Shadowgrams of (a) quenching oil jet spray [21] and (b) water jet spray [22].

on a screen is imaged by the camera. For optically dense objects the intensity variation
inside the image is insignificant compared to the surrounding bright background
intensity. In such cases, a dark shadow image with a bright background may result and
therefore any kind of density variations analysis would be irrelevant. Shadowgraphs
provide phase information (refractive index gradients) [21, 25] or simply a mono-
chromatic projected shadow image of the object [22, 26-28]. It can help in visualizing
convective flows [29].

Figure 14 shows a typical laboratory setup using incident parallel laser light
forming a focused shadowgraph image onto a screen. It is known as “focused shad-
owgraphy”. Light from the source is passed through a spatial filter, then collimated by
using a collimating lens, and allowed to pass through the object. After passage, the
beam is focused using a relay lens which forms a real inverted image onto a translu-
cent or a ground glass screen or a photographic film. The camera is focused on this
image from the other side of the translucent screen. Alternatively, the primary shad-
owgraph formed by the relay lens can be recorded directly with a camera simply by
focusing the camera lens on the plane of the primary shadowgram. This allows vari-
able magnification to be achieved as well. The relay lens somewhat limits the field of
view of focused shadowgraph but sizes to the order of micro scales can be obtained
using the appropriate magnification. The use of photographic films yields better
resolution [26, 30, 31].
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Figure 14.
Focused shadowgraphy’ setup (shadowgraph is formed on glass plate or film).
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Figure 15.
Shadowgraph’s inability to image entities hidden or obscuved by the projection of the larger structures.

Shadowgraphy is easy and inexpensive to carry out, has a high spatial resolution
for most practical purposes, is independent of the shape and material of the phase
media and its relatively large field of view is well suited for size, shape, position, and
velocity determination.

A disadvantage of shadowgraphy is that since it gives the projected image of the
object, any overlapping ligament or droplet information is lost if its projection does
not fall along the jet periphery or is obscured by a larger structure in its line of sight
(see Figure 15). It fails to give details of the inner fluid structure of the primary
breakup region high-density region. It is also unable to distinguish between fuel vapor
and small droplets. Image sensitivity, blur, and feature size are always competing
issues in shadowgraphy which makes precise measurements difficult. The formation
of caustics in shadowgrams is a particular disadvantage when the caustics become
confused with some other phenomenon. For instance, a boundary layer can act as a
cylindrical lens, focusing light into a bright line.

Basic shadowgraphy has been adapted to other imaging techniques such as Micro-
scopic shadowgraphy, Stereoscopic shadowgraphy, and Holographic shadowgraphy [32].

Spark-shadowgraph technique [33, 34], High-speed shadowgraphy (HSS)

[35, 36], and Specialized Imaging Shadowgraph (SIS) are some of the other related
developments.

The tomographic Shadowgraphy technique [37] is based on a multiple-view cam-
era setup and is capable of resolving the liquid jet core both spatially and temporally
(Figure 16). The spray shadowgraphs are obtained using a pulsed LED and four
synchronized double frame cameras angled 30° to each other. The spray is then
reconstructed by using a line-of-sight reconstruction technique. Stereoscopic shad-
owgraphy [38] uses four parabolic mirrors to form two inclined intersecting beams
and the object is placed at the intersection. Two cameras synchronized in the master-
slave configuration record the shadowgraph pairs automatically. Upon image recon-
struction, three-dimensionality is achieved.

3.3 Holography

Holograms are made by the interference between a wave field scattered from the
object and a coherent background, called the reference wave [39-41]. They can focus

25



Fundamental Research and Application of Droplet Dynamics

High powerLED
{

EEREE

1
~ Water spray ’
Macrolens |

Collimating optics

CCD camera

Figure 16.
Tomography shadowgraphy setup [37].
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Figure 17.
The optical system of parallel phase-shifting digital holography [43].

simultaneously in three-dimensional spaces [42]. A sketch of a digital in-line hologra-
phy setup is shown in Figure 17. The optical setup consists of an incident light source
(laser). The incident beam is collimated using a beam expander (objective lens +
spatial filter) and convex lens combination followed by splitting it into the object and
the reference beams using a beam splitter. The object beam is passed through the
object where it suffers diffraction and a phase change. Both the reference and the
object beams are adjusted for intensity before being combined via a beam splitter. The
resulting interference pattern is then recorded on a CCD sensor at the hologram plane
which is at a finite distance from the true image plane. Magnification can be intro-
duced by using a convex lens as a relay lens after the object beam has passed through,
the object, and this magnified hologram would then be recorded on the CCD sensor.
The recorded hologram is then reconstructed using a computer program based on the
convolution type approach which solves the Rayleigh Sommerfeld formula for the
reconstruction of a wave field [40, 44] using the Fast Fourier Transform algorithm (or
the Fresnel-Kirchhoff for high numerical aperture or any of the other Fraunhofer
transform/wavelet transform schemes).

Holography eases the limitation of the depth of field and provides a three-
dimensional image made up of two-dimensional image planes focused at different
distances along the axis perpendicular to the image plane [45]. Unaffected by the non-
spherical droplets and ligaments that are usually encountered very close to the injector
exit, it also has a virtually unlimited depth of focus, and high magnification even for a
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Hologram reconstruction coordinate system.

small field of view. Depending on the angle between the reference wave and the object
wave, a zero reference angle setup is called inline holography and a non-zero refer-
ence angle setup is called an off-axis holography. They can be recorded using a
photographic film [46], or digitally using a CCD [47-49]. Though film-based holog-
raphy provides a high spatial resolution the time involved in carrying out the wet
processing of film makes it disadvantageous to be employed for measuring dynamic
phenomena.

Digital holography enables quick recording and retrieval of hologram information
in real time. In Figure 18, p is the distance between a point in the hologram plane and
a point in the reconstruction plane, &, 5 are coordinates in the reconstruction image
plane, and x, y are coordinates in the recording hologram plane. The hologram is
reconstructed to different spanwise distances so as to focus on the particles centered at
those distances from the camera in the jet breakup field. Different modifications to the
reconstruction process have been adopted by various researchers to serve specific
purposes. For example viewing the object at different viewing angles and with differ-
ent focal lengths within the Fresnel domain [50], reconstructing the image of a
diffusively reflecting object using only the phase data of the complex amplitude [51],
for digitally compensating the aberrations that arise during normal holographic
reconstruction process [40] (by expanding the recorded wavefront to increase the
spatial resolution), and to overcome the disruption in the visibility of the nearby
focused objects due to the diffraction effects caused by the out of focus objects [52].
The relay lens used for increasing magnification works well at low magnification but
causes aberration and noise at higher magnification.

In such a situation digital holographic microscopy [53] (DHM) is commonly
adopted (Figure 19). This setup can successfully image liquid breakup elements as
small as 5 pm. Only one beam is expanded with an objective lens and this serves both
as a reference and an object beam. It is then passed directly through the liquid breakup
region onto a CCD. The incident beam, in this case, is a coherent spherical wave
emanating from a point source. This is achieved by passing the incident beam through
a microscope objective followed by a pinhole. The pinhole size is of the order of the
laser wavelength. A sample hologram of the liquid jet surface and its reconstructed
image is shown in Figure 20. The resolution in DHM depends on (1) pin-hole size -
this controls the spatial coherence and illumination cone; (2) numerical aperture - this
is a function of the size and position of the CCD sensor; (3) pixel density and dynamic
range - this controls fringe resolution and hologram noise level; and (4) wavelength of
the laser light. Even though the depth of focus is small in this case owing to the large
numerical aperture the digital reconstruction would allow one to focus at different
depths of the object. Various modifications of DHM exist. In Digital Image Plane
Holography (DIPH) [54], a plane of the fluid is illuminated with a laser sheet.
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Digital holographic microscopy setup.
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Figure 20.
Reconstructed holograms of a jet surface at different reconstruction distances.

The image of the illuminated fluid plane is then made to interfere with a reference
beam on the CCD sensor which is imaged (Figure 21). The depth of focus is limited to
the laser sheet thickness. Numerically reconstructing the holograms requires enor-
mous processing power and memory. With Fast Fourier transform algorithms, the
reconstructing time for a single hologram has been brought down to within a few
tenths of a second on personal workstations. Another issue is adopting holography as a
3D particle characterization tool is its long depth of field [55]. Angular aperture in
holography is limited to only a few degrees and this results in poor depth resolution.
The finite pixel size of the image sensors limits the angle between the object and
reference wave leading to the virtual and real images not being fully separated during
hologram reconstruction. The field of view is also limited to the sensor size (or less if
using a divergent beam).

The limited resolution capability of digital image sensors leads to the low spatial
resolution of the hologram image. Some deconvolution methods based on the Weiner
filter and iterative routines with point spread functions are used for overcoming the
depth of focus limitation [56]. Other drawbacks include the reconstruction of spurious
twin images of particles, leading to ghost images and multiple focusing around the
actual depth location of the particles [57].
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Figure 21.
Digital image plane holography (DIPH) setup [54].

3.4 X-ray phase contrast imaging

X-ray-based diagnostics have recently found increasing applicability in the study
of liquid breakup due to some of its inherent advantages. The high penetrability of
dense breakup regions and the ability to probe the internal mass distribution of
breakup regions with a good time and spatial resolution makes it appealing. The x-ray
beam experiences a significantly lower wave-shift as compared to visible light because
of the large value of the index of refraction at optical wavelengths. This means the x-
rays can be absorbed in specific wavelengths but they do not undergo appreciable
scattering as in the case of visible light. Phase contrast imaging is based on utilizing the
coherence properties of x-ray to enhance the edges of near-field Fresnel diffraction.
Upon interaction with liquid jets, the x-rays suffer absorption along with a
corresponding phase shift due to changes in phase media. Recording this phase shift
on a CCD sensor enables us to distinguish between phase boundaries owing to
improved image contrast and is termed as phase contrast imaging [58].

In a typical set-up, a synchrotron x-ray source is used whose undulator provides an
extremely brilliant white monochromatic x-ray beam required for ultra-fast imaging
purpose (Figure 22). The x-ray beam directly illuminates the breakup region but is
tuned to the photon energy that does not get absorbed. When the x-rays pass through
the sample they suffer attenuation and phase shift [59-62]. This creates small varia-
tions in the speed and direction of propagation of the x-rays. Interference effects are
produced at the feature boundaries which have significant contrast. After interaction
with the sample, the different wavefronts of the x-ray beam get diffracted by the
sample and start to overlap and interfere with each other, giving rise to a contrasting
pattern. This contrast depends on the Laplacian of the phase shift undergone by the
beam upon its passage through the sample [63]. A fast scintillator crystal (LYSO:Ce or
YAG:Ce) converts the x-ray phase contrast pattern into visible light which is then
imaged into a CCD. Around the edges of features (ligaments and drops), an evolving
pattern of light and dark fringes develop. This makes this technique particularly
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Figure 22.
X-ray phase contrast imaging experimental setup.
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Figure 23.
(a) Phase contrast image of jet surface structures, and simulated images of (a) air bubble in water (c) water
bubble in air vespectively [59].

sensitive to boundaries and interfaces of different phase media [64]. Therefore a
bubble (gas surrounded by liquid) will have a dark/bright outer edge while a droplet
(liquid surrounded by gas) will have a bright/dark outer edge as illustrated in the
simulations shown in Figure 23(b and c). The CCD camera is coupled to the scintilla-
tor using a microscope objective and a 45° mirror and records the images at a high
speed. The exposure time (~150 ps) for each image is achieved by shuttering and
timing the pulsed x-ray beam. In order to reduce the heat power in the beam,
shuttering is usually employed whose synchronized operation could cut off more than
99% of the beam heat power.

The phase contrast images need to be normalized to exhibit the contrast/intensity
gradients more efficiently. This technique is particularly suitable for studying dense
primary breakup near-injector regions. The image resolution is generally a function of
the detector resolution and the phase sensitivity, is a function of the source-
specimen/specimen-detector distance. Phase contrast imaging has been applied to the
study of spray breakup [58, 65] and as a simulation tool [66].

Some disadvantages of this technique are that the x-rays are difficult to manipulate
and oftentimes the experiment needs to be designed in a way so as to be remotely
controllable owing to safety issues. The breakup surface features e.g. ligaments and
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drops located at different axial distances are indistinguishable in the phase contrast x-
ray images.

3.5 Ballistic imaging

Ballistic imaging [67-75] is a line-of-sight two-dimensional imaging technique that
can overcome the effect of multiple scattering in dense liquid breakups. It can provide
good quality images of the dense liquid breakup region which would otherwise be
opaque to simpler imaging techniques. It derives its name from the term ‘ballistic
photons’, the group of photons that do not suffer scattering when transmitted through
highly turbid media because they travel the shortest path. This technique is based on a
photon time of flight selection in which the transmitted photons are temporally
selected, filtering out the multiply scattered photons which are time delayed
depending on the optical length of the probed medium.

When light passes through a highly turbid medium, scattering occurs and the
emerging beam comprises ballistic, snake, and diffuse photons (Figure 24).

3.5.1 Ballistic photons

These photons pass straight through the medium without scattering. They exit
within the same solid angle that they entered and so travel the shortest path, and exit
first.

3.5.2 Snake photons

These photons undergo negligible scattering, i.e. from a single scattering event to
up to four scattering events and exit the medium along the same incident axis but with
a larger solid angle than the ballistic photons.

3.5.3 Diffuse photons

These photons exit the medium after scattering multiple times (5 times or more). It
has a large photon number density, is scattered into 4= steradian and exits last. They
do not retain the memory of the structure within the material.

A typical Ballistic imaging setup [68], is shown in Figure 25. Ultra short light
pulses (100 fs), isolated from all of the other background and noise photons (by using
polarizer) are used as the imaging light to illuminate the break-up region. A time-
resolved image is recorded using an ultra-fast time gate (full optical system such as the
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Figure 24.

Scattering through a dense media showing ballistic, snake, and diffuse photons [70].
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Schematic of ballistic imaging setup.

optical Kerr gate), short enough to select photons with respect to their time of flight
by separating them into ballistic, refractive, and scattered light which is then followed
by constructing the image using just the selected class of photons.

The optical Kerr gate could be obtained by inducing a temporary birefringence in a
Kerr active liquid between two crossed polarizers. The ballistic photons are attenuated
by the large liquid structures inside a dense breakup region via absorption or refrac-
tion thus creating the intensity modulation required to produce an image.

These are used to form an undistorted, diffraction-limited image of structures
inside the optically dense medium. The snake photons are also used along with the
ballistic photons to improve the signal-to-noise ratio. Since highly turbid media leads
to significantly more diffuse photons, they must be separated from the ballistic and
snake photons. In Figure 25, a light source (1-kHz Ti-Sapphire regenerative amplifier,
seeded with a Ti-Sapphire mode-locked laser oscillator) generates 150 femtosecond
pulses centered around 800 nm). The light exiting the amplifier is linearly polarized
and is split into an optical Kerr effect (OKE) switching beam and an imaging beam
using a beam splitter. The OKE is a time gate consisting of a very fast shutter that
selects only the leading edge of the image pulse containing ballistic and snake photons.
To introduce the beams into the breakup region the linearly polarized imaging beam is
made to pass through a polarizer followed by a rotation of the beam polarization by
45°. The imaging beam is then passed through a telescope which controls the beam
size as it crosses the breakup region. The relay optics then focuses the beam through
the OKE switch which serves as a shutter (2 ps) and is triggered by the switching
pulses. When the switching pulse is absent image transfer to the display screen does
not occur. The first polarizer in the OKE gate which is also the second polarizer used
in the imaging beam, allows the polarization orientation of the imaging beam to pass
through. The imaging beam is then focused into the Kerr active medium and up-
collimated again. The second OKE polarizer is oriented normally with respected to the
first one to block the unperturbed imaging beam. When the intense electric field of
the switching pulse arrives at the Kerr active medium it rotates the polarization of the
imaging beam, allowing most of it to pass through the second polarizer. After the
imaging beam passes through the OKE gate, the image is relayed through a short-pass
filter and displayed on a screen which is then imaged using a camera. By adjusting the
length of the time delay segment of the imaging beam, it would be possible to
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Figure 26.
Ballistic image of a jet breakup [2].

introduce a delay that would control the temporal overlap between the switching and
imaging pulses when they arrive at the OKE gate for optimum time-gating.

The ballistic image thus obtained (Figure 26) reveals the main jet liquid column,
droplet distribution, voids, and jet profile structures. The dark areas shown represent
the liquid phase, the light areas are the gas phase, and the speckles and other spurious
features are caused by diffraction.

If the droplets in the breakup region are smaller than the limit of spatial resolution
for the setup (~40-50 pm) they go undetected which is a disadvantage. The spatial
resolution is limited by the CS; liquid contained in the CS, cell located in the Fourier
plane which acts as a spatial filter to reduce the scattering noise.

3.6 Liquid jet Core illumination

Optical connectivity or liquid jet core illumination is another relatively new tech-
nique for studying atomization. Here, a light guide illuminates the liquid jet from
within the injecting nozzle in a direction parallel to the flow [76, 77].

Here the liquid jet acts as an optical fiber through which the light propagates and is
interrupted only at the breakup region (Figure 27). The continuous portion of the
liquid jet is made to fluoresce by adding a fluorescing dye (Rhodamine WT dye). The
laser beam is steered by means of a light-guide tube or an optical fiber through the
liquid jet nozzle. The fluorescing dye in the liquid emits fluorescent light along the
laser beam path and is interrupted at the breakup region. The intensity of the beam
should be sufficient to identify this position. The advantage of introducing the laser
beam from within the liquid nozzle is that it is minimally attenuated and multiple
scattered and maintains a low light intensity beyond the surface of the liquid jet. The
addition of the dye aids in the emission of longer wavelengths of fluorescing light
which can be detected separately from the incoming laser beam thus avoiding back-
ground noise on images due to the scattered light. The fluorescing light is emitted
from everywhere inside the liquid core, associated with the volume of the liquid. The
liquid jet surface features act as minute mirrors to focus the laser beam which pro-
duces bright spots along the liquid surface and could be identified as locations for
significant changes in the surface structure. Short-duration laser pulses allow the
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Figure 27.
(a) Liquid jet core illumination [76] (b) principle of optical connectivity [2].

image to be frozen in time. The imaging system is a CCD camera fitted with a low-pass
filter to suppress the scattered light from the laser beam.

This diagnostic promises improved measurements for atomization occurring at the
nozzle exit since scattering (caused by the diffusion of the laser light by the droplets)
persists further downstream of the breakup region. Light propagation in narrow
ligaments connecting the detaching masses of liquid and the surrounding droplets
causes the light to become diffuse and its intensity to be significantly reduced after the
core breakup region. The detached droplets do not fluoresce and the area surrounding
the breakup point does not illuminate.

As the jet becomes increasingly turbulent, the transition of the smooth jet surface
to a rough and wavy one results in the angle of incidence between the laser light rays
and the jet surface becoming less than the critical angle for total internal reflection.
This leads to increased scattering, loss of fluorescence intensity, and bright spots
created due to the focusing of laser light by jet surface features which act as minute
mirrors. In certain situations like at high Reynolds numbers, the liquid core can
suddenly change thickness drastically, become very thin, and then thick again. The
fluid constriction thus created can cause significant loss of laser light. Moreover, it
does not work for a situation requiring droplet size measurements or location deter-
mination, or their velocity measurements as is often possible with other techniques.

3.7 Mie scattering

Mie scattering is an elastic scattering that occurs when the size of the particles in
the liquid breakup is of the order of the scattered wavelengths. Mie-scattering inten-
sity is proportional to the total liquid surface area. A number of researchers have used
Mie imaging for investigating fuel sprays [78-84]. An instantaneous Mie scattering
image of a jet in crossflow [78] is shown in Figure 28, where the inset represents the
original Mie image which is then inverted to yield a dark image of the jet against a
white background.

A Mie scattering setup for two-dimensional spray visualization [82-86] is shown in
Figure 29. A wide planar laser sheet is formed using a cylindrical lens, made to pass
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Figure 29.
Mie scattering setup for two-dimensional spray visualization.

through a particular plane of the liquid jet. The scattered signal normal to the illumi-
nated plane is imaged onto an ICCD camera fitted with a narrowband interference
filter. The images are averaged for noise removal followed by background subtraction,
uniform field correction, and intensity normalization. The clarity of the Mie image
depends on the extent of multiple scattering. When the droplet concentration is low
and the breakup dimension is small, the detected signal does not suffer attenuation.
However, when droplet concentration is high the incident beam becomes attenuated
as it travels the breakup region, ‘secondary scattering’ from droplets lying between the
incident beam and the detector and ‘multiply scattering’ by the droplets in the sur-
rounding atomized region result in “extraneous light” to be detected. Since the Mie
intensity is proportional to the square of the particle diameter (~ d,,°) a CCD sensor
having a large dynamic range is required to simultaneously image the large liquid core
and the smallest droplets. Because the scattered cross section is always larger than the
corresponding ligament/droplet diameter, it is difficult to carry out accurate size
measurements and distributions from the Mie signals. Spatial resolution is also a
significant limitation of Mie imaging.
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Comparisons are often made between shadowgraphy and Mie imaging. However,
while Mie imaging is the visualization of elastically scattered light normal to the plane
of the incident light sheet passing through the breakup region, shadowgraphy is the
image of the shadow of the breakup region formed by a collimated beam of light.

3.8 Planar laser-induced fluorescence

Planar laser-induced fluorescence (PLIF) is a technique [87-93] where a plane
laser light sheet is incident on a cross-section of the fluid mixed with a fluorescent dye.
The dye causes the liquid plane to fluoresce and this fluoresced pattern is then imaged
by a camera. A part of the laser excitation lies within the absorption spectrum of the
dye. Figure 30 shows a typical PLIF setup.

In the fluorescence linear regime, the fluorescence intensity is proportional to the
laser excitation intensity. The dye has a large separation between the absorption and
emission spectra (e.g. Rhodamine WT/6G/B, and Fluorescein). A narrow-band optical
filter allows only the fluorescence wavelengths to be imaged by the camera. Figure 31
shows a PLIF image of a jet primary breakup. The characteristic decay time (time
necessary for 86.5% of fluorescence intensity to be emitted) and fluorescence inten-
sity require calibration [20, 89]. The PLIF technique suffers from a non-uniform

Cylindrical Lens

Figure 30.
PLIF setup.

Figure 31.
PLIF image showing the liquid jet sheet breakup [88].
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(a) SLIPI beam setup [2] (b) SLIPI Mie scattering planar image of hollow cone spray [2].

intensity profile of the planar laser sheet, and light intensity reduction due to absorp-
tion by the background dye concentration. High dye concentrations produce non-
linearities in fluorescence because of absorption-related changes in the excitation
intensity. The camera exposure time depends on the spectral sensitivity of the cam-
era’s sensor at the fluorescing wavelength.

Light emitted from the object plane in PLIF could be either Mie scattered radiation
or fluorescence light. To reduce the scattering, the Structured Laser Illumination
Planar Imaging (SLIPI) technique is carried out (Figure 32a). SLIPI [94-96] generates
a recognizable signature in the incident planar beam (by time-based modulation of the
excitation source) that yields signal photons. The multiply scattered photons are
discarded due to their lack of this signature. Figure 32(b) shows a SLIPI Mie scatter-
ing planar image in a hollow cone spray.

3.9 Thermal imaging

Thermal imaging is used for temperature visualization in the breakup regime. It
uses planar laser-induced emission (fluorescence/phosphorescence) of a suitable
excitation wavelength in the UV region and thermographic phosphors or organic
tracer molecules. The two primary methods under thermal imaging are thermographic
fluorescence and thermographic phosphorescence.

3.9.1 Thermographic fluorescence

In this technique [7, 97-100], a fluorescent additive is added to the hydrocarbon
liquid in the form of a monomer (M), and an exciplex forming an organic molecule
called quencher (Ny). When this sample is irradiated, M is electronically excited to
form M* which then reacts with N, which is in the ground state to form the organic
exciplex (E*) which is an excited state complex. The reaction is represented by

M* + NosE* (1)

Fluorescence is observed from both M* and E*. Typical fluorescence lifetimes are
less than 100 nanoseconds and the populations of M* and E* are strongly temperature
dependent. By comparing the decay lifetimes or the intensity ratio between two or
several emission lines to a calibrated standard, the liquid breakup droplet temperature
distribution can be obtained. A typical experimental setup resembles the PLIF setup
[97]. An Nd:YAG laser source produces a light sheet which is incident on a liquid plane
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to excite the monomer/quencher pairs leading to exciplex formation and fluorescence
from the breakup region. This is photographed at right angles to the plane of the laser
light pulse. The liquid and vapor phase images are imaged with a single ICCD camera
using UV objective and a stereoscope. Different emission lines correspond to different
temperature ranges. The spatial profile of the breakup, droplets, and vapor are distin-
guishable and measurable. For a multi-component fuel mixture, a two-color laser-
induced fluorescence technique can be adopted [101, 102] in which the additive
(pyrromethene) exhibits a highly different temperature-sensitive fluorescence spec-
trum for two spectral bands of detection. Rhodamine B is often used as a fluorescent
temperature sensor as it exhibits significant temperature dependence. This technique
can measure the thermal transport properties (mean and fluctuating characteristics of
the dynamic and thermal fields) of a turbulent heated jet undergoing atomization.

3.9.2 Thermographic Phosphovescence

Thermographic phosphors (e.g. La,0,S:Eu or Mg,FGeOg:Mn) are temperature-
sensitive materials that when excited by UV light exhibit temperature-dependent
emission characteristics. Thermographic phosphors are mixed with the liquid forming
the jet. A thin laser sheet is then directed at the liquid plane to be imaged. This causes
phosphor excitation and subsequent emission from the breakup region [103, 104].
After excitation, the lifetime of a particular emission line is monitored to obtain
temperature measurements.

The emitted light is passed through an interference filter, and recorded by a fast-
framing ICCD camera. After image acquisition, the pixel positions of the ICCD detec-
tors are correlated with one another. Using an exponential fitting procedure, the
lifetime and temperature information is then extracted. A two-dimensional tempera-
ture image is thus obtained, as shown in Figure 33 It shows a water spray temperature
distribution image. Since the temperature of the droplets of different sizes after jet
breakup changes due to evaporation and convection in comparison to the main jet
core, their detection becomes possible using this method.

This technique has high accuracy; the advantage of remote detection and a high
signal yield; and is independent of pressure variations. The excitation energies for
both fluorescence and phosphorescence should be below a threshold value as high
excitation energies lead to luminescence saturation. Fluorescence lifetime is on the
order of nanoseconds whereas phosphorescence lifetime ranges between the orders of
microseconds to milliseconds. The decay time is often a very sensitive function of

Temperature [ K ]

Figure 33.
Single shot water spray image using thermographic phosphors [103].
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temperature [105]. So any phenomenon is limited to being observed if only it occurs
within the excited state period of the phosphor and the speed is essentially dependent
on the camera frame rate (MHz). Combining both the fluorescence and phosphores-
cence techniques has shown to be successful [106, 107] in understanding the breakup
and mixing of liquid fuels at high pressure and temperature conditions similar to those
in combustion chambers. Figure 34 shows the experimental setup of thermal imaging
by the spectral method.

4, Conclusion

The need to develop newer spray characterization techniques has always existed
due to an increasing emphasis on understanding the different unsteady processes
involved in liquid atomization, primarily for the aerodynamics and combustion
industry. This involves complete characterization of flow fields, in terms of density,
temperature, pressure, and flow velocity. Among the techniques discussed here, four
are transillumination techniques (shadowgraphy, holography, x-ray phase contrast,
ballistic) where an incident beam is passed through the liquid breakup and imaged on
the other side, and one is an internal illumination technique (jet core illumination),
one is a scattering (Mie) technique, and the rest are planar laser fluorescence/phos-
phorescence technique. Besides these high-speed ordinary imaging is based on reflec-
tion. From a study of the experimental diagnostics that are presently pursued by the
scientific community, we can observe that even though the experimental techniques
have remarkably improved over time in providing us with more information about
the breakup process they are still limited in their applicability as far as meeting the
complete demands is concerned. Some of the alternative non-intrusive laser-based
diagnostic techniques that exist at presents such as Phase Doppler Particle Analyzer
(PDPA), Phase Doppler Anemometry (PDA), Laser Doppler Anemometry (LDA),
Laser Diffraction particle sizing, Laser-Induced Incandescence (LII), and Chemilumi-
nescence Imaging, work mostly in the gaseous/vapor phase [108] or are mainly
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concerned with determining the particle sizes, velocities, and volume fraction. Almost
all of the present diagnostics are restricted to low Reynolds number flows to yield
accurate Spatio-temporal measurements. For some very small length and time scale
fluid flow situations, the spatial and temporal resolution, as well as frequency, is
beyond the resolution of present-day high-speed video cameras. There is a technolog-
ical need for developing ultra-high-speed cameras of sufficient dynamic range/reso-
lution and even techniques to capture the high-speed atomization process with
extremely high spatial and temporal resolution.
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Behaviors of Multi-Droplets
Impacting on a Flat Wall

Hongliang Luo and Feixiang Chang

Abstract

Microscopic characteristics of fuel spray are very important for atomization and
mixture formation. The droplet size, number density, velocity distribution as well
as minimum distance reveal the quality of spray and atomization, which affects the
subsequent combustion and emissions for different engines such as vehicle, marine
and aircraft. Moreover, in the internal combustion engine, the spray-wall impinge-
ment is difficult to avoid, which is the main source for soot emissions. Nowadays,
regulations for emissions become straight by governments. Therefore, it is urgent for
us to alleviate the energy and emissions crisis. In this study, the droplets behaviors
will be characterized under the related engine working state. Firstly, the experimental
setup and measurement were explained in detail. Then, images process method was
induced to calculate the droplet size, velocity and distance among them. Finally,
results of the impinging spray were presented. One thing should be noted, as the
dense region is not available to detect the droplets by the observation. Therefore, a
spray “slicer” was designed and applied to cut the spray slim. Finally, multi-droplets
were generated, and the results can be concluded as well. All the results could provide
insights into the impacting behaviors for better understanding the droplet dynamics.

Keywords: multi-droplets, impacting behaviors, energy conversion, microscale analysis

1. Introduction

Droplet-wall interactions are widely used in the gas-turbine and internal
combustion engines under a range of different conditions [1]. After injected into
the cylinder, droplets with various velocities travel along the spray axis to impact
on the piston head or cylinder wall to form fuel film as well as breakup into small
ones splashing off the wall [2]. Moreover, the rebounding and splashing droplets
coalesce and collide with each other in the air by the help of vortex, which may
impinge on the cylinder wall again or eventually adhere on it [3]. Especially, for the
cold-start operation, the liquid film on the wall surface significantly contributes to
the soot emissions [4]. Therefore, understanding the mechanism of impinging spray
is essential for better design and optimization on the engine performance. Specially,
the investigations on droplet characteristics could contribute to model the imping-
ing behaviors for separating the deposit/splash droplets under a series of pressure
and temperature conditions.
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Recently, droplets impacting on the wall becomes a hotpot for investigations,
especially after Moreira et al. [5] put forward the question that “How much of single
droplet impact research is useful?”. As a fundamental study, the single drop-wall
impacting can clearly explain the relationship between the splashing behavior and
non-dimensional parameters, such as Reynolds, Weber, Ohnesorge and K numbers
[6]. Previously, Walzel [7] firstly described the droplets impinging behavior. Then, the
splashing characteristics was formulated by Yarin and Weiss [8]. Followed by them,
Mundo et al. [9] firstly applied K number to separate droplets behaviors of “splash-
ing” and “no-splashing” Then, Bai et al. [10] characterized the different impingement
regimes of the incident drops by Weber number. Then it was refined and developed
well by other scholars [11-13] Recently, Cen et al. [14] studied the dynamic break-up
of the alternative biofuel impacting on the hot wall under the film boiling regime with
different Weber number. They found that droplet breakup was dominated by Rayleigh
instability, and the timing of jet break-up agreed well with the theory of Rayleigh
instability. Qin et al. [15] investigated the splashing behaviors of an impacting drop on
the hot surface to compare the effects of fuel viscosity and surface roughness. Liu et al.
[16] studied the spreading dynamics of a single droplet impacting on a heated surface.
They found that impacting behavior such as “depositing”, “rebounding” and “breakup
with atomization” were sensitive to both surface temperature and Weber number.

According to the literature surveys above, although many investigations were per-
formed on the drop-wall interaction. It is still necessary to conduct an in-depth study
on the multi-droplets wall-impingement. This study aims to fill the research gap. The
target is to investigate the characteristics of multi-drops impingement on the wall
experimentally under various conditions. Particle image analysis (PIA) technique was
implemented to obtain the microscopic observations. Firstly, the spray droplets were
checked by a single hole injector. Then, a spray “slicer” was introduced to make the
multi-droplets impinging on the wall. Moreover, the thickness of “slicer” was defined.
Finally, 0.4 and 0.04 mm in thickness of the “slicer” were determined to test at the
spray tip and quasi-steady state.

2. Experimental system and image processing method

The experimental setup is shown in Figure 1. It consists of three parts, including
an injection system, an optical system and one constant volume chamber. Fuel was
injected into the chamber, then developed and impinged on a flat wall by a high-pres-
sure common rail. The high-pressure constant volume chamber was equipped with
four glass-windows to transmit the observation light. Similar to the shadow method,
particle image analysis (PIA) was applied in this research, which was also used in our
published literatures [17, 18]. Therefore, here only a brief introduction is shown. A
double pulsed Nd: YAG laser of 532 nm wavelength was used to illuminate the spray.
And microscopic behaviors of spray can be observed through a charge-coupled device
(CCD) camera (Flowtech Research Inc., FtrNPC). Moreover, a microscope was used
to connect the camera to obtain the tiny droplets clearly with three teleconverters
(Kenko Tokina, N-AF 1.4X TELEPLUS MC4*3) connected to amplify the micro-
image. Besides, owing to the dense drops along the spray axis, a house-designed spray
“slicer” was designed and applied to get the slim spray, as depicted in Figure 2. The
spray “slicer” made of steel with length of each slicer at 30 mm and height at 3 mm.
And the distance between two slicer was defined as the thickness, which could be
adjusted from 0.04 to 1 mm.
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Table 1 lists the experimental conditions. On mini-sac injector with a single hole
of 0.135 mm in diameter and 0.65 mm in hole length was used, resulting in the length-
to-diameter (L/D) ratio at 4.8. Toluene was used as the tested fuel with density being
866 kg/m’ under the room temperature. The properties such as viscosity and surface
tension under the room temperature are 5.89 x 10-4 N-s/m” and 0.0285 N/m, respec-
tively. The injection mass of toluene was kept constant at 4.0 mg. The chamber was
filled with nitrogen to conduct the experiment under the non-evaporation condition.
And the ambient pressure was changed between 0.1 and 0.5 MPa, leading to the gas
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Injector Parameters

Injector Type Mini-sac with a single hole
Hole Length (mm) 0.65
L/D Ratio 4.8
Hole Diameter (mm) 0.135
Fuel Properties @ 298 K

Test Fuel Toluene
Density (kg/m’) 866
Dynamic Viscosity (N-s/m?) 589 x107*
Surface Tension (N/m) 0.0285
Conducted Conditions

Injection Mass (mg) 4.0
Ambient Gas Nitrogen
Injection Pressure (MPa) 10, 20, 30
Injection Duration (ms) 29,21,17
Ambient Temperature (K) 298
Ambient Pressure (MPa) 0.1and 0.5
Ambient Density (kg/m’) 1.95and 5.95

Impinging Conditions

Impingement Wall Flat wall, quartz glass
Wall Roughness (pm) Ra=70
Wall Temperature (K) 298
Impingement Distance (mm) 22
Impingement Angel (deg) 45

Table1.

Experimental conditions.

density at 1.19 and 5.95, respectively. Besides, the injection pressure was set among 10,
20 and 30 MPa with injection duration at 2.9,2.1 and 1.7 ms. A flat wall made of quartz
glass was used as the impingement wall, as shown in Figure 3. The impingement
distance from the nozzle exit to the wall was decided at 22 mm. And the impingement
angle was determined at 45 deg. between the spray axis and the wall surface. One
thing should be noted that the roughness of the flat wall was measured at Ra7.0 pm by
a portable high-performance surface roughness and waviness measuring instrument
(Kosaka Laboratory Ltd., SE300).

The image processing is shown in Figure 3. Firstly, the resolution can be calculated
by the help of a micro-scale ruler. For filtering the spherical droplets, some refined
criteria should be defined, such as roundness, pixel number and diameter. After
detecting the spherical droplets, the distance between droplets can be obtained.
Furthermore, with the interval timing between these two frames at 0.4 ps, the veloc-
ity of each droplet can be calculated. Moreover, in order to make the statistical results
reasonable, at least 100 repeated tests were conducted under the same condition to
make sure more than 5000 particles are available for statistics. Finally, the droplet
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Image processing.

size, velocity, distance and non-dimensional results can be gotten. The details about
the algorithm can be seen in the article of Wang et al. [19].

3. Results and discussion
3.1Impinging spray and droplet behaviors

Microscopic spray development before impingement under 0.1 and 0.5 MPa are
presented in Figure 4. It can be seen that all the images are arranged along the spray
axis and then rotated 45 deg. at counterclockwise connected. Under P, = 0.1 MPa,
when fuel spray at the near field region, less droplets can be seen. With development
at 2-4 mm from the origin, it is clear to see the liquid column. With longer penetra-
tion development at 8-10 mm, better atomization can be seen that liquid sheet located
in the core with droplets at the periphery. At further locations, more ligaments and
clear droplets can be captured. Besides, increased the ambient pressure to 0.5 MPa,
more atomized droplets can be obtained because of the strong sheer force to promote
droplets collision, leading to dense spray when compared to that of 0.1 MPa. In this
case, although PIA could obtain the microscopic spray clearly at periphery, it is still
difficult to clear observe the drops at the dense spray regions.

Then, typical morphologies at (10, 10) and (14, 14) are shown in Figure 5. Before
impingement at (10, 10), both ligaments and droplets can be seen at 0.1 MPa due to
the primary breakup. Under 0.5 MPa, intense interactions result in more small size
droplets. Transferred to being impingement location at (14, 14). The white solid
line represents the surface of the flat wall. At the near wall region, it is too dense to
identify the droplets along the spray axis when compared to (10, 10), resulting in only
droplets at periphery can be observed.
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Microscopic behaviors of spray and droplets.

Generally, the atomized droplets are the outcomes of competitions between
aerodynamic force and surface tension. The friction in the gas-fuel interface results
in the disintegration and instable deformation, finally contributing to the formation
of smaller droplets. Therefore, We, can be used to describe instability of the droplet
formations and predicts the behaviors of droplet breakup furtherly, defined as:

We, = (1)
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where p, is the ambient gas density with ¢ being the liquid surface tension. v is the
relative velocity between droplet and ambient gas. d represents the droplet diameter.

Previously, Wierzba [7] found the vibrational breakup occurs at a relatively
low We,, and droplets are easy to break up into smaller ones. Therefore, We, can be
applied to indicate the degree of atomization during development, which is divided
into four parts: when 0<We,<1 and 1<We,<10, it suggests good atomization; when
10<We,<14, the transient section indicates the further atomization can be expected;
when We,>14, the large droplets still exist.

The diameter-velocity distribution is presented in Figure 6. The scatter number
in each sub-figure suggests the number of available droplets. The horizontal axis
is droplet size (6-80 pm), and vertical axis is velocity (0-200 m/s). At 0.1 MPa,
compared between (10, 10) and (14, 14) in Figures. (a) and (b), results are similar.
However, more droplets with larger We, can be seen when ambient pressure increased
to 0.5 MPa in Figures. (c) and (d), suggesting these droplets have the potential for
further atomization. Besides, in contrast to Figures. (c) and (d), the number of
large We, decreases significantly, indicating that higher ambient pressure favors fuel
breakup and atomization. In other words, it can be concluded that fuel spray develop-
ment is the process of We, decreasing with better atomization.

The number probability of droplet size is calculated in Figure 7. Before impinge-
ment (10, 10), two curves are similar but with different peak values, and the peak
value of 0.1 MPa is larger than that of 0.5 MPa. However, difference becomes not
obvious. Furthermore, the droplet size corresponding to the peak value of curves is
the same at 12 pm. One possible reason may be that the scale of atomization is mainly
decided by the injector itself, resulting in less relationship with the ambient pressure.
In order to discuss the velocity distribution, the probability of velocity is presented in
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Droplet diameter probability curves.

Figure 8. With the increase in ambient pressure, the maximum velocity reduces from
200 to 150 m/s. Besides, the velocity corresponding to the peak value decreases at
elevated ambient pressure decreases from 65 to 25 m/s at (10, 10), from 45 to 10 m/s
at (14, 14). Besides, different to droplet size distribution, the peak value in velocity
decreases sharply under high ambient pressure owing to more energy dispersion.
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(a) SMD and (b) averaged velocity.

Allin all, it can be seen that velocity is sensitive to the location and ambient pressure
significantly compared to diameter. And both ambient pressure and spray develop-
ment decelerate droplets.

Sauter mean diameter (SMD = ) D3/D2) is defined as the diameter of a droplet
with the same ratio of volume to surface area, which is widely applied to evaluate
the atomization, as shown in Figure 9. Here, SMD and averaged velocity under each
condition are compared. SMD decreases with elevated ambient pressure and spray
development, resulting in better atomization. The ambient shear force and high gas
density should be the main reasons for it. Moreover, the averaged velocity decreases
as well because of the resistance force. And the minimum distance of the selected
droplets is defined as the shortest distance among them, as shown in Figure 10, which
can be applied to represent the spray dispersion. The results of mean minimum dis-
tance (MMd) are calculated and depicted here. Similar to SMD and averaged velocity,
MMd decreases with ambient pressure increasing but with different reason. That high
ambient pressure compacts droplets, making them together due to the high ambient
density should be one possible reason for it.
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3.2 Sliced spray behaviors

In this part, the spray behaviors will be discussed at the spray tip for clear observa-
tion. Moreover, the spray “slicer” was applied here with the thickness at 0.4 mm.
Firstly, Figure 11 shows the morphology of spray tip at two locations under
the injection pressure of 10 and 30 MPa, respectively. At (10, 10), clear droplets,
ligaments and even liquid sheets can be seen, indicating the spray slicer improves
the atomization. Moved to the impinging location at (14, 14), the splashing crown
structures can be seen clearly, which previously reported in the single drop impacting
experiment [20, 21]. Besides, the photographing timing is recorded in each image.
With an increase in injection pressure, shorter timing is needed due to high momen-
tum energy from the drops.

P,,;=30 MPa

0.16 ms ASOI

0.35 ms ASOI

o ey

Figure 11.
Spray morphology under diffevent injection pressures.
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Droplet diameter-velocity distribution is presented in Figure 12. The horizontal
axis is diameter, and vertical axis is velocity. Besides, SMD is depicted in each image. It
is interesting to find the “fish-shape” distribution under all conditions with big “head”
and small “tail”. Furthermore, increased the injection pressure from 10 to 30 MPa,
distribution becomes wider with higher velocity because of high kinetic energy. In con-
trast to location effect, the influence of injection pressure plays a much more impor-
tant role on not only velocity but droplet size. It is evident that increasing injection
pressure reduces SMD significantly, when compared it between (10, 10) and (14, 14).

The size probability is presented in Figure 13. It is interesting to find the almost
half droplet diameter is in the range of 12-20 pm. Moreover, the peak value corre-
sponding to diameter locates in only 12-16, indicating the droplet size is determined
largely by the injector itself, instead of the injection pressure. Besides, the peak value
increases with spray tip movement and injection pressure owing to better atomiza-
tion. Furthermore, injection pressure shows lager effect on droplets atomization than
that of measurement location.

Figure 14 shows the velocity distribution along x and y directions to describe both
velocity and direction. Four quadrants are separated to define the velocity direction.
Quadrant I indicates the incident droplet moving along the spray axis; Quadrant II
indicates droplet splashing off the wall in the direction perpendicular to spray axis;
Quadrant III indicates droplet rebounding into the air along the spray axis; Quadrant
IV indicates droplet rushing to the wall in the completely opposite direction of
Quadrant II. Moreover, the absolute velocity is the distance from one certain dot to
the origin. Because of the spray tip, all the droplets show similar rushing direction
to the wall in Quadrant I. And almost the same shape can be seen under 10 MPa. But
increasing the injection pressure to 30 MPa, droplet velocity can reach to 200 m/s.

61



Fundamental Research and Application of Droplet Dynamics

35 T _I T T T T T T T T T T T
30| - 10 MPa 30 MPa
| (10,10) —=" ||
2| (4,14) —— — |
| |
~ 20 | .|
£ | i
st — 1
=]
[} —
& . — 1
10 -
5+ d
0 1 1 1 1 1 1 1 1 1 1 1 1 1 |
8 12 16 20 24 28 32 36 40 44 48 52 56 6
Droplet diameter (um)
Figure 13.
Droplet size distribution.
P, =10 MPa ij =30 MPa
200 200+
q \ -150 ./' 5 -1501
g I el M g -100+
z 50+ %’ -504
2 g2
(10, 10) = | e e I L E S [ |
=200 150 100 =50 -100 -150 -200 =200 150 1 0‘ =50 -100 -150 -200
k: o} R 5501
R .
z /. I g5l IV \ T TS 150
200 " 200l
x direction velocity (m/s) x direction velocity (m/s)
200 2200+
3 =150 - -150
E -100 E 100}
‘% -50 £ -50+
Z 5
(14, 14) 2 —————t ——— N | } |
=200 150 100’ -50 -100 -150 -200 =200 150 W -50 -100 -150 -20C
2 0 z . 0+
z 100 B 00l
% 150 z 1504

200
x direction velocity (m/s) x direction velocity (m/s)

Figure 14.
Droplet velocity direction.

Figure 15 shows the diameter-minimum distance. As explained before, minimum
distance (Md) could be used to judge the droplet dispersion with larger Md to indicate the
better dispersion. All results show similar distribution with little difference. One thing can
be concluded from distributions that increased the injection enlarges Md at a certain level.
Therefore, in order to discuss the Md clearly, mean minimum distance (MMd) is used in
Figure 16 as well as averaged velocity. For averaged velocity, increasing injection pressure
accelerates droplet greatly from 83.3 to 137.0 m/s at (10, 10). But this increasing tendency
becomes moderate at (14, 14). In addition, averaged velocity decreases slightly with tip
movement due to the air drag force. For MMd, both movement and injection pressure
enlarge MMd, suggesting better atomization. However, one interesting thing is that
different to velocity, MMd is more sensitive to the location instead of injection pressure.
Droplets disperse well with the spray development should be one possible reason for it.
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(a) Averaged velocity and (b) MMd.

3.3 Multi-droplets impacting characteristics

In order to explore the multi-droplets impacting behaviors deeply, the thickness
of “slicer” was decreased to 0.04 mm, as shown in Figure 17. At spray tip, droplets
can be recognized at thickness of 0.4 and 0.1 mm. However, changed to quasi-steady
state, the thickness should be decreased much more. Finally, the thickness was
determined at 0.04 mm. And in this part, multi-droplets can be achieved through
the “slicer”. Moreover, the impacting and splashing behaviors of droplets will be

discussed in detail.

Figure 18 presents the diameter-velocity distribution at (16, 14) and (18, 14). The

horizontal axis is the droplet diameter, with vertical axis being as the velocity. Results

of 10, 20 and 30 MPa are depicted by the black, red and blue data, respectively. For
the velocity, at (16, 14), the velocity ranges from 0 to 110 m/s. But it decreases to only
50 m/s when the location is transferred to (18, 14). And it is supposed that the energy
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Droplet diameter-velocity distribution.

disperses with the interaction of droplets and fuel film on the wall during the injec-
tion, which will be discussed more in the following part. Moreover, for the droplet
size, it is clear to see that diameter increases significantly when transferring from (16,
14) to (18, 14). Droplets collision with each other after impacting on the wall should
be one possible reason for it.

In order to analyze the size distribution statistically, the probability of the diam-
eter is applied and shown in Figure 19. At (16, 14), the peak value corresponding to
the diameter increases with higher injection pressure from 20-25%. In contrast to
(18, 14), peak value declines obviously, suggesting that droplet size increases from
(16, 14) to (18, 14) with spray movement but decreases with increasing injection
pressure. Finally, SMD is calculated and depicted in Figure 20. It shows that SMD
decreases slightly with an increase in injection pressure at (16, 14). However, larger
influence of injection pressure can be seen at (18, 14). The larger-size drops are easy
to break up into smaller ones owing to high kinetic energy. While, by comparing the
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location effect, SMD is enlarged with movement. After impingement on the wall, the
splashing droplets may collide and coalesce by others can explain this phenomenon.
More details will be discussed through the velocity analysis.

Figure 21 shows the velocity-direction distribution. X and Y coincide with the
direction presented in Figure 4. And the distance from the origin to one selected
droplet presents the magnitude velocity. At (16, 14), almost all the droplets rush
into the wall along the spray jet direction. Besides, high injection pressure acceler-
ates droplets. While, changed to (18, 14), droplets change direction in Quadrant II,
indicating the splashing direction. And this is the main reason for the low velocity
and large size. After impacting on the wall, droplets splashing off the wall results
in energy loss. Additionally, some droplets may collide and change the direction as
well as coalescence into larger ones. One thing should be pointed that at (16, 14) and
(18, 14), droplets locate in all these four quadrants because of the vortex.

Next, the averaged velocity was calculated and presented in Figure 22. It shows
that at (16, 14), velocity increases significantly with higher injection pressure.
Compared with after impingement at (18, 14), only half velocity can be seen due to
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the interaction consuming energy. Finally, the mechanisms of multi-droplets impact-
ing on the wall is conceived. After impingement, the secondary droplets are generated
by the irregular crown structure with the help of the interaction between fuel film
and droplets. On one hand, the splashing droplets after impingement collide with
each other and then coalesce into larger one. On the other hand, the splashing crown
structures also collide owing to the multi-droplets crash into the fuel film, leading

to droplets generated from the rim of the crown body. Moreover, the crown bod-

ies collide, then generate droplets splashing off the structure to increase the totally
calculated SMD.

4, Conclusions

In this study, droplet behaviors were investigated before, during and after
impingement on the wall. For clear observation, free and impinging spray (with/
without “slicer”) at different thickness of 0.4 and 0.04 mm were characterized to
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evaluate the droplet size, velocity and distance. Besides, different influences including
measurement locations, injection pressures and ambient pressures were considered to
better understand the behaviors of multi-droplets impacting on the wall. The follow-
ing conclusions can be drawn as:

1. We, can be applied to evaluate the degree of breakup and atomization. Owing to the
droplets breakup and atomization, We, decreases from (10, 10) to (14, 14). More-
over, high ambient pressure can promote this phenomenon. Furthermore, ambient
pressures and locations has less effect on the scale of atomization as the diameter
corresponding to peak value of probability is constant. However, velocity is more
sensitive to the ambient pressure and locations compared with the droplet size.

2. Higher injection pressure widens the distribute in velocity but compacts the diam-
eter distribution. Droplet velocity direction can be obtained and mapped in four
quadrants. And Md of droplets is defined and employed to evaluate the droplets
dispersion. Higher injection pressure decreases SMD, accelerates droplets and pro-
motes the droplets dispersion owing to high kinetic energy and better atomization.

3. After impacting on the wall, SMD increases but velocity decreases. The multi-
droplets impacting on the wall cannot be considered as the superposition of
undisturbed single droplet. Not only splashing droplets but also splashing crown
structures collide and coalesce to generate secondary droplets with large size and
low velocity.
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Chapter 4

Interaction and Transport of Liquid

Droplets in Atmospheric Pressure
Plasmas (APPs)

Muhammad M. Igbal and Mark M. Turner

Abstract

The transport of liquid droplets in atmospheric pressure plasma (APP) has been
recognized as a two-phase flow. The liquid droplet introduces a perturbation in
APP and under several constraints, the behavior of this perturbation is not clear
during transport. As soon as the droplets interact with the APP, they become
charged, which causes the droplets to evaporate. Using 1D normalized fluid
model, we first describe how the liquid droplets charge and interact with helium
APP. The impact of this droplet-plasma interaction is then discussed and described
using 2D coupled fluid-droplet model. The numerical modeling outcomes
suggested that the evaporation of droplets has emerged as a primary mechanism in
plasma; however, the mutual interactions, such as grazing and coalescence
between the droplets, are dominant at higher precursor flow rates (>100 pl min™?).
To demonstrate the importance of different liquid precursors during droplet-
plasma interaction, we analyzed the spatiotemporal patterns of discharge plasma
while considering the effects of HMDSO, n-hexane, TEOS, and water. Variable gas
and liquid precursor flow rates are used to further examine the features of dis-
charge plasma. Comparing penning ionization to other ionization processes, it is
found to be the prime activity along the pulse of droplets, demonstrating the
significance of small nitrogen impurities. Using a laser diffraction particle size
analysis approach as part of an APP jet deposition system, the validation of the
numerical simulations is proven by comparison with experimental observations of
droplet size distributions.

Keywords: atmospheric pressure plasma, droplet charging, evaporation, interaction,
droplet model, two-phase flow, precursor flow, coupled model, grazing, coalescence,
helium gas, N, impurities, penning ionization, deposition system, plasma simulations

1. Introduction

It has been widely accepted that atmospheric pressure discharge plasmas are rec-
ognized as an ideal source for achieving advanced desired requirements of coatings in
industry, including surface modification, plasma-polymerized thin films, and engi-
neering of mechanical components. Using nonequilibrium atmospheric pressure
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plasmas (APPs) with spraying precursors, recent studies in biology and medical sci-
ence provided a clear path toward further innovation and improvement in these fields
[1-5]. High-pressure discharges have been shown to be extremely useful for industrial
applications such as sterilization of medical instruments, biomaterials for surface
modifications, tissue engineering, blood coagulation, and therapy of skin disorders.
While these applications operate at atmospheric pressure, the impact of small traces of
impurities, such as gases, liquid vapors, and dust particles, cannot be ignored during
processing because the interplay between these elements and their ramifications is
controlled by the characteristics of the carrier gas mixtures [6-12]. Through the
combination of liquid precursors in gas mixtures and discharge plasma, it is possible to
produce material surfaces with desired properties. A direct injection of liquid pre-
cursors into discharge plasma can further complicate the occurring of chemical pro-
cesses due to the shift from uniphase to two-phase flow. During this activity, two
types of monomers were introduced into discharge plasma, such as vapors and liquid
aerosols. Using both of these as a catalyst, the surface furnishings of the substrate were
altered at a nanometer scale [13, 14].

Experiments perform an important role to test the theoretical concepts and, in
some cases, also help to improve a perception with the use of outcomes from both
fields. Using numerical models, this chapter addresses distinct characteristics of two-
phase flow, including mixing, ignition, chemical reactions, and heat transfer in the
chamber by exploring various aspects of two-phase flow [15, 16]. By investigating the
spray dryers containing flue gases from coal fire power plants and diesel engine fuel,
O’ Rourke and Dukowicz [17, 18] developed a numerical model of a multiphase flow
which demonstrates the interaction of gas with liquid droplets. When a droplet comes
in contact with the surface, its functionality can be altered in several ways, such as by
altering the size, radius, morphology, and temperature of the droplet. Many studies on
two-phase flow have been performed that examined both gas mixtures and droplets in
a closely coupled plasma-droplet environment involving such factors as geometry, gas
and precursor flow rates, temperature, and injection of mono- and polydisperse
droplet sizes [19-22]. Droplets play a powerful role in a long discharge plasma channel
due to their strong combination of external and internal forces, although sheath
formation, around the droplet, has profound effects on how carriers are distributed in
the plasma [23, 24].

The direct introduction of liquid precursors into atmospheric pressure plasma jets
has proved an effective method for many applications in the past [2, 9, 25, 26], from
industrial plasma processes to medical treatments, for instance, plasma-enhanced
chemical vapor deposition, sterilization of medical equipment, and direct treatment of
skin diseases. In [27], Navier-Stokes and energy equations have been solved to explain
droplet deformation, solidification, and energy transfer on the substrate. It might be
desirable for smooth plasma surface deposition to evaporate droplets completely in
the plasma during transport, and particularly undesirable for partially evaporated
droplets to reach substrate surfaces [28]. Surface deposition has numerous physical
and chemical properties influenced by a variety of characteristics, especially the
precursor and gas flow rates and the composition of the gas mixture, that is primarily
responsible for the performance of the coating because a variety of chemical interac-
tions take place during evaporation of droplets as well as particulate nucleation [19]. It
has been determined that penning ionization occurs in the presence of trace amounts
of nitrogen impurities in helium gas mixtures [29]. Previous research showed that
Radio-frequency (RF) plasma sources ranging from 0.1 to 100 kHz produce
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satisfactory and promising results in controlling the relevant features of APP during
processing within the last two decades [2, 30-32].

The bulk of the literature deals with gas dynamics in the presence of liquid droplets
and the authors in [17, 18] elucidated the behavior of evaporation of droplets as well as
mutual interactions between them in the case of small Weber numbers during liquid-
gas interaction. In experiments, PlasmaStream™ atmospheric pressure plasma jet
deposition systems [14] can be adapted to achieve uniform deposition of coatings on
silicon substrate surfaces by adjusting the flow rate of liquid precursors. Inductively
coupled plasmas are revitalized by the influence exerted by droplet breakup,
desolvation, and coalescence, as demonstrated in [21]. In order to explore the vital
characteristics of interaction among liquid droplets and flowing gas in the peculiar
applications of combustion, the Eulerian-Lagrangian method is applied, and these
features have been verified by the spectroscopic observations involving signal fluctu-
ations in [15, 33-35]. Researchers found that a full packet of liquid droplets dissolved
into discharge plasma resulted in more accurate spectroscopic results than fragmen-
tary vaporization of droplets [36]. It has been shown that droplet dynamics are
governed by several forces, such as electrical, aerodynamic, surface tension, internal
viscous, and gravity during discharge plasma downward drag [23]. According to
recent research investigations [19, 24, 29, 43, 56], homogeneous deposition coatings
can be achieved by dissolving liquid droplets in atmospheric pressure plasmas at
various precursor and gas flow rates.

2. Charging of liquid droplets in atmospheric pressure plasma

To understand the charging of liquid droplets in APP, we consider a fluid model in
spherical coordinates in one dimension for a recombination-dominated equilibrium
helium discharge plasma at atmospheric pressure. The radius of the sphere is (r), and
it measures the distance from the symmetry axis. The initial densities of electrons and
ions are assumed as 7.'” and #,©, respectively, while the normalized fluid model is
able to predict and identify the dynamic interaction among the droplets and atmo-
spheric pressure plasma. Suppose, a spherical liquid droplet of radius (r;) (r; < Debye
length (1p)) is immersed in the discharge plasma and the recombination starts occur-
ring on the surface of droplet after charging. As a result, the negative potential is
acquired on the surface of droplet due to the higher thermal flux of electrons than
ionic species to balance the flow of electrons and ions around the droplet [1, 2]. The
growth of this process can be demonstrated in three possible steps (I, II, and III) as
exhibited in Figure 1. The surface of liquid droplet is neutral before entering into
discharge plasma as shown by step I. When the droplet interacts with atmospheric
pressure plasma, the electrons rushed toward the droplet due to high thermal speed
and formed a layer around the surface of the droplet at step II, which transform a
neutral droplet into completely negatively charged surface of the droplet. This shows
that the electrons develop a strong veneer on the surface of droplet and ultimately
form a sheath around the droplet as expressed in step III for the single isolated droplet
in the stationary discharge plasma. For simplicity, we consider direct ionization and
dissociative recombination of helium ions and electrons for the numerical modeling.

In equilibrium, kpyene — krnen, = 0, where k; is the ionization rate of reaction, kg
is the recombination rate of reaction in the helium plasma, and 7. and 7, are the
densities of electrons and ions, while 7y is the neutral helium gas density. We assume
a constant temperature of electrons to sustain the equilibrium in this 1D model,
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Figure 1.

Development of floating potential on the surface of droplets in APP.

although this assumption will require a further investigation in the future. Since the

discharge plasma is assumed as quasi-neutral (n(f> =n{")), the Boltzmann distribution
is considered as suitable to describe the electrons in APP, and mathematically it can be
written as n, = n(p exp (¢#/,r,), where kT, is the electron temperature expressed in eV
and @ is the electrostatic potential. We assumed an equilibrium state where the
ionization and recombination rates in the discharge plasma were in balance. Further,
the description of one-dimensional normalized fluid model equations for the dis-
charge plasma is available in [37], which are used for the plasma modeling in the
current scenario.

2.1 Effect of perturbation

The occurrence of perturbation is essential after the introduction of nebulizer
droplets in the atmospheric pressure plasma, while the role of perturbation can be
expressed by using a power series method [38]. We applied a classic technique to explore
the behavior of liquid droplet using power series asz = n + a'nV + o?n® + ...

This approach is applicable for simple cases and becomes more complex at higher orders
of magnitude. For lowest order, the density and velocity of discharge species after
simplifications can be written as:

67/)
n 01+ ng 3 (1)

1 1
vOmnge (; + ;) )

where p is the normalized radius of droplet and n¢ = 1 + 79, and 7 is the arbitary
constant. The above system of equations is reformulated by letting r — > 0 and after
simplication, the solution of these equations is discussed around and at the surface of
droplet in APP.

When the fluid model equations in normalized form are solved numerically under
the specific boundary conditions in the discharge plasma, the parameters, such as
floating potential, ionic species flux, the electric field, and ionic species density, are
evaluated to describe the characteristics of APP in the presence of water droplets.

The electrons in discharge plasma are responded rapidly than heavy ionic species
when the liquid droplet enters from the nebulizer. These electrons immediately
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interact with the liquid droplet and accumulate as a layer on the surface of droplet due
to their higher thermal flux than ions [39, 45]. The APP is positively charged as
compared to the deposition of negative charge on the surface of droplet due to the
accumulation of electrons. The negative potential on the surface of the droplet is
screened because Debye shielding confines the potential variations in this particular
small region, called as a thin layer. The formation of a thin layer is termed as a sheath,
and it forms a potential barrier to extinguish further spread of negative charge. The
distribution of potential is progressed around the droplet when the dimensionless
radius of discharge plasma channel alters from 0.01 to 0.1 as shown in Figure 2(a).
The sharply rising edge in electric potential around the droplet exhibits that the
floating potential is immediately strengthened after entrance into atmospheric pres-
sure plasma because of charging. Eventually, this develops a balance of electronic and
ionic fluxes around the droplet, and this is verified by the presence of constant flux in
the inner region, when the normalized radius (p) varies from 0.01 to 0.1 approxi-
mately as appeared in Figure 2(b). It exhibits that the dynamic behavior of discharge
participating species is evolved in the mentioned domain of normalized radii of
droplet from 0.01 to 10. Therefore, it is evident from Figure 2 that the characteristics
of charge carriers are changed in the presence of nebulizer droplets and effectively
perform an important role for the charging of the droplet. Based on this analysis, it is
concluded that system of fluid model equations becomes simplified in the inner region
due to the development of constant flux.

To distinguish the attributes of charge carriers around and on the surface of the
droplet, the distributions of drift velocity and electric field are compared as shown in
Figure 3. Considering the flux balance conditions around the droplet, the strength of
magnitudes of drift velocity and electric field is altered from higher to lower values.
As the intense charged layer is formed at the surface of the droplet, which is respon-
sible for the organization of distorted electric field at the surface of the droplet. It is
apparent from Figure 3(a) that the lowering in the drift velocity and electric field is
linearly varying from p = 0.01 to 1, while a sharp fall appears at higher normalized
radii p. This shows that the magnitudes of drift velocity and electric field are promi-
nently reduced to very small values away from the surface of the droplet. This
situation is entirely transformed at the surface of droplet, when the velocity of ionic
species and strength of electric field are certainly boosted to the higher values as a
function of droplet radius as exhibited in Figure 3(b). The comparison of both
situations reveals that the tremendous modification occurs at the surface of droplet
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Figure 2.
(a, b) Spatial profiles of normalized floating potential () and ionic species flux around the droplet in APP.
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(a, b) Spatial distributions of normalized drift velocity and electric field around and at the surface of droplet
in APP.

due to the formation of sheath including the accumulation of electrons. This can be
verified from the sharp and steady change in the drift velocity and electric field as
viewed from Figure 3. The sharp distortion in electric field from 0.0001 to 0.001
exhibits that the sheath developed around the droplet due to the deposition of nega-
tive charge on the surface of the droplet.

Figure 4(a) shows that the normalized magnitude of the droplet floating potential
at the surface continuously changes over time due to the strong perturbations caused
near the surface by ions and electrons. It is also evident from the mathematical
expressions in Eqs (1) and (2) that the spread of perturbation is uniformly homoge-
neous around the droplet. To explore the interaction of droplets during the transport
in the plasma channel, the surface charge on the droplet is evaluated from the floating

potential (y4reory) [40] as well as from the Rayleigh method (87, /eoyrz) [41]. Based

on Figure 4(b), it can be demonstrated that the surface charge of the droplet is
appropriately less than the charge determined by Rayleigh’s criterion. In comparison
with droplet charging, droplets remain intact during residence time and are not
decomposed into smaller particles. Therefore, the scenario of droplet charging

can be supported. The characteristics of floating potential are distinguished
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(a, b) Distribution of normalized floating potential at the surface of droplet and charge ratio (Q/e).

76



Interaction and Transport of Liquid Droplets in Atmospheric Pressure Plasmas (APPs)
DOI: http://dx.doi.org/10.5772 /intechopen.105010

from Figures 2(a) and 4(a) showing the strong behavior around and on the surface of
the droplet. This shows that the evaporation is not a very important mechanism in
certain domain of droplet radii (>5 pm), and the droplets survive successfully during
the passage in the plasma channel, which act as the seed for nonuniform surface
depositions. Therefore, the behavior of droplets in helium APP can be described by the
spatio-temporal characteristics using the nonequilibrium Langumir-Knudsen law [42]
and normalized one-dimensional normalized fluid model [37] in spherical coordinates.

3. Multidimensional coupled fluid-droplet model for PlasmaStream
system

Now the multidimensional modeling approach is preferred to explain and interpret
the liquid-plasma interaction, while the multiphase flow can be described by the
Eulerian-Lagrangian numerical scheme. In this approach, the Lagrangian methods are
used to investigate droplet dynamics, and Eulerian methods are used to investigate the
kinetics of the He-N, gas mixture, in addition to major collision interactions initiated
by chemical reactions. As a result of adding the coupling terms to the conservation
equations of mass, momentum, and energy of the gas and liquid phases [43, 44], the
fluid model of the plasma gas and stochastic liquid droplet model of the liquid pre-
cursor droplets were integrated including mutual interactions. The following set of
equations is used for the modeling of flowing gas mixture as:

dpg -
E—f—pgv.u(r,z,t) =S 3)
a p ﬁ(V,Z,t) — - —
(‘c"%) = VP + V.T,Vii(r,2,t) + Su (4)
d(pgh) N
—— > =V.—Vh+j.E+S
ot C, +j.E+Sg (5)
w -
pggl: V.DABVY+S (6)

Table 1 lists the terminology and description of variables for the above set of
equations. Eqs (3-6) represent the fluid model equations of mass density, momentum,
and energy of the gas mixture, while the models are coupled through source terms
(S, Sm, and Sg). In this case, Implicit Continuous Eulerian (ICE) method is used because
this has already been tested for the numerical solution of gas flows of any Mach number
[33]. This has also considered as the effective for the calculation of terms containing
momentum exchange between two phases. For the presence of species in APP, the
kinetics behavior of discharge species (e”, He", Hey", Ny", He', and Hez*) are deter-
mined by solving the generalized continuity equation as written as follows:

Ong, (r,2,t = (7 PYd
%"‘F V,(fsp<V,Z, t) +nspu(V,Z, t)) - SSP @

where the index sp corresponds to the distinctive species (electrons, ions, neutrals,
and radicals), I'gp(7,2,t) = sgn (qSP> HepEnsy — Dy Vg indicates the flux of discharge
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Symbols

Physical description

pg s Py Ty k, j, E, h, Y, Dppand S

Density of gas mixture, velocity vector in the
radial and axial directions of gas (u,, %),
operating pressure, momentum, thermal
conductivity, joule heating, electric field in the
radial and axial directions (E,, E,), diffusion
coefficient, enthalpy, vapor species mass fraction,
and various source terms in the set of Eqs (3-6).

V4 Radius of droplet

Ap Debye length

Cp Specific heat at constant pressure
Xp Position of droplets in the parcels
p Velocity of droplets in the parcels
0 Velocity of gas with fluctuations
P Density of liquid precursors

kg Boltzmann constant

2 Gravitational constant

R Universal gas constant

o = (24/R.) (1 +R.3/6)

cp is used in the calculation of drag coefficient

R, = (Zpg‘ﬁ +i - ﬁd"’d) /g (T)

Reynolds number of droplets

- SRR = PR
F = Kp(u +u — ud) —(1/p)Vp +mg k +qE

Forces acting on the droplets

#g (Tg) Viscosity of gas
3 7 i ;d‘ Represents the evaluation of a variable
Kp = 8 E o CD
7 (Ter2Ta) T, and Ty are the average and local gas
g 3 .

temperatures, respectively

Nug, 1) Nusselt number of gas and liquid

Yv, Liquid vapor mass fraction on the surface of the
droplet

Yv Liquid vapor mass fraction

y) Heat conductivity of gas

g

Pr = pgcpg / Mg

Gas phase Prandtl number

(8]

Specific heat of liquid at constant pressure

Ts

Surface temperature of droplet

Py = pgRTy (Y, | W, + Yy W)

Equation of state

hg = (cpy Yy + cp1 Y1) Tg = cpgTy

Equation of state

Wy, Wi Molecular weight of liquid vapors and gas

Cpy»Cpy Specific heat of vapor species and inert gas
species at constant pressure

We Weber number

h(Tq) = Cpy Ta - L(T4)

Enthalpy of liquid droplets
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Symbols Physical description

f'(ra) = (1/74) exp (—r4/7a) X-squared distribution function, r4 and 74,
respectively, are the radius and number-
averaged droplet radius for initial distribution

Hsp, Tsp and g Mobility, temperature, and charge for
discharge species of discharge plasma
S = — [4nriiapy f duadradTq Source term for mass transfer
Sw=— I f'pa (% ar Fa 4’”%1.’(1;‘1) A ydrad T Source term for axial momentum transfer
4rrdiah(T,) Source term for gas enthalpy
Se=—[ flpay 4 , aTa duadradTy
BT S O
3 +F. (ud — u>
Table 1.

Variables in fluid-droplet model (2D and 3D).

species including drift and diffusion components, i, and Dy, correspond to mobility
and diffusion coefficient of discharge species, respectively, while the Einstein relation
(Dsp = pspkTsp/qsp) is used for the calculation of numeric values. The discharge
species density is denoted by 7y, and Sy, exhibits to the source term for the construc-
tion and destruction of discharge species based on the chemical reactions as investi-
gated in [45]. The electron mean energy plays a vital role in the transport coefficient
and reaction rate coefficient of electron impact reactions that are updated at every
time step in the plasma model indicating a strong coupling between the two-phase
flow. The electron mean energy (¢) is determined by using the electron energy density
balance equation as:

ané‘ b )t o - —
% + V. (Fg(r,z, t)+ en.u(r,z, t)) =3, (8)
2

The electron energy density is calculated using #, (7, 2,t) = n,.(r, 2, t)e(r,2,t), where

n. exhibits the electron density and 7} corresponds to the flux. Considering all of the
terms in [46] together, the impact of joule heating, electron energy losses, and implicit
correction terms is denoted by the energy source term (S.). To solve the particle
balance equation and electron energy density equation numerically, the alternating

direction implicit (ADI) solver is used [47]. For the estimation of the electric field (ﬁ),
Poisson’s equation is coupled with the plasma fluid model, and it can be expressed as:

6.(80E(1’,Z, t)) = —qupnsp(r,z, t) 9)
sp

where & is the permittivity of the free space, and the space charge density is the
product of species charge (qs,) and density (7). From the gradient of the electric
potential (—0V /or, — dV/dz) in two dimensions, we calculate the electric field
strengths along r and z. Here, the numerical solution to Poisson’s equation is effi-
ciently achieved by using the successive over relaxation (SOR) method as applied in
[48]. The local field approximation is used to calculate the effective electric field for
the transport of ions in discharge plasma, in which the transport and reaction rate
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coefficients are tied to the electric field [49]. In this numerical model, secondary
emission of electrons is not involved because ions have small energies compared to
electrons, according to [50].

3.1 Geometry of a plasma chamber and experimental chamber

A range of siloxane monomers including hexamethyldisiloxane (HMDSO), n-hex-
ane, tetraethyl orthosilicate (TEOS), and water were used to deposition coating on a
PlasmaStream system using the laser diffraction particle size analysis technique as
shown in Figure 5(a). For plasma generation, a 7.5-cm-long polytetrafluoroethylene
(PTFE) tube with a 1.5-cm inner diameter is used. Figure 5(b) shows the schematic
geometry for the simulation region used in modeling the experiment, in which an
oscillating sinusoidal potential (V) is imposed to a thin metal electrode at a specific
frequency (f), and the substrate is grounded. Experimental investigations are
performed on silicon substrates with resistivities ranging from 0 to 100 V cm ™" (450
and 300 mm thick), for the deposition of coatings [19]. Assuming axisymmetry at the
inlet boundary, we introduce the laminar profile of gas flow velocity. Figure 5(b)
shows a pin metal electrode separated by two gas flows (Q; and Q, 1 min™*) on the top
side of the chamber (AB). The nebulizer droplets are introduced from the central
location (B) with a flow rate Qs pl min~* and are mixed with APP. At the central
channel of APP, the droplets of different types of precursors which are served as
discrete parcels are propelled along a stream of He-N; (99% He and 1% N,) carrier gas
until they reach the gaseous state (Table 2).

Nebulizer Droplets Gas Flow
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Figure 5.
(a) Symbolic diagram of experimental chamber of PlasmaStream™ atmospheric pressuve plasma jet deposition
system with laser source [19] and (b) schematic geometry for the fluid-droplet model.
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Inlet (z = 0) Exit (s=L)
u=0forfor0 <r<nr d(pu)/oz = 0
u=Q/n(rl —r?) forforr, <r<mn ohloz = 0
u=0forr,<r<r; d0Y/oz =0
u=Q,/n(Ry —3) for forr; <r<Ro wloz = 0

v = 0, w = User’s choice, Y = 0

V = Vo sin(2aft) forr, <r <r; V = Grounded
Centerline ( = 0) Glass wall (z = Ry)
v=0,w=0 v=0,w=0
ohlor =0 ohlor =0
oY/or =0 dY/or =0
oulor =0 u=0
oV/or =0 oV/or =0
Table 2.

Fluid-droplet model (2D) using initial and boundary conditions.

3.2 Stochastic liquid droplet model
For a single liquid droplet falling vertically under the combined influence of a

number of forces, the following equations described in [17] estimate the transient
position of the droplet, its velocity, radius, and temperature.

% _4, (10)

% _F (11)
G e
(B t)e-n o

where the index p corresponds to a particular parcel and the details of variables
in Eqs (10-13) are available in Table 1. In this model, an x-squared distribution

(R(rq) = (1/1_’61)67%) of droplets in various parcels is introduced by taking the
rectangular computational mesh, where 7, and 74 are the radius and mean radius of
droplets. The index i and j of each cell increases along the radial and axial
directions. The accuracy of the numerical simulations is obtained by mesh
independence, and the mesh size is implemented as (r, ) = (20, 30) in these
simulations, which are similar as used in [17, 21]. In the above equations, the
dynamic nature of droplets is similar in each parcel, but collisions occur between
different parcels. The formula for the evaluation of the collision frequency (v.) is
mentioned as follows:

81



Fundamental Research and Application of Droplet Dynamics

/ Vi (14)

2=
Ve = npzﬂ(ycol +7con)” |Ur

In the above Eq. (14), the collector and contributor droplets are shown by 7., and
7con» While the relative velocity between parcels is denoted by % = up, — uy,. The
number of droplets in the associated parcel is exhibited by 7,,, and the volume of the

cell containing both parcels is represented by Vjy.. Po = ¢™" is employed to calculate
the probability of absent collision. Here, % = 1,At; is the mean number of parcels and
At is used the computational time step in the case of Lagrangian approach. The
collision and critical impact parameters (b, b.,) are described below to express the
collisions between the droplets by the following relations as:

b= (Vcol + Vcon)\/?

(15)
ber = (Yol + Veon) VEcoal

where E, is the coalescence efficiency and defined as E,,;; = min (1.0,2.4{(y)/W,).
The complex function & (y), is approximated by the polynomial for simplicity [17]
as £ (y) = y°-2.4 ¥* - y and y = 7eon/7cor. The parameter (Y) is determined by a
random number that exists within the interval (0, 1). In case the condition
(b > b.,) is true, then the result of a collision is grazing, which arises within a
brief period following an injection of droplet pulse. Collisions caused by grazing
occur when the droplets in the parcels and collectors collide so that they preserve
their size radii and temperatures, but this collision also changes their velocities.
The droplets in the plasma chamber coalesce when (b < b.,) occurs during
downward displacement, leading to the formation of a new droplet with a higher
radius. Nevertheless, the main step is to combine stochastic parcel method and
ICE technique, in which gas flow rates and droplet velocities are integrated. For
the discretization of mathematical equations, it is recommended to use first-order
accuracy of finite difference method (FDM). A detailed description of the
discretization procedure for these models is given in [17, 46]. Accordingly,
Tables 3-5 contain the description of the fluid-droplet model, including parame-
ters and constants from an online database [51].

Fluid-droplet model variables

Initial input values

Density of quasi-neutral plasma att = 0.0 1.0 x 10° cm™
Axial length and diameter of chamber 7.5and 1.5 cm
External imposed potential (Vo) -13.5kV
Driving frequency (f) 20 kHz
Operating pressure (p) 760 Torr
Initial gas temperature (Tg) 300 K
Precursor droplet temperature (Tg) 292K

Injection droplet velocities (u, and u, and u)

(1.5 x 10%, 1.0 x 102 and 1.0 x 1073) cm s7*

Gas species density (pg)

0.1617 x 102 gcm™

Vapour species mass fraction (Y)

0.01

Swirl velocity (w) of gas

1.0 x 103 cms™?
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Fluid-droplet model variables Initial input values

Diffusivity of helium gas 1.6313 cm®s™

Time steps for droplets (At;) and plasma (At,) 0.1x10°and 1.0 x 10 s

Initial energy of electrons and ions 0.5and 0.026 eV
Table 3.

Fluid-droplet model initialization.

Liquid Surface tension x 10>  Dynamic viscosity Boiling Mass density

precursors (dyne cm™Y) (dyne s) point (K) 1073 x g cm3)

HMDSO 1.57 4.88 x 1073 374.00 764.00

(C¢HgOSi,)

n-Hexane 1.84 3.00 x 1073 341.88 660.30

(CeH14)

TEOS 2.28 7.90 x 10° 441.10 934.00

(CgH00,Si)

Water (H,0) 7.28 8.90 x 1073 373.13 1000.0
Table 4.

Parameters used in fluid-droplet model (2D).

Time/density t; = 0.6 ms t; =1.6 ms t3 =2.6 ms Precursor

Electron density (cm3) 1.05 x 10 1.25 x 10" 1.50 x 10™ TEOS

Electron density (cm™3) 4.10 x 10" 4.20 x 10" 4.12 x 10" HMDSO

Vapor species density (g cm ) 410 x 107° 470 x 10°° 530 x 10°° TEOS

Vapor species density (g cm ™) 115 x 10°* 125x10°* 113 x 10* HMDSO
Table 5.

Density of electrons and vapor species using three-dimensional fluid-droplet model (3D).

3.3 Initial and boundary conditions

Assumptions are made regarding laminar profiles of the axial, radial, and swirl
velocities (#, v, w) in the PlasmaStream model. For grounded electrodes and solid
metal substrates, the flux of electrons, heavy charged particles, neutral gas species,
and electron energy density are calculated by considering the modified boundary
conditions during the alternate cycles of sinusoidal voltage as mentioned in [52, 53].
The expression vy, o, = +/8kpT'sp/7ms; is used for the evaluation of thermal velocity.
The freeware Boltzmann solver (BOLSIG+) [54] was employed for the estimation of
electron mobilities as well as reaction rate coefficients of excitation and ionization
processes. Moreover, two different time steps are implemented to control the liquid
phase of droplets (At;) and plasma in the fluid-droplet model (At,). Plasma equations
can be numerically solved with a small time step constraint imposed on the plasma
model. Courant-Friedrichs-Levy (CFL) condition is met when time step is selected for

the case plasma model using an inequality, Az, < (80 / Zsp|qsp|/‘spnsp) [37] as compared

to the liquid droplet phase. On the other hand, the coupling source terms are used to
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solve the numerical solution of the liquid and gas phases by using the average values of
electric field. For the gas and precursor droplets, we take into account small values of
swirl velocities, since they have no significant effect on the numerical solution of two-
dimensional equations. Table 3 summarizes the operating conditions for the fluid-
droplet model as described in the experiment.

4. Dynamics of interaction in two-phase flow

Utilizing a coupled fluid-droplet model, this section investigates the dynamics of
interactions between different precursor droplets and APP. By displaying a quantita-
tive understanding of droplet transit in the plasma chamber, we are able to explore the
temporal mean profiles of droplet radii and temperatures, droplet count and size
distributions, and vapor species density. To establish the authenticity of modeling
outcomes, we performed a comparison of simulation results with experimentally
measured size of HMDSO droplets using the laser diffraction particle size analysis
technique in which the plasma discharge tube was positioned between the laser source
and the capture lens as rationalized in detail in [19]. In order to evaluate the effec-
tiveness of the results derived using the fluid-droplet model, the effect of evaporation
is compared by taking four liquid precursors into account: HMDSO, n-hexane, TEOS,
and water. The time for the evaporation of the entire pulse of droplets is dependent on
many factors, while we address an impact of precursor and gas flow rates to describe
the characteristics of APP. A similar profile of gas velocity is assumed as provided by
the experimental measurements for the numerical simulations [19]. The initial injec-
tion velocity of droplets is distinctive in various sections of this chapter.

4.1 Behavior of two-phase flow

Immediately after the liquid droplets interact with discharge plasma, the
evaporation of the droplets begins. This occurs due to multiple forces that are simulta-

neously applied to the liquid droplets, such as electrical (F = qﬁ), aerodynamic drag

(F’ =K, (ﬁ 7 ﬁd) —(1/ pl)ep), internal viscous (u,), surface tension, and gravi-

tational (F = mg ) during this interactive process in the PlasmaStream jet deposition
system. The effect of interaction between two-phase flow is investigated at different
time instants, such as 3, 6, and 9 ms as shown in Figure 6. Because the volatile HMDSO
liquid droplets are exposed to atmospheric pressure plasmas within discharge plasma
pulses, the vaporization rate of liquid droplets increases rapidly from 0 to 3 ms, which
can be proved by a sharp peak in vapor species density along the pulse of droplets. In
discharge plasma, the impact of droplet vaporization increases the lifetime of remaining
droplets. The lifetime of the survived droplets in discharge plasma is increased by the
impact of vaporization of droplets that further decelerates the evaporation of the
remaining droplets in the plasma chamber. This effect expands spatially with time
because the vapor species density (p,Y) increases along the evaporating pulse of drop-
lets as shown in Figure 6(a—c). Due to the higher temperatures of the plasma gas
mixture in comparison with the liquid droplets, vaporization of droplets dominates in
nonequilibrium APP. Based on the increase in vapor species density, the droplets
vaporize fairly rapidly between 0 and 6 ms; however, this process impels to slow down
with a reduction in the number of droplets in the APP at 9 ms, as discussed in [43].

84



Interaction and Transport of Liquid Droplets in Atmospheric Pressure Plasmas (APPs)
DOI: http://dx.doi.org/10.5772 /intechopen.105010

014 i z:

£<01 o4 o

o 003 008

0.06 008 006

004 004 0.04

y 002 002 0.02

000 015 035 055 075 000 015 035 055 075 000 015 035 055 075
Radeal 29 (cm) 10° g em? Radial wds (cm) 102 9 em? Radial ads (cm) 10° ] em®

@ (&) ©

D S— N—
! 280 280 280
2
5260 14280 4260
240 240 240
220 220 220
3
7 200 200 200

0

1

2

Axial &as (cm)
& W

L)

]

Axigl aas (¢m)
& o

v

000 015 035 055 075 000 015 035 055 075 000 015 035 055 075
Radial 2ds (cm) Radial %48 (cm) Radial 2as (cm) K
() 9 (5}
Figure 6.

Top row (a, b, c) shows vapor species density and bottom vow (a', b', c') exhibits temperature of the gas at 3, 6,
and 9 ms using HMDSO precursor flow rate = 100 ul min~*, gas flow rate = 5 l min™", f = 20 kHz, and
V,=—13.5kV.

A strong gradient along the pulse of evaporating droplets is evident in the spatial
distributions of gas temperature (Tg) as illustrated in Figure 6(a’—c’). Vapor species
density is produced as an additional species that is incorporated after droplets transfer
into vapor after phase shifting. Due to evaporation, the temperature of the gas sur-
rounding the HMDSO droplets has dropped sharply. As can be seen from the spatial
distributions of gas temperatures, the area around the droplets pulse has been signif-
icantly affected by the evaporation as they fall downward. In the plasma chamber, as
indicated clearly at three distinct points in time (3, 6, and 9 ms), the temperature of
gas falls as the droplets evaporate, but the impact of the vaporization increases.
Consequently, this can result in a lowered gas temperature which is useful and effec-
tive for the sensitive biomedical and industrial applications in different operating
conditions of gas flow and precursor flow rates. Observations of gas temperature
profiles indicate that distortions, caused by droplet dispersal, contribute significantly
to the formation of a cold plasma at atmospheric pressure. Therefore, the diminish in
gas temperature along with the increase in species density endorses the turbulent
nature of the liquid precursor of the HMDSO in He-N, atmospheric pressure plasma
as shown in Figure 6.
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4.2 Temporal evolution of a pulse of HMDSO droplets

We analyzed the temporal mean profiles of radius, axis velocity, and temperature
of HMDSO droplets in APP in order to understand the role of evaporation in APP.
Figure 7 shows the mean density of the vapor species during the entire lifetime of a
pulse of droplets in the plasma chamber. A higher temperature of the APP enables the
droplets to gain energy, resulting in evaporation around the surface of the droplets.
While both the number of droplets and the temperature of the parcels are unchanged at
the start, their radii and temperatures are reduced due to strong evaporation in domain
L. Droplets in parcels contract in size due to evaporation, and some of them acquire
nanometer-sized domain radii. For the various kinds of precursors in gas mixtures, the
precedent for vaporization of droplets has been examined [17], and a similar benchmark
is employed when trying to explain the evaporation behavior of droplets in APP. During
interaction, a parcel is removed from the parcel distribution if its entire bundle of
droplets evaporates. Droplet counts in parcels evaporate continuously, and its overall
effect can be observed in the distribution of their mean radii. Due to drop-down of
average temperature, the temperature of each droplet amplifies after gaining energy
from the discharge plasma; however, due to the strong vaporization of droplets at the
start, the rise in temperature of droplets diminishes in each parcel. Thus, the mean
temperature of the remaining parcels actively curtails during the initial period of 1 ms.
This is illustrated by a red dotted line in Figure 7 which indicates that the mean
concentration of vapor species increases moderately. This occurs because of evaporation
of droplets in the domain I rather than being converted to vapor.

In domain II, the droplets start enhancing in temperature as they attain partial
steady states in the plasma chamber, as indicated by a black dashed line. Droplet-plasma
interactions ultimately result in vapor species being transferred into discharge plasma,
and this in turn drives a greater density of He-N, gas mixture. As a result, when
intensive evaporation of droplets occurs, their momentary temperature quenches while
in the case of reduced evaporation, it starts to increase, as demonstrated by the green
dashed line in Figure 7 for domains I and II. It is seen at 8 ms as highlighted in the
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Mean distributions of droplet radius (solid line), droplet axial velocity (dashed line), droplet temperature (dash-

dotted line), and mean vapor species density (dotted) of parcels using HMDSO precursors at flow

rate = 100 ul min ", gas flow rate = 5 L min™", f = 20 kHz, and V, = —13.5 kV.
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domain II with an arrow that the evaporation accelerates sharply because the number of
liquid droplets becomes very small at this stage. Droplets are distributed in a new
manner after parcels of droplets are eliminated by evaporation, as indicated by the small
spikes in the profile of mean radius of droplets. According to Figure 7, it is obvious that
the density of the mean vapor species grows until it reaches a stationary state just before
the phase shift of the entire pulse of droplets as indicated by the dotted red line.

4.2.1 Effect of HMDSO, n-hexane, TEOS, and water

Through the incorporation of a relevant precursor, the characteristics of surface
deposition coating can be adjusted, resulting in a discharge plasma that was altered
fundamentally by evaporation and finite-shared interactions between the droplets.
We consider three kinds of liquid precursor droplets, for example, HMDSO, z-hexane,
TEOS, and water to analyze the properties of APP and the size radii of droplets exists
in the range from 4 to 24 pm. As a result of strong intermolecular interactions within
their molecules, the HMDSO liquid precursor evaporates completely within 4 ms,
while the z#-hexane, TEOS, and water droplets survive for longer. It suggests that
HMDSO is more reactive and volatile than #-hexane, TEOS, and water under similar
operating conditions when interacting with He-N, discharge plasma. By avoiding the
areas near the cathodes and grounded electrodes at the maximum value of discharge
current density after 2 ms, the spatial profiles of vapor species and electron density are

exhibited in the center of the plasma chamber, as shown in Figure 8. In the analysis of

the electronic and vapor species distributions, the central section of the plasma cham-
ber is used due to dominant effect of evaporation in APP rather than the area near the
electrodes since it has higher density peaks. As demonstrated in Table 4, all of these
precursors have varying physical and chemical characteristics.
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Figure 8.
Top row showed the spatial profiles of vapor species density and bottom row illustrated electron density, using

(a, a') HMDSO, (b, b') n-hexane (c, ¢') TEOS, and (d, d') water at precuvsor flow rate = 100 ul min~?, gas flow

rate = 5 I min" ", f = 20 kHz, and V, = —13.5 kV.
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Figure 8(a—d) reveals that HMDSO precursor has higher vapor species density
than the three other precursors, including #-hexane, TEOS, and water because of the
high level of evaporation. Several factors influence the rate of evaporation when
droplets interact with discharge plasma, such as surface tension, dynamic viscosity,
mass density, and boiling point of the precursor. Droplets’ surface tension provides a
strong resistive force against evaporation, and since HMDSO has a very small surface
tension in contrast to other precursors, this implies rapid evaporation of the droplets
(as shown in Table 4). The temperature of gas mixtures amplifies due to higher value
of electron mean energy (e ~ 0.4 eV) around the pulse of droplets than other dis-
charge species in APP. A convection effect occurs during the active phase of the
discharge current pulse in which the precursor droplets can vaporize as a result of the
energy gain in the He-N, gas mixture. This happens due to the impact of electric field
and neutral gas density which is evolved by the exchange of energies in two-phase
flow through coupling source terms as represented in the group of Eqgs (3-6). Since
water droplets have a high mass density value, they are pulled downward by gravity to
a much greater extent than liquid precursor droplets. According to Figure 8(a-d), the
evaporating pulse of water droplets is more likely to pull downward than other pre-
cursors. HMDSO and #-hexane liquid precursors do not exhibit significant spatial
differences along the pulse due to their small differences in mass density. Hence, the
vaporization of droplets causes changes in the density of the vapor species and neutral
gas, influencing the discharge properties directly.

Table 6 shows that the numerical values of vapor density for different species
diminish from HMDSO to water. Due to a high rate of evaporation, the gradient of
electron density along the pulse of droplets in HMDSO and #-hexane precursors is
relatively larger than that of TEOS and water precursors as shown in Figure 8(a’-d’).
This develops conductive pathways and can be grasped by HMDSO or #-hexane as
active channels, rather than TEOS or water. Moreover, water (H,O) is regarded as the
best example of hydrogen bonding because it is polar molecule [55]. As well as having
intensive intermolecular forces between their molecules, water droplets have a higher
surface tension and density. These factors all contribute to the increased lifetime of
water droplets in APP and a weak rate of evaporation of water relative to HMDSO, #-
hexane, and TEOS precursors. So, there is a higher probability of smashing of water
droplets on the substrate surface due to survival in the plasma and the survived
droplets responsible to build a nonuniform surface deposition. Based on the numerical
values of vapor species and electron densities for these precursors, it can be seen that
the trend is reducing as exhibited in Figure 8. Compared to other precursors, the
electron density gradient in water droplets is sluggish, which provides an explanation
for small vaporization of water droplets in APP. In turn, the simulations contrast
emphasizes the importance of tailoring plasma deposition parameters for different
liquid monomers in order to obtain a uniform coating.

Liquid precursors Vapor species density x 10 * (g cm ) Electron density x 10" (cm )
HMDSO (C¢HgOSi,) 1.42 6.82
n-Hexane (CgHy4) 121 6.26
TEOS (CgH004Si) 0.63 6.02
Water (H,0) 0.25 5.16
Table 6.

Maximum values of vapor species density and electron density.
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4.2.2 Impact of precursor flow rates

In assessing the impact of different flow rates to achieve the desired features of the
surface coating deposition, the initial size distribution of the HMDSO droplets is
pivotal. In discharge plasma, droplets are introduced with similar size distributions in
the domain (4 pm < 74 < 18 pm) at the start. Using the laser diffraction particle size
analysis technique as employed by atmospheric pressure plasma jet deposition,
similar initial size distributions of droplets in the domain (4 pm <74 <18 pm) are
introduced in the discharge plasma. According to numerical simulations [56], there is
only a small amount of mutual interaction between the droplets at low precursor flow
rates (<100 pl min~'). However, these interactions are important for altering the
structure of discharge plasma at higher precursor flow rates. To demonstrate the
significance of collective collision interactions between droplets and explore the
effects on the atmospheric pressure plasma distribution, the fluid-droplet model is
investigated at 200 and 500 pl min " under identical numerical framework.

The droplet size distributions at 0 ms are represented with black bars, whereas the
density bars at 200 and 500 pl min ™" are depicted with blue and red bars, respectively,
as shown in Figure 9(a). Vaporization of droplets is responsible for the shrinkage of
their size domains, along with the events of mutual interactions involving grazing and
coalescence, respectively, at 200 pl min~" at 1 ms. Based on the comparison of size
distributions of droplets with blue and red bars, it is apparent that the collision events
are substantially lower at 200 than 500 pl min~". The droplet radii increment more
rapidly as the coalescence of droplets continues to amplify at 500 pl min ™", and it clear
from the size domain (2.5 pm <74 < 40 pm) of droplet radii relative to the initial size
of droplets as shown in Figure 9(a) with black bars. Droplets scatter and settle during
descent in the plasma chamber as they pass through these collision events gradually
diminishing with time.

In the previous research work [56], they observed that the droplets with larger
radii are pulled toward the substrate surface by gravity and electric potential that
attract the droplets toward substrate surface. The evaporation of droplets continues to
squeeze the radii of droplets in the plasma chamber as the droplets attain the steady
state during downward drag at 500 pl min . In spite of mutual interactions making a
significant contribution to droplet coalescence, the size domain of droplets has
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Figure 9.

(a) Black bars corresponds to o ms and blue as well as ved at 1 ms. (b) Distribution of drvoplets radius at 12 ms
using hexamethyldisiloxane using 200 and 500 ul min~" precursor flow rates, 5 L min~* gas flow rate, and 20 kHz
as frequency (f) and V, = —13.5 kV.
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become smaller, and it occurs within the range (100 nm <74 <18 pm) at 12 ms in both
cases as marked in Figure 9(b). The smaller domain of droplet radii is caused by the
ejection of higher radii of droplets from the plasma chamber indicating with blue bars
at 200 pl min " with a smaller population as well as size domain in contrast to red bars
at 500 pl min " as shown in Figure 9(b). A large part of the droplets cross the plasma
channel without evaporating completely and the remaining droplets found a decent
opportunity to evaporate strongly in APP during downward drag. In the plasma
chamber, droplets are found in the nanometer range prior to phase transition to
vapors as evidenced by the multiple bar distributions.

4.2.3 Spatial distributions of electrons and N ions

It has been observed that many nonthermal APP characteristics are associated with
the presence of trace quantity of N, impurities in the helium gas because these impuri-
ties trigger a reduction of the ignition potential by the action of Penning ionization
[29, 45]. To determine whether Penning ionization dominates in forming charge car-
riers along the pulse of droplets, the spatial profiles of charge carriers can provide a
better understanding at the peak value of discharge current density at 12 ms to highlight
its impact. As compared to the plasma chamber, He* and He," ions densities are greater
near the momentary cathode electrode during the breakdown phase in contrast to N,"
ions around the pulse of droplets indicating coercive effect of Penning ionization.

Figure 10(a, a’)showed the 3D spatial structure of electrons and N," ion species at
the maximum value of discharge current density along the radial and axial axes at 200
and 500 pl min ™", respectively. This happens by the evaporation of droplets around
the pulse. As depicted in Figure 10, the mass flow of liquid precursor in discharge
plasma at 500 pl min ™" is greater than 200 pl min ™' because of broader effective area
of evaporation at 500 pl min . The density of electrons surrounding the droplets is
slightly greater than the density of N," ions, implying that electrons generate through
multiple channels, such as direct ionization, Penning ionization, and stepwise ioniza-
tion. Unlike N," ions, He and He," ions densities are smaller around the pulse of
droplets in the plasma chamber which highlights an impact of Penning ionization. A
uniform layer is formed on the substrate surface if the evaporation effect is spread
evenly along the radial axis. There is a higher probability at 500 pl min~" because of
the formation of uniform sheet of electrons along the radial axis as opposed to
200 pl min~". According to the spatial distribution of charge carriers, a faster precur-
sor flow rate results in greater density values at 500 pl min~ ", underlining why higher
precursor flow rates result in higher density values. This discussion clarifies that
different precursor flow rates in APP influence the kinetics of charge carriers.

4.2.4 Impact of gas flow rates

A classification of the behavior of complex interactions between liquid droplets
and APP based on similar initial size distributions of droplets in the domain is made by
considering different gas flow rates with the domain’s initial size distributions
(5 pm <74 <24 pm). At the inlet boundary of the PlasmaStream system, the gas flow
is laminar, but the time it takes before droplets acquire settling velocity differs with
gas flow rates during the downward fall. In APP, the properties of droplets and charge
carriers are dynamically modified at different gas flow rates, such as 5, 10, and
20 1 min~" that are exhibited with the spatial distribution of vapor species and electron
densities as shown in Figure 11. Evaporation length is longer at 20 1 min™ " than at 5
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Figure 10.
3D profiles of electron density (a, b) and N,* ion density (a’, b') for HMDSO precursor droplets at flow rates of

200 and 500 pl min~?, gas flow rate = 5 L min~", f = 20 kHz, and V, = —13.5 kV.

and 10 I min ' gas flow rates. With greater gas flow rates, this amplification develops
because evaporation and convection of gas mixtures occur in the plasma chamber. It
takes around 2 ms for an entire pulse of droplets to evaporate at a gas flow rate of

20 1 min ', which is smaller than the gas flow rates at 5 and 10 I min™". The spatial
profiles of the densities of the vapor species in Figure 11(a—c) demonstrate how the
rate of cooling shifts quickly toward the exit axis when the gas flow rate increases.

In order to determine the effect of different gas flow rates on electron distribution
during droplet-plasma interactions, Figure 11(a’-c’) exhibits the distribution of elec-
trons during the droplet-plasma interaction. In plasma channel, the evaporation rate is
greater locally when droplets travel at a low gas flow rate, such as 51 min~". When the
surrounding region of droplets is saturated due to evaporation, the remaining droplets
in the pulse evaporate at a lower rate due to the impact of this saturated environment.
As time passes in discharge plasma, the effect of evaporation spreads across it, increas-
ing the rate of evaporation again. This process is relatively slow at 51 min™~" as compared
to 10 1 min~ " and 20 I min~". Since gas has a short residence time, its convection is agile
at higher gas flow rates, causing a sharp evaporation of droplets. This means that there
are smaller chances of saturation due to higher gas flow rates, such as 20 1 min~* which
can be confirmed from the increment in the density of electrons from
~3.50 x 10'° cm > to 4.50 x 10*° cm >, when the gas flow rate varies from 5 to
20 I min . Due to the intense gravitational pull, evaporation of large radius drops in the
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Distributions of (a, b, ¢) vapor species density and (a, V', ¢') electron density at precursor (HMDSO) flow
rate at 100 pl min~" using gas flow rates = 5 lmin—", 10 lmin"*, and 20 I min"", f = 20 kHz, and V, = —13.5 kV.

plasma chamber occurs within a short period of time, which causes their journey to be
accelerated. However, the small duration of evaporation at 20 1 min ™" indicates the fast
conversion of liquid material into vapor phase. According to these simulation outcomes
of vapor species and electron densities, it is clearly observed that the characteristics of
surface deposition can be readjusted by the control of the gas flow rates.

4.2.5 Effect of gas flow rates on gas temperature and electron mean energy

By applying similar conditions, the spatial patterns of gas temperature and electron
mean energy are investigated at distinctive gas flow rates. While falling, the droplets
reach a stationary state, indicating that the initial velocity is most important for
mutual interactions, rather than after settling in the plasma chamber. In the process of
transport of two-phase flow, the local mass flux ratio (paua/pgasitgas) alters until the
droplets are all converted into vapor phase. This emerges as the reduction of gas
temperature in the vicinity of droplets pulse by the evaporation process.

Figure 12(a-c) reveals that as the rate of gas flow amplifies, the perturbation
caused by the droplets in the mixture enhances. A change in the rate of gas flow can
modify the interaction between the droplets and discharge plasma; however, the
presence of impurities in the gas in two-phase flow can also play a significant role at
atmospheric pressure. Impurities such as nitrogen (N,) and oxygen (O,) can
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Contour distributions of (a, b, c) temperature of gas and (a', b', ¢') electron mean energy using HMDSO droplets
at different gas flow rates = 5, 10, and 20 | min™", precursor flow rate = 100 ul min™", f = 20 kHz, and

V, = —13.5 kV in He-N,.

enhance the rate of ionization because they can lead to an increase in the vaporization
rate of droplets. The gas mixture ingests heat energy from the discharge plasma,

and thereafter, it results as a substantial improvement in the evaporation of

droplets in APP. As a result, the temperature of the gas falls along with the pulses of
droplets from 5 to 20 1 min " and the duration of evaporation is increased with an
increment in the gas flow rate.

The temperature of electrons is calculated by the numerical solution of electron
energy density equation considering the elastic and inelastic collision energy losses as
well as joule heating as employed in [43, 45]. The maximum values of discharge
current density during alternate cycles of discharge current pulses are observed near
the thin cathode electrode and grounded substrate when the electron mean energy
reaches the peak, although the prime focus lies in this case is to gain an understanding
for the dynamic updates in the structure of electron mean energy along the pulse of
droplets. The regions adjacent to the cathode and grounded substrate are excluded in
this scenario in order to investigate the effects of evaporation on the electrons in the
bulk of APP. The mean energy of electrons is reduced near the evaporating pulse of
HMDSO droplets, as demonstrated by the spatial distributions in Figure 12(a'—c').
Because, the spatial spread of electron mean energy is wider at 20 1 min ™" than at 5 and
10 1 min ™", resulting a quicker cooling transfer downward in the plasma chamber at a
higher gas flow rate. This demonstrates that the distribution of discharge plasma
changes throughout droplet transit and evaporation. The spatial structures of gas
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temperature and electron mean energy show that when the gas flow rate increases
from 5 to 20 I min", the length of cooling increases in the plasma chamber.

4.2.6 Significance of He and He-N, gases

Figure 13(a) exhibited the average distribution of generation rates of stepwise
ionization in the pure He and He-N, gases. The main sources of ionization are direct
and stepwise mechanisms in He gas, while Penning ionization is more important in
the He-N; gas mixture than other generation rates of ionization along the pulse of
droplets. The stepwise ionization process is illustrated as a dotted line in this
case and is responsible for ionization in He gas due to the abundance of a high
density of metastables. The numeric value of the rate of stepwise ionization is
~2.0 x 10" cm™? s " in pure helium gas, and it curtails to ~1.0 x 10" cm™>s ' in
He-N, gas mixture. Figure 13(b) shows the rate of net ionization in atmospheric
pressure plasmas, which is the outcome of direct and Penning ionization processes.
Through Penning ionization, He-N, gas mixture experiences a faster rate of metasta-
ble destruction. It eliminates the vast majority of metastables, increasing the rate of
ionization in large parts of APP. As a result, the density of metastables is reduced to a
small amount in He-N, gas. The net ionization rate in He-N, discharge plasma is
imperatively greater than pure He gas, while its numeric values ~2.0 x 10 cm 2 s™*
in He-N, diminishe to ~1.0 x 102 cm 3s tin pure He gas as shown in Figure 13(a, b).
The imbalance in the rate of net ionization is due to Penning ionization caused by the
presence of trace quantity of nitrogen impurities, and this is highlighted in Figure 13(b)
by a solid line. Droplets in the plasma chamber vaporize rapidly due to the impact of net
ionization in He-N, gas mixture, and therefore their lifetime is reduced. Based on the
above outcomes, it is clearly observed that the rate of evaporation is amplified in He-N,
gas mixture as compared to pure helium gas, which is consistent with the previous [19]
simulation modeling results.

To explore the behavior of plasma species, Figure 14 showed the line-averaged
distributions electrons, He," ions, N," ions, and metastables (He") species density
over various cycles in the pure helium using solid black lines plus symbols, while
showing the red and green lines plus symbols in He-N, gas mixture. These distribu-
tions are obtained by neglecting the areas near the cathode and grounded substrate to
explore the performance of droplet-plasma interaction during transport in the plasma
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Distribution of averaged generation rates of (a) stepwise ionization and (b) net ionization in the pure He and He-N, gases
using gas flow rate = 10 I min~* and HMDSO precursor flow rate = 100 pl min™", f = 20 kHz, and V, = —13.5 kV.
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chamber. The direct excitation is diagnosed as the central mechanism in the pure
helium and He-N, gas mixtures, but the relevant contribution of metastables becomes
divergent in both gas mixtures. As can be seen from the line distribution of species
density in Figure 14(a, b), electrons and molecular helium ions are responsible for
keeping quasi-neutrality in pure helium gas. On the other hand, the presence of
nitrogen impurity molecules in He-N, gas changes the situation, resulting in the
existence of N," ions and electrons in APP, as shown in Figure 14(a’, d'). This clearly
shows that the Penning process is the primary ionization mechanism for supplying
electrons along the pulse of droplets in He-N, discharge plasma. The line-averaged
behavior of electrons suggests that the ionization rate is amplified by the evaporation
of droplets because of the high impact of Penning ionization than direct and stepwise
ionization rates. The temporal distribution of metastables shows that they have a
higher density in pure helium than in He-N, gas mixture, as seen by the black line
with hollow triangle and red line plus solid triangles in Figure 14(c, ¢’). This occurs
due to higher destruction rate of metastables through Penning ionization as compared
to stepwise ionization. Therefore, the above discussion showed that the major role of
interaction between the droplets and plasma depends on the chemical reactions that
are happening during two-phase flow.

Under comparable operating conditions, Figure 15 shows a clear distinction in the
spatial distributions of electron density in pure helium and He-N, gas mixtures. At the
highest value of discharge current density, the contour spatial distributions of electron
density are exhibited in both gas mixtures. In the plasma chamber, the distributions of
electron density are shown in Figure 15(a, b), whereas the bottom row depicts the
distribution of HMDSO droplets throughout the pulse as illustrated in Figure 15(a’, b’),
neglecting the thin cathode electrode and grounded substrate. The electron dynamics
along the pulse of evaporating droplets are made clearer using this method. The elec-
tron density is significantly greater near the thin cathode electrode than along the pulse
of droplets in the case of pure He, but its magnitude falls from 1.91 x 10" to
1.22 x 10 cm 3 as shown in Figure 15(a, a'). The similar trend in the contraction of
electron density is observed in He-N, gas mixture in which it alters from 3.15 x 10" to
5.55 x 10" cm as displayed in Figure 15(b, b'). It is clear from the shift in the
magnitudes of the electron density that its value (2.595 x 10" cm3) in He-N, mixture
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Figure 14.
Comparison of line-averaged species density (electrons, He," ions, N," ions, and He ) in the pure helium and He-
N, gas mixtuves using HMDSO droplets at precursor flow rate = 100 ul min~*, gas flow vate = 10 I min™?,

f=20kHz, and V, = —13.5 kV.
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is greater than the value (1.788 x 10" cm ™) in the pure helium gas. This suggests that
the rapid rate of evaporation is accelerated by the significant ionization effect in the
He-N, gas mixture, which accelerates the desolvation of droplets in the APP. As a
result, this creates a feasible environment in discharge plasma to achieve the desired
uniform deposition coating.

According to simulation outcomes, it has been rarely identified the decomposition
of HMDSO precursor droplets at small precursor flow rates (10-100 pl min '), which
can be confirmed by considering the criterion of Rayleigh limit. In APP, the magni-
tude of surface charge on the droplets in the mentioned size domain of radii is less
than Rayleigh limit as discussed in [24]. The area of ionization around the pulse of
droplets is large in He-N, gas, while it squeezes in pure helium gas combination,
according to the spatial profiles of electron density. This means that the composition
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Figure 15.

Profiles of electron density in the plasma chamber (a, b), electron density around the pulse of HMDSO droplets
(a', b') in the pure He and He-N, gases at gas flow rate = 10 | min~", HMDSO precursor flow

rate = 100 ul min ", f = 20 kHz, and V, = —13.5 kV.
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of the operating gas mixture affects droplet evaporation. If the gas mixture contains
small amount of impurities that are capable of modifying the properties of discharge
plasma, and ultimately, the evaporation and mutual interactions of droplets are
effected. In APP, the droplets acted as the perturbing agent at the beginning; however,
they became part of the operating gas mixture after phase transformation later as
vapors. The entire set of interactions is glued through the coupling source terms
providing a clear description of heat transfer in two-phase flow. The characteristics of
cold plasma can be manipulated by the control of precursor and gas flow rates,
because the rate of evaporation inflates with an increment of precursor and gas flow
rates. This kind of cold APP is identified as suitable for the medical and industrial
applications [6, 9, 25, 26]. In case of incomplete evaporation of droplets, they are not
considered as appropriate for the coating deposition applications due to the presence
of droplets in discharge plasma. As can be seen from the above contrast, N, impurities
are extremely helpful in enhancing ionization activities during transport of carrier of
gas in the plasma chamber, which therefore enhances vaporization of droplets,
resulting in a homogenous plasma environment appropriate for surface coatings.

4.2.7 Comparison of model and experimental observations

To verify the numerical simulation results, it is critical to do a comparison with
experimental measurements using a separate setup of laser diffraction particle size anal-
ysis technique with the PlasmaStream atmospheric pressure jet deposition system. At
location B in the PlasmaStream system in Figure 5(b), a pulse of HMDSO precursor
droplets is injected within the size range of 1 pm <74 < 6 pm in APP. At small precursor
flow rates (<100 pl min ) [56], the mutual interactions between HMDSO droplets, such
as grazing and coalescence, are minimal. The fluid-droplet model developed in this
chapter’s simulation study had similar experimental settings as those listed in Table 3,
and the initial injection velocity of droplets was assumed to be the same as
1.5 x 10% cm s~ " in this case. The radii of droplets are reduced steadily by the main
contribution of evaporation on the surface during downward fall in the plasma chamber.

The initial distribution of droplets exists in the range (>1 pm) before introducing
into plasma chamber, and the size radii of droplets continuously contract due to
evaporation as clearly observed by the presence of droplets within nanometer range
(100 nm < 74 <900 nm) as shown in Figure 16(a) at 7 ms. This demonstrates that the
HMDSO liquid precursor in He-N; discharge plasma is highly volatile. The experi-
mental size distributions are recorded in two different experiments in the plasma
chamber as shown in different colors in Figure 16(b), but the size domain of droplet
radii is similar in both cases. It is evident from the size domain of droplets as men-
tioned in dotted curly brackets in Figure 16(a, b) that the entire bunch of droplets lies
in the domain (500 nm <74 <5 pm) at 7 ms, which exhibits a good agreement
between the coupled fluid-droplet model and experimental size distributions. In the
experimental measurements, the split at 0.5 pm is a result of the limiting resolution of
the laser diffraction imaging lens arrangement. However, as seen in the size distribu-
tion of droplets, the fluid-droplet model also offers information regarding the occur-
rence of minimum feasible radii of droplets in the nanoscale range as highlighted in
Figure 16(a). The foregoing comparison clearly demonstrates that under similar
operational constraints, the numerical model and experimental measurements are
synchronized nicely. As a result, the similarity of results increases confidence that the
numerical simulations utilizing the 2D-coupled fluid-droplet model can accurately
describe the complicated interaction between two-phase flow.
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Figure 16.

Comparison of (a) fluid-droplet model and (b) experimental observations of size distribution of droplets using
HMDSO precursor droplets at flow rate = 100 ul min~" and gas flow rate = 5 L min™*, f = 20 kHz, and

Vo= —13.5kV.

4.2.8 3D profiles of droplet-plasma interaction

The dynamic characteristics of evaporation utilizing TEOS and HMDSO precursors
under the same limitations are described in this section using three-dimensional pro-
files species density in APP. The validity and legitimacy of multidimensional (2D and
3D) numerical modeling outcomes have already been described in [43] by comparing
with experimental measurements. Figure 17 shows the iso-contours of electrons (red)
and vapor species density (green) at three consecutive time instants (¢, = 0.6, ¢, = 1.6,
and t3 = 2.6 ms) during the evaporating pulse of two distinct precursor droplets (TEOS
and HMDSO). In the case of both precursors, the iso-contours of vapor species density
revealed that their volumes grow with time; however, in the discharge plasma, TEOS
expands in volume faster due to higher evaporation of droplets than HMDSO. Because
the mass density of TEOS and HMDSO droplets differs, the bunch of TEOS droplets
experiences a stronger gravitational attraction than the HMDSO droplets, and even-
tually, it manifests itself as a disparity in their volumetric spread as clearly contrasted
in the top and bottom rows of Figure 17. As shown by the blue dashed line, the
affected volume along the pulse of droplets extends and pulls downward. On the other
hand, the rate of vaporization of HMDSO droplets is greater than TEOS in He-N,
discharge plasma because of its less surface tension and boiling point as compared to
TEOS. This is supported by Table 5 that showed greater values of vapor species
density for HMDSO than TEOS, while these features are in accordance with the
previous results discussed in the previous subsections using two-dimensional-coupled
fluid-droplet model.

At ty, the conducting channel is forming an intensive ionization along the pulse
of both precursor droplets, as shown in Figure 17(a, a’). At t,, Figure 17(b, b’)
exhibits how the overlapped density layers of electrons (red) and vapor species
density (blue) are expanding, with a growth of vapor species continuing until the
full pulse of droplets dissolves in the discharge plasma. In terms of electron
kinetics, they are present throughout the plasma chamber at the highest value of
negative discharge current density, as illustrated in Figure 17 by the red iso-
contours. This demonstrates a progressive increase in electron density in the
plasma chamber. The numerical values listed in Table 5 indicate that the electron
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Figure 17.

Spatio-temporal iso-contours of electrons (ved) and vapor species density (green) using TEOS (top row, a, b, c)
and HMDSO (bottom row, a', b', ¢') at t,, t,, and t5 ms at precursor flow rate = 100 pl min™*, gas flow

rate = 5 L min~?, f = 20 kHz, and V, = —13.5 kV [44].

density around the pulse of HMDSO droplets is higher than TEOS. HMDSO has a
smaller effect on the volume of vapor species compared with TESO due to the
robust evaporation rate in APP. Additionally, the numerical simulation

outcomes highlighted that the duration of evaporation for the entire pulse of TEOS
droplets is almost twice as long as its counterpart for HMDSO droplets. Thus,
TEOS droplets scatter more than HMDSO droplets causing the volume of vapor
species to increase. It is evident that these observations differ sharply from those
of the top and bottom rows as shown in Figure 17. Following the discussion above, it
is evident that liquid droplets respond very differently to discharge plasma,
depending on the type of precursor. As a result, the numerical modeling outcomes
are deemed to be adequate for describing a good understanding of complex
interaction of droplets with plasma in APP. These quasi-volumetric characteristics
suggest that the internal structure of discharge plasma in two-phase flow is

highly complicated, which may be further rationalized by considering a

complex chemistry set comprising chemical reactions between vapors and
discharge species.
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5. Conclusion

In this chapter, we discussed how droplet-plasma interaction is initiated in the
atmospheric pressure plasmas. For describing the properties of plasma and explain
droplet transport and interaction with the plasma, the one-dimensional normalized
fluid model is developed considering Boltzmann distribution of electrons around the
droplets. Based on the simulation outcomes, it is concluded that the evaporation and
charging of droplets are considered as the most dominant mechanisms within the
plasma channel. After developing and testing multidimensional fluid models (2D and
3D) in two-phase flow under distinct precursor and gas flow rates, we examined the
implications of complicated interaction between the droplets and plasmas. The char-
acteristics of droplet-plasma interaction manifest that the evaporation of droplets is
noticed as the prime mechanism, which has been verified by using different types of
liquid precursors (HMDSO, n-hexane, TEOS, and water). A deeper observation at the
mean profiles of droplet radii showed that the mutual interactions between the drop-
lets are a major factor to modify the structure of discharge plasma in the limit of
higher precursor flow rates (>200 pl min ). Additionally, the spatial and temporal
distributions of droplets and APP are explored to understand the interactive behavior
of various precursors, showing that evaporation is remarkably intensive in the case of
HMDSO and n-hexane compared to TEOS and water. In the plasma chamber, the
convection of cooling is much shifted downward at 20 I min~' compared with smaller
gas flow rates, justifying the significance of the evaporation process at different gas
flow rates (5, 10, and 20 I min~1). To establish the validity of the numerical simulation
results, we compared the outcomes from the 2D fluid-droplet model with experimen-
tal observations. Finally, a 3D view of droplet-plasma interaction is presented using
spatio-temporal iso-contours of electrons and vapor species density using HMDSO
and TEOS to show the volumetric spread in APP.
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Chapter 5

Bioinspired Smart Surfaces and
Droplet Dynamics-A Brief Review

Raza Gulfam

Abstract

Mimicking the topographic structures and designs of living surfaces (e.g., lotus
leaf, pitcher plant and beetle) onto the non-living surfaces (e.g., metallic plates, glass
wafers, wood and fabrics) is known as bioinspiration. Consequently, the pristine
topography of the non-living surfaces is robustly modified, known as bioinspired
smart surfaces, providing novel surface regimes, i.e., wetting regimes and droplet
dynamic regimes. Herein, factors affecting the droplet dynamics and its applications
in bioinspired smart surfaces are presented. The droplet dynamics is a complicated
phenomenon being affected by the various factors, encompassing the surface rough-
ness, axial structural interspacing (ASI), structural apex layer (SAL), surface posi-
tioning, structural alignment, liquid droplet-surface interaction (LD-SI), and various
stimuli, etc. Further, the droplet dynamics can be seen many applications, such as
droplet manipulation, self-cleaning effect, design of controllable chemical reactors
and electric circuits, water harvesting and condensation heat transfer, and oil/water
separation, amongst others. The chapter has been mainly divided in three sections
enclosed between the introduction and conclusion, comprehensively elaborating
the classification of surface regimes, factors affecting the droplet dynamics and the
applications at lab and industrial scales. In all, the contents are expected to serve as
the guideline to accelerate advancement in the surface science.

Keywords: biomimetic, Superhydrophobic, slippery surfaces, wetting, droplets

1. Introduction

Surface science has revolutionized the modern technology based on bioinspired
alternatives and novel applications, attempting to control and resolve academic,
industrial and societal challenges across the globe. It is important herein to explicitly
define the surface so as to remove the literature anomaly because it is elusive whether
to consider the top-most region as a surface or the whole of it. On the one hand, the
entity under study should be called the substrate, and its top-most region should be
named the surface. On the other hand, if the entity under study is named as surface
(as we see in the literature), its top-most region should better be termed as the topog-
raphy, meaning that the region lying under the topography is the surface. Therefore,
we are also likely to adopt and utilize the latter terminologies henceforward, i.e., the
topography is the part of a surface where the water droplet interacts. Altogether,
surface science is based on the fundamental surface models (Young’s model, Wenzel
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model and Cassie-Baxter model) that are employed to understand the wettability/
wetting, droplet dynamics and the involved surface engineering processes [1-3].

Surfaces can be categorized as living and non-living surfaces.

Living surfaces include birds, insects, plants and animals. Upon careful observa-
tion, it has been found that the living surfaces behave very uniquely and differently
with the water droplets. For example, the rainwater cannot wet the wings of the
butterfly even during rain. Water striders can move on the water surface with great
ease. Water can flow on the rice leaves very fast. Water droplets can dance on the
lotus leaf and finally rolls off by taking the dust with them. Water droplets can stay
on the rose petals even if it is vertically standing. Fish can travel through water very
efficiently, and so on. When the microscopic examination of various living surfaces
is carried out, the topographic morphologies have been found different in each case,
consisting of micro/nano-structures of a wide variety of geometries, arrangements
and interspacing. In addition, a particular kind of layer surrounding the micro/nano-
scaffolds has been discovered, which is named the epicuticular wax [4]. Therefore, a
constructive conclusion can be drawn that the topography of various surfaces is the
main driver that affects the water droplets. In other words, living surfaces provide
different levels of adhesions and slipperiness based on the epicuticular wax.

Non-living surfaces encompass metals, wood, polymer, glass, fabric and paper,
etc. Until recently, rigorous efforts have been underway, aiming to modify the topog-
raphies of the non-living surfaces with help of bioinspiration. The bioinspiration is
a broad technological and scientific concept in which the micro/nano-structures of
living surfaces are studied, and then similar structures are created onto the topog-
raphies of non-living surfaces, which are termed the bioinspired smart surfaces.
With the bioinspired conversion of wettability (i.e., bioinspired mimicking) as
depicted in Figure 1(a—c), the newly-born topographic structures include extrud-
ing topographic structures (ETS) (Figure 1b) and intruding topographic structures
(ITS) (Figure 1c). The major influencers for bioinspired wettability are the axial
structural interspacing (ASI) and the structural apex layer (SAL). Based on the ETS/
ITS and ASI, the newly-born area on the topography is called the projected area over
which the contact angle is known as the apparent contact angle 6, (°). By dividing 6,
(°) by the equilibrium contact angle 6. (°) of the pristine surface, the roughness R
can be obtained. The SAL can be defined as the sites existing on the top of ETS/ITS
responsible for introducing the same properties as the epicuticular wax does in the
living surfaces. Therefore, SAL can be obtained by coating certain materials having
either high surface energy (providing hydrophilic or superhydrophilic character-
istics such as silicon dioxide [5]) or low surface energy (providing hydrophobic or
superhydrophobic characteristics such as silanes [6, 7]). An experimental case study
of bioinspired smart surface, known as the slippery liquid-infused porous surface
(SLIPSs), can be seen in Figure 1(d—f). SLIPSs are prepared by getting inspiration
from the pitcher plants.

To create ITS/ETS, there are many traditional and advanced surface engineering
methods [10-12], such as chemical oxidation, chemical etching, reactive ion etching,
grafting, dipping, spinning, photo-lithography, electron beam-lithography, electro-
deposition, imprinting, templating, hot embossing, plasma treatment, vaporization,
selective tunneling, anodizing, laser ablation, etc. Thus, by selecting the most suitable
method or combination of several methods, the ETS and ITS having a wide variety
of geometries can be created, for example: plate-like, wire-shaped, whisker, cone-
like, square-arrays, fibre-like, vertical pillars, spikes, honeycomb-shaped, grooves,
regular deep-pores, holes, channels, trenches, voids, etc., and the common feature of
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Figure 1.

Bifinspired mimicking depicting (a) pristine copper surface and topography, growth of (b) ETS and (c) ITS [8].
An experimental case study demonstrating the (d) porous scaffold of pitcher plant [9], and (e) fabrication of
bioinspired SLIPSs consisting of (f) porous scaffold alike pitcher plant. [Note: Microscopic images in (a), (b) and
(f), as well as the contact angles and their images, belong to the author(s)].

all geometries is their size which tends to exist at micro, nano or micro-nano mixed
(hierarchical) scale [12]. Hence, droplet wetting and droplet dynamic regimes of
the pristine non-living surfaces can be completely tailored. Droplet dynamics of the
bioinspired smart surfaces greatly rely on the SAL and ASI of the ITS/ETS.

In brief, the bioinspired smart surfaces are more efficient and capable of controlling
industrial challenges. Consequently, a wide variety of tangible applications and salient
surface characteristics has been unveiled, for example, dust-free solar cells [13], non-
wetting leathers [14], efficient and durable oil/water separators [15], anti-biofouling sur-
faces [16], anti-reflective surfaces [17], pump-free microfluidic and lab-on-chip devices
[18], nanogenerators for energy harvesting [19], efficient water vapor condensation and
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enhanced heat transfer [20], as well as the stimuli-responsive surfaces [21], gas sensors
[22], smart gating-based valves [23], and functionalized immunoassays [24].

This chapter shed a light on the bioinspired smart surfaces, and comprehensively
elaborates the droplet dynamics. In between Section 1 (Introduction) and Section 5
(Conclusion), the main chapter breakdown provides three sections. By taking the
examples of living surfaces, the classification of surface regimes, liquid droplet-
surface interactions and the quantification criteria of wetting and dynamic regimes
are included in Section 2. The major factors affecting the droplet dynamics have been
unveiled in Section 3. The importance and role of droplet dynamics in emerging
applications have been summarized in Section 4.

2. Classification of surface regimes and droplet-surface interactions

The surface regimes can be majorly categorized into wetting and dynamic regimes
with reference to the interacting liquid droplets. In surface science, the living surfaces
can provide four kinds of wetting regimes against water droplets, namely, hydro-
philic, super hydrophilic, hydrophobic and superhydrophobic, as demonstrated in
Figure 2. The droplet dynamics can be typically categorized into two main branches,
namely, sticky and slippery regimes (Figure 2). The droplet dynamics is defined as
the study of droplet growth, droplet mobility, droplet speed, droplet transport range
and the underlying forces.

The droplet wetting regimes are conventionally quantified via equilibrium contact
angle 0, (°) that a liquid droplet makes with the surface, varying in a range of values
(Figure 1a). It should be noted that, in several other studies, the inherent wettability
of the pristine surfaces is denoted by the equilibrium contact angle 6. (°), while the
artificial wettability of the smart surfaces is denoted by the apparent contact angle
0, (°). It means that the way to differentiate the pristine and smart surfaces can also be
understood by the notation of contact angles. Guided by Young’s model, 6. (°) defines
the static interaction of a stationary droplet with the flat topography of a horizontally-
positioned solid substrate. Apparently, the solid substrate surfaces have a compact
topography, but microscopically, the voids exist consisting of certain interspacing
that affects the wetting interaction and create the philic (referring to hydrophilic
and superhydrophilic) and phobic (referring to hydrophobic and superhydrophobic)
regimes based on the extent of droplet penetration. For the philic regime, the micro-
interspacing is supposed to exist into which droplet penetrates more intensely, and
the opposite holds true for the phobic regime, i.e., nano-interspacing prohibits the
droplet penetration. Thus, the surface topography affects the liquid droplet-surface
interaction (LD-SI) that plays a decisive role regarding the droplet shape, i.e., with
dominant micro-interspacing, the extent of droplet penetration is high, so the LD-SI
area tends to be large with hemi to quarter-spherical droplet shape, specifying the
philic regime in range of 0° < 6, < 90° [25-27]. While with dominant nano-interspac-
ing, the LD-SI area is deemed to be small with hemi to full-spherical shape, which is
called the phobic regime in the range of 90° < §, < 180° [25-27]. The LD-SI can fur-
ther be divided into two classes liquid droplet-dry surface interaction (LD-DSI) and
liquid-droplet wet surface interaction (LD-WSI), as depicted in Figure 2. Depending
on the LD-DSI and LD-WSI, the mechanism of droplet dynamics can be entirely
changed as discussed below.

The droplet dynamic regimes can be quantified by the rolling/sliding angle a (°),
which defines the dynamic interaction of a mobile droplet with the underlying tilted
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Figure 2.

Bioinspired classification of droplet wetting and droplet dynamic vegimes. Liquid droplet-dry surface interaction
(LD-DSI) and liquid droplet-wet surface intevaction (LD-WSI) ave depicted depending on the topographic
states.

substrate. It should be noted that the rolling and sliding angles are specified just to
distinguish the different surfaces due to dissimilar dynamic mechanisms depending
on the droplet-surface interactions, e.g., the droplet is driven by the rolling mecha-
nism on superhydrophobic surfaces due to LD-DSI (case of lotus leaf-inspired sur-
faces), while that on the slippery liquid-infused porous surfaces (SLIPSs), the sliding
mechanism occurs due to LD-WSI (case of pitcher plant-inspired SLIPSs). But in
both cases, o (°) is measured by the same method, i.e., the droplet is inserted onto the
surface after which it is gradually tilted, and the angle is measured when the droplet
starts moving. a is mainly helpful to demarcate the slippery and sticky regimes,
regardless of the dynamic mechanisms of the involved surfaces types (superhydro-
phobic surfaces or SLIPSs).

The slippery dynamic regime, where virtually no droplet adhesion/pinning is
considered, allows the ease of droplet mobility with value of a varying in range
of 0° < o < 5° [28]; while the sticky dynamic regime, where the droplet adhesion/
pinning is variably considered, may provide different mobility behaviors with a
range of 5° < @ < 90°. A low adhesion Wenzel state or slippery Wenzel state can
be conceived with a range of 5° < a < 50° where the droplet pinning is relatively
stronger compared with that of slippery regime [29]. A high adhesion Wenzel
state corresponds to the range of 50° < « < 90° [30], inducing the highest pin-
ning against the droplet. A full adhesion Wenzel state occurs when a = 90° where
the droplet does not move [31]. Therefore, the traditional norm defining that
the Wenzel state induces the complete sticky regime (i.e., the droplet does not
move at all), can be negated henceforth based on the above categorization and
experimental proofs.

113



Fundamental Research and Application of Droplet Dynamics

3. Factors affecting the droplet dynamics

Droplet dynamics is a complicated phenomenon, which is drastically affected by
several salient features such as surface roughness, ASI, SAL, surface position (hori-
zontal and inclined), topographic structural alignment (isotropic, anisotropic and
gradient), LD-SI and droplet shape, and stimuli. They are elaborated as follows:

3.1Roughness, ASI and SAL

The droplet dynamics is a very complicated phenomenon that simultaneously
takes the topographic structural geometry, structural arrangement, structural direc-
tion, size scale, wetting regime, ASI (axial structural interspacing) and SAL (struc-
tural apex layer) into account.

Based on the values of 6./6, (°) and « (°), the wetting and dynamics can be inter-
linked in the above-categorized regimes (philic, phobic, slippery and sticky), but this
link is supposed to be weak, especially when studying the droplet dynamics. Tuning
the structural geometry with size from micro-scale to nano-scale (roughness) [31]
can result in the philic to phobic regime, meaning that 6, (°) can be symmetrically
increased from 0° to 180°, but & (°) cannot be obtained in this order, i.e., it may either
increase or decrease instead.

With a hierarchical structural arrangement even in the phobic regime, the droplet
may lie in sticky regime where the adhesion can cause partial or even no mobility. The
first example in such a case is the rose petal effect where the wetting lies in the extreme
superhydrophobic regime but droplet does not move even at the tilt angle of 90°, evi-
dencing the full adhesion Wenzel state [32]. The second example includes the butterfly
wings and rice leaves with a superhydrophobic wetting regime where the structural
direction simultaneously builds the sticky (full adhesion Wenzel state) and slippery
regimes [33]. In addition, the efficient droplet dynamics do not completely rely on the
wetting regime (phobic or philic), i.e., rose petal and lotus leave both have a hierarchi-
cal structural arrangement and lie in an extreme superhydrophobic regime [34], but
the former does not support droplet mobility, while the latter is the most effective for
droplet mobility. Indeed, the axial structural interspacing (ASI) is a prevalently crucial
parameter [32] and with ASI as small as possible, the droplet dynamics can be made
efficient. In general, the nano-scaled ASI [35] (producing the slippery regime with
efficient droplet dynamics) is relatively encouraged compared with microscopic ASI;
nonetheless, this principle does not always hold true, because now it is likely to convert
the sticky regime even with high micro-scaled ASI into the perfect slippery regime with
help of artificial SAL as discussed above. Thus, we conclude with reasoning that ASI and
SAL are the main drivers together with entrapped-air as the secondary driver in all kinds
of structural voids, establishing the exclusive droplet wetting and dynamic regimes.

3.2 Horizontal surface position

Horizontal surface position refers to the droplet lying in the static state. Indeed,
the contact line [36] is the key factor influencing the extent of droplet adhesion, espe-
cially in the horizontal surface position. Herein, the droplet dynamics can be inferred
by slowly evaporating the droplet resting on the surface, which can also be named
evaporative droplet dynamics, as shown in Figure 3. It follows the simple rule, that is,
the contact line immobility implies the sticky regime that works under the constant
contact radius (CCR) mode [37], while the contact line mobility (normally inward)
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Figure 3.
Study of droplet dynamics under evaporation in horizontal surface position, depicting the (a) contact line (CL)
pinning in CCR mode, and (b) depinning in CCA mode.

confirms the slippery regime working under the constant contact angle (CCA) mode
[38]. In special cases, CCR and CCA mixed modes can also occur [39]. Quantitatively,
the contact line is extracted in terms of the base diameter through experiments, and
the depinning force F4 [40] can be measured.

In horizontal surface positions, the growth of droplets can also be carried out and
controlled. For instance, the droplets tend to undergo frosting/icing/evaporation [41],
and in such cases, the target is to delay or enhance the droplet growth rate.

In horizontal surface position, following factors also affect the droplet dynamics:

3.2.1 Wettability gradient

The specific arrangement of wetting regimes spanning from superhydrophobic
to superhydrophilic can create the difference in wettability, known as the wettability
gradient [42]. It plays an important role, providing the droplet mobility from a low
wettability regime to a high wettability regime even when the surface is in horizontal
position. This leads to self-propelled droplet mobility, i.e., no external energy in the
form of gravity or stimulus is required [43]. Generally, with a high wettability gradi-
ent, the droplet dynamics are deemed to be efficient, and vice versa. An example of a
wettability gradient can be seen in the beetle surface where the droplet dynamics play
an important role in the water transport toward mouth [44].

3.2.2 Droplet impact

On the horizontal surface, the droplet impact can be obtained in two ways, i.e.,
by dropping the droplet from a certain height [45] or by coalescence of two or more
droplets [46]. The droplet impact may exhibit a very unique phenomenon that
strongly depends on the wetting regimes. While dropping the droplet, if the droplet
rebounds several times, the slippery dynamics in superhydrophobic regime can be
inferred; which is also known as droplet jumping, enabled by the conversion of ener-
gies [45, 46]. If the droplets do not rebound or show coalescence, the sticky dynamics
are exhibited, which may lie in any wetting regime.

3.3 Inclined surface position

Depending on the wetting regime and droplet adhesion, the inclined mode allows
the droplet movement under the effect of gravity, i.e., the gravitational force over-
comes the under-lying resistive forces, which can be quantified by measuring the a (°).
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The droplet does not move in the sticky regime, while it moves along the incline in the
slippery regime, as exhibited in Figure 4. The droplet pinning/depinning is exhib-
ited at the contact line (defined as the interface between the droplet and the surface
topography) across the front/rear ridges. The contact angle at the front ridge is called
the advancing angle 6,, while at the rear ridge, it is known as the receding angle 6. The
difference between the advancing angle and receding angle is called the contact angle
hysteresis [31], i.e., the interfacial resistive forces attempting to prohibit the droplet

mobility. In general, the smaller the CAH, the greater the droplet mobility.

The contact line plays the main role to overcome the interfacial resistive forces
encountered by the droplets. The contact line tends to be discontinuous if the surface
is in the slippery regime [33], requiring a smaller o that simply demonstrates the small
interfacial resistive forces. Conversely, the contact line becomes continuous and stable
(Wenzel state) in the sticky regime [33] due to which a larger o is indispensable.

In inclined surface position, further factors are important as discussed below:

3.3.1 Isotropic alignment

Isotropic is the surface feature in which the topographic structures are aligned
equally, enabling droplet mobility in every direction. An example of such a case is the
movement of a rain-drop on slippery surfaces such as taro leaf and lotus leaf [47].
3.3.2 Anisotropic alignment

Anisotropic is the surface feature in which the topographic structures are direc-
tionally-aligned, meaning that the droplet can only move along certain directions. For
example, the rain droplet can move on the butterfly wings and rice leaves in only one
direction [48].

3.3.3 Liquid transport modes

There are two most common liquid transport modes during the condensation
process (conversion of the gaseous phase into the liquid phase), naming the filmwise

Sticky regime Slippery regime

C¢

Figure 4.
Study of droplet dynamics in the inclined surface position.
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mode and dropwise mode. They are studied normally on inclined surfaces. Each mode
provides different droplet dynamics depending on the wetting regimes. In filmwise
mode, droplets come into existence, soon after which the droplet coalescence (merg-
ing of small neighboring droplets to form a big droplet is called coalescence) starts
occurring. Consequently, a thin liquid film is developed underneath that remains
affixed to the surface topography, providing the under-layered path over which the
bulk of liquid keeps on transporting. This happens due to the high surface energy
that prompts the sticky regime where the filmwise mode occurs. Comparatively,

the slippery regime, empowers the dropwise mode depending on the surface type
underneath (i.e., either dry or wet). In the dropwise mode, the drops come into
existence and move as soon as they attain the critical droplet size. The dry slippery
hydrophobic/superhydrophobic surfaces give rise to the dropwise mode under the
influence of rolling/jumping mechanisms [49] where the liquid drops tend to be
transported either in the discrete pattern or coalesced pattern. While the wet slippery
hydrophobic/hydrophilic surfaces support the dropwise mode enabled by the sliding
mechanism [50] of droplets which can also either be in discrete or coalesced patterns.

3.4 LD-SI and droplet shape

The combined effect of LD-SI (droplet-surface interaction) and droplet shape
may be considered a factor, however, droplet dynamics may not be fully predicted
based on their combined effect. For example, the droplet usually adopts a full spheri-
cal shape (e.g., superhydrophobic lotus leaf and rose petals), hemispherical shape
(e.g., hydrophobic cloverleaf) or quarter spherical shape (e.g., and hydrophilic
herb) on LD-DSI, but some of them provide slippery dynamics, while some provide
sticky dynamics. The droplet shape always tends to be a hemispherical shape (e.g.,
hydrophobic pitcher plant) or quarter spherical shape (e.g., hydrophilic beetle or fish
surface) on LD-WSI, and they can all support slippery dynamics.

In the slippery regime, both LD-DSI and LD-WSI play a pivotal role in eventu-
ally deciding the two dynamic mechanisms or patterns of a mobile droplet (i.e.,
on the inclined surface). Owing to the underlying dry surface, the droplet tends to
roll off, and the rolling mechanism is established as can be seen in the case of lotus
leaf (superhydrophobic regime) and cloverleaf (hydrophobic regime). In contrast,
because of the underlying wet surface, the droplet tends to slide-off over the liquid
interface, and the sliding mechanism is produced as can be seen in case of pitcher
plant and beetle surface.

3.5 Surface durability

Surface durability is of practical importance that can drastically affect the droplet
dynamic regimes. The surface durability can be defined as the withstanding capability of
bio-inspired surfaces deciding the active lifespan, and it can be realized with reference to
the impact of several parameters and phenomena, including the solvents (i.e., neutral,
acids, alkalis), weather conditions (i.e., temperature, pressure, airflow), operational
conditions (i.e., condensation, evaporation, shearing, friction), etc. Depending on the
applications and the types of involved surfaces, different parameters and phenomena
can affect the surface durability up to different extents. In general, the low surface dura-
bility can be caused by many factors, naming a few, the poor growth of ETS/ITS, the
poor attachment of ETS/ITS with the parent substrate (pristine topography), the poor
adherence/infusion of SAL with the ETS/ITS, the poor chemical compatibility, amongst
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others. For example, the SLIPSs have shown practical challenges and low durability due
to oil depletion through cloaking (the encapsulation of water droplets by the oil), evapo-
ration (oil is evaporated at ambient or at high temperature) or physical shearing (the
mobile droplets continuously induce friction at the droplet-surface interface and keeps
on removing the oil with the passage of time) [30], finally resulting in low durability.

3.6 Stimuli

In practice, there are three well-defined major stimuli that affect droplet
dynamics. First is the gravitational force (external stimulus) that comes into
action when the surface is in an inclined position; Second is the active stimulus
(external stimulus) provided by several sources including temperature, photon
(light), pH, stress, mechanical vibration, gas, reactive solvents, magnetic field
and electric potential [51]. Active stimulus can enable tunable droplet dynamics.
For example, tuning the movement of a droplet on the paraffin-infused surfaces
by changing the electric potential [52] or temperature [30]. It should however be
noted that the tunable droplet dynamics are hard to be found on living surfaces.
Third is the self-stimulus that is enabled by the wettability gradients. The various
stimuli of droplet dynamics can co-exist depending on the wetting regimes and
surface positions.

4. Droplet dynamics-lab scale and industrial applications

Based on the intended applications of non-living surfaces, the droplet dynamic
regimes (whether sticky or slippery) are vital, e.g., the corrosion-combating surfaces
[53] or anti-icing surfaces [54] are intensively required where the main target is to
prohibit the contact between the water and surface [55], thus the sticky or moderately
slippery dynamics are favorable. While in other cases such as water vapor condensation
[56] and vehicle transportation through the water [57], the main target is the quick
transport of water droplets on the surface and the drag reduction on the object, respec-
tively, both necessitating the slippery dynamic regime. Therefore, droplet dynamic
regimes are mainly decided by the applications. Generally, there are many applications,
but a few emerging applications of droplet dynamics are presented underneath.

4.1 Droplet manipulation

Droplet manipulation can be defined as the control of droplets through various
design strategies of under-lying surfaces as well as droplets, such as rendering the
droplet mobile, immobile, directional movements, static growth, etc. A few case
studies are listed underneath.

4.1.1 Droplet guided-tracks

Guided tracks are the directional pathways where the droplet can move with
great ease, demonstrating the efficient droplet dynamics. Following the bioin-
spired mimicking, guided tracks can be made in various shapes, such as straight,
inclined, s-shape, and zig-zag amongst others. The example is given in Figure 5
[58], where the s-shaped track is depicted. The under-lying surface owns a slippery
superhydrophobic regime, which has been precisely carved. Most importantly, the
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Figure 5.
Droplet transport along the guiding track [58].

carved region and the droplet volume need to be effectively controlled so that the
droplet cannot stay out of the track.

4.1.2 Droplet segmentation/merging

Droplet segmentation/merging can be carried out in several ways, i.e., by making
the segmented pathways over which the droplets can move or by merged pathways
helping droplets come together and coalesced. This can be controlled by the bioin-
spired surface modifications as well as by the geometry modifications. For example,
by modifying the surface of a common steel-made blade [58], the superhydrophobic
regime can be obtained, which is then helpful to segment a big-sized droplet into two
smaller droplets, as depicted in Figure 6.

4.1.3 Stimuli-vesponsive manipulation

As described above, various stimuli can affect the droplet mobility and droplet
transport range. The droplets can be either oil or water. On the inclined phase change
slippery liquid-infused porous surface (PC-SLIPSs) [30], the droplet mobility has
been achieved in solid, mush and liquid phases under the temperature-stimulus which
is also known as thermo-responsiveness, as shown in Figure 7a. The wetting regime is
hydrophobic, while the dynamic regimes are influenced by the phases and tempera-
ture. The solid phase provides the low adhesion Wenzel (LAW) state. Particularly, at
the melting temperature of PC-SLIPSs, the droplet mobility suddenly changes from
high adhesion Wenzel (HAW) state into a slippery state. The oil-droplet mobility has
been realized underwater by using the electric stimulus [59], depicting the control-
lable dynamics, as depicted in Figure 7b.

4.1.4 Self-propelled droplet manipulation

The droplet manipulation can be achieved without any external energy drivers or
stimuli. The wettability gradient is the main driver, stimulating the self-mobility from
low wettability toward high wettability. The example of steam condensation [60] is
demonstrated (Figure 8a) where the liquid droplets are generated and move from
left to right along the horizontal wires, leading to the droplet coalescence along the
way. Eventually, droplet shedding occurs when the critical size of droplet has been
achieved.

By means of the wettability gradient, the uphill droplet manipulation (Figure 8b)
can also be achieved [43]. For example, the droplet can move upward on different
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(a) Thermo-vesponsive water droplet manipulation [30], (b) electro-responsive underwater oil droplet mobility [59].
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Wettability gradient-induced self-propelled (a) droplet merging and shedding [60], as well as droplet uphill
movement [43].
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tracks, including circular geometry, straight geometry and s-shaped geometry.

The droplet shape changes from the start until the end while covering the different
transport ranges, depicting the various wetting regimes which are the characteristics
of the wettability gradient.

4.2 Self-cleaning

When the mobile droplets move on the surfaces, they can carry the dust and dirt
particles with them, which is named the self-cleaning effect. Therefore, the slippery
dynamic regime is the key, that can be executed either on dry or wet slippery surfaces.
For example, the droplet moves on the phase change material-based superhydropho-
bic surface, carrying the dust away as can be seen in Figure 9 [61].

4.3 Chemical reactor and circuit controller

The mixed slippery and sticky regimes of the droplet dynamics can help build
chemical reactors and electric circuit controllers. A dual stimuli-responsive SLIPSs
have been presented [62], influenced by the temperature and force. A droplet (8 pL)
of sodium hydroxide (NaOH) can be made mobile under the optimum effect of
temperature and strain-induced force, letting it mix with the phenolphthalein droplet
where the chemical reaction takes place, as exhibited in Figure 10a. Likewise, under
the optimum effect of temperature and strain-induced force, the sliding and pin-
ning of NaOH droplet can switch off and on the lamp, exhibiting the feasible electric
controller (Figure 10b).

4.4 Condensation-water harvesting and heat transfer

The droplet dynamics play the most influential role in the condensation, where
the filmwise mode and dropwise mode are considered. By means of condensation,
water harvesting and heat transfer applications can be realized. In both of them, the
dropwise mode is of great interest, providing the high droplet nucleation and ease
of droplet transport which can be achieved through slippery dynamic regimes. For
example, the dropwise mode has been demonstrated in the superhydrophobic regime
and hydrophilic regime, enabling the fast droplet transport suitable for the efficient
water harvesting (Figure 11(a and b)) [63]. Likewise, the heat transfer (Figure 11c)

Figure 9.
Self-cleaning via mobile droplets [61].
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Droplet sliding/pinning helping build (a) chemical reactor [62] and (b) electric circuit controller [62].

has been obtained higher in the slippery hydrophobic regime of phase change slippery
liquid-infused porous surfaces (PC-SLIPSs) and slippery superhydrophobic regime
compared to that in the sticky hydrophilic regime of pristine copper plate [20]. It
should be particularly noted that efficient droplet dynamics are necessary during
condensation, i.e., the dropwise mode may also underperform if the droplet shedding
is slow as concluded in Ref. [20].

4.5 Oil/water separation

The oil/water separators are prepared by developing smart coatings on the porous
networks. Depending on the wetting regimes of the separator, one phase is blocked,
while the other is permitted through the porous network. Sticky and slippery regimes
of droplet dynamics are crucial for oil/water separators; however, it should be par-
ticularly noted that these regimes may be insignificant during the separation mecha-
nisms of vertically-aligned separators. It is because the blocking of one phase is not
driven by the sticky dynamic regime, as well as the permitting of the other phase is
not driven by the slippery dynamics. Instead, the separation mechanism is driven by
the positive and negative capillary effects of two phases, inducing physical absorption
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Figure 11.

Water harvesting under dropwise mode in (a) superhydrophobic (SHPo) regime and (b) hydrophilic (HPi)
regime [63], (c) steam condensation heat transfer on pristine copper plate, superhydrophobic copper plate and
PC-SLIPSs [20]. Scale bay, 5 mm.

and physical adhesion, as shown in Figure 12a [15]. Thus, in vertically-aligned
separators, the sticky and slippery dynamics put forward a positive contribution in
other ways. For example, the low sticky regime or moderately-high sticky regime is
relatively effective, which can create easiness in the recovery process of separation
medium after the oil/water separation. The self-recovery is important because the
smart coatings can retain either oil or water during the separation process. With low
sticky dynamics, the retained oil or water can easily evaporate, providing efficient
self-recovery, as depicted in Figure 12a. The slippery dynamics can also play a vital
role before or after the separation process, for example, a superhydrophobic-oleo-
philic copper mesh has been presented which is an effective oil/water separator. The
slippery dynamics are of great significance to resolve the cleaning challenges of the
separators (Figure 12b) [64].

4.6 Spraying

The spraying of different liquids is encountered almost everywhere, for example,
spray of water, fuels, solvents, paints and perfumes, amongst others. In the spray-
ing process, a multitude of droplets, consisting of various sizes, are generated. The
droplet dynamics in the spray process can be affected by many factors, naming a few,
the droplet type (i.e., oil, fuel, water, acids, alkalis, etc.), the droplet traveling speed,
atomizer distance, and the surfaces position (horizontal, vertical or inclined). Upon
impact with the surfaces, different droplets can behave differently depending on
the wetting regimes and surface roughness. The impact of fuel droplets and surface
roughness have been studied during the fuel spray in combustion engines [65]. It
has been concluded that the various wetting regimes (depicted by the two values of
surface roughness of R, ~ 2.5 and 7.7) can produce various levels of fuel film thick-
ness, depicting the unique film development mechanism (Figure 13). It shows that
the droplet dynamics and the wetting regimes together play a pivotal role during the
spraying, urging deeper studies in this field especially addressing the contact angles,
sliding angles and contact angle hysteresis, etc.
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Spray process of fuel droplets onto the horizgontally-positioned glass slides having different roughness (R,)
values [65].
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5. Conclusion

Bioinspired smart surfaces have been reported, with a special focus on the droplet
dynamics. The surface regimes have been fundamentally classified into four droplet
wetting and two droplet dynamic regimes. The droplet dynamics is defined as the
study of the droplet growth, droplet mobility, droplet speed, droplet transport range
and the underlying forces. The droplet dynamics is of great interest to a wide variety
of scientific areas. With help of bioinspired smart surfaces, the droplet dynamics,
either in sticky or slippery regimes, have been greatly improved. There are many
factors that affect the droplet dynamics, that is, it is hard to rely on a single factor.

In particular, the specific dynamic regime and the influential factors need to be
modified depending on the applications, i.e., some applications may need the sticky
regime, some may need the slippery regime, and some may need the co-existence of
both regimes.

This chapter implies that the droplet dynamics are potentially significant, how-
ever further efforts are necessary to sustain the efficient droplet dynamics. It indeed
depends on the chemical and mechanical strength of the droplet wetting regimes
of the under-lying bioinspired surfaces, i.e., the surface durability. All bioinspired
surfaces (superhydrophobic, SLIPSs, etc.), as presented so far, suffer from the bottle-
necks corresponding to the durability, rendering the droplet dynamics inefficient up
to various levels. It is therefore recommended to use alternative materials (e.g., solid
slippery materials such as waxy and non-waxy phase change materials) and advanced
surface engineering approaches to enhance the durability of the bioinspired surfaces
that can sustain the droplet dynamics during real-time applications. Briefly, the
efficient droplet dynamics can potentially enhance the performance of those systems
intending to minimize the global energy crisis (e.g., less drag-inducing pipes can help
save energy during the pumping process, slippery surfaces of photovoltaics can pro-
hibit/postpone the ice accretion as well as avoid the formation of dust layers), save the
operational time (e.g., condensers can provide high output in less time based on the
high droplet transport) and provide the high throughput (e.g., microfluidic devices).
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Chapter 6

Internal Flow and Spray Dynamics
of Multi-Hole Nozzle

PengBo Dong

Abstract

Faced with dual challenges of “carbon neutral” and emission control, fossil
fuel-based internal combustion engines need to explore new ways and technical paths
to reduce harmful emissions and Carbon dioxide emissions simultaneously. Fuel
injection process is playing a significant role not only in traditional engines but also in
new low/zero carbon engines. Multi-hole nozzles have a wide range of applications in
the fuel supply system. While the accepted spray study work and jet break-up models
are usually developed under the quasi-steady-state of fuel injection by a single-hole
nozzle. There are rare models that can describe the whole break-up processes of multi-
hole nozzle spray, including complex internal flow factors, plume interaction, and the
effect of start/end of injection. In this chapter, characteristics of spray morphology,
evolution processes, and evaporation characteristics, emerging from the practical
diesel multi-hole nozzles, were discussed and analyzed during the transient injection
processes in detail. Moreover, the relationship between multi-hole nozzle internal
flow properties and the corresponding spray behaviors was investigated by numerical
simulation method systematically. Therefore, multi-hole spray modeling processes
under engine operating conditions and the optimized design of diesel multi-hole
nozzles are expected to get some benefits and clues from the current results.

Keywords: fuel injection, nozzle internal flow, cavitation, near-field spray, multi-hole
nozzle, spray diagnostics, diesel engine

1. Introduction

The research on fuel sprays of Internal Combustion Engines has been drawing
attention for last century. As for Diesel Engines, spray evolution, which includes the
jet breakup, fuel atomization, air entrainment, and mixture formation processes, is
regarded as one of the determinants of engine performance and emission formation.
Furthermore, nozzle geometry can directly affect the characteristics of the compli-
cated internal flow patterns inside the nozzles, such as the cavitated turbulence. As a
result, in order to improve the quality of the atomization and mixture homogeneity,
researchers have spared no effort to investigate the internal flow [1-3] and spray
behaviors [4-6], and many fundamental and classic theories were formed over the
past decades. Originally, due to the simple structure and the easiness of applying
diagnostic techniques and arranging instruments surrounding the nozzle and the
spray plume, single-hole nozzle was widely used in fundamental research.
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Consequently, spray and combustion models, which are adopted in the numerical
simulation study are usually developed from the experimental results of the single-
hole nozzle spray.

On the other hand, it is known that multi-hole nozzles, which can emerge several
spray plumes simultaneously, are generally applied in the engineering field of practi-
cal Diesel Engines. In this case, the orifices are normally aligned around the sac
symmetrically and located off-axis to the nozzle axis. As a result, the optical access to
the complex configuration and the mutual interference between the spray plumes
create a difficulty for scholars to explore the internal flow and spray characteristics of
multi-hole nozzles.

In recent years, there is a trend that considerable efforts have been exerted to
conduct an experimental and computational study about the internal flow and sprays
of the multi-hole nozzles. Different kinds of verisimilar scaled-up or real-size multi-
hole nozzle models were designed to reveal the flow pattern properties inside the
nozzles and the initial emerging spray dynamics [7-12]. The application of the syn-
chrotron x-ray sources with high energy pulses has also been extended to the study of
fuel sprays during the last decade [13, 14]. At the same time, a series of studies using
the three-dimensional computational fluid dynamics simulations were also conducted
to link the experimental results to the numerical calculation [15-18]. Based on all the
approaches mentioned above, the vortex flow and string-type cavitation inside the
sac, the counter-rotating vortices, film-type and string-type cavitation inside the hole
volume, the needle lateral oscillation effect, and the unstable spray behaviors were
found in succession.

Moreover, smaller hole diameter and more holes, accompanied by higher injection
pressure are becoming prevalent in dealing with the strict emission regulations and
economic demand [19, 20], because it is proven to be able to generate better fuel
atomization and more homogeneous fuel/air mixture [21, 22]. In the conventional
study, hole diameter is usually larger than 0.10 mm. Even though a few researchers
applied the micro-hole nozzle to conduct the fundamental experimental study about the
mixture formation and combustion processes, mainly single-hole nozzles were used in
their experiments. As a result, the limited nozzle types and experimental conditions
hindered a more satisfactory situation in understanding the flow dynamics of the real
multi-hole nozzles under practical operating conditions thoroughly. There is rare infor-
mation about the spray properties of multi-hole nozzles with micro orifices in the
current archives, and it is worthwhile to carry out a monographic study on this issue.

A comparison between the spray properties of the nozzles with different hole
diameter is made in the present chapter to provide deep insights into the multi-hole
nozzles sprays, which are formed in the real scenario of Diesel Engines, and sufficient
analyses about the effect of the hole diameter were conducted systematically as well.
In addition, the CFD simulation results for these different nozzle configurations were
also presented in this chapter with the aim of correlating the observed spray behaviors
to the internal flow properties inside the nozzles.

2. Methodology

2.1 Experimental apparatus, procedures, and conditions for spray observation

High-speed video camera observations based on the Mie scattering were made for
the sprays injected by the multi-hole injectors, and the specific experimental
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apparatus is shown in Figure 1. Figure 1(a) presents the global experimental
arrangement, including the high-pressure chamber, fuel injection system, and optical
system. A common rail injection system could generate the injection pressure up to
220 MPa, and high-pressure constant volume vessels with optically accessible quartz
windows were employed to create the high-pressure ambient environment of Diesel
fuel injection. A delay pulse generator (Stanford Inc., DG535) and an electronic
control unit (ECU) were applied to control the image timing, injection time, and
injection quantity. The optical path layout is shown in Figure 1(a). A xenon lamp
(USHIO Corp., SX-UID501XAMQ) and two high-speed video cameras (Nac
MEMRECAM HX-3, Photron FASTCAM-APX RS) were used to record the fuel injec-
tion processes.

When it comes to the installation of the multi-hole injectors, the detailed informa-
tion about the specially designed chamber head is shown in Figure 1(b). It is well
known that the observation of the multi-hole nozzle sprays is difficult due to the
conical structure formed by the plumes. In this study, the multi-hole injector was
installed into this specialized chamber cover obliquely, as shown in Figure 1(c), to
prevent spray interference. An appropriate angle between the axis of the multi-hole
nozzle and the horizontal plane was designed to maintain that one of the spray plumes
could be observed as vertically as possible.

-
m
(o]
(=

Injector

Commeon Rail System

& & xenonlamp

(a) High-pressure chamber, injection system and optical svstem

Injector Adapter
Spray Guide Plate

(b) Structure of the chamber head (¢) Installation of the multi-hole nozzle

Figure 1.
Experimental apparatus.
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The experimental apparatus for the injection rate measurement are presented in
Figure 2.

In this study, the Bocsh rate of injection meter [23] was applied. The experimental
conditions corresponded to the spray observation experiments, which will be intro-
duced in the upcoming sections. The timing of the start of injection was determined
by comparing the injection pause signal with the injection rate curve signal recorded
in the oscilloscope.

Figure 3 shows the schematics of the nozzles applied in this study, the two multi-
hole nozzles (10 holes) have the same configuration except for the hole diameter
(D = 0.10 and 0.07 mm). The experimental conditions, which are shown in detail in
Table 1, were determined in consideration of the real operation conditions of small
Diesel engines.

The setting of cameras is also presented in Table 1, and the experimental mea-
surement was conducted at least 10 times for each condition. The test fuel was the JIS
#2 diesel. The injection quantity was 2 mm?/hole. In order to keep the ambient gas
density similar to that of the combustion conditions, for fundamental spray research
of non-evaporation conditions, the ambient temperature and pressure were 300 K and
1.5 MPa, respectively.

2.2 Methods of image processing

The typical image processing processes and the definitions of spray properties in
the current study are shown in Figure 4. The same processing method was applied to
the spray images of different nozzles. The spray image taken under the baseline
condition is shown here as an example. The central spray of each frame was charac-
terized as the spray tip penetration (i.e., the maximum penetration distance of the
spray, S), the corresponding angle of 100 times hole diameter length (i.e., the spray
cone angle, 6,), and the corresponding angle at the half point of S (i.e., the spray angle,
0;). The parameters are plotted as a function of the time after start of injection and
nozzles with different hole diameters.

The spray images were processed to calculate their properties by the following
steps. First, each frame was converted to an effective image by subtracting the

Injector
/
0
Common Rail System
’ressure Sensor Oscilloscope
r’#-r
ECU S
on
o - .
oooo SSog O O (2§

(T —
000000000
Delay Generator 535

Charge Amplifier

Figure 2.
Schematic of injection rate measurement experiment apparatus.
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Figure 3.
Schematic of different nozzles applied in experiments.

background images taken without the spray injection. After that, the spray edge could
be detected by using the binarization image, which is converted by a threshold algo-
rithm. The colored edges of different recording times show that the spray contour and
the temporal variations can be well captured spatially. The spray tip penetration of the
central spray plume is determined by scanning the contours from the corresponding
orifice point. In this way, the morphological algorithm could also be used to extract
the parameters of spray cone angle and the spray angle. The near-field spray proper-
ties around the nozzle exit region were also captured by the same method introduced
above.

One of the most important factors that can introduce uncertainty into the mea-
surement results is the selection of the threshold. Compared with the single-hole
nozzle, the hole-to-hole variation and the cycle-to-cycle variation of multi-hole nozzle
sprays cause the image processing to be more sensitive to the algorithm. Hence, the
assessment of the threshold value is necessary for the current study. Principles that are
suitable for the threshold selection are summarized as (1) The threshold should ensure
that the spray profiles are as similar to the raw images as possible; (2) The threshold
should remove the background noises in the images; (3) The error should be within
the cycle-to-cycle injection variations. As a result, the intensity threshold of 5 (the
maximum intensity: 255) was selected in this study after a series of statistics.

2.3 Computational setting for internal flow study

In the current study, to aid the interpretation of the experimental results, the
influences of the micro-hole diameter on the internal flow and cavitation characteris-
tics have been numerically investigated by the commercial CFD Code FIRE Version
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Injection Conditions

Fuel (Diesel JIS#2)

Density (20°C,1 atm): ~830 kg/m>
Boiling Point (1 atm): ~273°C
Kinetic Viscosity (20°C,1 atm):
~3.86 (107°) m?/s
Cetane Index: >45
Sulfur: 10 ppm

Injector Multi-Hole Nozzle
Injection Quantity Q;y; (mm?3/hole) 2.0

Rail Pressure P,,; (MPa) 120

Hole Diameter D (mm) 0.070.10°
Injection Duration: A\t;,; (ms) 1.26 0.84"
Ambient Conditions

Ambient Gas Air
Ambient Pressure P, (MPa) 1.5
Ambient Temperature T, (K) 300
Ambient Density p, (kg/ m>) 17.4
High-Speed Video Camera Conditions

Recording Rate (fps) 10,000 100,000
Exposing Time (s) 1/10000 1/100000
Resolution 512 x 512,384 x 200

"Baseline Condition.

Table 1.
Experimental conditions.

2017 (AVL). Figure 5 shows the computational meshes of the multi-hole nozzle with
ten holes, and only one-tenth of the entire volumetric domain was selected consider-
ing the geometric periodicity, symmetry, and calculation timing.

The specific settings for this computation have been listed in Table 2. The same
setting was applied to the two different nozzle configurations to make comparisons
between the internal flow patterns. The Reynolds Averaged Navier-Stokes Simulation
(RANS) model and a four-equation k-{-f model developed from the standard k-¢
model were adopted to simulate the turbulent flow. The k-{-f model introduces new
transportation equations to describe the variable { which has a relationship with the
turbulence viscosity. As a result, the property of anisotropic turbulence can be taken
into the consideration. A multi-phase flow model was selected to approximate the
fluid conditions inside the nozzles. Furthermore, a Linearized Rayleigh model [24]
was used to express the cavitation bubble behaviors within the nozzle.

Validation was conducted by taking the experimental results published by Blessing
et al. [25] as the criteria, in which the characteristics of nozzles and boundary condi-
tions covered many features of the current study, and the turbulence and cavitation
models were proved reasonable before further computational studies. Moreover, the
effect of mesh size was also taken into the consideration by making comparison
between the different computational results from the meshes with different mesh
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Figure 5.
Computational meshes.

sizes (7.769, 4.413, and 2.896 pm). During all the verification processes, it was proven
that the distribution and occurrence of the cavitation could be predicted accurately
relatively by this simulation.

Furthermore, aiming to make comparisons, the same transient needle-lift curve, as
shown in Figure 6, measured from a similar type of multi-hole injector was applied to
the two nozzle meshes.
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Item Classification Setting/
Value
Model selection and Initial Turbulence K-(-F
values model Turbulence energy (m?%/s?) 0.1
Turbulence length scale (m) 0.000001
Cavitation model Linear cavitation model

Cavitation bubble density number 1.5 x 1018

Diesel saturated vapor pressure 892
(Pa)
Initial boundary Inlet boundary Injection Pressure (MPa) 120
Export boundary Ambient Pressure (MPa) 15
Mesh information Needle-holder gap (mm) 0.002
The minimum cell size in the hole region (mm) 4.413 x 1073
The maximum grid number (cells) 132,796

Table 2.
Computational setting.
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Figure 6.
Needle lift curve.

3. Results and discussion
3.1 Injection processes and spray characteristics

Figure 7 shows the injection rate results of the two different nozzles under the
conditions of Qsy; = 2.0 mm?/hole. These two curves present apparent distinctions. It
can be seen that the micro-hole conspicuously changes the previous regularity of the
fuel injection. The injection rate of the micro-hole (0.07 mm) nozzle is much lower
than that of the nozzle with 0.10 mm hole diameter when maintaining the same
injection quantity per hole. While the injection duration of the micro-hole nozzle is
prolonged a lot. Moreover, the initial stage of the injection duration attracts attention
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Figure 7.
The injection rate of different injectors.

to analysis in detail, which is emphasized and enlarged in Figure 7. The injection rate
of the nozzle with a micro-orifice is a little higher than that of the other one with
larger orifices in the initial stage of injection. In fact, it is known that the fuel injection
velocity and the effective flow area alter the injection rate simultaneously. Further-
more, the fuel injection velocity mainly depends on the upstream pressure in the sac,
and the effective flow area is affected by the hole numbers, hole diameter, and the
discharge coefficient. The theoretical flow area of the micro-hole nozzle, whose
diameter is 0.07 mm, is much smaller than that of the normal one (0.10 mm), and its
sac pressure discharge rate should also be much lower than that of the nozzle with
normal holes. As a result, all the phenomena described above reveal that the effect of
micro-holes plays entirely different roles in the injection rate at different injection
stages. Specifically, the higher sac pressure is mainly caused by the relatively lower sac
pressure discharge rate at the initial stage of injection, and the injection rate of this
stage is dominated by the consequent higher flow velocity inside the micro-holes.
However, at the middle and post-stage injection, the relatively larger effective flow
area and the consequent higher mass flow rate inside the nozzle with 0.10 mm hole
diameter mainly dominate the injection rate of the nozzles.

Typical false-colored and temporal spray images of different nozzles are shown in
Figure 8. According to the theoretical foundation of Mie scattering, the scattered light
intensity is a symbolic characteristic of the droplet size and fuel concentration. The
spray contours can help elucidate the effects of ambient gas entrainment and interac-
tions between spray plumes [26].

As analyzed before, even the total injection mass per hole is held constant, the fuel
injection quantity of the 0.10 mm hole is larger than that from the micro-hole at the
same timing ASOI. Based on the Mie-scattering principle, the intensity is in propor-
tion to the droplet size and concentration. Hence, the global intensity of the central
sprays of the multi-hole nozzle with normal hole diameter, which are shown in
Figure 8(a), is much higher than that of the micro one, particularly at the beginning
stage of fuel injection. The high-intensity area can even extend to the downstream
region of the central spray. It follows that the fuel concentration of the micro-hole
condition is leaner, and the atomization effect is better [27].
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Figure 8.
False-colored spray images of different injectors.

As for the spray morphology, the edges of the spray of 0.10 mm holes are irregular
compared with the micro-hole one, and the hole spray plumes are flanked by evident
wavelike contours. In the case of micro holes, the edges of the spray upstream regions
are neater and more orderly than those of nozzles with larger hole diameters.

Moreover, central sprays show a large eccentricity in the spray tip around the end
of injection (0.8 and 1.0 ms ASOI) under the larger-hole nozzle condition, and the
adjacent two plumes also present asymmetrical morphology. The low-pressure regime
between the sprays generated by the air entrainment can enhance the sprawling
diffusion of the multi-hole nozzle sprays. The Coanda effect [28] plays significant role
in these phenomena. However, under the 0.07 mm hole diameter condition, the
sprays have well symmetry. Therefore, it is safe to say that decreasing the hole
diameter can supposedly reduce the uncontrollability and instability of the sprays
emerging from multi-hole nozzles. A more specific investigation and discussion about
this phenomenon will be introduced in the upcoming sections.

It is known that the spray propagation distance is governed by the upstream
pressure and the ambient conditions. The calculated sac pressure and the measured
spray tip penetration variation of different nozzles is shown in Figure 9. The Bernoulli
equation is used to calculate the corresponding averaged sac pressure variations based
on the injection rate measurement results in Figure 7. The equation is written as
below, where Qs the injection rate, o is the average discharge coefficient, A
represents the theoretical flow area, and Ps is the sac pressure.

Qf = aA\/2(Ps — Pa)/py (1)

As for a, it has much relationship with the local flow area, which is a direct
reflection of the cavitation intensity of nozzle orifices. Nurick [29] and Payri et al.
[30] conducted their experiments under quasi-steady conditions and concluded that
the flow discharge coefficient of the nozzle hole mainly depended on its cavitation
number under the cavitated conditions.

Cn = (Pinj — Pv)/ (Pinj — Pa) (2)
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Figure 9.
Calculated sac pressure and spray pemetration vaviation of different injectors.

However, it is still difficult to get accurate quantitative results from the internal
flow of a practical Diesel multi-hole nozzle, which is usually high pressure, high
velocity, turbulent, and micro size. The theory developed under the quasi-steady
condition was attempted to be expanded to the transient condition in the current
study, and a comparative analysis was made between the different nozzles qualita-
tively to provide a reference for explaining different spray behaviors.

Throughout the injection duration, the pressure in the sac of the nozzle with
micro-holes is all higher than that in the nozzle with normal holes. The different
effective flow area, caused by the different hole diameter plays a significant role in
this issue. As for the corresponding penetration result, it is in accordance with the
injection rate variations analyzed previously. As the color arrows emphasize, the
micro-hole nozzle spray tip penetration is longer at the initial stage. As the time
elapses, the penetration of 0.10 mm hole nozzle passes over the micro-hole nozzle
spray tip penetration. In different injection stages, it is the different factors (effective
flow area or sac pressure) that dominate the spray propagation of nozzles with differ-
ent holes. In the calibration processes of combustion system of Diesel engines, the fuel
injection quantity, injection timing, and injection times/cycle are usually adjusted as
the fuel supply strategy. The diffusion and deceleration of the multi-hole nozzle spray
are usually associated with the transfer of the spray momentum to the turbulence
energy [31]. Consequently, when concerning the optimization of the Diesel engine
preference, effects of the micro-hole on fuel injection of multi-hole nozzles should be
given attention emphatically.
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Figure 10 shows the temporal variation of the spray angle and spray cone angle. It
is evident that the spray angle is wider under the 0.1 mm hole condition. The maxi-
mum deviation appears at 0.1 ms ASOI, up to 11°. Furthermore, it seems that the
micro-hole can exert more influence on the spray angle reduction compared with that
on the spray tip penetration. On the other hand, different from the spray tip penetra-
tion results, no overlap happens among the two spray angle curves of nozzles with
different holes. The simulation results in the upcoming section can be used to explain
this phenomenon in depth.

The difference between the spray cone angles of the nozzles with different holes is
also evident. It should be noted that the penetration of the larger-hole nozzle is shorter
than 100 times the hole diameter at 0.1 ms ASOI; hence, only the spray angle can be
measured, as shown in the figure. Because the position (10 mm) of 100 times of hole
diameter is around the spray tip area of the 0.10 mm hole, it results in a small value of
spray cone angle, and the spray cone angle difference between the two nozzles is not
too much at 0.2 ms ASOI. After that, when the spray penetrates long enough, attrib-
uted to the more completed internal flow inside the larger holes [32], the 0.10 mm
hole nozzle spray cone angle increases a great deal suddenly.

When it comes to the micro-hole condition, the value of the spray cone angle is
much smaller and the variation is steadier. This can be explained like that since the
cavitation collapse and turbulence flow inside different nozzles are two of the major
mechanisms of the spray primary break-up [31, 33], the fuel jet enters the chamber
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Figure 10.
Spray angle and cone angle variation of different injectors.
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with a less cavitation level, reduced mass flow rate, momentum, and less turbulence
caused by the increased ratio of nozzle hole length to diameter, which can result in the
narrower spray cone angle.

According to the above discussion, because of the unique geometric structure, the
micro-hole nozzle has a lower injection rate, higher sac pressure, and wider spray
angle and spray cone angle compared to those of the nozzle with normal holes.
Combing these phenomena with the interlaced relationship between the trends of the
spray tip penetration of different nozzles, it is concluded that the effect of the micro-
hole on different spray properties is discrepant.

3.2 Characteristics of the near-field spray

In order to investigate the spray behaviors near the nozzle tip region in detail,
high-speed imaging of 100,000 fps was applied to take a close-up view of this regime.
The Higher spatial and temporal resolutions allowed a more detailed observation of
the very emergence of the fuel from the nozzle orifice. Figure 11 shows the close-up
gradient spray images of different nozzles, respectively.

According to the images of typical timings, the normal-hole nozzle sprays pulsate
out from the nozzle tip to the radial direction, and the edges of them fluctuate
seriously. The perturbation of the spray is marked and emphasized by different color
arrows in the figure. On the other hand, since the injection duration is longer under
the micro orifices condition when maintaining the same injection quantity, the selec-
tion for the typical timing of the images is a little different. With the same results
under the imaging rate of 10,000 fps, the spray illumination intensity becomes
weaker under the micro-hole condition. Of interest is that the spray pulsating phe-
nomenon almost disappears, and the profiles of the sprays become much neater and
more stable.

The angle, determined by 10 times the hole diameter away from the nozzle tip, is
defined as the spray dispersion angle. The average spray dispersion angle and the
single-shot results are shown in Figure 12. Generally, the spray dispersion angle under
the hole diameter of 0.10 mm condition is much wider than that of the micro-hole
one. As for the single-shot result, corresponding to the pulsating phenomenon of the
near-field spray, as the capital letters and color arrows indicate in the figures, the
spray dispersion angle curve waves and fluctuates strongly, especially in the initial
stage of the injection (0.1-0.25 ms ASOI). The integrated speculations and reasonable
explanations for this phenomenon can be excavated by linking the previous results
[34] and the current study.

Different from the single-hole nozzle, due to the off-axis arrangement of the
orifices, there is usually vortex flow inside the sac of multi-hole nozzles, especially
under the condition of low needle lift. Moreover, with the needle moving, the location
variation of the unstable vortex core results in the unstable spiraling flow pattern
emerging through the hole with the vortex. During these processes, there is usually
the generation of string-type cavitation in the sac and hole flow field. All the proper-
ties, only belonging to the internal flow of multi-hole nozzles, play significant roles in
the phenomenon of near filed spray pulsating [7, 35]. When the hole diameter is
reduced to 0.07 mm, the fluctuation of the spray dispersion angle curve decreases
dramatically, and the angle becomes much narrower than that of the normal hole
diameter condition. The reduced flow transverse can suppress the cavitation and
vortex level under the micro-hole condition, and it is also impeded the fuel to enter
into the micro-holes from the sac volume of the multi-hole nozzle. These could be
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Figure 11.

Close-up view of sprays injected from different injectors.

used to explain the reason why the micro-hole multi-hole nozzle has a relatively
narrower spray width and steady spray morphology.

3.3 Internal flow inside different nozzle configurations

The computational study is used to illustrate the different internal flow character-
istics between the two nozzles. In this transient simulation analysis, according to the
needle lift curve applied in the study, three typical timings (0.1, 0.318, and 0.5 ms
ASOI) are selected to represent the initial, full needle lift, and post stages of the
injection, respectively.
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Figure 14.
Temporal variation of fuel velocity at the monitoring points on the hole sections.

Figure 13 shows the pressure variation inside different nozzles at the typical
injection stages. The time-resolved averaged sac pressure variation of the two nozzles
is also plotted in this figure. Attention should be paid to the nozzle with micro holes.
Its sac and hole pressures are all higher than those of the one with larger orifices
throughout the injection duration, which coincides with the experimental analysis
shown in Figure 9. The lower theoretical effective flow area and sac pressure dis-
charge rate of the micro-hole nozzle are mainly attributed to this issue.

The temporal velocity variation on the inlet and outlet sections of the two nozzles
is shown in Figure 14. Four monitoring points (P1, P2, P3, and P4) were set along the
horizontal diameter line (Line A-B) symmetrically.

The injection velocity on the outlet of the micro-hole nozzle is higher than that of
the normal-hole one, especially in the initial stage of injection, which agrees with the
discussion about the injection rate and sprays penetration results in the experiments.
Furthermore, no matter on the inlet or on the outlet sections, the flow velocity
fluctuation of the nozzle with larger orifices is the most intense one, which corre-
sponds with the spray pulsating instance. Moreover, a reverse variation tendency
appears at the symmetrical monitoring points with the needle moving up, which
implies that there is a spiral and asymmetrical flow pattern inside the hole. However,
under the micro-hole diameter conditions, the amplitude of the velocity wave
decreases dramatically, which coincides with the neater spray profiles and the reduced
spray pulsating phenomenon discussed in the experimental results.

The streamlines inside different holes, which are shown in Figure 15, can interpret
the instance analyzed in the optical experiments. There are much more complicated
streamlines with stronger curvatures and counter-rotating flow inside the hole volume
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Streamline and streamwise vorticity distribution along the horizontal and vertical diameter lines on the outlets of
different multi-hole nozzles at full needle lift timing.

under the larger orifice condition. The vorticity distributions results along the orthog-
onal orifice lines also show higher stream-wise vorticity under 0.1 mm hole diameter
conditions. This spiral flow is also observed by Gavaises and Andriotis [11], Lai et al.
[32], and Hayashi et al. [35]. It has been proven that there are close correlations
between this swirling motion and the wider spray cone angle. However, when atten-
tion is paid to the nozzles with micro-orifices, the vorticity decreases, and the
streamline is stable and smooth relatively. This agrees with the reduced fluctuation of
its spray behaviors observed in the experiments.

As shown in Figure 16, the velocity resolution of fuel jet injection on the hole exit
section of the multi-hole nozzle is conducted, and V,, is the vector on the hole axis. The
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Figure 17.
Temporal variation of liquid volume fraction distribution inside different nozzle holes.
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Figure 18.
Distribution of turbulence kinetic energy along the horizontal diameter of the exit of different nozzles at typical
timings.

other velocity component V, is on the outlet section, which could be divided into two
components. In the current result, the ratio of V, to V, along the horizontal hole
diameter line is shown in this figure. The normal-hole nozzle at three typical timings
all has a much higher ratio than that of the micro-hole nozzle, which is coincided with
the result observed in the experiments that the nozzle with 0.10 mm holes has a wider
spray cone angle.

The temporal variations of the liquid volume fraction are shown in Figure 17.
Affected by its special configuration, the cavitation distribution in the multi-hole
nozzle is asymmetrical. Under the low need lift condition, when the injection starts,
the film-type cavitation generates at a lower field of the hole inlet because of the
aspects changing the flow direction. With the needle lifting up, the cavitation moves
to the upper flow field and gradually develops into the string-type cavitation, which is
mainly affected by the spiral and streamwise counter-rotating vortices flow structure
inside the hole. Finally, the string-type cavitation can even reach the central area of
the exit section, where intense mass and momentum transfer happens in the down-
stream region. The issues discussed above are all conducive to the wider spray cone
angle [36]. However, under the micro-hole diameter condition, the cavitation inten-
sity is much smaller, which is attributed to the higher pressure and smoother flow
structure inside the hole volume of the nozzle.

The turbulence intensity increases with the enhancement of the dissipation of the
spray momentum transferring to the turbulence energy, resulting in more intense
liquid/gas interactions, lower spray velocity, and wider spray diffusion [37]. Figure 18
shows the turbulence kinetic energy (TKE) distribution along the horizontal hole
diameter line of different nozzles at the typical timing. The gradient of this value
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between the hole boundary locations and the hole central area of different nozzles is
all prominent during the injection durations. However, they present different rela-
tions in the three injection stages. Initially, affected by the higher pressure increasing
rate in the sac and the consequent higher velocity in the hole, the TKE value in the
boundary location of the micro-hole is a little higher than that of the normal hole, but
it is lower in the central area of the hole. After that, the TKE value under the normal-
hole diameter condition increases a lot, and maintains a high level. However, the TKE
value under the micro-hole diameter condition does not increase so much in the
following injection stages, which indicates that the spray behaviors of the micro-hole
nozzle would be more stable, resulting in the narrower spray angle and cone angle
observed in the experiments.

According to the results of the internal flow of the different nozzles, except for the
aerodynamic factors, it is the hydrodynamic factors and the unique properties of the
internal flow in different nozzles that dominate their spray behaviors. The different
characteristics of the flow patterns inside different nozzles mainly contribute to the
deviation between their spray properties.

4, Conclusions

In the current work, the differences in the spray morphology between the two
realistic multi-hole diesel nozzles under different hole diameter conditions were ana-
lyzed by the high-speed video observation method during the transient injection
processes. The relationship between the internal flow, cavitation variation, and spray
behaviors was investigated by the numerical simulations. The main conclusions are
summarized as follows:

1. Different from normal single-hole nozzles, which are usually adopted in
fundamental fuel injection research, unique and unstable spray behaviors of the
multi-hole nozzles are observed in the experiments. The pulsating spray
instance, and the wide spray angle and spray cone angle of multi-hole nozzles
imply that the spray development can be affected greatly by its complex nozzle
configurations. Sprays from the multi-hole nozzles are mainly dominated by the
sac pressure, vortex flow in the sac, complicated spiral, and turbulent flow
structure inside the hole except for the spray to spray interaction. The injection
rate and spray tip penetration have a strong relationship with the pressure-
increasing rate in the sac and the effective flow area of the nozzles.

2.The numerical simulation results about the internal flow of multi-hole nozzles
with different hole diameters show that the increasing rate of sac pressure is
faster inside micro-hole nozzles. Compared with the micro-hole, larger holes of
the multi-hole nozzle can enhance the generation of dense swirling motion,
where the string-type cavitation usually forms. Consequently, stronger vorticity,
higher turbulence, and larger velocity components at hole exits are produced by
these complex flow patterns, and the corresponding enhanced interfacial
instability and wider spray propagation are observed in the optical experiments.

3.Influence of hole diameter on the internal flow, injection processes, and spray
development of multi-hole nozzles is prominent. The reduced effective flow area
suppresses the cavitation and turbulence flow, alters the injection rate, and
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prolongs the injection duration. Moreover, the effect of hole diameter plays
different roles in the spray properties (penetration, spray angle, and cone angle)
of the multi-hole nozzles. The implications of these results have practical
significance when considering the diesel fuel spray trajectory within the
combustion chamber.
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