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Preface

The rapid advancement of technology has completely transformed the way we live, 
work, and move around. In this era of digital transformation, smart mobility has 
emerged as one of the most exciting and dynamic fields of study. With the increas-
ing demand for sustainable and efficient mobility solutions, there has been a surge 
in research and development of various technological innovations that have the 
potential to revolutionize the transportation sector.

Smart Mobility - Recent Advances, New Perspectives and Applications focuses on the 
latest developments in this field and provides a comprehensive overview of the 
various components of smart mobility such as sizing, sensing, simulations, safety, 
perspectives, mobility needs, and cybersecurity applications. This book offers an in-
depth analysis of these components and how they are interrelated to create innovative 
solutions for the future of transportation.

The book covers a wide range of topics, from the latest advances in vehicle sizing, 
sensing technologies, and simulations to the challenges of ensuring safety and 
security in smart mobility systems. The authors provide insightful perspectives on the 
mobility needs of the future and the role of cybersecurity in ensuring the safety and 
security of these systems.

This book is intended for a wide audience, including researchers, engineers, policy-
makers, and students who are interested in understanding the recent advances, new 
perspectives, and applications of smart mobility. The authors have drawn upon their 
extensive experience and knowledge to provide a comprehensive overview of this 
rapidly evolving field and to offer practical insights and recommendations for those 
working in this area.

In conclusion, this book provides a comprehensive and up-to-date overview of smart 
mobility and its various components as well as offers new perspectives and applica-
tions that have the potential to shape the future of transportation. We hope that it will 
serve as a valuable resource for anyone interested in this exciting and rapidly evolving 
field.

Dr. Arif I. Sarwat
Eminent Scholar Chaired Professor, 

Director of FPL-FIU Solar Facility and Energy, Power, Sustainability  
and Intelligence (EPSi),

Department of Electrical and Computer Engineering,
Florida International University,

Miami, Florida, USA
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Chapter 1

Sizing and Lifecycle Assessment of
Electrochemical Batteries for
Electric Vehicles and Renewable
Energy Storage Systems
Arif I. Sarwat, Asadullah Khalid, Ahmed Hasnain Jalal
and Shekhar Bhansali

Abstract

Electrochemical batteries have demonstrated quality performances in reducing
emissions in Electric Vehicles (EV) and Renewable Energy Storage (RES) systems.
These chemistries, although most of them commercialized, contribute to ecological
toxicity and global warming in their lifecycle phases. With the addition of new energy
storage chemistries, sizing uncertainty and resulting environmental damage are
increasing. This chapter presents a comprehensive comparative exploration of 14
electrochemical batteries, including chemistries in the research and development
phase. To identify the appropriate chemistry, the capacity range sizing criteria, and
formulations are presented with case studies of Environmental Protection Agency
(EPA) approved driving profiles for EVs, and consumption load profiles for RES
systems, dependent on a given set of operational constraints. Furthermore, a lifecycle
impact assessment (LCA) metric, the Cradle-to-Gate technique, is computed to eval-
uate the sized storage chemistries’ environmental impact supported by five case
studies considering short-, medium-, and long-term duration operations and storage
services.

Keywords: electric vehicles, renewable energy storage systems, electrochemistry,
lifecycle assessment, cradle-to-gate, battery sizing

1. Introduction

Solar photovoltaics and wind turbines have been the least expensive ways to
generate electricity, however, with the increased maintenance requirements in these
systems, the demand is shifting and growing towards maintenance-free electrochem-
ical batteries [1]. This has resulted in the development of a wide variety of secondary
storage battery chemistries and this demand increase is further supported by the
decrease in their prices. For instance, the Lithium-ion (Li-ion) battery, which was
once one of the most expensive chemistries with prices over $450/kWh has seen a
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reduction in per-kWh prices to as low as $200. Berckmans et al. [2] predicts the price
to drop down further to less than $150/kWh (by 2030). In order to reduce greenhouse
emissions from vehicles as well as firm renewables for smart city development, a cut
above storage chemistry is needed [3]. Lifecycle (impact) assessment (LCA) is a
metric to evaluate the equivalent emissions and the damage an energy storage system
does to the environment. As defined in ISO 14040 and 14,044, the parameters
required for LCA analysis include functional unit, system boundary, impact category,
and a data source. Commonly used data sources include E.U. Ecoinvent database, and
U.S. GREET. Using Argonne National Laboratory’s BatPaC (Battery Performance and
Cost) Model. Greenhouse gas emission (GHG), Human health (HH), Ecosystem
quality (EQ), Resources depletion (RD), Cumulative water use (CWU), Global
warming potential (GWP), Ecotoxicity (ET), Acidification (AD), Ozone depletion
(OD), Photochemical smog (PS), Eutrophication (EP), and Cumulative energy
demand (CED) are the commonly used impact categories for LCA analysis in
literature.

Cradle-to-gate is a standard development period that is taken as the assessment
term in this study. Cradle-to-gate along with use impact is also associated and some-
times proportional to the greenhouse gas emissions, which makes it an important
evaluation factor for the application-specific storage chemistry assessment [4–9].
CED is a metric to identify the environmental burden (or the lifecycle impact)
imposed by a commodity’s production and/or its use. This metric, in MJ/kWh, would
be used to evaluate the Cradle-to-gate with use impact of selected chemistries.

A technology readiness level chart of all 14 EV and RES (galvanic) electrochemical
batteries discussed in this paper is shown in Figure 1. This gives an idea of the
chemistries which had the potential of going through numerous research and devel-
opment iterations. For instance, the Lead Acid (Pb-Acid) chemistry has had over
160 years since its discovery in 1859 to go through ameliorations. Charge holding
capacity, time duration, and degradation abridging potential are the crucial appraising
factors that have been improved upon for every other storage chemistry that is
currently commercialized [10, 11]. Further study on improvement and discussions of
these key topics are presented in the following sections. Section 2 discusses the elec-
trochemical redox performance of these 14 chemistries and suggests the applicable
upside and downside to their designs and developments. Section 3 provides mathe-
matical formulations and results for sizing a battery, taking into consideration a case
study of a 2000Kg EV as well as another case study of a hospital and a primary school’s
loads in Miami, Florida. Section 4 presents the Cradle-to-gate model for LCA of the
sized battery chemistries for the EV, hospital, and primary school taking into consid-
eration their electrochemical performance values as well. Section 5 concludes the
paper with a scope for future work.

The key contributions of the paper are that it: (1) Provides a comprehensive
technical categorization of batteries based on their electro-chemistry; (2) Provides
energy storage sizing criteria and formulations for EV and RES systems; (3) Evaluates
chemistry- and application-specific lifecycle performance of EV and RES batteries
using cradle-to-gate method based formulations.

2. Battery electrochemistry performances evaluation

Specifications comparison is a major preliminary requirement for a battery to be
implemented for any defined application [12]. This section discusses the performance,
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internal electrochemical phenomenon details, and redox reactions of the 14 EV and
RES chemistries analyzed in Figure 1. The effect of Depth-of-Discharge (DOD%) on
separate chemistries is also studied in this section, which is an important factor for the
case studies discussed in Section 4.

2.1 Lithium based batteries

Lithium is a highly researched cell chemistry because of its high specific energy,
high cycle life, low self-discharge, and high nominal voltage [13–20]. It supersedes
other chemistries such as Lead-acid, Nickel Cadmium (Ni-Cd), and Nickel Metal
Hydride (Ni-MH) in almost every category except in over charge and over discharge
situations [21]. This sub-section compares and evaluates various commercially avail-
able and under development Li-ion chemistries used in EVs and RES systems. Com-
mon Lithium chemistries categorized by their properties, composition, along with
their possible uses are listed in Table 1.

Lithium Manganese Oxide (LMO or LiMn2O4) has a spinel structure with a nom-
inal voltage of 3.8 V (Eq. 1) [43, 44]. Its low cost and high thermal stability are
attributable to the addition of Manganese. Manganese is cheap and low in toxicity, but
does not have a high specific energy. This has led to the development of the Lithium
Nickel Manganese Cobalt Oxide (NMC or LiNiMnCoO2) chemistry. NMC type lith-
ium cells are created through the addition of Nickel [43, 44]. Nickel, on its own,

Figure 1.
Technology readiness levels of EV and RES electrochemical batteries.
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provides high energy density but lower thermal stability, therefore Manganese is
added to create a more stable chemistry (in NMC) that increases cycle life and
stability (Eq. 2) [45].

Lithium
Manganese
Oxide
(LMO) [22–28]

Lithium
Nickel
Manganese
Cobalt
Oxide
(NMC)
[22, 23, 25,
27, 29–31]

Lithium
Iron
Phosphate
(LFP) [22,
23, 25, 27,
30, 32, 33]

Lithium
Nickel
Cobalt
Aluminum
Oxide
(NCA) [22, 23,
25, 27, 30, 34]

Lithium
Titanate
(LTO) [22,
23, 25, 26,
31, 35, 36]

Lithium
Air
(LiO2)
[37–40]

Anode Graphite Graphite Graphite Graphite LTO Lithium

Cathode Lithium Nickel
Manganese
Spinel

NMC LFP NCA LMO or
NMC

Porous Air

Electrolyte LiPF6 in organic
solution†

LiPF6 in
organic
solution†

LiPF6 in
organic
solution†

LiPF6 in
organic
solution†

LiPF6 in
organic
solution†

Hybrid*

Specific Energy
(Wh/Kg)

100–150 150–220 90–120 � 280 50–80 5200∗

Specific Power
(W/Kg)

110–340 110–340 200–1200 110–340 3000–5100 0.46*

Safety (Thermal
Stability)

++ + +++ — +++ ++

Nominal
voltage

3.8 V 3.6 V 3.3 V 3.6 V 2.2 V 2.9 V

Charging
voltage

4.2 V 4.2 V 3.6 V 4.2 V 2.8 V 3.3 V

Cycle Life 300–700 2000–6000 2000–
2010,000

500–1000 3000–7000 � 2000∗

Discharge curve Flat Sloping Flat Sloping Sloping Flat

Cost ($/kWh) Low Medium Low High Very High N/A*

Applications EV, HEV,
PHEV, RES

EV, HEV, PHEV, RES EV, HEV,
PHEV, UPS,
RES

HEV, RES Aviation*,
EV*

Form Factor Coin,
Cylindrical,
Prismatic,
Pouch

Cylindrical,
Prismatic,
Pouch

Cylindrical,
Prismatic,
Pouch

Cylindrical,
Prismatic,
Pouch

Cylindrical,
Prismatic,
Pouch

N/A*

Technology
Readiness
Level

R&D, Dem.,
Com.

R&D,
Dem., Com.

R&D, Dem.,
Com.

R&D, Dem.,
Com.

R&D, Dem.,
Com.

R&D

Labels: Poor (�), Good (+), Very Good (++), Excellent (+++).
RES: Renewable Energy Storage; EV: Electric Vehicles; HEV: Hybrid Electric Vehicles; R&D: Research and Development;
Dem.: Demonstration Stage; Com.: Commercialized.
*as per [41, 42], still undergoing R&D.
†Manufacturer dependent. Standard organic solution is ethylene carbonate (EC)–dimethyl carbonate (DMC) mixture.

Table 1.
Lithium based batteries comparison based on their electro-chemistries.
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LiC6 þMn2O4 $ LiMn2O4 þ C6 (1)

LiC6 þNiMnCoO2 $ LiNiMnCoO2 þ C6 (2)

Lithium Iron Phosphate (LFP or LiFePO4) batteries, on the other hand, have
improved safety and thermal stability due to the addition of Iron that creates the
olivine structure (Eq. 3) [43, 44]. Subsequently, these cells can operate at higher
temperatures effectively, however, their specific energy tends to be lower than that of
other lithium chemistries, especially Nickel Cobalt Aluminum Oxide (NCA or
LiNiCoAlO2) [45, 46]. NCA has a high specific energy and lower thermal stability,
both owing to the addition of Nickel [45, 47]. Aluminum present in NCA creates a
similar layered crystal structure like in NMC (Eq. 4) [43, 44]. Comparison between
LFP, NMC, and NCA in [48] showed that an increasing SOC % increases the temper-
ature of LFP by around 0.8°C per SOC value. The corresponding values for NMC and
NCA increase by 1.02°C, and 1.74°C per SOC % respectively. The NCA lithium battery
has twice the potential to catch fire if overcharged, when compared to LFP. This
further emphasizes the importance in selection of correct lithium chemistries and in
general, an effective battery management system for EV and RES applications.

LiC6 þ FePO4 $ LiFePO4 þ C6 (3)

LiC6 þNiCoAlO2 $ LiNiCoAlO2 þ C6 (4)

Lithium Titanate (LTO or Li4Ti2O12) has a low specific energy and high cost
(Eq. 5) [43]. In addition, its nominal voltage is very low. An EV or RES
manufacturer would need to practically double the number of cells in series to
reach the same voltage as the NMC/NCA/LMO chemistries. This will greatly
increase the cost and weight of the vehicle and decrease the amount of usable
space. These batteries also contain a unique anode composed of LTO which
drastically increases its thermal stability and cycle life when compared to other Lith-
ium chemistries. The improved safety/lifespan of LTO can be attributed to the limited
expansion of the anode (only 0.2% of volume changes) during charge/discharge
operation [45].

Li4Ti5O12 þMn2O4 $ Li2Ti5O12 þ LiMn2O4 (5)

Combination of phenomena of Lithium oxidation at the anode, and oxygen
reduction at the cathode, using electrolytes ranging from solid state, to aqueous, non-
aqueous, or aprotic solvent variants, results in the formation of the Lithium Air
(LiO2) battery. This anode and cathode pair creates a practical specific energy of
18.7 MJ/Kg, which is about 10–15 times higher than that of a commercially available
Li-ion battery [49]. Oxygen molecules entering cathode through the porous cathode
react with Li+ ions moving from the anode via an electrolyte, to form Lithium Perox-
ide (Li2O2) while the electrons flow through the external load during a discharge
operation, constituting the redox reaction shown in Eq. (6).

2Liþ þ O2 þ 2e� $ LiO2 þ Liþ þ e� (6)

LiO2 batteries can operate effectively at temperatures up to 140°C [50]. They are
still under development mainly due to their varying performances with changing
electrolytes. LiO2 started off as an accidental discovery by K. M. Abraham in 1995
while using a non-aqueous electrolyte [51] however deposition of Li2O2 on the cathode
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electrode with time called for more exploratory research. Liu et al. [52] in 2015
proposed the addition of lithium iodide and water to make the electrodes spongy along
with a hybrid (combination of solid state and aqueous) electrolyte, thereby resulting
in Lithium Hydroxide crystals which do not coat the surface and impede the flow of
electrons, allowing continuous voltage supply. Although this research improves the
operational lifetime of the battery, it reduces the overall specific energy due to the
inclusion of water.

NCA, LTO, and NMC have sloping discharge curves while LMO, LFP, and LiO2

have flat discharge curves (Table 1). Understanding charge/discharge characteristics
of each chemistry is important when selecting a cell to be tested for an application.
Generally, the sloping discharge curve reduces the complexity in model selection since
the voltage level decreases almost proportionally with SOC%.

The ease with which the electrochemical reaction will occur depends on the ionic/
electrical conductivities. Lower conductivities will result in greater resistance and
lower efficiency in the conversion from chemical to electrical energy. These values
heavily depend on the central testing conditions [17]. Furthermore, for the electrolyte,
the ionic conductivity is an important consideration with high conductivity being
ideal. During charge and discharge cycles, Lithium ions are shuttled across the elec-
trolyte to the anode and cathode, respectively. Decreased resistance from Lithium ions
traversing from anode to cathode and vice versa will mean less heat generation and
increased efficiency of the cell [53–56].

Every Lithium chemistry eventually degrades over time from a variety of factors.
Solid electrolyte interphase (SEI) development is one of the main contributing factors
to degradation. The formation of this layer is important because it allows Li-ion
transportation but prevents electrons from moving through resulting in further
decomposition of the electrolyte [57].

In addition to charging or discharging operations, factors like storage and thermal
conditions also play a major role in SEI formation. The authors in [58] show that the
capacity of batteries being stored drastically declines with the increase in temperature.
Lithium batteries have a good shelf life but are still prone to losing capacity if stored
for an extended period. Increased depth of discharge (DOD) also decreases the cycle
life of the cell. Data from [59] shows that discharging the cell too deeply will greatly
impact its capacity after many cycles. After 25,000 cycles, a cell discharged at a
consistent 30% DOD lost 53% of its capacity, while a cell discharged at 20% DOD lost
40% percent of its capacity with both being at 20°C. Based on these findings, it can be
concluded that DOD has a substantial effect on the cycle life of a Lithium-ion battery.
Moreover, a decrease in the cell’s capacity over many cycles caused by the aforemen-
tioned conditions leads to internal issues that are reflected in the cell’s available
capacity. Some examples are Lithium plating at the anode from high charge current,
SEI formation on the anode from electrolyte decomposition due to high temperature/
DoD, and volume changes on the anode and cathode due to all of the above stated
conditions [60]. Other additional comparative features of the discussed Lithium based
chemistries are tabulated in Table 1.

2.2 Pb-acid based batteries

Physicist Gaston Plante invented the Pb-acid based battery, which is comprised of
lead dioxide (PbO2) as the anode, lead (Pb) plate as the cathode, and aqueous sulfuric
acid (H2SO4) as the electrolyte. The reaction mechanism of these batteries relies on
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oxidation (on the anode) and reduction (on cathode) reactions and follows the redox
reaction shown in Eq. (7):

Pbþ PbO2 þ 2H2SO4 $ 2PbSO4 þ 2H20 (7)

The electrical turnaround efficiency of these batteries is 75–80% with specific
energy ranging between 30 and 50 Wh/kg [61], which is much lower than other EV
or RES battery chemistries. Also, the cycle life of these batteries is comparatively short
(< 2000 cycles) [62]. Sulfation is one of the major causes of this lower cycle life,
which impedes recharging and causes cracking into the electrode plate [63]. This
incident causes inadequate charging during regular operation due to amorphous lead
sulfate deposits on the negative electrode, which turns into a crystalline structure in a
progression. Consequently, the active materials of the negative electrode are covered
with this additional layer. This issue can be resolved by integrating the high content of
carbon into the lead electrode, which promotes the self-recharging rate and cycle life
[63]. The formation of the carbon-Pb alloy accelerates water loss and inner pressure
due to the hydrogen evolution reaction [64, 65]. This reaction mechanism involves
either absorption or desorption of the intermediate hydrogen by the electrode surface
in two separate routes termed as the Volmer-Tafel and Volmer-Heyrovsky mecha-
nisms [66, 67]. The activated carbon doped with heteroatoms (e.g., N, P, B, or S) in
the graphene ring improve the charge acceptance and charge retention ability of the
Pb-acid based battery and inhibits the hydrogen evolution reaction. Also, Pb-acid
requires an additional mandatory thermal management system for reliable tempera-
ture efficiency. Moreover, they are bulky in weight, require prolonged charging time
and cyclic water maintenance, and suffer from premature failure and degradation at
high power operation. However, on the upside, these batteries are cost-effective (in
manufacturing and maintenance) and easily recyclable (≥ 97% recycling efficiency)
[68]. Additionally, their charge retention capability is compatible with both grid and
automotive applications. For obtaining the required power/energy ratings, an array of
Pb-acid battery cells are connected in such a way that each cell voltage and range of
charging rate are 2.15 V and 0.25–4, respectively [69]. Pb-acid batteries are mostly
employed as a backup power supply in the range of kWs to tens of MWs for grid
utilities and hybrid electric vehicles. All the comparative features of this chemistry are
tabulated in Table 2.

2.3 Ni-based batteries

Ni-based batteries are classified into two broad categories: Ni-Cd based batteries,
and Ni-MH based batteries. Generally, nickel oxyhydroxide is used as the anode, and
Cd or MH, are employed as the cathode. The electrolyte is an aqueous alkaline solu-
tion, such as aqueous potassium hydroxide (KOH), used for both Ni-MH and Ni-Cd
based batteries. Zn, Fe, or H2-based Ni batteries are also used in the applications
tabulated in Table 2.

Compared with Ni-Cd or Ni-MH based batteries, these Ni-based chemistries have
limitations in terms of energy density (low), efficiency (low), maintenance cost
(high), lifecycle (low), and self-discharging issues [92]. Contrarily, Ni-Cd performs
with 70–90% efficiency, has moderate energy density (50–75 Wh/kg), higher
lifecycles (2000–2500), a 10%/month self-discharging rate, and better temperature
tolerances [69, 93, 94]. However, both the Cd and Ni chemistries are considered as
hazardous substances, and the manufacturing costs of Ni-Cd batteries are also
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relatively high ($1000/kWh and ten times higher than Pb-acid based batteries). The
electrodes, electrolyte, and separator (insulator between anode and cathode) are
placed in a low cost and flame-retardant polymer (e.g., polypropylene, polystyrene)
container for these batteries. The redox reaction for Ni-Cd based batteries is shown by
Eq. (8).

Cdþ 2NiOOH þ 2H2O $ Cd OHð Þ2 þ 2Ni OHð Þ2 (8)

Ni–MH batteries are the other category which is commercially established for the
uninterrupted power supply in different applications, such as grid systems, hybrid
electric vehicles, and communication systems. Different metal hydrides and Nickel
hydroxide (NiOOH) are employed as the anode and cathode, respectively [73].
The overall charging and discharging reaction mechanism in Ni-MH based batteries
follows Eq. (9):

MH þNiOOH þ 2H2O $ Mþ 2Ni OHð Þ2 (9)

Both the anode and cathode are porous in structure. Therefore, they have a large
surface area, which enhances the rate of reaction and internal conductivity. Hence,
their energy density (40–110 Wh/kg) is higher than Ni-Cd based batteries. Addition-
ally, this battery system is environmentally benign, has high charging and discharging
tolerance, longer shelf, cycle life (�3000 cycles) and can operate in a wide tempera-
ture range (30–70°C). However, both above-mentioned Ni-based chemistries suffer
from the “memory effect”, which happens due to incomplete discharges in preceding
uses. Consequently, the energy capacity and rated output potential abruptly deterio-
rate leading to another effect termed as the “voltage depression effect” [95]. However,
this effect can be mitigated by proper charging-discharging management of the
battery systems. All the comparative features of both of these chemistries are also
tabulated in Table 2.

2.4 Na-β based batteries

Following chemical composition and reaction mechanisms, Na-β based batteries
are classified into the following two types: Sodium-sulfur (Na-S) and sodium-metal
halide. A tubular-shaped beta-alumina (βAl2O3) ceramic is employed as an electrolyte,
which acts as a superionic conductor and a separator (between the anode and cathode)
simultaneously. All these materials are naturally abundant and inexpensive. In Na-S
based batteries, both the cathode (S) and anode (Na) are in molten form. Due to
oxidation, Na+ ions are generated at the cathode, which are carried by the β-alumina
based solid electrolyte. Later, these ions recombine at the anode and vice versa for the
reduction reaction. The overall redox reaction for this chemistry is shown in Eq. (10).

2Naþ xS $ Na2Sx (10)

Their energy density and self-discharging rate fall in the range of 140–240 Wh/kg
and 1% respectively [96, 97]. Additionally, these batteries have a short response time
(1 ms), higher energy efficiency (75–90%), and good recyclability (99%) [69]. At
100% DOD, their lifecycle is around 2500, whereas it increases to 4500 by dropping
DOD to 80% [97]. Moreover, this battery system has shown efficient results and is
capable of voltage stability (short duration), peak shaving (medium duration), and
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load leveling (long duration) grid service requests. These batteries operate at 300–
350°C in a thermal enclosure and have a significant tolerance for running in both cold
and hot temperatures. However, the operation in a high temperature promotes corro-
sion and explosion. Hence, this battery system requires a mandatory thermal man-
agement system. In September 2011, a 2000 kW – NaS-based battery system from
NGK, consisting of 40 battery modules, exploded at Tsukuba in Japan [98]. Another
fire incident occurred in a 30-megawatt Kahuku wind farm in Hawaii [99]. Apart
from reasons related to other interconnected components, the main reason on the
battery side was that one of the faulty cells was ignited by inundating the molten
materials over the filler portion of the blocks and was causing a short between the
cells.

The other sodium-based chemistry, Sodium metal halide (Na � MeCl2) is another
alternative and promising battery for the next generation stationary energy storage
systems. They have compatible features, which include reliability, resiliency, and
higher roundtrip efficiency. The anode and electrolyte of this battery is similar to the
Na-S based batteries. However, the cathode is made from a porous transition metal
(Ni or Fe) halide matrix infused by an additional secondary electrolyte, sodium tetra-
chloro-aluminate (NaAlCl4). This inorganic electrolyte provides higher ionic conduc-
tivity and superior battery safety [100]. The transport mechanism of the Na+ ions
through β-Al2O3 and NaAlCl4 are reversible for the charging-discharging processes.
The reaction mechanism between pyrophoric metal (Na) and hygroscopic metal
halides is as shown in Eq. (11), where ‘Me’ stands for Ni or Fe metals.

MeCl2 þ 2Na $ Meþ 2NaCl (11)

The theoretical specific energies for Ni and Fe are as high as 788 Wh/kg and
729 Wh/kg respectively. However, the energy density of these batteries lies between
120 and 240 Wh/kg [100, 101]. These batteries can operate over 20 kWh which
indicates that they are strong candidates for EV and RES applications. There is no self-
discharge (that is, a coulombic efficiency of 100%) occurrence in this battery, and
their cycle life is over 1000 at 100% DOD. Additionally, these batteries are corrosion-
protective and can operate in the lower resistive cell-failure mode with better charg-
ing/discharging tolerance, which ensures higher safety than that of the Na-S battery
system. However, their high manufacturing cost, intricate cell architecture, high
operating temperature (300–350°C), and performance deterioration with cycling are
still a constraint [102, 103]. The high operating temperature is the cause of the high
corrosion rate. A high-cost hermetic sealing is essential in this system to prevent this
corrosion of the materials and degradation of the performances at high temperatures.
All of the comparative features of this chemistry are also tabulated in Table 2.

2.5 Aluminum-ion (Al-ion) batteries

In the past few years, Al-ion batteries are considered as one of the promising
categories of rechargeable batteries for electric vehicles, renewable energy, and
mobile devices. Aluminum, being an abundant material, makes these batteries rea-
sonably accessible with low price in comparison with Li-ion batteries (Lithium is only
0.0065 wt% of the earth’s crust) [82, 104, 105]. Lin et al. (Dai group) from Stanford
University reported the first paper on such kind of batteries, which consist of alumi-
num as the anode, an aqueous ionic electrolyte from vacuum dried AlCl3/1-ethyl-3-
methylimidazolium chloride, and graphite as the cathode [83]. The charging and
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discharging mechanisms of these batteries rely on the electrochemical deposition/
dissolution of Al at the anodic electrode and the intercalation/deintercalation of chlor-
aluminate ions (AlCl�4 ) in the cathodic electrode based on the reactions shown in
Eq. (12) and (13).

2Al2Cl
�
7 þ 2e� $ Alþ 7AlCl�4 (12)

AlCl�4 $ 2Al2Cl
�
7 þ Cl� (13)

The nominal voltage obtained from this reaction is around 2 V, and the coulombic
efficiency was as high as 98% [105]. These batteries can maintain their lifecycle at
around 7500 without compromising significant power density (specific power). Their
maximum specific energy and power were obtained to be 3000 Wh/kg and 40Wh/kg
respectively [83]. Moreover, they have a superior recharging ability (1.1 – 60s, with a
specific capacity in the range of 60–110 mAh/g) due to their active electrode kinetics
and reduced polarization effect. This chemistry is new and still in the research phase.
All the comparative features of this chemistry are also tabulated in Table 2.

2.6 Flow batteries

In Vanadium Redox batteries (VRB), Vanadium-anolyte and –catholyte half cells
are stored in electrolyte tanks which allow flow through the adjacent half cells and are
separated by an ion exchange membrane. During the charge process, Vanadium ions
catholyte half-cell, V 3+ are converted into V 2+ resulting in an electron attracted by
the positive electrode (cathode) and hydronium (H+) which diffuses into the anode
half-cell via the membrane. At the anolyte half-cell, the electron from the cathode
(via the external load) converts existing VOþ

2 in anode to VO2+ thereby balancing
(with H+ ion) and storing the chemical energy. During discharge process, the stored
chemicals start feeding the external load. During this process, the VOþ

2 ion is oxidized
to VO2+ releasing the hydronium ion and the process continues until the anode
contains V 3+ ion and is completely discharged. The applicable redox reaction is shown
in Eq. (14) [106].

V2þ þ VOþ
2 þ 2Hþ $ VO2þ þ V3þ þH2O (14)

Although VRB’s have long cycle life and high energy efficiency, they constitute
only 30% of the energy storage market share [107]. This is mainly because of its
limitations which include high form factor, low volumetric energy storage capacity,
expensive ion exchange membrane, and low specific energy in comparison to Li-ion,
which constitutes 60% of market share [108].

Another redox flow chemistry used in renewable energy storage, Zinc bromine
(Zn-Br) batteries, categorized as hybrid redox flow batteries, include carbon-polymer
composites as electrodes isolated by microporous polyolefin membrane (separator).
One of these electrodes is submerged into the aqueous solution of zinc bromide as the
anolyte. The catholyte comprises of two aqueous phases: a solution of Zn-Br at the top
layer and dense bromine in the form of a complex organic solution at the bottom
[109]. Aqueous zinc bromide is converted into metallic zinc through the
electrolyzation process during charging, and the zinc bromide salt is altered back from
Zn and bromine during the discharging process. The applicable redox reaction is
shown in Eq. (15).
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Znþ Br�3 $ ZnBr2 þ Br� (15)

The bromine is expelled during this process and is poisonous, highly oxidative, and
less soluble in water. Hence, an additional compound, organic amine, is added to
dissolve it in the solution as viscous bromine adduct oil. Additionally, Zn also tends to
deposit on the electrode during charging in the form of a dendrite crystal structure
with a high current density, which may cause short circuits through the polyolefin
membrane [110]. The surface morphology of this electroplated Zn is determined by
the current density, temperature of the solution, and the flow velocity [111]. Hence,
the overall capacity of energy storage in this battery system relies on the
electrolyzation process and the surface area of the electrode, that is, the stacks size
and the volume of the electrolyte storage reservoirs. Therefore, the energy ratings of
these batteries are not entirely distinct. This battery system requires an
obligatory temperature (below 50°C) and oxidation control system for safety, which
makes it expensive [112]. The energy density (75–85 Wh/kg), efficiency (65–75%),
and cycle life (>2000 cycles) of this battery vary within a moderate range [113].
Some significant advantages of these batteries are their flexibility in ambient-
temperature operation, compatible power density in RES and EV applications, fast
charging capability, and 100% DOD without any damage to the battery system
[11, 89]. All of the comparative features of both of these chemistries are also tabulated
in Table 2.

3. Stationary and In-motion energy storage systems application-specific
sizing

3.1 Electric vehicle storage application-specific sizing

Due to widespread use of EVs, standards and regulations have been developed
by various regulatory bodies [114]. These regulations include EPA certified driving
patterns which permit the minimum permissible operational boundaries for an EV
[115]. Four such EPA certified driving patterns are used as the criterion for EV storage
sizing in this section. The Federal Test Procedure (FTP) version 75 defined by EPA as
a test cycle for emission certification of light duty vehicles is a mandatory test proce-
dure designed to identify the fuel economy performance of new vehicles. It consists of
complex driving phases including a cold start phase until 505 seconds, a stabilized
phase between 506 and 1375 seconds, and a hot start phase from 1376-1874 seconds.
This test represents a transient driving cycle with an average speed of 9.47 meter/
second (21.2 miles/hour). The second profile, the Highway Fuel Economy Driving
Schedule (HWFET) test cycle, defines certification and performance requirements for
driving conditions on a highway. The average speed in this cycle is 21.59 meter/second
(48.3 miles per hour). The third profile, the New York City Cycle (NYCC) test cycle,
defines stop-and-go traffic driving constraints to assess the vehicle. The average speed
in this cycle is 21.62 meter/second (48.37 miles per hour).

For EV certification applications, each of these tests assess vehicle performance,
battery state, and energy consumption to simulate the vehicle model prior to produc-
tion. The velocity versus time plots of each cycle (plotted in Figure 2 and data for
which is obtained from [116]) represent how a vehicle travels under different terrains
and conditions, satisfying the minimum EPA requirements.
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Table 3 shows a sizing case study listing applicable values for a 2000 Kg (4409 lbs)
EV. The set of equations used for computing the minimum and maximum battery
capacity for the EV are shown in Eq. (16).

Emax or minð Þ ¼ Pb ∗ δmax or minð Þ,

Pb ¼ Power required by wheels
ɳ t ∗ ɳd

þ Pacc

ɳa
,

Power required by wheels ¼ 9:8 ∗V rt þ rw þ rg þ 1:1 ∗ ra
� �

,

rt ¼ w
65

∗ 1þ 4:68 ∗ 10�3 ∗V þ 1:3 ∗ 10�4 ∗V2� �
, (16)

rw ¼ ρa
g

∗
V2

2
∗ Cd ∗ λð Þ,

rg ¼ w ∗ Sinθ,

ra ¼ w
g
∗
d Vð Þ
dt

,

where, gravitational acceleration (g) = 9.8 m/s2, and air density (ρa) = 1.225 Kg/m3.
Weight of the battery is generally ≤30% of vehicle weight. In this case, the velocity
averages are identified from the above-mentioned standard driving cycles. The veloc-
ity differentials are calculated by building the linear trend-line equations for each of
the driving cycles, as shown in Eq. (17). The parameters: θ, Cd, λ, ηa, ηd, ηt, and Pacc
values are assumed averages from currently commercialized vehicles’ testing

Figure 2.
Standard EPA driving profile plots.
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specifications where variations in these values do not create a major change in the
resulting battery capacity size. The key parameter is w, in which a minor change
largely varies the battery capacity size range for the respective driving schedules.

FTP� 75 : V ¼ 0:0002tþ 20:995,

HWFET : V ¼ 0:0166tþ 42:052, (17)

NYCC : V ¼ 0:0007tþ 7:3611,

US06 : V ¼ �0:0069tþ 50:594

The resulting average energy (battery capacity) is 105 kWh, that is the average of
the lowest (1.83 kWh) and the highest (207.12 kWh) values. In terms of current
commercially available and EPA certified vehicles, a 2020 Nissan Leaf (3946 lbs., 62
kWh), or a 2012 Tesla Model S (4,323 lbs., 100kWh) fall within this weight - battery
capacity range combination.

3.2 Renewable energy storage application-specific sizing

The electricity load profile analysis method termed as load summation method is
used for computing the RES battery based on average and peak load calculations
[117, 118]. In the average load calculation method, the average of the sum of hourly
consumptions of the facility is taken into consideration which is mainly performed to
define sizes for storage systems used for contingency planning or for operating
limited-power (set of) equipment. The peak load calculation uses the peak of hourly
consumptions of the facility to design a storage system which is capable of operating
all the equipment for a defined period of time. In this case, hourly load profiles of a
primary school and a hospital, both located in Miami, Florida for the year 2004 is
obtained from [119, 120], corresponding plots for which are shown in Figures 3 and 4
respectively.

The reason for the selection of the two datasets is the extremity in load profile
variations and the frequency of variations. The sizing equations used for the analyses

Figure 3.
Load profile of a Hospital in Miami, Florida for the year 2004.
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methods are shown in Eq. (18) for Emax(or min) (that is, the corresponding capacity
range, in MWh) computation. Load factor is an energy consumption characteristic
indicator comparing the actual energy used within a defined period with the energy
usage if a peak demand occurs during the same period [121]. Here, the load factor is
the ratio of the total yearly consumption and the yearly peak demand in the 365 days’
time period for 24 hours/day.

The resulting load factor values for the primary school and hospital are 0.213 and
1.18 respectively. The de-rating factor is the expected deviation in battery parameters
under defined conditions. There are no defined de-rating guidelines developed for
interconnected batteries as the external controller (or a battery management system)
provides the operational set points and limits [122]. Hence, it is assumed that the
C-rate is fixed for the battery and the de-rating factor is not taken into consideration.
Load growth factor is used to take into account the future facility expansion and
corresponding growths in electrical loads that can be handled by the existing energy
storage system size. Excess load growths beyond the storage system size addressing
capability would need to be independent of the battery and be supplied by a separate
feeder or a lateral. In this case, this factor is assumed to be 1, which means that the
estimated load growth is twice the existing load.

Emax or minð Þ ¼ Pb ∗Operating Hours, (18)

where,Pb ¼ Average or Peak Demand kWð Þ of MotorþNon�Motor Loadsð Þ
Load Factor ∗De� rating Factor ∗Load Growth Factor

,

Load Factor ¼ Total Consumption in a selected period kWhð Þ
Peak Demand kWð Þ ∗Days in the selected period ∗Hours=Day in the selected period

,

Load Growth Factor ¼ Estimated Consumption kWhð Þ in the following year� Current Yearly Consumption kWhð Þ
Current Yearly Consumption kWhð Þ

Figure 4.
Load profile of a primary School in Miami, Florida for the year 2004.
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The sizing is performed under the assumption that gas operated equipment is
categorized as motor loads and electricity operated equipment are non-motor loads.
This categorization eases the addition (or removal) of a load necessary (or redundant)
for the required battery backup or an islanded (off-grid) operation. Additionally, no
other renewable sources are taken into consideration, and it is assumed that the
battery is connected to the load and the grid, for load demand responses and for
battery-specific grid services respectively. The short and long duration grid service
responses are taken into account for DOD identification in Section 4. The computed
stepwise values and resulting Emax and Emin are tabulated in Table 4. The Operating
Hours are chosen as 2 and 10 for the minimum (short duration) and maximum (long
duration) capacity value computations, respectively. For the primary school, the
resulting average energy is 25.735.

MWh, that is the average of the lowest (1.30 MWh) and the highest (50.17
MWh) values. For the hospital, the resulting average energy is 12.445 MWh, which is
also the average of the lowest (2.19 MWh) and the highest (22.70 MWh) values.
Although the load consumption peaks and frequency of load operations is higher in
case of a hospital, the energy storage size requirement for it is comparatively lower
than the primary school mainly because of the load factor. Higher is the load factor,
lower is the energy storage size requirement, which also results in reduced average per
kWh cost.

Further, comparing the load profiles in Figures 3 and 4, it can be seen that the
peak consumptions take place at the same times of the year for both facilities. Apart
from facility occupancy, the external weather plays a major role in this effect.
Studies related to this work are out of scope of this chapter and the interested
readers are advised to look into papers authored by Sarwat et al. [123, 124]. If the
individual equipment current ratings are available, a duty cycle diagram can be
built based on the operating periods of the equipment and the corresponding
energy requirements can be evaluated [125]. The interconnection topology of the
batteries to meet the required battery module size for both EV and RES applications
is dependent on the battery management systems performance and application
requirements [126].

4. Application-dependent chemistry-specific battery lifecycle
performance assessment

Development lifecycle of a battery includes the following phases: material
extraction, processing, manufacturing, and assembly, use phase, and end-of-life
phase. Assessment of this lifecycle is performed by evaluating the battery
chemistry for the intended application using Cradle-to-gate and Cradle-to-grave
analysis techniques [4, 9]. The Cradle-to-gate technique covers the upstream
and production phases, while the Cradle-to-grave technique includes additional
downstream phases, as shown in Figure 5. In this study, Cradle-to-gate LCA is
performed to identify the energy consumption and environmental impact of a
battery chemistry from research and development to commercialization for
both an EV and a RES battery. Here, the impact in transportation of batteries
is not taken into consideration. The evaluated chemistries are limited to
Li-based, Pb-Acid, Ni-MH, Na-S, and VRB. Each chemistry is evaluated for five
case studies.

19

Sizing and Lifecycle Assessment of Electrochemical Batteries for Electric Vehicles…
DOI: http://dx.doi.org/10.5772/intechopen.110121



Fa
ci
li
ty

Si
zi
ng

C
ri
te
ri
a

M
ot
or

L
oa

ds
(H

ou
rl
y)

N
on

-M
ot
or

L
oa

ds
(H

ou
rl
y)

P
b

C
or
re
sp

on
di
ng

C
ap

ac
it
y
R
an

ge

H
g

IE
g

W
H

g
F e

C
e

IL
e

IE
e

M
ax

im
um

M
in
im

um

Pr
im

ar
y
Sc
ho

ol
A
ve

ra
ge

6.
79

41
.1
4

39
.1
0

39
.0
1

1.
20

7.
43

3.
44

0.
65

1.
30

6.
48

Pe
ak

31
.7
3

18
0.
71

80
.5
3

79
.0
9

64
7.
88

32
.0
6

17
.4
4

5.
02

10
.0
3

50
.1
7

H
os
pi
ta
l

A
ve

ra
ge

11
2.
92

54
9.
86

13
2.
06

20
7.
44

22
9.
23

43
.0
8

14
.4
4

1.
10

2.
19

10
.9
4

Pe
ak

23
8.
63

66
5.
70

24
3.
26

31
0.
11

10
94

.4
5

84
.9
7

35
.3
4

2.
27

4.
54

22
.7

H
ou
rl
y
A
ve
ra
ge

an
d
Pe
ak

va
lu
es
fo
r:
H
g:
H
ea
tin

g
(G

as
O
pe
ra
te
d)

(i
n
kW

);
IE
g:
In
te
ri
or

E
qu

ip
m
en
t(

G
as

O
pe
ra
te
d)

(i
n
kW

);
W

H
g:
W

at
er

H
ea
te
r
Sy
st
em

(G
as

O
pe
ra
te
d)

(i
n
kW

);
F e
:F

an
s

(E
le
ct
ri
ci
ty

O
pe
ra
te
d)

(i
n
kW

);
C
e:
C
oo
lin

g
(E

le
ct
ri
ci
ty

O
pe
ra
te
d)

(i
n
kW

);
IL

e:
In
te
ri
or

Li
gh
ts
(E

le
ct
ri
ci
ty

O
pe
ra
te
d)

(i
n
kW

);
IE

e:
In
te
ri
or

E
qu

ip
m
en
t(

E
le
ct
ri
ci
ty

O
pe
ra
te
d)

(i
n
kW

);
P b
:

B
at
te
ry

Po
w
er

(i
n
M
W

).

T
ab

le
4.

A
pr
im

ar
y
sc
ho
ol

an
d
a
ho
sp
ita

l
B
E
S
ca
pa

ci
ty

siz
in
g
ba

se
d
on

lo
ad

pr
of
ile
s
in

ye
ar

20
04

.

20

Smart Mobility - Recent Advances, New Perspectives and Applications



C2G=kWh ¼ C2G=Kg ∗Cb ∗m
Elife

, (19)

where, Cb ¼
10
Lav

, if C10 <L10

C10

L10
, otherwise,

8>><
>>:

m ¼ Eres

εav
,

Eres ¼ Eavffiffiffiffiffiffi
ɳrt

p ∗DOD
,

Elife ¼ Eav ∗C10

Apart from application type categorization, the case studies are majorly divided
on the basis of DOD of the battery, which indicate its applicability of operation for
the EV or RES application. In RES–based applications, grid services operations are
categorized into short (Voltage, Frequency Stability, and Interruption response),
medium (Spinning reserve, peak shaving, and contingency reserve), and long
duration (load shifting, and energy arbitrage) services [127, 128]. A DOD of 0.2 and
0.8 are selected for short and long duration operations, respectively. For EV storage
applications, a medium DOD of 0.5 is selected because of the variation in driving
patterns of an EV user, resulting in extreme contrasts (high or low) in consumption
from user to user. Case studies use the equations in (19), results for which, along
with each parameter’s values, are tabulated in Table 5. In Table 5, the application-
specific/�dependent parameters are Eav: Average Application Energy (in kWh),
C10: Number of cycles demanded by the application in 10 years [129, 130], DOD%:
Depth of Discharge %, and Elife: Lifetime Energy Delivered (in kWh). The
chemistry-specific/�dependent parameters are ɳrt : Average Round-trip Efficiency
[96, 131, 132], ℇav: Average Specific Energy (in kWh/Kg); L80 :Average Cycle Life of
battery at 80% DOD in its lifetime [97, 131, 132], Lav :Average Calendar Life (in
Years) [131], C2G/Kg: Cradle-to-gate impact of battery (in KJ/Kg) [133], Cb: Number
of batteries used in 10 years’ time scale, Eres: Resulting System Size (in kWh), m:
Battery Mass (in Kg), and C2G/kWh: Cradle-to-gate impact of battery (in KJ/kWh).
The Eav, C10, DOD%, and Elife are the application-specific parameters and ɳrt, ℇav, L80,

Figure 5.
RES and EV battery lifecycle phases.
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Lav, C2G/Kg, Cb, Eres, m, and C2G/kWh are chemistry-specific parameters. ℇav values
are obtained from Tables 1 and 2, while Eav values are from Sections 3.1 and 3.2. Other
parameters are obtained from [97, 129–135].

The resulting Cradle-to-gate lifecycle phase impact of all the chemistries shown in
Figure 6 indicate that the Pb-Acid chemistry has the highest C2G/kWh value for EV
applications and Ni-MH has the highest C2G/kWh value for RES applications. Overall,
it can also be noticed that the case studies with increased DOD (II and IV) have the
lowest impact in the Cradle-to-gate phases.

5. Conclusion and future directions of research

For sized EV storage battery, CED order is: Pb-Acid > Ni-MH > Li-based
(6.16 MJ/kWh) > VRB ≈ NaS. For sized grid-storage, CED order for: Long duration is:
Ni-MH > Pb-Acid > Li-based (0.53 MJ/kWh) ≈ VRB ≈ NaS and Short duration is:
Ni-MH > Pb-Acid > Li-based (2.11 MJ/kWh) > VRB ≈ NaS.

Considering the technology readiness level, form factor versatility, other electro-
chemical factors listed in Section 2.1, and the average C2G impact obtained under all
case studies, Li-based chemistries are recommended to be chosen as the favorable
chemistry for EV and RES applications. As evident from Table 6, the Cradle-to-gate
with use system boundary is not commonly analyzed, especially with functional units
(as defined by ISO 14040 and 14044) which include both EV and RES applicability. In
this figure, Refs. [42, 136–139] have EV’s, Refs. [140, 141] have battery chemistry, and
Refs. [133, 142–144] have grid storage as respective functional units. Hence, this
chapter compensates for this research gap by analyzing both EV and RES functional
units, with data obtained from other literatures, in a Cradle-to-gate and use system
boundary using CED as the impact category.

The computation approaches discussed in this chapter are simplified for the
readers to understand the LCA approach with lucidity. The applicable assumptions

Figure 6.
Case study versus cradle-to-gate lifecycle phase impact of selected chemistries.
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and constraints in both sizing and LCA are mentioned and discussed in their respec-
tive sections. Future works can focus on evaluating and sizing additional chemistries
for LCA and possible greenhouse gas emissions evaluation. Authors also intend to
perform an additional Cradle-to-grave application-dependent chemistry-specific
analysis taking other renewable sources into consideration as a part of the future
work.
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Chapter 2

Tracking Li-Ion Batteries Using
Fiber Optic Sensors
Micael Nascimento, Carlos Marques and João Pinto

Abstract

Batteries are being seen as a key technology for battling CO2 emissions from the
transport, power, and industry sectors. However, to reach the sustainability goals,
they must exhibit ultrahigh performance beyond their capabilities today. So, it is
becoming crucial to develop advanced diagnostic/prognostic tools injected into
the battery that could nonintrusively track in time and space its physical and
chemical parameters, for ensuring a greater lifetime and therefore lower its CO2

footprint. In this context, a smart battery sensing system with high performance and
easy implementation is critically needed for the vital importance of safety and reli-
ability in all batteries. Parameters like temperature (heat flow), strain, pressure,
electrochemical events from electrode lithiation to gassing production, refractive
index, and SoX battery indicators are of high importance to monitor. Recently, optical
fiber sensors (OFS) have shown to be a feasible, accurate, and useful tool to perform
this sensing, due to their intrinsic advantages and capabilities (lower invasiveness,
multipoint and multiparameter detection, capability of multiplexing being embedded
in harsh environments, and fast response). This chapter presents and discusses the
studies published regarding the different types of OFS, which were developed to
track several critical key parameters in Li-ion batteries, since the first study was
reported in 2013.

Keywords: optical fiber sensors, smart sensing, in situ monitoring, Li-ion battery
performance, safety

1. Introduction

According to recent COP21, COP25, COP26 Conferences, and EU2030 targets,
there is a need for significant reductions in CO2 and greenhouse gas emissions in a
short span period, targeting the reduction of climate warming in 1.5–2.0°C up to 2030
[1]. With the worldwide acceptance of electric vehicles together with the new era of
connected objects, ensuring battery reliability, lifetime, and sustainability is becoming
a necessity [2]. In this way, batteries are currently seen as important technological
enablers to drive the transition toward a decarbonized society. They have recently
achieved considerable improvements in terms of technical performance and economic
affordability [3]. However, for a successful mass introduction of electrified mobility,
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renewable and clean energy systems with market competitive performances, fast
charging capability, and substantial improvements in battery technologies (autonomy
and safety) are required [4, 5].

Currently, to guarantee safe operation, a battery management system (BMS) only
measures externally accessible parameters such as voltage, current, and temperature.
The scarcity of information regarding the interior of the cell currently hinders the
improvement of the accuracy and predicting capabilities of current BMS algorithms
and models, while equally limiting attempts to refine the battery thermal design due
to the absence of heat-transfer information. This has led to increasing interest in
spatiotemporal imaging of the thermal flows within a cell using temperature sensors
[6–12]. Typically, they are used in electronic sensing devices, such as thermocouples
(TCs) [13, 14], thermistors [15], IR thermography [16], and resistance temperature
detector (RTDs) [17]. However, in addition to short resolution and accuracy, huge
measurement setup, or higher volume/size preventing them from being inserted in a
cell, they cannot be appropriate to be embedded in batteries due to their electro-
chemical harsh environment.

Furthermore, batteries are breathing objects that expand and contract upon
cycling, with volume changes that can reach up to 10%. These changes, together with
the electrode volume expansion associated with the solid electrolyte interface (SEI)
growth, lead to important mechanical stress inside the battery materials (like cracks)
that are harmful to their performances. Methods, to sense intercalation strain and
pressure, are equally critical to control the SEI dynamics affecting their states of
charge (SoC) and health (SoH). The methods already used are not acceptable: strain-
gauges fall short of providing spatial information and cannot also be embedded to
internally sense battery cells [8, 18].

Alternative solutions, due to their full advantages, such as greater precision,
multiplexing, immunity to electromagnetic interference, chemical inertness, small
size/low invasiveness, and a possibility to be tailored regarding their dimensions and
sensitivities, are sensors based on optical fiber technology [2, 19–59]. Since the first
study developed by Pinto et al. in 2013 [19], OFS starts to be integrated into lithium-
ion batteries (LIBs) to monitor critical key parameters, such as temperature and/or
thermal gradients, strain, gases, pressure, electrochemical events (chemical changes
and lithiation), refractive index, and the states of charge, discharge, health, power,
energy, and safety (SoX) battery indicators (Figure 1).

Performing a systematic review, we used two databases to retrieve scientific
publications: Web of Science (www.webofknowledge.com, accessed on 16 Novem-
ber 2021) and Scopus (www.scopus.com, accessed on 16 November 2021). A
comprehensive search on the use of OFS to monitor LIBs was performed based on
a query by topic (title, abstract, and keywords) of the terms: ((optical AND fiber
AND sensors*) AND (lithium AND batteries*)); spanning over the years 2013 to
November 2021. The search query resulted in a total of 60 papers that were
subsequently reviewed by the authors, of which 40 were considered eligible for the
present work.

Figure 2A summarizes the number of studies published by year, since the first
paper in 2013, regarding the use of OFSs to track LIBs parameters. From a critical
analysis, an increase of publications can be observed from the beginning, however,
with a lower number in 2020, probably due to the pandemic world situation. In
Figure 2B, it is also presented an illustration of the critical parameters tracked in the
LIBs. Temperature and strain were the parameters more studied followed by the
correlation of the optical fiber signals with the electrochemical events and SoX battery
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indicators. The tracking of gasing, refractive index, and pressure variations are very
recent topics of sensing inside the LIBs. However, due to the difficulty and complexity
of sensing, the integration of the OFS inside the battery cells being necessary, they
were not yet so explored. In this way, this chapter provides a complete overview of all
studies published from 2013 to the present on the use of OFS to track critical key
parameters in LIBs. Section 2 describes the theoretical approaches of the OFS used
(fiber Bragg grating, interferometric, and evanescent wave sensors) to monitor the
critical parameters. In section 3, all critical parameters (temperature, strain, SoX
battery indicators, and electrochemical events) tracked so far using fiber optic sensing
technology are presented and fully described.

Figure 1.
Critical key parameters identified to be tracked in LIBs.

Figure 2.
(A) Statistical summary of the number of papers by year, published since the first study, regarding the using of OFS
in LIBs. (B) Percentual distribution of the critical parameters tracked by the OFS in the LIBs.
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2. Optical fiber sensors: theoretical approaches

Manfred Börner, a German physicist, developed, in 1965, the first fiber optic
patent related to a working fiber-optic data transmission system [60, 61]. Years later,
in 1978, the concept of wavelength division multiplexing, where several optic signal
chargers are multiplexed into a single optical fiber through different wavelengths was
firstly published [62]. Since then, the optical fiber community has expanded and the
use of optical fibers as sensing elements attracted a lot of attention. Figure 3 summa-
rizes the different types of fiber optic sensors developed in the last years [63].
Regarding the monitorization of physical and chemical parameters in LIBs, just some
of them were already tested. The fiber Bragg grating sensors (FBG) and tilted FBG
sensors (TFBGs) were used to track temperature, strain, refractive index, and SoX,
inside and outside of batteries, correlating these signals with electrochemical events
during their operation. From the interferometric sensors, Fabry-Perot interferometric
(FPI) and Mach-Zehnder interferometric (MZI) sensors were tested to monitor and
decouple temperature, strain, and SoC signals. Evanescent wave sensors based on
surface plasmon resonance and evanescent field fluorescence were also already used
to monitor temperature shifts and SoC values in batteries. OFS based on Rayleigh
scattering distributed sensing was also already used. However, due to their instru-
mental complexity, elevated interrogation costs, and low experimental use relative to
the other methods, this type of sensor will not be approached in this chapter.

2.1 Fiber Bragg grating sensors

The first FBG, fabricated using a visible laser propagating along with the fiber core,
was proposed by Ken Hill in 1978 [64]. OFS based on FBGs has been widely applied in
the measurement of physical, chemical, biomedical, and electrical parameters, espe-
cially for structural health monitoring in civil infrastructures, aerospace, energy, and
healthy areas [65].

Classically, an FBG sensor consists of a small segment of a single-mode optical
fiber (with a length of a few millimeters) with a photoinduced periodically modulated
index of refraction in the fiber core. The FBG resonant wavelength is related to the
effective refractive index of the core mode (neff) and the grating period (Λ). When the
grating is illuminated with a broadband optical source, the reflected power spectrum
presents a peak (with a full width at half maximum of a few nanometers), which is
produced by the interference of light with the planes of the grating and can be
described through Eq. (1) [66].

Figure 3.
Different types of OFS used to track critical parameters in LIBs.
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λB ¼ 2neffΛ (1)

where λB is the so-called Bragg wavelength. When the fiber is exposed to external
variations of a given measurand (such as strain, temperature, stress, or pressure,
among others), both neff and Λ can be changed, causing an alteration in the Bragg
wavelength, as shown in Figure 4 [66]. In addition to the common advantages of fiber
sensors, this wavelength interrogation method offers robustness to noise and power
oscillations and also enables wavelength division-multiplexing, by recording numer-
ous FBGs with diverse grating periods in the same optical fiber (see Figure 5). This
permits the monitorization of different spots in one structure/surface with only one
sensor line, decreasing in this way, the total interrogation costs. The FBG sensitivity
toward a given parameter is obtained simply by subjecting the sensor to pre-
determined and controlled variations of such parameters and measuring the Bragg
wavelength for each step.

In the case of a linear response, the sensitivity (k) is given by the slope of the linear
fit obtained from the experimental data. The effects of temperature are accounted for
in the Bragg wavelength shift by differentiating Eq. (2),

Figure 4.
Scheme and operation mechanism of an FBG sensor to external strain and temperature perturbations.

Figure 5.
A) FBGs network inscribed in the same optical fiber. B) Optical spectrum of a network of 10 FBGs inscribed in the
same fiber, where different wavelength peaks can be observed.
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Δλ ¼ 2λB
1
neff

∂neff
∂T

þ 1
Λ

∂Λ
∂T

 !
ΔT ¼ λB αþ ξð ÞΔT ¼ kTΔT, (2)

where α and ξ are the thermal expansion and thermo-optic coefficient of the
optical fiber material, respectively. On the other hand, if the fiber is subjected to strain
variations, its response can be determined by differentiating Eq. (3),

Δλ ¼ λB
1
neff

∂neff
∂ε

þ 1
Λ

∂Λ
∂ε

 !
Δε ¼ λB 1� pe

� �
Δε ¼ kεΔε, (3)

where pe is the photoelastic constant of the fiber (�0.22) and Δε is the applied
strain. The strain variations can be determined using the equation Δε = ΔL/L where ΔL
is the length variation and L is the fiber length over which strain is applied. On a single
measurement of the Bragg wavelength shift, it is not possible to decouple the effect of
variations in strain and temperature (for example). Normally, a reference is used for
temperature measurement, by using another fiber strain-free or other FBGs and
sensing heads that have different strain and temperature sensitivities. Different
strategies are being used in the literature, such as FBGs recorded in different fiber
thicknesses, FBGs recorded in special microstructured fibers, and FBGs cascaded with
other optical fiber sensing configurations (FPI, MZI) [66–68]. The discrimination of
both variables is performed, through the matrixial method by using all the sensitivities
of both sensors to each variable. In this way, a sensitivity matrix (4) for simultaneous
measurement of strain and temperature can be derived as:

Δε
ΔT

� �
¼ 1

D
�kFBG1T kFBG2T
kFBG1ε �kFBG2ε

� �
ΔλFBG1
ΔλFBG2

� �
, (4)

where D = KFBG1ε x KFBG2T – KFBG1T x KFBG2ε is the determinant of the coefficient
matrix, which must be nonzero for possible simultaneous measurement.

The Bragg gratings can be inscribed in an optical fiber core through side exposure;
two main types of techniques can be implemented: interferometric and non-
interferometric techniques. In the noninterferometric technique, the phase mask
method is one of the most commonly used (see Figure 6A). Generally, it is associated
with longer laser pulses (near the nanoseconds) in the ultraviolet (UV) region. The
phase mask consists of a diffraction grating shaped by small depressions in a silica
substrate, separated by a predefined period (phase mask pitch, ΛPM), which will
define the modulation pattern linked to the resonant Bragg wavelength of the
fabricated FBG (see Figure 6B).

Depending on the incident angle of the laser beam on the phase mask surface,
different diffraction orders will be predominantly transmitted: the pairs +1/0
or + 1/�1. To attain different wavelength peaks, phase masks with different ΛPM can
be used. Typically, when using a UV laser, a better inscription efficiency is expected
for doped or hydrogenated optical fibers [67].

2.2 Tilted FBG sensors

Compared to the normal FBG sensors, TFBG sensors have a special configuration,
which leads to enhanced sensitivity to the surrounding refractive index (SRI). Thus,
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this type of sensor has been employed in many parameters sensing, such as
temperature, liquid level, RI, and relative humidity, in biochemical research. TFBGs
are short-period gratings in which the modulation of the RI is purposely tilted
concerning the longitudinal axis of the fiber, to improve the light coupling between
the forward-propagating core mode and the backward-propagating cladding modes
(see Figure 7) [68].

The wavelength of the coupled i-th cladding mode λcl(i) can be expressed as
(Eq. 5):

λcla ið Þ ¼ ncoreeff þ nclaeff ið Þ
� �

Λ ¼
ncoreeff þ nclaeff ið Þ
� �

Λg

cos θ
(5)

where ncoreeff and nclaeff ið Þare the effective RIs of the fiber core and i-th cladding mode,
respectively. Λ and Λg are the grating periods along with the fiber longitudinal axis and
perpendicular to the grating plane, respectively. The excited cladding modes are
limited in the fiber cladding by total internal reflection on the cladding-surrounding
medium interface. Each of the cladding modes propagates with a corresponding
effective RI value. When the RI value of the surrounding medium spreads the one of a
specific cladding mode, the cladding mode will be coupled out of the fiber cladding,
resulting in a variation in the grating transmission spectrum. Therefore, the shifts of
the SRI can be quantitatively tracked by detecting the variations in the grating trans-
mission spectrum of the TFBG [69]. These TFBGs can also be fabricated in line with
other normal FBGs to simultaneously decouple different parameters, such as RI and
temperature, as they have different sensitivities.

Figure 6.
A) Schematic representation of the phase mask inscription method using a pulsed laser. +1 and �1 indicate the
laser beam diffraction orders used to inscribe the Bragg grating in the optical fiber core. B) Typical phase masks
used on FBG sensors recording (from Ibsen®).

Figure 7.
Schematic diagram of a TFBG where Λg is the grating period and θ is the tilt angle (adapted from [68]).
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2.3 Interferometric sensors

Since the first study, published in 1897 by Charles Fabry and Alfred Perot, about
the FPI principle [70], the OFS based on this methodology was used in numerous
applications, such as biological, chemical, and various physical parameters, including
temperature, strain, pressure, and RI [63, 71]. Literature shows that these sensors are
used also like candidates to improve the discrimination of strain and temperature in
batteries [44]. An FPI sensor is performed by considering two parallel reflecting
surfaces divided by a certain physical length of the cavity (L). FPI sensors can be
classified as extrinsic or intrinsic, as can be seen in Figure 8a and b, respectively. The
intrinsic FPI sensor has reflecting components inside the fiber itself [70]. In the
extrinsic FPI, the air cavity is designed by an auxiliary structure. Due to the optical
phase difference between two reflected signals, the reflection spectrum of an FPI can
be defined as the wavelength-dependent intensity modulation of the incident signal
spectrum. The phase difference of the FPI (δFP) can be given as (Eq. 6):

δFP ¼ 4πnL
λ

(6)

where n is the RI of the cavity material, and λ is the wavelength of the output
signal. Consequently, an external perturbation to the FPI sensor (such as strain,
temperature, or IR), will promote a length variation of the FPI cavity, resulting in
wavelength changes. By tracking the wavelength shift of the spectrum, and after an
experimental pre-calibration to each specific parameter, to determine their sensitivi-
ties, a linear conversion of the data signals of the measured parameter values can be
performed by analyzing the spectrum produced.

Another type of interferometer is the MZI sensor. They are usually applied for
sensing parameters such as temperature, strain, curvature, and RI, among others [71],
due to their advantages of high RI sensitivity and flexible designs, as shown in Figure 9.

An MZI is designed due to the formation of an optical path difference between the
fundamental core mode and the higher-order cladding modes in optical fiber. Subse-
quently, in the interference spectrum, dips or peaks can appear [72]. These peaks or

Figure 8.
a) Extrinsic FP sensor performed by forming an external air cavity, and b) intrinsic FP sensor formed by two
reflecting components, R1 and R2 (adapted from [70]).

Figure 9.
Different types of MZIs configurations; using: (A) a pair of LPGs, (B) core misalliance, (C) air-hole collapsing of
PCF, (D) MMF section, (E) small SMF core, and (F) tapering fiber regions (adapted form [71]).
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dips values are used as tracking signals because they change with external perturba-
tions (such as temperature, strain, pressure, and RI). For simplicity and spectral data
analysis, only the core mode (I1) and one cladding mode (I2) are considered. The
transmitted interference signal, I, can be expressed as (Eq. 7) [73]:

I ¼ I1 þ I2 þ 2
ffiffiffiffiffiffiffiffi
I1I2

p
cos ϕð Þ (7)

where ϕ ¼
2π ncoreeff �nclaeff

� �
L

λ , is the phase difference, being ncoreeff and nclaeff the effective
RIs of the fiber core and cladding mode, respectively. The λ is the input optical
wavelength in vacuum, L is the interferometric MZI length, and ϕ = 0 is the initial
interference phase. When I1 = I2, the fringe visibility reaches its maximum value.

From Eq. (7), when ϕ ¼
2π ncoreeff �nclaeff

� �
L

λm
¼ 2mþ 1ð Þπ, the output intensity dips will

appear, where m is an integer. Specifically, the phase difference between two adjacent

minimum intensity dips is 2πΔneff L
λmþ1 � 2πΔneff L

λm
¼ 2π. Therefore, the difference between

two adjacent interference wavelengths, as well known as the free spectral range (FSR)
can be calculated as FSR ¼ λm � λmþ1 ¼ λmλmþ1

Δneff L
, and the theoretical cavity length is L ¼

λmλmþ1
Δneff λm�λmþ1ð Þ. Using these formulas, the theoretical values of MZI length can be com-

pared with experimental results to reduce errors, and also, it can be seen that when the
L increases or the Δneff increases, the FSR decreases. Note that when Δneff changes, it
indicates that RI of the external environment changes, promoted by the external
parameters, while RI of the optical fiber core is constant. When the external para-
meters, such as temperature or RI, around the MZI is different, which will lead to the
changes of Δneff, the wavelength of interference dip will also shift. So, the surrounding
environment can be analyzed through spectra after a pre-calibration process to each
external parameter to which the optical sensor will be submitted.

2.4 Evanescent wave sensors

Other types of OFS, which are being used to track specific parameters in Li-ion
batteries, were the evanescent wave sensors. This type of sensor is created on the
interaction of the evanescent field in the cladding with the fiber surroundings,
resulting in fluctuations of the transmitted spectrum. It follows that they hold the
capability of translating a discrepancy of the target analyte into optical signals so that
they are widely applied to chemical and biosensing [74]. As shown in Figure 10, the
evanescent field Eew(d) decays exponentially as (Eq. 8):

Eew dð Þ ¼ E0 exp
�d
dp

� �
(8)

where E0 is the magnitude of the field at the fiber core-cladding interface, d is the
distance from the core-cladding interface, and dp is the distance where the evanescent
field decreases to E0/e and is described as the penetration depth which is given by (Eq. 9):

dp ¼ λ

2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core sin

2θ � n2cla
q (9)
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where λ is the wavelength of the incident light, θ is the angle of incidence at the
fiber core-cladding interface, and ncore and ncla are the RIs of the fiber core and
cladding, respectively.

This optical fiber methodology of sensing can also be modified by depositing
specific film materials (metal-dielectrics) in the fiber cladding surface and interacting
between them. In this way, the surface plasmon resonance (SPR) technique can be
used. The SPR is a collective oscillation of free electrons excited by light at the metal-
dielectric interface. The electromagnetic field decays exponentially into both metal
and dielectric, the propagation constant of SPR can be given as (Eq. 10):

ksp ¼ ω

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εmεd

εm þ εd

r
(10)

where ω is the angular frequency of the incident light, c is the speed of light in
space, and εm and εd are the dielectric constants of the metal and dielectric, respec-
tively. The propagation constant of the evanescent wave parallel to the planar metal
film surface can be expressed as kew ¼ ω

c
ffiffiffiffiffiffiffiffiffi
εfiber

p sinθ, where εfiber is the dielectric con-
stant of the fiber. The SPR occurs when both propagation constants are equal, it
exhibits high sensitivity to even slight oscillations in the dielectric constant of the
dielectric material. Therefore, SPR-based sensors can successfully track diverse vari-
ables due to the location of the resonance shifts with the varying the RI of the nearby
dielectric.

3. Critical parameters tracked in LIBs by OFS

In the almost last 10 years, OFS was introduced and started to be used as a useful
and precise tool to monitor critical key parameters inside and outside the LIB. Signif-
icant advantages instead of other sensing technologies can be reported comparatively
with the electronic technology, in the monitorization of temperature (TCs, RTDs,)
and strain (strain-gauges), regarding the low intrusiveness (fibers thickness of �125
microns), higher capacity of multipoint and multiparameter discrimination, and
essentially the capability of to be embedded in their harsh electrochemical environ-
ment, by tracking in loco and real-time specific parameters with good accuracy and
reliability, and without damage the batteries performances. Until now, it was almost
impossible to access the internal behavior of these batteries in operation, to know how
they behave in terms of physical and chemical performance.

Figure 10.
Design of a fiber evanescent wave spectroscopy sensor with the standing wave pattern and exponentially decaying
evanescent wave.
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This optical fiber technology presented above has been successfully integrated into
battery sensing, allowing their smart sensing of LIB safety aspects, such as tempera-
ture and/or thermal gradients, strain, RI, and pressure variations, internal gassing
evolution, electrochemical events (chemical reactions, and SEI composition), and
their correlation with SoX battery indicators. This section divides and reports all
studies presented in the literature since the first paper reported by Yang et al. in 2013,
regarding the use of OFS to monitor all these parameters in LIB.

3.1 Temperature tracking

Of all safety problems in LIBs, thermal runaway is a vital issue, which is
reproduced by the fast increase of temperature. This rise produces heat energy at a
rate faster than heat can be dissipated followed by a failure of the LIB internal
separator components, resulting in local short circuits and critical situations, to their
explosion [75]. Moreover, accumulated heat in the batteries takes worries of perfor-
mance drops and safety risks. Temperature can affect the LIBs lifetime and energy,
and therefore, it should be within an ideal range of temperature, to ensure better
performance and long life, both for use and storage [17]. The ability to quantify and
evaluate the mechanism of thermal runaway generated during the electrochemical
processes which happen will create beneficial information regarding their behavior, as
well as an active tool to promote their safety [76–78].

Typically, in the real context of the LIB, this parameter is monitored through
external electronic devices, such as TCs and RTDs, by detecting just single points on
their surface. Optical fiber sensing technology was used as an alternative method to
realize multipoint external and internal temperature measurements on LIBs, during
their operation, also performing in different types of LIBs, thermal gradients charac-
terizations, and evolutions. Of the different types of OFS, the FBGs were the mainly
used due to their inherent advantage of multipoint monitoring and fast response time.

In 2013, Yang et al. [19], integrated by the first time, FBGs in a coin LIB to measure
real-time temperature changes during the battery’s operation under normal and
abnormal conditions. The FBG sensors exhibited good thermal responses to dynamic
loading when compared with the TCs. Novais et al. [26], in 2016, presented the
integration of four FBGs in lithium-ion cells for in situ and in-operando temperature
monitoring during galvanostatic cycling at C-rates ranging from 1 to 8°C
(Figure 11A). In the internal FBG locations, the fiber was covered by an exterior silica

Figure 11.
A) Schematic diagram of internal and external FBG sensors positions [26]. B) Schematic of a LiB test setup with
the location of TCs and FBGs. Copyrights 2016 and 2017.
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tube to free the sensors of any external stress promoted by the surrounding materials
and, in this way, only detect temperature variations.

The internal sensors registered higher temperature variations at 8°C and in the
center of the active area of the one-layer pouch cell. The authors concluded that the
low invasiveness and high tolerance to the chemically aggressive environment make
them a motivating option for integration into the LIBs. This study also contributes to
the detection of a temperature gradient in real-time inside an LIB, thanks to the
different locations of the sensors inside the battery. Nascimento et al., one year later
[30], attached FBGs, all recorded in the same single fiber and TCs on a commercial
LIB surface, to perform a comparative study between their signal responses
(Figure 11B). The response rates were 4.88°C/min and 4.10°C/min for the FBG and
TC, respectively. The results also demonstrate that the FBGs were able to sense
temperature fluctuations with a � 1.2 times higher response rate than the K-type TCs.
The rise time obtained for the FBG was 28.2% lower than the TC, making the FBGs a
better choice for the real-time temperature tracking on a LIB.

In 2017 and 2019, Nascimento et al. [29, 43] has developed two studies about
the thermal distribution on a surface of a prismatic LIB by a network of five FBGs
in a single fiber, to assess in real time and operation, the impact of different
environmental conditions, temperature, and relative humidity, on batteries per-
formance. These studies provided a real-time thermal mapping to elucidate which
areas of the battery needed to be cooled faster when it was exposed to dry,
temperate, and cold climates. Faster variations of voltage usually translated in
higher temperature variations at the LiB surface, and this effect is evidenced
when the LiB operates under abnormal conditions. After a pre-calibration step,
the FBGs were calibrated to convert the wavelength shift peak to the correspon-
dent temperature values based on their calculated sensitivity. These temperature
values are tracked by following the FBGs peaks in the spectrum response.
Complete temperature values of 30.0 � 0.1°C, 53.0 � 0.1°C, and 65.0 � 0.1°C
were achieved on the top location (near electrodes) during the higher discharge
rate, when exposed to the cold, temperate, and dry climates, respectively. The
higher temperature shifts detected by the optical sensors in the temperate and dry
environments are related to the superior performance of the LiB in terms of
discharge capacity and power capabilities. This study demonstrates also which are
the best environmental conditions to run the LiBs, in order to extend their life-
time and safety, and is also helpful for the next generation of batteries, showing
which areas require faster cooling to reduce accumulated heat.

Bhagat’s group, in 2018, performed three studies by embedding FBGs, in cylindri-
cal LIBs, to monitor in situ and in-operando temperature variations. The sensors were
resistant to the strain imposed during the battery instrumentation procedure and their
harsh chemical environment. The results presented a temperature difference between
the core and the can temperatures (monitored by K-type TC) of up to 6.0°C during
the discharging process, while a temperature difference of 3.0°C was obtained during
the charging process. The zones nearer to the anode presented a higher temperature
during discharge while the location closer to the cathode performed higher tempera-
ture values during charge [38]. The authors demonstrate that FBGs produce reliable
core temperature data, while their small mechanical profile allows for a low-impact
instrumentation method [41, 42].

Nascimento et al., in 2018, proposed a network of 36 FBGs for real time, in situ,
and operando multipoint monitoring of the surface temperature distribution on a pack
of three prismatic LIBs, performing a spatial and temporal thermal mapping of all
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pack interfaces (Figure 12). In total, four optical fibers were used to monitor all
locations of the LIB pack. The results show that in general, a thermal gradient is
identified from the top to the bottom surface locations. Due to the higher current
density of the Li+ ions near the positive tab collector, the presence of hot spots
between two of the three batteries was identified [36].

Peng et al., in 2020 [53] and 2021 [55] proposed an OFS to monitor temperature
variations in the external LIB electrodes, during cycling tests. The sensor consists of a
metal ring and an FBG. The FBGs were gloved on the external electrodes, and PT100
sensors were also attached to the electrodes as a comparison measurement. The FBGs
calibration test presents good linearity and high sensitivity. From the results, during
all the cycles, the sensors placed on the positive electrodes recorded higher tempera-
ture variations instead of those on the negative electrodes. Even this year, Alcock et al.
developed an accessible method to attach FBGs on cylindrical LIB surfaces to in situ
thermal sensing. This study differs from the others by using a “guide-tube” to decou-
ple the temperature and strain variations on the LIB surface [54]. Recently, Li et al.
developed an optical fiber temperature sensor for battery temperature monitoring
based on fluorescence intensity ratio technology [58]. In this study, β-NaYF4:Er

3+/Yb3
+@NaYF4 nanoparticles were used to design the optical sensor in the fiber tip. After
the fiber functionalization, this sensor was preliminary calibrated to temperature in
function of their fluorescence intensity response to correctly convert their spectral
response in temperature values during battery operation. The maximum relative
sensitivity obtained by the optical sensor was 1.62% K�1 at 293 K, the temperature
detection limit was within �0.5 K, and high-temperature changes were registered
under a higher discharge rate.

3.2 Strain tracking

Along with the cycling processes of LIBs, strain evolution is also an important
parameter to be tracked in order to identify possible cracks in their internal materials
or the occurrence of some swelling in case of a wrong operation through a gasification
production. In this way, OFS has also been recently used to monitor this parameter.
From all studies reported so far, the FBGs were the sensors selected to perform this
sensing. Li-ion pouch cell configuration is the most used in tests while coin cell
configuration is only employed to demonstrate the preliminary tests.

Figure 12.
Surface LIB pack thermal mapping performed by a network of 36 FBGs, during discharging at 1.4C [36].
Copyright 2018.
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In 2016, Bae et al. [27] developed two approaches to track strain and stress evolu-
tion in the graphite anode of a Li-ion pouch cell using FBGs. In one approach, the
optical sensor was attached between the graphite anode and the separator, while in the
other implanted approach, the sensor was embedded totally within the anode mate-
rial. Measurements of strain and stress states of the graphite anode were run over
cycling tests. Reproducible peak shifting in both attached and embedded FBGs was
observed at different states of charge and discharge. Specifically, an embedded sensor
that is completely surrounded by graphite particles simultaneously suffers accumu-
lated longitudinal, as well as transverse strains associated with the expansion or
contraction of the negative electrode. Additionally, the embedded FBG showed 3�
higher sensitivity than the attached FBG sensor at 100% SoC. The process to detect
and convert the FBG wavelength peaks to strain measurements is the same as used for
temperature monitoring, through the strain sensitivities of each sensor and using free
FBGs just to decouple temperature variations.

Peng et al., in 2019, have reported two papers regarding an external and novel
strain sensor based on FBGs for LIBs [45, 47]. The structure of the strain sensor
consisted of two FBGs, a sensitization structure and a protective cover, which
contained two symmetrical lever mechanisms and an installation platform, in which
the rotating pairs of levers were replaced by flexure hinges. Enhanced strain sensitiv-
ity of 11.55 pm/με was obtained, with good linearity and repeatability. From the
cycling tests, the drift in strain is analogous to different C-rate charge-discharge
cycles. The strain rises evidently close to the end of discharge with an evolution in the
C-rate. However, the proposed sensor cannot be embedded inside the LIBs due to
their bulky structure, providing higher invasiveness.

Rente et al., in 2021, reported the tracking of strain shifts, also through FBGs, on a
surface of cylindrical LIB, under cycling tests [57]. In this study, a simple machine-
learning algorithm based on dynamic time warping (DTW) was used to estimate the
SoC of representative LIBs. The FBG data obtained were shown to be reliable and
sufficiently reproducible to serve as the input for the DTW algorithm used. The use of
a model train has proved to be very effective as a proof-of-concept study for future
BMS, especially in electrical vehicles.

3.3 SoX battery indicators tracking

The SoX battery indicators are crucial factors reflecting the state of batteries, in
which they are commonly estimated under the assistance of the evanescent wave
sensors in LIBs. Additionally, the FBGs are combined with them to improve the
sensing performance and used as parameters discrimination. In 2015, an integrated
OFS technology for monitoring charge steps in LIB cells was studied by
Alemohammad et al. [23]. The sensor consists of an optical fiber encapsulated inside a
LIB with direct interaction with the cell electrochemical environment. The sensor
operates on the basis of the changes in the optical properties of the LIB cell electrodes,
that is, variations in optical absorption and reflection at different charge levels, that
will change the spectral response in terms of wavelength and also optical power losses,
showing the SoC in battery and providing information about aging and stabilization
following charge/discharge cycles.

Ghannoum et al., reported in 2016, a reflectance study of commercial graphite
anodes in LIB and the optical fiber evanescent wave spectroscopy of electrochemically
lithiated graphite [28]. A substantial rise in the reflectance of the lithiated graphite in
the near-IR band (750–900 nm) as a function of SoC and similar SoC tendency in the
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transmittance when the fiber was embedded in the battery was observed. The same
authors, one year later, developed the fabrication and integration of the OFS, by using
similar sensing technology, into cylindrical LIBs as well as a Li-ion pouch cell [31]. The
sensitivity of the sensor increased along with increasing the contact area of the sensor
within the graphite anode and the optical fiber evanescent wave sensor integrated into
the graphite anode demonstrated the potential use to track the both SoC and SoH of
LIB, by correlating the optical data with the voltage and current signals of the LIBs.

Lao et al., in 2018, designed an innovative method, named TFBG-based SPR
sensor, for in situ tracking the SoC of supercapacitors, for the first time [39]. This new
configuration is based on a 50-nm-thick gold layer of high surface quality deposited
on the TFBG. The FBG recording angle was 18° and an additional gold coating was
deposited on the fiber end to achieve a single-ended sensor with interrogation in the
reflection scheme (Figure 13A). The proposed plasmonic TFBG sensor was attached
to one of the electrodes of the supercapacitor to monitor the electrochemical activity.
The charge density and SoC measurement were demonstrated, and the results showed
that the spectral response of the SPR mode of the TFBG was directly related to the
charge density and the SoC of the supercapacitor. Basically, the wavelength peak of
the TFBG and the SPR mode changes with the SoC level at which the supercapacitor
is. Then, the variations of the charge density and the SoC during the cycling steps
could be tracked by following the shifts of the place and the intensity of the reflection
spectrum.

Modrzynski et al. [46] presented an SoC measurement technique based on an
optical fiber sensing system, in 2019. In this system, two optical fibers were etched to
increase the interaction between the light propagation inside the fiber core with the
surrounding fiber environment, detecting in this way RI changes in real time. The
fibers were integrated into both graphite anode and lithium iron phosphate with the
addition of indium tin oxide cathode of a Li-ion pouch cell. The SoC was monitored in
real time by simultaneously detecting the light transmission through both fibers. The
results showed that the SoC correlated transmission behaved equally for both elec-
trodes. However, diverse relaxation and wavelength-dependent behaviors were iden-
tified during the charge and discharge cycling steps. The study proved that the OFS
process was able to estimate the SoC independent of the electrical measurement
methods.

In 2020, Hedman et al. used an OFS based on evanescent waves for monitoring the
charge/discharge cycles of lithium iron phosphate batteries in real time [49]. The
sensor is fully embedded within the positive electrode in a customized Swagelok cell
in both a reflection- and transmission-based OFS configuration. Both constant current
cycling and cyclic voltammetry were employed to associate the optical spectrum

Figure 13.
A) Electrochemical SPR sensing principle and experimental demonstration with a gold-coated TFBG sensor [39].
B) OFS principle. Multicolored light is guided through an optical fiber embedded in the electrode [59]. Copyright
2018, 2021.
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response with the cycling processes of LIBs. From the results, the optical signal
correlates well with the SoC in the positive electrode in real time, and it is
reproducible over various cycles. Furthermore, the optical signal detected does not
rely on other usually estimated parameters in SoC estimation, such as current,
voltage, and temperature. Rittweger et al., in 2021, present measurement results
based on transmitted light intensities through the optical fiber as an indicator for
the SoC (Figure 13B) [59]. The work also purposes to present an explanation of
how to use the measured transmission intensity to decrease cross effects, such as
temperature, pressure, or aging LIBs parameters. For that, a referencing
methodology based on transmission intensities from light with different wavelengths
is approached. Due to the reduced fiber cladding by a preliminary etching process, the
light interacts with electrode material surrounding the fiber. So, transmission losses
can be sensed, which depend on the lithium concentration in the electrode. From the
results, the calculated transmission ratios are in good agreement with the SoC for
various C-rates.

3.4 Electrochemical events tracking

Electrochemical events, such as gassing production, electrode lithiation, and
chemical changes of the electrolyte, are fundamental issues that enable the battery
manufacturers to identify degradation mechanisms that currently limit the lifetime
and capacity of these energy-storage systems.

In 2014, Lochbaum et al. measured the evolution of gaseous CO2 inside lithium-ion
pouch cells during overcharge tests with optical fiber colorimetric sensors (the chem-
ical sensing fiber used comprises a silica core surrounded by a fiber cladding, which is
permeable to the chemical to be detected (analyte) and functionalized such that it
changes its optical characteristics with analyte concentration) to examine the dynam-
ics of electrolyte decomposition reactions [20]. For the ratiometric read-out principle
used, the averaged intensity between 570 nm and 600 nm (CO2-sensitive band) was
normalized by the averaged intensity between 800 nm and 820 nm (CO2-insensitive
band). The results indicate a nonreversible gas evolution inside the LIBs during over-
charge, in which the beginning of gas evolution is delayed in time relative to the
overcharge condition.

Ghannoum et al., in 2017, presented the application of an innovative optical fiber-
based sensing system for the lithiation of graphite within a lithium-ion pouch cell in
real-time using a narrow-band spectrum concentrated around 850 nm [31]. For that, a
polymer optical fiber was used and etched for the fiber core to directly interact with
the surrounding materials. The main results show that the sensor signal can be corre-
lated with the lithiation of graphite anode over multiple full and partial cycles.

More recently, in 2020, the same authors show an analysis of the interaction
between the optical fiber evanescent wave sensor and the graphite particles within a
LIB [50]. The proposed sensor was sensitive to lithium concentration at the surface of
graphite particles; then, it was able to monitor the capacity fade of LIBs. In the same
year, photonic crystal fibers were used by Miele et al. to monitor chemical changes
within LIBs under real working conditions [52]. The technique used was based on
optofluidic single-ring hollow-core fibers, which uniquely allow light to be guided at
the center of a microfluidic channel. The signal analysis was performed by
background-free Raman spectroscopy to identify early signs of battery degradation.
From the results, the Raman peaks related to ethylene carbonate and the important
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battery additive vinylene carbonate, offer a direct vision in the formation of the SEI,
the main buffer layer that largely forms during its first electrochemical cycle, and
whose stability is key to the longevity of the LIBs.

3.5 Simultaneous tracking of temperature, strain, pressure, and RI

The main challenge in tracking critical parameters inside the LIB, such as thermal
gradients, strain, pressure, and RI changes, is that due to its electrochemical environ-
ment, the LIB presents a very dynamic behavior. The temperature variation influences
the thermal expansion of the materials that compose the LIB, promoting strain
changes. The electrochemical behavior also promotes internal gassing production,
which will affect the pressure variation and RI changes on the electrolyte. LIBs pri-
marily employ liquid electrolytes to ensure rapid ion transport for high performance
of the variation in the RI of the electrolytes is related to the variations in the conduc-
tive salt concentration. Thus, the RI shifts can be treated as an indicator of the
degradation evolutions.

As some of the OFS are sensitive to more than one parameter simultaneously,
they suffer from large cross sensitivity, such as strain, RI, and temperature. In this
way, solutions to decouple these parameters should be considered by the researchers.
As the LIBs are very complex systems with dynamic and diverse physical and
electrochemical behaviors, in which many parameters are linked and correlated
between them, such as temperature, strain, gas formation, and pressure, several
studies were already reported by sensing and decoupling simultaneous parameters in
LIB since 2013.

Sommer et al. have reported many studies concerning the use of FBGs to
simultaneously decouple strain and temperature variations in LIBs [21, 22, 32, 33].
In 2014, the authors start by externally attaching LIB pouch cell FBGs to monitor
additional informative cell parameters (strain and temperature) and using other
FBGs as a reference to perform this parameters discrimination, as described by Rao
et al. [66]. Two FBGs were employed in the experimental setup, one, bonded at
two points to the surface of the pouch cell with epoxy, sensing both strain and
temperature variations; while the other one, loosely attached to the cell skin with a
heat-conducting paste, only detecting temperature variations. Several charge and
discharge cycles were performed to examine the repeatability of the measured
signals and compared with conventional strain and temperature sensors to verify
the accuracy of these sensors. In 2015 [22], the same authors examined the excess
volume change at the end of charge and the volume relaxation in the subsequent
rest phase by monitoring the strain variations of externally attached FBGs of a
lithium-ion pouch cell. The strain was instigated by the alteration of electrode
volume, due to the constant Li+ oscillation and intercalation from and to the
positive electrode, and thermal expansion/contraction during cycling charge/dis-
charge steps. A strain relaxation was observed at higher SoC levels, especially
strain signal relaxed by �30% at an SoC level of 100%, and the ratio of Li+ in the
external electrode region to Li+ in the internal electrode region was larger at a
higher SoC level. The association between them was also explored at various room
temperatures. It concluded that the residual strain increased with decreasing tem-
perature for a certain SoC level, and the alteration between the residual strains was
higher for superiors SoC levels.

In 2017, two-part papers about embedded fiber optic sensing for accurate internal
monitoring of cell state in advanced BMS by monitoring temperature and strain shifts
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inside of a pouch cell LIB were developed by Raghavan et al. (part 1) and Ganguli et al.
(part 2), belonging to the same research group [32, 33]. Part 1 focuses on the embed-
ding method details and performance of LIBs. The seal integrity, capacity retention,
cycle life, compatibility with existing module designs, and mass-volume cost esti-
mates indicate their suitability for electric vehicles and other advanced battery appli-
cations. One of the two FBGs was enclosed in a special tubing to make it selectively
sensitive to thermal variations alone. The tracked wavelength peak values of the
“reference” FBGs in the tubing are subtracted from the total wavelength shift of the
adjacent FBG sensor, which is sensitive to strain so that temperature variations are
compensated. The second part focuses on the internal strain and temperature signals
got under different conditions and their use for high-accuracy cell state estimation
algorithms. In particular, the measured strain is used to estimate the battery capacity
and predict the capacity up to 10 cycles.

Nascimento et al. have also reported many studies regarding the simultaneous
decoupling temperature and strain variations in LIBs through FBGs and interfero-
metric sensors (Figure 14). Different type of LIBs was tested on this discrimination.
The prismatic and cylindrical configurations were tested externally and pouch cell
configurations were tested both internally and externally [25, 37, 40, 44]. In 2015,
FBGs were attached to the surface of a cylindrical LIB to track its thermal and strain
fluctuations during charge and different discharge C-rates (Figure 14A). The tests
were repeated twice for each discharge C-rate applied (0.25 C and 1.33 C). The FBG1
and FBG2 only measured temperature variations, while FBG3 was fixed to the battery
edges and was subjected to strain and temperature variations. Temperature measure-
ments made by the FBG2 sensor were used to compensate for thermal effects on
FBG3, allowing in this way to measure the longitudinal strain variation along the
battery length [25]. In 2018, a network of FBGs was attached at a prismatic LiB to
sense its temperature and bi-directional (x- and y-directions) strain variations during
normal charge and two different discharge C-rates (1.32 C and 5.77 C). The discrimi-
nation method used by the OFS was also the reference FBG method [66]. Maximum
temperature variations were detected close to the positive electrode side, and higher

Figure 14.
Temperature and strain discrimination by OFS in different LIBs configurations. A) Cylindrical B) Prismatic C)
Pouch cell [25, 37, 44]. Copyrights 2015, 2018, 2019.
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strain values were sensed in the y-direction (Figure 14B). One year later, fiber optic
hybrid sensors were embedded in a Li-ion pouch cell to internally monitor and simul-
taneously discriminate in situ and operando strain and temperature shifts in different
locations (Figure 14C). The hybrid sensing network was constituted by FBGs and FP
interferometers. Due to the different strain and temperature sensitivities attained by
both types of optical sensors, it was possible to decouple the strain and temperature
values by using the matrixial method. Galvanostatic cycles by using different C-rates
were applied to correlate the temperature and strain signals with electrochemical
processes in the LIB.

In 2017, Fortier et al. also tracked internal strain and temperature variations in the
coin cell configuration [35]. However, how this decouple was performed is not explicit
in the manuscript. The batteries were evaluated at a cycling C/20 rate, and the FBGs
were placed between electrodes and separator layers, near the electrochemically active
area. Results show a stable strain behavior within the cell and a near of 10.0°C
difference was registered between the interior of the coin cell and room environment
temperature over time during cycling steps.

In 2019, a novel-designed OFS, about self-compensating FBGs, to monitor the
separator internal status of a LIB by detecting the RI of the battery electrolyte, was
proposed by Nedjalkov et al. [48]. The proposed sensor consisted of two FBGs
recorded of the same length but in different fiber layers (one on the core and the
other near the surface of the cladding, by using a femtosecond laser system). The
cladding, near the FBG region, was also softly etched to increase the sensitivity
for RI variations. Between the surface FBG, an additional waveguide positioned at
half the distance between the fiber core and cladding surfaces in the radial
direction was integrated into the inner cladding at the same axial position. Both
the influences of the longitudinal strain and temperature could be compensated
with this arrangement, so the remaining variable of the measurement was the
influence of the effective RI, which was relative to the reflected Bragg
wavelength shift. The proposed FBG configuration was embedded centrally
between two separator layers of a 5 Ah lithium-ion pouch cell. The results
obtained, show that the optical signal was dominantly influenced by the effective
RI of the battery electrolyte.

Huang et al., in 2020, published one study, about operando decoding of chem-
ical and thermal events in commercial LIB, by discriminating and sensing temper-
ature and pressure variations through FBGs and microstructured optical fibers
(MOF) [51]. The sensing of different parameters was performed, thanks to the
different sensitivities of both optical sensors at each parameter (temperature and
pressure), in which the matrixial method was applied. These findings allowed to
detect chemical events such as the SEI formation and structural evolution in the
LIBs. The authors also demonstrate how multiple sensors are used to determine the
heat generated by converting the optical data to heat flux values. In the last year,
they also demonstrate the feasibility and diversity of TFBGs to operando access the
chemistry and states of electrolytes [2]. They show how a single TFBG can simul-
taneously sense temperature and RI evolutions inside LIB, which is correlated with
the chemical electrolyte behavior (see Figure 15). From the time-resolved RI
signals, the feasibility of monitoring electrolyte deteriorations while accessing
their turbidity via particulate-induced optical scattering and absorption was stud-
ied as well. These unraveled electrolyte characteristics by TFBG help to determine
the electrochemical reaction pathways, being strongly correlated with the
batteries’ capacity loss.
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4. Conclusions

This chapter fully describes all main optical fiber sensing techniques used and
developed for tracking critical key parameters in LIBs since the first study in 2013.
According to the operating principles, FBGs, FPIs, optical fiber evanescent waves, and
optical fiber photoluminescent sensors are being used so far. Regarding all the studies
selected to perform this overview, the principal parameters presented in the literature
were temperature (heat flow), strain, pressure, electrochemical events (such as elec-
trode lithiation and gassing production), RI, and SoX battery indicators (such as SoC,
SoD, and SoH). In a general overview, the FBGs, FPIs, and photoluminescent sensors
are mostly used to track the physical parameters instead of the evanescent wave
sensors are most used to detect the electrochemical events in LIBs due to the necessity
of measuring RI values from the surrounding materials that interact with the optical
fiber surfaces, in this case.

Between all OFS used in the battery sensing applications and with an easier
correlation with BMS, the FBGs coupled with other types of sensors (interferome-
ters and/or evanescent wave sensors), seem to be the most advantageous in the
future battery applications, due to their intrinsic characteristics, of the possibility of
multipoint and multiparameter monitor, and easy interrogation, operating in a
reflection system. Those factors detected have a good alliance with the battery SoX,
thus can greatly reflect the battery failure condition. However, the development of
sensors for battery tracking is still not consistent with the goal of massive
processing, low cost, and daily applications. Some problems, such as excessive data
treatments, and the high fragility of some optical fibers (reduced thickness) still
exist. Generally, the optimal result of in situ/operando sensing is to real-time moni-
tor and interpret each shift of wavelength into a concrete chemical reaction, so that
the precise battery SoX estimation of BMS can be achieved and corresponding
actions can be taken place from the external to sustain the continuing operation of
batteries.

Figure 15.
Schematics and spectra of the TFBG used by Huang et al. [2]. A) TFBG inserted in the core of a cylindrical LIB. B)
A gold layer was deposited on the end of TFBG to obtain the reflection probe. C) The temporal voltage,
temperature, and RI of two cells during the first two formation cycles at C/10.
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Comparatively, with other sensing tools or instruments that were also
used to monitor critical parameters in LIBs, such as TCs, RTDs, thermography, and,
strain gauges, the OFS presents several advantages. They can be embedded
in the electrochemical environment of the cells, detecting with elevated
accuracy and simultaneously, in multipoint and multiparameter, which are until now,
completely unknown, such as the internal pressure and RI variations, which
are directly correlated with electrochemical cells events (SEI layer formation).

This advancement in sensing internal and operational batteries using OFS
will allow for the improvement of their performance and safety and will help in
understanding and improving the lifetime and behavior of the next generation of LIBs
to be developed.
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Appendices and nomenclature

BMS Battery management system
DTW Dynamic time warping
FBG Fiber Bragg grating
FPI Fabry-Perot interferometer
FSR Free spectral range
IR Infrared
LIB Lithium-ion battery
OFS Optical fiber sensors
MOF Microstructured optical fiber
MZI Mach-Zehnder interferometer
RI Refractive index
RTD Resistance temperature detector
SEI Solid electrolyte interface
SoC State of charge
SoD State of discharge
SoH State of health
SMR Single-mode fiber
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SPR Surface plasmon resonance
SRI Surrounding refractive index
TC Thermocouple
TFB Tilted fiber Bragg
G UV grating Ultraviolet
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Chapter 3
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Approach for a Li-Ion Battery in
MATLAB Implementation: Case
Study
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Abstract

This research paper will propose an incentive topic to investigate the accuracy of
an adaptive neuro-fuzzy modeling approach of lithium-ion (Li-ion) batteries used in
hybrid electric vehicles and electric vehicles. Based on this adaptive neuro-fuzzy
inference system (ANFIS) modeling approach, we will show its effectiveness and
suitability for modeling the nonlinear dynamics of any process or control system. This
new ANFIS modeling approach improves the original nonlinear battery model and an
alternative linear autoregressive exogenous input (ARX) polynomial model. The
alternative ARX is generated using the least square errors estimation method and is
preferred for its simplicity and faster implementation since it uses typical functions
from the MATLAB system identification toolbox. The ARX and ANFIS models’ effec-
tiveness is proved by many simulations conducted on attractive MATLAB R2021b and
Simulink environments. The simulation results reveal a high model accuracy in bat-
tery state of charge (SOC) and terminal voltage. An accurate battery model has a
crucial impact on building a very precise adaptive extended Kalman filter (AEKF)
SOC estimator. It is considered an appropriate case study of a third-order resistor-
capacitor equivalent circuit model (3RC ECM) SAFT-type 6 Ah 11 V nominal voltage
of Li-ion battery for simulation purposes.

Keywords: battery management system, Li-ion battery model, battery SOC, SOC
UKF estimator, ANFIS model, ARX model, NMSS model, terminal voltage

1. Introduction

The most sustainable strategy to accomplish clean and efficient transport is to
stimulate the automotive hybrid electric vehicles (HEVs)/electric vehicles (EVs)
industry by developing the most advanced battery technologies. There is massive
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competition in the markets for selling batteries with different chemistry, espe-
cially between the most common nickel-metal hydride (Ni-MH), nickel-cadmium
(Ni-Cad) and lithium-ion (Li-ion) batteries. More recently, it seems that the most
promising future and great potential of development for HEVs/EVs automotive
industry worldwide have the Li-ion batteries due to their advantages compared
with other strong competitors on the market. They surpass these competitors by
features such as lightweight, high-energy-density, little memory effect, and rela-
tively low self-discharge, as is mentioned in [1, 2]. Furthermore, after substantial
improvements and research investments, the Li-ion batteries have become safer
and less toxic. The battery state of charge (SOC) represents the available capacity
of the battery cell that changes corresponding to the fluctuations in the input
charging and discharging current profile during a cycle. It is worth mentioning
that the SOC plays a crucial role in keeping the battery safe for various operating
conditions and significantly extending battery life [3, 4]. Moreover, the SOC is an
essential internal battery parameter of great significance constantly monitored by
the battery management system (BMS) [1–6]. In real life, a specialized software
package integrated onboard the vehicle estimates the value of the battery SOC due
to the lack of an accurate measurement sensor integrated into BMS [1–7]. Let us
see why the battery SOC has become a topic of great interest for researchers
working in the field, very dedicated for developing the most suitable estimation
techniques and strategies supported today by an impressive number of research
papers published in the literature. The most used model-based Kalman filter (KF)
can estimate the battery SOC with a high accuracy grade [3–7]. The BMS monitors
the battery system through sensors and state estimation algorithms to detect any
abnormalities during the battery system operation [8, 9]. The performance of the
battery SOC estimators’ model is highly dependent on the battery model accuracy.
If the battery model is accurate, then the different SOC estimation versions will
estimate the battery SOC with the same accuracy. Consequently, the battery
model is essential for implementing the most suitable SOC estimators. It is always
desirable to get a battery model as accurate as the actual battery to reduce the
mismatch between the model and the existing battery. Moreover, the battery SOC
is “a critical factor in guaranteeing that a battery system operates safely and
reliably,” as is mentioned in [10]. Also, “many uncertainties and noises, such as
current, sensor measurement accuracy and bias, temperature effects, calibration
errors or even sensor failure, etc., pose a challenge to the accurate estimation of
SOC in real applications” [10].

Additionally, over time, the effects of battery aging will be more noticeable in
degrading its performance, and the mismatch between the battery model and the
actual battery will also increase. In the “real-life” applications subjected to the plant/
process identification, fixing the possible mismatches between the plant/process and
their corresponding models with repeated effective re-identification procedures is
almost inapplicable and time-consuming, as is revealed in [10–12]. Therefore,
mismatch detection is essential for different plants/processes modeling and identifi-
cation strategies to isolate defective submodules to avoid complete re-identification,
as mentioned in [11].

1.1 State-of-the-art Li-ion battery models and SOC estimators

A suitable identification plant/process strategy is developed in [10–12] that is a
polynomial discrete state-space representation of the plant/process models based on a
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plant/process input-output measurement data set collected in an open loop. The plant/
process input-output measurement data set is used to develop and implement two
attractive statistical models.

The first model is a linear discrete state-space autoregressive exogenous input
(ARX) polynomial representation, beneficial to model a 60 Ah LiFePO4 battery mod-
ule [10]. Based on this model, an extended Kalman filter (EKF) battery SOC estimator
is developed for BMSs. The second model is an auto-regressive moving average with
exogenous input (ARMAX) model developed in [12]. The adaptability of ARX battery
models developed in [10] for designing a robust and accurate EKF SOC estimator is
rigorously assessed in the same reference [10]. Some simulation results indicate that
the proposed EKF SOC battery module estimator based on the ARX model shows a
“great performance” in terms of robustness and SOC accuracy [10]. Additionally, the
proposed EKF battery estimator “increases the model output voltage accuracy,
thereby having the potential to be used in real applications, such as EVs and HEVs”
[10]. Two MIMO ARMAX models are developed in [12] for modeling and identifica-
tion of heating, ventilation, and air-conditioning (HVAC) multi-input multi-output
(MIMO) centrifugal chiller plant. This model is built and implemented in a MATLAB
simulation environment to develop two accurate MIMO proportional integral-plus
(PIP) control strategies in a closed loop for temperature control and refrigerant liquid
control level. For comparison purposes in [11], ARX and ARMAX polynomial
discrete-time plant representations are built as decorrelation models for detecting
model-plant mismatch for a column distillation integrated into a model predictive
control (MPC) strategy. Detailed simulations in [11] show that the ARMAX models
provide:

• Higher accuracy

• Less computational complexity

• Less processing power is required with less model order than ARX.

Moreover, in [12], ARMAX models are developed for an MIMO HVAC centrif-
ugal chiller open-loop control system using the identification techniques presented
in MATLAB Identification Toolbox [13]. Also, for the same HVAC plant, an MIMO
ARMAX open-loop polynomial model helps implement an interesting closed-loop
proportional integral-plus (PIP) control strategy of chiller plant temperature and
liquid-level refrigerant. Both ARX and ARMAX models are helpful in [12] for
implementing an extended MIMO PIP control strategy as a new modeling approach
in a non-minimal discrete-time state-space system representation (NMSS). The
MATLAB simulation results show a superior accuracy of the MIMO NMSS centrif-
ugal chiller model compared with the ARMAX models. Therefore, the MIMO PIP
closed-loop control strategy based on the MIMO NMMS models performs better
than those built on the MIMO ARMAX models of the MIMO chiller plant, as is
proved in [12, 13].

Taking advantage of the considerable advances in modeling, identification, and
control systems developed in the field of literature, thanks to the latest achievements
in artificial intelligence, statistics and machine learning, deep learning, signal process
analysis, our research objectives diversify with new approaches. The most recent
results in modeling and identification for various industrial applications reported in
the literature field motivate us to investigate attractive new modeling approaches.
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Then remains to adapt these approaches to our research topic of developing new
Li-ion battery models. Furthermore, the proposed Li-ion battery SOC estimator for a
Rint SAFT model of 6 Ah and 11 V nominal voltage in the selected case study is
expected to perform much better in terms of accuracy and robustness of the battery
SOC estimates for different operating conditions [7]. For simulation and comparison
results purposes, as a case study of Li-ion battery, a third-order resistor-capacitor
(RC) equivalent circuit model (ECM) (in abbreviated notation 3RC ECM) is consid-
ered. It combines three parallel polarization circuits R-C connected in series with the
battery’s internal resistance (Rint) and voltage source, i.e., as a similar 3RC ECM
battery model developed in [7]. The model selection is suggested due to its simplicity
and ability to describe the static and dynamic behavior of the Li-ion battery
accurately.

Since the proposed Li-ion battery’s open-circuit voltage (OCV) has highly
nonlinear dependence on the battery SOC, as an alternative block model developed in
[7], it is an adaptive neuro-fuzzy inference system (ANFIS) model. It is a hybrid
neuro-fuzzy technique that brings the learning capabilities of neural networks to
fuzzy inference systems. The learning algorithm tunes the membership functions of a
Sugeno-type fuzzy inference system using the training input/output data [14]. More
precisely, the learning algorithm teaches the ANFIS to map the input (current driving
cycle profile) to the Li-ion battery SOC and terminal voltage through training. At the
end of the training, the trained ANFIS network would have learned the input-output
map and be ready to be deployed into the Kalman filter SOC estimator solution. The
architecture, design, and implementation of the proposed ANFIS battery model are
developed in an attractive MATLAB R2021b simulation environment [14–16]. This
new battery model adjusts the design techniques and guidelines inspired from [14–33]
to the selected model adopted in the case study from [7]. The accuracy of the ANFIS
battery model has a significant impact on the SOC Li-ion battery Kalman Filter
estimator accuracy performance built on this model. Its effectiveness is proved
through extensive simulations and comparisons conducted on the same MATLAB
platform. In this research, our motivation for using adaptive neuro-fuzzy training of
Sugano-type fuzzy inference system (ANFIS) modeling comes from the preliminary
results obtained for similar investigations on the impact of nonlinearities and uncer-
tainties actuators [18]. The ANFIS modeling is well documented in the most recent
MATLAB release versions that use the fuzzy logic toolbox and fuzzy inference tuning
procedure [14–16]. Handy tutorials of using ANFIS modeling architectures are
presented in [14–17]. For MATLAB implementation and simulation intent, as well as
“proof concept” in this research, the accuracy of the Li-ion battery ANFIS model is
tested for a battery urban dynamometer driving schedule (UDDS) input current
profile.

In the proposed case study, for both ARX and ANFIS models an adaptive EKF
(AEKF) SOC estimator is adopted attached to Li-ion battery used for creating fault
detection and isolation (FDI) control strategies in [12], preferred for its simplicity,
SOC accuracy, real-time implementation capability, and robustness. Its robustness is
tested for four different scenarios, such as to changes in SOC initial values (guess
values), ranging 70–40%, 20, 90, and 100%, to federal test procedure for 75 F
(FTP-75) degree Fahrenheit driving cycle profile test, changes in measurement-level
noise (from 0.001 to 0.01), to changes in the battery capacity value from 6 Ah to
4.8 Ah due to aging effects, and changes in internal resistance due to temperature
effects, and also for simultaneous changes [7, 29]. Based on a rigorous performance
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analysis of SOC residual error compared with the similar results reported in the
literature with a typically 2% error, in some situations, the AEKF estimator SOC
residual error reached values smaller than 1%, such as shown in [29]. Since of the
lack of data in the literature field for similar situations developed in our research
for Li-ion battery, it is not easy to make a state-of-the-art analysis of the results
reported in the literature related to Li-ion battery SAFT 6 Ah and 11 V nominal
voltage AEKF SOC estimators based on ANFIS models analysis. The overall ANFIS
battery model consists of two ANFIS models, the first one attached to the battery
Rint-3RC active part and the second to OCV(SOC) nonlinear block. The SOC and
terminal voltages accuracy of the overall battery ANFIS model and AEKF SOC
estimators, as well as their robustness to changes in the initial values of the battery
SOC from 70 to 40%, are proved in this research paper based on extensive simula-
tions conducted on MATLAB R2021b platform.

1.2 Statistical criteria for evaluating the performance of Li-ion battery – SOC and
terminal voltage

Based on MATLAB simulation results useful information on SOC and battery
terminal voltage accuracy can be extracted based on SOC and terminal voltage resid-
uals and based on four statistic criteria values shown in eight tables, defined in
[29, 30], and grouped as:

• Root mean squared error (RMSE)

• Mean squared error (MSE)

• Mean absolute error (MAE)

• Mean average percentage error (MAPE)

For each Li-ion battery model developed in this research, the SOC and terminal
voltage performance are evaluated by simulations conducted on MATLAB Simulink
platform. The information extracted from these simulations is beneficial for a rigorous
comparison of performance, so that the reader has a better perspective on the model-
ing, design, and implementation of the battery. From a variety of battery models, the
reader has the ability to decide which model and estimator are best for a particular
application.

1.3 Manuscript structure, objectives, and performed results

The paper is organized as follows: Section 2 gives a brief description of Rint Li-ion
SAFT 6 Ah 11 V nominal voltage and battery selection for the case study, model
option, and its validation using the National Renewable Energy Laboratory (NREL)
ADVANCED SIMULATOR (ADVISOR) 2003 for HEVs and EVs design. An equiva-
lent electric circuit model (ECM) for the Li-ion battery SAFT Rint model is preferred
due to its simplicity and ability to capture all the battery dynamics such that its SOC
and the predicted terminal cell voltage are of high accuracy. The dynamics battery
part ARX and ANFIS models, the ANFIS battery OCV(SOC) model, their order
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selection, parameters identification and model implementation, ANFIS models’
generation and performance, and the MATLAB simulation results are shown and
discussed in Sections 2 and 3, respectively. For the ARX model and hybrid combina-
tions of the ARX model and ANFIS model of OCV(SOC) nonlinear block, an overall
ANFIS battery model consisting of ANFIS dynamic battery part model and ANFIS
OCV(SOC) nonlinear battery block models are considered. A rigorous analysis of
AEKF SOC estimator adaptability for all these models is evaluated based on simulation
results conducted on MATLAB R2021b and Simulink environments that provide
valuable information on SOC and battery terminal voltage accuracy and robustness
performance. Also, a comparison of the evaluation of the results is made based on the
SOC and battery voltage residuals and statistics criteria values summarized in almost
eight tables in the last subsection 2.1.3 of Section 2 and all Section 3. Section 4 is
dedicated to Conclusions supporting all the previous MATLAB results. In summary, in
this research paper an impressive number of investigations are done on the accuracy
and adaptability of six alternative Li-ion batteries models to the original NREL Li-ion
Rint SAFT-type 6 Ah 11 V rated voltage battery model. The main reason of this
selection is that the Li-ion batteries are very common in a wide variety of HEVs/EVs
applications in the automotive industry, Also, it is a beneficial option to be used as a
baseline model of Li-ion battery for performance comparison and validation of alter-
native models, among them the linear, simple, and accurate 3RC ECM Li-ion battery
model developed in this research work. This alternative model is designed by using
one of the most used designing tools very spread in the automotive industry, created
by NREL, known as ADVANCED SIMULATOR (ADVISOR) with the final launch in
2003 for HEVs/EVs design. The Li-ion battery model 3RC ECM model is selected for
simulation purpose and “proof” concept for developing new alternative battery
models. Five alternative models that derivate from 3RC ECM Li-ion battery model are
developed in this research work: (a) ARX-ECM that models the dynamic part of the
battery represented by the Rint-3RC circuit using an equivalent ARX model; (b)
ANFIS-ECM replacing the Rint-3RC circuit with an ANFIS model; (c) ARX-ANFIS
hybrid structure that is a combination of ARX model for Rint-3RC dynamic part and
an ANFIS model of the nonlinear static block OCV (SOC); (d) Rint-3RC -ANFIS
model that keeps the dynamic part of the battery combined with the ANFIS model of
OCV(SOC) static block; (e) full ANFIS model structure derived from ARX-ANFIS,
which replaces the ARXmodel with an ANFIS model. The MATLAB simulation results
for each model provide a large database stored in 10 useful tables for a rigorous
analysis of the performance of the Li-ion battery in terms of SOC accuracy and
terminal voltage, as well as the robustness of the AEKF algorithm for estimating the
SOC of the selected battery.

2. Li-ion battery selection, modeling, MATLAB implementation, and
ADVISOR simulator experimental test setup validation

2.1 Li-ion battery model selection, description, and validation: case study

In this section, we focus our attention on the Li-ion battery selection for the case
study, its description, and developing the most suitable battery model of high
accuracy. The selected model is validated through an impressive number of simula-
tions conducted on the MATLAB R2021b platform. Then will compare the MATLAB
simulations result to an experimental test performed in a similar MATLAB
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environment integrated with a specialized simulator ADVISOR for batteries design
of different chemistry, which is very spread in the automotive industry. National
Renewable Energy Laboratory (NREL) developed this simulator in 1983 and
improved its performance until the last release in 2003-00-r0116. A 6 Ah nominal
capacity and 11 V nominal voltage SAFT Li-ion battery integrated into the hybrid
electric vehicle (HEV) BMS structure, namely a Japanese Toyota Prius, one of the
most spread commercial hybrid electric cars on the automotive industry market. It is
equipped with an MC-AC75 motor of 75 kW and a powertrain control version,
TX-5SPD manual transmission with five speeds and frontal wheel drive, as shown in
Figure 1. In this figure on the right side, the reader can see the type of vehicle in
the database of the ADVISOR simulator considered one of its primary inputs;
also, at the bottom side is shown the open-circuit voltage (OCV) graph of the
proposed SAFT Li-ion battery as the most suitable for the HEV car selected in the
case study.

Figure 2 shows the Simulink diagram of the Toyota Prius HEV car configuration.
In Figure 3, you can see the graphical user interface that selects the urban dynamom-
eter driving schedule (UDDS) of cycle speed profile for a driving test, the initial
temperature, state of charge (SOC), and the ambiental conditions.

In Figure 4, the MATLAB simulations results are displayed. Among these results
two of the variables of interest can be emphasized, such as the UDDS driving cycle
input current profile (ess_current) and the battery SOC evolution (ess _soc_hist).

The UDDS driving cycle of the current profile shown in Figure 5 is the equivalent
of the UDDS driving cycle speed profile shown in the graph in Figure 3. It represents

Figure 1.
The ADVISOR 3.2 simulator -input interface set up.

71

Investigations of Using an Intelligent ANFIS Modeling Approach for a Li-Ion Battery…
DOI: http://dx.doi.org/10.5772/intechopen.105529



the evolution of the input battery current during a repeated sequence of charging and
discharging the battery for different periods.

More precisely, the ADVISOR 3.2 Simulator provides an extensive Database of
different types of HEV cars, driving cycles speed tests, and input currents profiles for
battery charging and discharging cycles.

2.1.1 Li-ion battery electrical equivalent circuit model

For simulation purposes and “proof concept,” a starting point for developing new
Li-ion battery alternative models might be a linear electrical circuit consisting of one

Figure 2.
Block diagram of HEV powertrain configuration.

Figure 3.
Graphical user interface with the ADVISOR simulator parameters.
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of the combinations of an open-circuit voltage (OCV) controlled source, known in the
literature as Thevenin voltage source, connected in series with the internal resistance
(Rint) of the battery, followed by one, two, or three parallel resistive and capacitive
polarization cells (RC). These combinations lead to a simple electrical equivalent
circuit models (ECMs) very spread in the literature field as is shown in Figure 6 [7].
Until now, the ECMs proved that they are of the high simplicity and are the most
suitable models to capture the battery’s dynamic electrochemical behavior and
increase the model’s accuracy. Since in Figure 6, the ECM has three parallel RC bias

Figure 4.
MATLAB input-output simulation results.

Figure 5.
The input UDDS driving cycle current profile (battery charging and discharging periods).
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polarization cells, it is known in the literature field as a three-order RC (3RC) ECM
Li-ion battery model. The ECM schematic is built using the Multisim 14.1 software
package provided by the well-known National Instruments (NI) company. The first
R1pC1p polarization parallel cell captures the fast transient of the battery compared
with the last two RC cells that capture only the slow steady state with a great impact in
the increase of the battery model accuracy [7]. Since most HEV/EV technologies are
very dependent on batteries nowadays, it is crucial for developing and implementing
accurate Li-ion battery models. These models must suit better the BMS requirements
to be easily deployed on-board power simulators and electronic on-board power
systems. Moreover, the 3RC ECM accuracy performance is a baseline for all other
alternative battery models developed in this research paper for comparison purposes.
For MATLAB simulation’s goal, a similar setup for the 3RC ECM Li-ion battery model
parameters used in [7], shown in Table 1 or directly on the electrical schematics from
Figure 6, is considered to prove the effectiveness and the robustness of an adaptive
extended Kalman filter SOC estimation strategy, similar to those used in [9] for a
generic Li-ion cobalt battery and adapted to the 3RC ECM model, presented in
Appendix A. This setup is achieved from a generic ECM by changing only the values
of the model parameters in state-space equations.

2.1.2 Li-ion battery 3RC ECM validation

The Li-ion battery 3RC ECM model parameters and the OCV nonlinear model
coefficients are given in Tables 1 and 2. The OCV shown in Figure 7 is a nonlinear
function of SOC that combines three additional well-known models, namely Shep-
herd, Unnewehr universal and Nernst (SUN-OCV) models, defined in [3, 5, 7, 9] with
the coefficients set at same values as in [3, 7, 9].

According to the values of the parameters and coefficients set in the Table 1 the
Li-ion battery model dynamics is described by the following discrete-time Eqs. [7]:

x1 kþ 1ð Þ ¼ a11x1 kð Þ þ b1u kð Þ ¼ V1 kð Þ (1)

x2 kþ 1ð Þ ¼ a22x2 kð Þ þ b2u kð Þ ¼ V2 kð Þ (2)

x3 kþ 1ð Þ ¼ a33x3 kð Þ þ b3u kð Þ ¼ V3 kð Þ (3)

Figure 6.
Electrical schematic of third-order 3RC ECM battery selection (see [7]).
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x4 kþ 1ð Þ ¼ x4 kð Þ þ ηTsu kð Þ
Cnom

, x4 kð Þ ¼ SOC kð Þ ¼ SOC kTsð Þ (4)

OCV kð Þ ¼ k0 � k2x4 kð Þ � k1
x4 kð Þ þ k ln x4 kð Þð Þ þ k ln 1� x4 kð Þð Þ (5)

y kð Þ ¼ OCV kð Þ � Rinu kð Þ ¼ Vbat kð Þ, u kð Þ ¼ Ibat kð Þ (6)

where Ts ¼ 1 s½ � is the sampling time, and the values of the equations’ coefficients
(1)–(6) are given by a11 ¼ 1� Ts

T1
, a22 ¼ 1� Ts

T2
, a33 ¼ 1� Ts

T3
, a44 ¼ 1, b1 ¼ Ts

Cp1
, b2 ¼ Ts

Cp2
,

b3 ¼ Ts
Cp3

, and b4 ¼ � ηTs
3600Qnom

: In the expression of the coefficient b4, η is the Coulombic

efficiency, and Qnom represents the nominal capacity of the battery, set to the following
values: η = 0.85, and Qnom = 6Ah. Also, the time constants of the polarization cells T1,T2,
and T3 are given by: T1 ¼ Rp1Cp1,T2 ¼ Rp2Cp2, and T3 ¼ Rp3Cp3:

Item Parameters/Coefficients Symbol Value Unit Measure

1 Li-ion battery ECM parameters

1.1 Internal ohmic resistance Rint+ 13.333 mΩ (milliohm)

1.2 First cell polarization resistance Rp1 0.65 mΩ

1.3 Second cell polarization resistance Rp2 1.06 mΩ

1.4 Third cell polarization resistance Rp3 0.2 mΩ

1.5 First cell polarization capacitance Cp1 5847.08 F (Farad)

1.6 Second cell polarization capacitance Cp2 47719.07 F

1.7 Third cell polarization capacitance Cp3 8.99e9 F

2 Li-ion battery OCV coefficients

2.1 k0 11.38

2.2 k1 3.86e-5

2.3 k2 0.24

2.4 k3 0.22

2.5 k4 0.04

Table 1.
The 3RC ECM parameters and OCV coefficients [3, 7, 9].

Criteria indices Acronyms Values

ARX-ECM ANFIS combined model

IC1 RMSE 8% 2.2%

IC2 MSE 0.64% 0.051%

IC3 MAE 4.17% 1.1%

IC4 MAPE 8.12% 1.73%

Table 2.
Performance of the Li-ion AEKF SOC ARX model compared with AEKF SOC estimator ANFIS model for UDDS
driving cycle test [7].
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A Simulink model based on these previous equations is shown in Figure 8a,
compact in compact form, and in Figure 8b, for a detailed form.

The MATLAB simulation results are shown in Figure 9. In Figure 9a and b are
depicted the SOC of the battery 3RC model versus SOC estimated by the ADVISOR
simulator. In Figure 9c and d are presented the OCV = f(SOC) curve and the battery
SOC for a complete UDDS discharge cycle respectively. In Figure 9e is shown only the
terminal voltage for a single UDDS cycle. The SOC residual represented in Figure 9b
reveals a good SOC accuracy performance of the 3RC EMC battery model with respect
to the estimated battery SOC on the ADVISOR simulator integrated with the
MATLAB platform. This excellent result is a realistic argument that validates
certainly the proposed 3RC ECM Li-ion battery attached to the generic Rint model of
SAFT-type battery.

2.1.3 Li-ion battery 3RC ECM SOC estimation using an adaptive extended Kalman
filter (AEKF)

The main goal of this section is to estimate the battery SOC and analyze the AEKF
SOC estimator accuracy compared with the actual value of the battery model validated
in the previous section. It is essential to prove that an accurate battery model in terms
of SOC and terminal voltage is vital for building the most accurate SOC estimator. To
accomplish this goal, an adaptive extended Kalman filter (AEKF) SOC estimator is
adopted in this research, encouraged by the preliminary results obtained in [9, 29] by
using the same AEKF estimator for a similar application. The SOC estimator imple-
mentation is performed on the MATLAB R2018b platform, and the simulation results
are depicted in Figure 10. Also, in Figure 10a is shown the SOC AEKF estimator
accuracy and its robustness to changes in the SOC initial value from SOCini = 0.7 to
SOCini = 0.4, compared with the 3RC ECM model values. In Figure 10b, the battery
model terminal voltage is compared with the AEKF estimate of the terminal voltage.
Both Figure 10a and b reveal that the SOC AEKF estimator performs well with high
SOC accuracy, evaluated also based on their errors shown in Figure 10c and d.

Figure 7.
Battery terminal Rint-3RC ECM voltage versus ARX – ECM for the dynamic part of the battery.

76

Smart Mobility - Recent Advances, New Perspectives and Applications



2.1.4 The ARX model of the Rint-3RC ECM circuit dynamics (ARX-ECM)

An alternative to the battery model is a linear polynomial model in discrete-time
state-space representation, namely an autoregressive with exogenous terms (ARX)
model, which captures the dynamics impact on the series circuit Rint (internal battery
resistance) and all three RC polarization cells. The linear discrete-time polynomial
model ARX is one of the simplest models that incorporate the stimulus input signal to
capture some stochastic dynamics as part of the 3RC ECM dynamics. Since the
OCV = f(SOC) curve is of high nonlinearity, an ANFIS model is also assessed. A
hybrid battery model structure ARX Rint-3RC ECM – ANFIS OCV(SOC) model will
be developed as a challenge in this valuable research for the reader to have a good

Figure 8.
(a) The Simulink model of the 3RC ECM Li-ion battery in compact form; (b) the detailed Simulink model of the
3RC ECM Li-ion battery.
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insight on OCV(SOC) impact on battery SOC accuracy. Finally, a combined ARX
Rint-3RC ECM – ANFIS OCV(SOC) model structure is investigated. The Simulink
diagram with all these alternative modeling techniques is shown in Figure 8. To build
a single-input single-output (SISO) ARX model, the system identification MATLAB
toolbox and Simulink are the most precious tools [13]. Also, for good documentation,

Figure 9.
(a) Li-ion battery 3RC ECM model SOC versus battery ADVISOR simulator estimated; (b) SOC residual error;
(c) OCV = f(SOC) curve for 5 hours full discharge of the battery to a UDDS driving multi-cycles; (d) SOC for a
full battery discharge SOC; (e) SOC for a single UDDS driving cycle discharging input profile (1370 seconds).
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a piece of valuable information about ARX models is provided in the references
[10–13, 31]. MATLAB’s arx command is helpful to generate and estimate the models’
parameters from the input-output data sets. This MATLAB command is a routine
based on a prediction-error least-squares method and specified polynomial orders to
estimate the parameters of ARX polynomial discrete-time models. The model proper-
ties include covariances (parameter uncertainties) and goodness of fit between the
estimated and measured data. Fundamental work on systems identification is done in
[31]. The MATLAB implementation and simulations of SISO polynomial ARX models
can be performed on any recent MATLAB platforms available online at www.math
works.com/help/ident/ref/arx.html [13]. A “trial and error” procedure is considered
to select the most suitable ARX model order. This procedure is repetitive until the best
match of the data set is found, provided by the following status indicators:

• Fit to data estimation (prediction focus)

• Final prediction error (FPE)

• Mean square error (MSE),

as recorded output data of ARX model. The ARX model can be represented in the
discrete state-space by the following polynomial with constant coefficients:

Figure 10.
(a) SOC voltage; (b) battery terminal voltage versus AEKF estimated. (c) Terminal voltage residual error; (d)
SOC residual error.
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A qð Þyd tð Þ ¼ B qð Þu tð Þ þ e tð Þ (7)

where yd tð Þ is the output dynamics part of the series circuit Rint-3RC, given by

yd tð Þ ¼ Rintu tð Þ þ V1 tð Þ þ V2 tð Þ þ V3 tð Þ ¼ vd tð Þ (8)

where the voltages V1 tð Þ,V2 tð Þ, and ,V3 tð Þ are given in Eq. (1), Eq. (2), and
respectively Eq. (3). The Rint-3RC circuit input u tð Þ denotes the battery charging and
discharging current input (e.g., UDDS driving cycle input current profile). The linear
discrete time polynomials A qð Þ and B qð Þ in Eq. (7) have the degrees na (poles),
respectively nb(zeroes) and are described as,

A q�1� � ¼ 1þ a1q�1 þ … þ anaq
�na (9)

B q�1� � ¼ b1q�1�nk þ … þ bnbq
�nb�nkþ1 ¼ q�nk b1q�1 þ … þ bnbq

�nbþ1� �
(10)

where nk designates an integer number of samples as a track record of pure
transport signal flow delay between the system input-output measurement sensors.
Also, u tð Þ and yd tð Þ in Eq. (7) denote the Rint-3RC ECM input, respectively, its output
at the discrete instant t ¼ kTs, kϵZþ, q is a forward shift operator, i.e., q u tð Þð Þ ¼
u tþ 1ð Þ, q yd tð Þ� � ¼ yd tþ 1ð Þ, and q�1 is backward shift operator, i.e., q�1 u tð Þð Þ ¼
u t� 1ð Þ, q�1 yd tð Þ� � ¼ yd t� 1ð Þ. Ts represents the sampling period, and e tð Þ term
denotes the white noise disturbance value at the discrete instant t. The values of na
and nb that signify the degrees of the polynomials A qð Þ and B qð Þ, respectively, are set
to the arguments in the syntax of the specific MATLAB arx command from Control
Systems Identification MATLAB Toolbox. To use MATLAB Simulink to build the 3RC
ECM battery model based on ARX model of the Rint-3RC electrical circuit dynamic
part, a transfer function representation of the linear discrete-time polynomial ARX
model is required. Some of MATLAB simulations results obtained after the use for
ARX Rint-3RC ECM model implementation of the identification systems toolbox arx
command are shown below. Discrete-time ARX (2,2,1) (i.e., ARX (na ¼ 2, nb ¼ 2,
nk ¼ 1) model [10, 12, 13]:

A zð Þyd tð Þ ¼ B zð Þu tð Þ þ e tð Þ (11)

A zð Þ ¼ 1� 1:121z�1 þ 0:2837z�2, a1 ¼ �1:121, a2 ¼ 0:2837 (12)

B zð Þ ¼ 0:006972z�1 � 0:005292�2, b1 ¼ 0:006972, b2 ¼ �0:005292 (13)

Sample time: 1 seconds, Parameterization: polynomial orders: na ¼ 2, nb ¼ 2, nk ¼
1, Number of free coefficients: 4, Status: Estimated using ARX on time-domain data,
Fit to estimation data: 33.89% (simulation focus), FPE: 0.007562, MSE: 0.004557.

Remark: Since the roots of the characteristic equation A z�1ð Þ ¼ 0 are equal to
0<z1= 0.735 < 1, <0 and z2 = 0.385 < 1, then the dynamic part of the 3RC ECM

model is stable. The Simulink model of the ARX Rint-3RC ECM dynamic model part is
integrated into the overall Simulink diagram shown in Figure 8, and the MATLAB
simulation results for the new Li-ion battery SAFT accurate model implementation are
presented in Figure 11 for the ARX model of Rint-3RC ECM dynamic part voltage
versus the voltage measurement values. In Figure 7, the result of simulations is related
to battery terminal voltage based on the original 3RC ECM model versus battery
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terminal voltage in the integrated structure with ARX Rint-3RC ECM, the dynamic
part model. For a good visualization of battery accuracy performance, the residual
voltage between two previous voltages is depicted in Figure 12.

According to Eq. (4) and Eq. (6), an overall discrete-state space representation for
the integrated ARX model structure of 3RC ECM SAFT Li-ion battery model can be
written as follows:

soc kþ 1ð Þ ¼ soc kð Þ � ηTsu kð Þ
Cnom

, soc 0ð Þ ¼ SOCini (14)

y kð Þ ¼ �Vd kð Þ þ VOCV kð Þ ¼ �ARX u kð Þð Þ þ OCV soc kð Þð Þ (15)

where yd kð Þ ¼ Vd kð Þ represents the output voltage of the dynamic part Rint-3RC
ECM, and u kð Þ ¼ i kð Þ the input current profile of the battery. Also, a detailed discrete-
time state-space representation has the following form:

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ w kð Þ (16)

y kð Þ ¼ Cx kð Þ þ v kð Þ (17)

Figure 11.
The ARX – ECM model of 3RC ECM dynamic part voltage- MATLAB simulation result for validation.

Figure 12.
Battery terminal voltage residual error.
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where

A ¼
1 0 0

0 a1 a2
0 0:5 0

2
64

3
75, B ¼

� ηTs

Cnom

b1
0

2
664

3
775, C ¼ OCV soc kð Þð Þ

soc kð Þ c1 c2

� �
, (18)

x kð Þ ¼
soc kð Þ
x1 kð Þ
x2 kð Þ

2
64

3
75, u kð Þ ¼ i kð Þ and represent the battery state vector and input

current driving cycle profile, respectively. The components x1 kð Þ and x2 kð Þ of the state
vector describe the Rint-3RC ECM dynamics part of all three parallel polarization cells,
and y kð Þ is the predicted battery terminal voltage. The new model parameters have the
following values: a1 ¼ 1:121, a2 ¼ �0:5674, c1 ¼ 0:058578, and c2 ¼ �0:08467. The
advantage of the new discrete-time state-space representation compared with 3RC ECM
battery original model is its third-order simplified structure. This structure is used to
estimate the battery SOC using an AEKF SOC state estimator and then to compare its

Figure 13.
(a) The battery SOC true values versus SOC AEKF estimated values and SOC ADVISOR estimate for
SOCini = 40%.; (b) AEKF battery terminal voltage versus battery ARX ECM and 3RC ECM models terminal
voltages; (c) SOC battery residual between ARX model SOC and AEKF SOC estimator; (d) terminal voltage error
between ARX model and AEKF estimator.
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accuracy performance with 3RC ECM Li-ion battery original model. For comparison
purposes, the MATLAB simulation results of AEKF SOC estimator based on ARX
battery model are shown in Figure 13. To also highlight the robustness of the AEKF
SOC estimator to the changes in the initial value of battery SOC, in Figure 13a is
depicted the battery SOC true values versus SOC AEKF estimated values and SOC
ADVISOR estimate for an SOCini = 40%. The simulation results reveal an excellent
robustness and SOC accuracy of the adopted AEKF SOC estimator. Moreover, the
simulation results are shown in Figure 13b–d that highlight the accuracy of battery
terminal voltage of ARX ECM model compared with 3RC ECM and AEKF SOC estima-
tor based on ARX model, as well as both residuals SOC and battery terminal voltage.

3. ANFIS Li-ion battery model design for dynamic part Rint-3RC ECM
and OCV(SOC) nonlinear block

As an alternative to 3RC ECM and ARX battery models, the ANFIS modeling
techniques are based on specific MATLAB commands provided by fuzzy logic
toolbox and based on fuzzy inference tuning procedures [14–16]. The Sugeno-type
inference system FIS is tuned based on an input-output training data set collected
in open-loop from 3RC ECM Li-ion battery model. From our most recent
preliminary results in the Li-ion battery field, modeling and SOC estimators
disseminated in [12, 25, 26], an interesting state-of-the-art analysis of similar SOC
AEKF estimators performance reported in the literature is done in terms of statistical
performance criteria values, such as root mean square error (RMSE), mean square
error (MSE), mean absolute error (MAE), standard deviation (std), mean
fundamental percentage error (MAPE), and R2 (R-squared). Among three SOC
Li-ion battery estimators, the AEKF, adaptive unscented Kalman filter (AUKF), and
particle filter (PF) SOC estimators, the AEKF proved that is the most suitable for
HEVs applications [29].

3.1 Detailed ANFIS Li-ion battery model design steps

3.1.1 ECM hybrid and combined Li-ion battery models structures: Training phase and
battery terminal voltage accuracy

A specific MATLAB function anfis(trainingData) that has as argument the
TrainingData generates a single-output Sugeno fuzzy inference system (FIS) and
tunes the system parameters using the specified input-output training data. The FIS
object is automatically generated using the grid partitioning method. The training
algorithm uses a combination of the least-squares and back propagation gradient
descent methods to model the training data. Also, the same MATLAB function could
have a second argument called options with the syntax anfis (trainingData, options)
and tunes an FIS using the specified trainingData and options. Using this syntax, the
user can select an initial FIS object to tune, validate the data to prevent overfitting to
training data, the training algorithm options, and display training progress informa-
tion. In the last two decades, an impressive amount of research was done by
researchers, developers, and implementers in the artificial intelligence field to
develop a robust theoretical background on neural network architectures, fuzzy
logic design, and ANFIS modeling approach, as well as to create the most suitable
algorithms and techniques to be implemented in an extensive palette of applications
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[14, 18]. The following summarizes some of the key lines of MATLAB code that are
much easier for MATLAB readers and users to understand a quick implementation
of the online generation of the ANFIS model based exclusively on the input-output
measurement data set suggested in [14]. The MATLAB implementation steps
required to generate an ANFIS plant/process model, the actions that guide the
reader/implementer are:

Step 1: Set up the driving cycle profile for Li-ion battery as input u, and the battery
SOC (y1) and terminal voltage (y2) as battery outputs; The Li-ion battery input–
output measurements data set will be collected from a 3RC ECM original battery
model given by Eq. (1)–Eq. (7) from previous section through several extensive
simulations conducted on MATLAB platform.

Step 2: Generate the ANFIS model grid partition method–based options using the
specific MATLAB function:

options = genfisOptions(‘GridPartition’)
options. NumMembershipFunctions = 5 or greater than this
Step 3: Construct the FIS input attached to the battery SOC and terminal voltage
in_fis1 = genfis (u, y1, options)
in_fis2 = genfis (u, y2, options)
Step 3: Select for training the ANFIS model options
options = anfisOptions.
options. InitialFIS1 = in_fis1
options. InitialFIS2 = in_fis2
options. EpochNumber = 20 or greater to get a reasonable accuracy
Step 4: Construct the FIS output attached to the battery SOC and terminal voltage
out_fis1 = anfis ([u y1], options)
out_fis2 = anfis ([u y2], options)
Step 5: Plot the input-output measurements data set versus input-output of both

ANFIS models
plot (u, y1, u, evalfis (u, out_fis1))
plot (u, y2, u, evalfis (u, out_fis2))
legend (‘trainingData’,‘ANFIS Output’).
The previous steps must be adapted to generate both ANFIS models of the Rint-

3RC ECM dynamic part and the OCV(SOC) nonlinear function. The MATLAB
simulation results are depicted in Figure. Figure 14a presents the ANFIS Rint-3RC
ECM dynamic part model output and voltage training data set measurements, and
Figure 14b shows only the ANFIS model output. The impact on battery terminal
voltage accuracy using the ANFIS -ECM model compared with ARX -ECM
developed in the last Section 2.1.4 is shown in Figure 14c. The accuracy of
ANFIS -ECM model is revealed in Figure 14d, which presents the battery terminal
voltage residual.

Also, for building some interesting Li-ion SAFT battery structures, an ANFIS
model is developed for OCV(SOC) nonlinear function block in Figure 15a for training
data phase, and in Figure 15b for OCV(SOC) ANFIS output model. Both ANFIS
models are based on a repeated UDDS driving cycles input current profile for almost
5 hours to assure a large interval of input-output data set measurements for SOC,
OCV, and battery dynamic part voltage. The impact of OCV(SOC) ANFIS block on
battery terminal voltage accuracy based on 3RC ECM is revealed in Figure 15c and d.
In Figure 15c it is very difficult to distinguish between ECM battery terminal voltage
graph and the second one ECM Li-ion battery terminal voltage that integrates the
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OCV(SOC) block ANFIS model due to the high ANFIS OCV(SOC) model block
accuracy. The reader can have a better insight on the battery terminal voltage accu-
racy in Figure 15d that reveals a very small battery terminal voltage residual error
compared with the ARX ECM dynamic part battery model terminal voltage shown in
previous Figure 14d.

Let us discuss why the ANFIS battery integrated model is the most suitable to build
hybrid integrated battery Li-ion structures in terms of high accuracy.

An exciting hybrid battery Li-ion structure can incorporate into the ARX ECM
dynamic part model and an ANFIS OCV(SOC) nonlinear block model. The
MATLAB simulations result of the Li-ion battery hybrid structure is presented in
Figure 16a and b.

A rigorous analysis of MATLAB simulation results from Figure 15c and d shows a
high battery terminal voltage accuracy compared with the battery hybrid structure, as
can be seen in Figure 16a and b.

The last combined battery structure consists of two ANFIS models, the first one for
Rint-3RC ECM active battery part and the second one that replaces the Li-ion SAFT
ECM SUN OCV(SOC) nonlinear block with an ANFIS model block. The MATLAB
simulation results are depicted in the Figure 17a and b.

Figure 14.
(a) ANFIS ECM dynamic part model output and voltage training data set measurements; (b) Rint-3RC ECM
dynamic part ANFIS model yd. circuit output; (c) terminal battery voltage Vbat with Rint-3RC ECM dynamic
part ANFIS model (ANFIS-ECM); (d) terminal voltage residual error.
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The voltage accuracy performance revealed by simulation results from Figure 17a
and b seems to be better than the previous hybrid ARX and ANFIS battery structure.
Still, it is slightly inferior compared with the design that integrates only the ANFIS
model for SOC(OCV) nonlinear battery block.

Figure 15.
(a) OCV = f(SOC) ANFIS model versus OCV measurements; (b) OCV = f(SOC) ANFIS model; (d) ECM Li-ion
SAFT battery terminal voltage versus ECM-OCV(SOC) ANFIS model (Rint-3RC -ANFIS) terminal battery
voltage; (e) ECM Li-ion SAFT battery terminal voltage residual error versus ECM-OCV(SOC) ANFIS model
(Rint-3RC – ANFIS) integrated structure.

Figure 16.
(a). ECM Li-ion SAFT hybrid structure – ARX Rint-3RC dynamic part and ANFIS OCV (SOC) nonlinear block
model (ARX-ANFIS; (b) Li-ion SAFT battery terminal residual voltage error for hybrid structure.

86

Smart Mobility - Recent Advances, New Perspectives and Applications



3.1.2 AEKF SOC estimator for ANFIS 3RC ECM SAFT Li-ion battery model: accuracy
performance

For simplification purpose and SOC and battery terminal voltage accuracy, as
alternative Li-ion 3RC ECM structure required to implement the AEKF SOC
estimator on a MATLAB R2021b platform is considered the ANFIS 3RC ECM SAFT
Li-ion battery model consisting of Rint-3RC ECM dynamic part block, and
second ANFIS model attached to OCV(SOC) nonlinear block. The overall
simplified ANFIS 3RC ECM battery model structure is described by the following
equations:

soc kþ 1ð Þ ¼ soc kð Þ � ηTsu kð Þ
Cnom

, soc 0ð Þ ¼ SOCini (19)

y kð Þ ¼ VOCV kð Þ � Vd kð Þ ¼ anfis soc kð Þð Þ
soc kð Þ

� �
soc kð Þ � anfis u kð Þð Þ (20)

In all the MATLAB simulations for implementing the AEKF SOC estimator are
considered the following parameters values:

• SOC initial value = 0.4,

Covariance of estimated value of SOC, Phat = 1e-10,

• Covariance process noise Qw = 0.01,

• Measurement noise Rv = 0.001.

• α =0.791, r = 5.

The MATLAB simulations results are presented in Figure 18a–c. Similar to
ARX model developed in previous chapter 2, in Figure 18 the robustness of AEKF

Figure 17.
(a) ECM Li-ion SAFT battery terminal voltage versus ECM ANFIS combined structure terminal voltage; (b)
ECM Li-ion SAFT battery terminal residual voltage error for ECM ANFIS combined structure.
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SOC estimator to changes in the battery SOC initial values from SOCini = 0.7
to SOCini = 0.4 is shown. In Figure 18b the predicted values of battery
terminal and OCV voltages cell by AEKF and ANFIS are compared with 3RC ECM
true values.

The battery SOC and terminal voltage accuracy are revealed in Figure 19a and b,
respectively, based on SOC and battery terminal voltage residuals.

3.2 Discussion: ANFIS models and AEKF SOC estimator performance analysis

Based on the information accessible from the battery SOC and terminal voltage
residual errors presented in the first two subsections of Section 3, more precisely the
MATLAB simulation results and the statistics criteria values RMSE, RSE, MAE,
MAPE, collected in Table 2, can be made a rigorous performance analysis of both
ANFIS models and AEKF SOC estimator.

Figure 18.
(a) Robustness of ANFIS AEKF SOC estimator to changes in SOC initial values from SOCini = 0.7 to
SOCini = 0.4; (b) the ANFIS 3RC ECM Li-ion battery OCV voltage accuracy.

Figure 19.
(a) The ANFIS 3RC ECM Li-ion battery SOC residual error; (b) the ANFIS 3RC ECM Li-ion battery terminal
voltage residual error with respect with the battery terminal voltage estimated by AEKF.
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3.2.1 ANFIS models performance accuracy analysis

The performance analysis is made on the information provided by the battery
terminal voltage residuals errors. The MATLAB simulation results reveal a battery
terminal voltage prediction accuracy for ANFIS Rint-3RC ECM dynamic part model of
an absolute residual error less than 0.0 3 volts and greater than �0.04 volts, compared
with ARX model of same structure that is situated in the range (�0.2, 0.15) volts. The
voltage error of OCV(SOC) ANFIS model is very small ranged inside the interval
(�1.5 � 10e-4, 1.5 � 10e-4) volts. For the ANFIS combined structure (ANFIS-
ANFIS), the residual error remains in the same range as Rint-3RC ECM dynamic part
model, i.e., (�0.04, 0.03) volts.

3.2.2 AEKF based on ANFIS combined model (ANFIS-ANFIS) performance accuracy
analysis

The performance analysis is made on the information provided by the battery SOC
and terminal voltage residuals errors shown in Figure 19a and b. During the steady
state, more precisely after 347 seconds, the SOC residual error is less than 1% smaller

Figure 20.
System-level flowchart diagram.
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than usual SOC residual error of 2% value reported in the literature field. Since the SOC
residual error of AEKF based on ARX ECM battery model that is less than 1% during
the steady state after 600 s, as is shown in Figure 13c, is obviously that the AEKF based
on ANFIS battery model performs better. For a complete information about the suit-
ability of AEKF SOC estimator based on ANFIS battery model is built in the Table 2,
which incorporates all the statistics of criteria values RMSE (IC1), MSE (IC2), MAE
(IC3), and MAPE (IC4), the most common criteria that have been used in the litera-
ture field to measure model performance and select the best model from a set of
potential candidate models [7, 29, 30]. Comparing both statistics criteria values (third
and fourth columns) is straightforward that the AEKF SOC estimator based on ANFIS
battery model performs better than AEKF SOC estimator based on ARX battery model.

By comparing the terminal battery voltage residuals shown in Figure 12 for AEKF
based on ARX model and AEKF based on ANFIS model depicted in Figure 19b, they
are ranged inside the intervals (�0.2, 0.3) volts and (�0.01, 0.08) volts, respectively;
thus, the second SOC estimator based ANFIS battery model performs better than the
first one. Based on the performance analysis of SOC accuracy, robustness to changes
in SOCini value and terminal battery voltage prediction accuracy it can conclude that
the AEKF SOC estimator based on ANFIS model is the most suitable SOC estimator
for HEVs/EVs applications.

A system-level flowchart/flow diagram is shown in Figure 20. It indicates the
major steps involved in the key sections of the last two chapters to provide an over-
view of the differences in steps between generic ECM, ARX ECM, ANFIS ECM,
hybrid (ARX-ANFIS), and combined (ANFIS-ANFIS) models.

A detailed description for each small block of the overall diagram of the models
along with a flow of the equations is also considered in the overall diagram shown in
Figure 20.

4. Conclusions

This research paper has opened a new Li-ion battery modeling research direction
in the HEV BMS applications field by performing several investigations on ARX and
ANFIS alternative accurate battery models with a high impact on improving the
battery SOC estimators’ accuracy and their robustness, design, and real-time imple-
mentation in MATLAB and Simulink environments.

The effectiveness of the modeling and SOC estimation strategies is demonstrated
through an extensive number of simulations in a MATLAB R2021b software environ-
ment. The preliminary simulation results are encouraging, and extensive investigations
will be done in future work to extend the applications area. The performance analysis
from the last section reveals that ANFIS battery models overpass the second-order
linear ARX polynomial battery model in terms of SOC and terminal voltage accuracy
and by their capability and suitability to simplify the battery model structure and build
robust and accurate SOC Li-ion battery estimators with a high terminal voltage predic-
tion accuracy. The AEKF SOC estimator accuracy based on combined ANFIS model
structure is also very accurate compared with AEKF SOC estimator based on ARX
dynamic part model with the SOC absolute value lower than 1%, better than the usual
2% SOC value reported in the literature field. Both alternative models are based only on
the measurement input-output data set collected by a data acquisition (DAQ) system
incorporated in the BMS of HEVs. Besides, the battery SOC and output voltage signals’
accuracy is not affected by noise as long as the AEKF SOC estimator is very robust.
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Abbreviations/Acronyms

EV electric vehicle
HEV hybrid electric vehicle
BMS battery management system
FTP-75 Federal test procedure at 75 F
UDDS Urban Dynamometer Driving Schedule
OCV open-circuit voltage
SUN-OCV Shepherd, Unnewehr universal and Nernst open-circuit voltage
SOC state of charge
ARX autoregressive exogenous
NREL’s ADVISOR National Renewable Energy Laboratory Advanced

Vehicle Simulator
AEKF adaptive extended Kalman filter
ANFIS adaptive neuro-fuzzy inference system
ECM equivalent circuit model
MPC model predictive control
3RC ECM third-order RC ECM
Rint-3RC ECM third-order internal resistance RC ECM
FDI fault detection isolation
RMSE root mean square error
MSE mean square error
MAE mean absolute error
MAPE mean absolute percentage error
std. standard deviation
R2 R-squared
ARX-ECM Rint-3RC replaced by ARX model
Rint-3RC-ANFIS OCV(SOC) block replaced by ANSIM model
ARX-ANFIS Rint-3RC replaced by ARX and OCV (SOC) by ANFIS (hybrid

structure)
ANFIS-ANFIS Rint-3RC replaced by ANFIS and OCV (SOC) by ANFIS

(combined structure)
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Chapter 4

Halide Perovskites as Emerging 
Anti-Counterfeiting Materials 
Contribute to Smart Flow of Goods
Ziren Zhou, Jin Xie and Yu Hou

Abstract

The counterfeiting of goods is a fast-growing issue worldwide, being a risk to 
human health, financial safety, and national security. Customized anti-counterfeiting 
patterning technologies enable unclonable tags on products, which ensure the reli-
able and convenient flow of goods such as daily foods, prescription medicines, and 
value-added components. In this chapter, we start with the introduction of recent 
advances of anti-counterfeiting technologies that generate unique physical tags on 
products for encryption and information storage. Various halide perovskite-based 
materials and their fabrication techniques for unreplicable luminescent patterns 
are then discussed, with a particular focus on the intelligent encoding principles 
that correlate with the chromism and other special optical readout of materials. The 
multilevel anti-counterfeiting functions that allow high-throughput authentication 
of products within a single tag are also exemplified, through which the increasing 
security demands can be fulfilled. We finally discuss the current issues encountered 
by perovskite anti-counterfeiting technologies and outline their future directions 
toward smarter and safer flow of goods.

Keywords: halide perovskites, luminescence, security tags, anti-counterfeiting,  
smart flow

1. Introduction

The booming global businesses have largely facilitated the cross-border flow 
of goods, but meanwhile are threatened by the dramatically increased intellectual 
property (IP) crimes nowadays. According to the study by Organization for Economic 
Cooperation and Development (OECD), the value of counterfeit and pirated prod-
ucts is amounted to USD 464 billion in 2019, equal to 2.5% of world trade and more 
than half of the total value is carried by containerships between countries [1, 2]. 
The illicit trade hits company profits and nation tax revenue and endangers public 
health when pharmaceuticals and medical equipment are involved. For these reasons, 
advanced technologies that combat fake products demand prompt development to 
ensure reliable flow of goods while maintain its convenience.
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Anti-counterfeiting idea was early raised by Philadelphia printer Benjamin 
Franklin in the 1700s [3], at that time colonies in North America were troubled by 
the circulation of counterfeit bills. Franklin deliberately misspelled Pennsylvania 
in the printed bills to baffle less-literate criminals. Meanwhile, he engraved the fine 
detail of copper on the leaf vein at the back of each bill, making these bills hard to 
be reproduced by counterfeiters. The unique copper engraving created by blocky 
lead printer has been regarded as a prototype for contemporary anti-counterfeiting 
patterning technologies. Since the 1950s, the development of holograms [4–7], ink 
printing [8–11], and exquisite laser engraving [12–14] have offered practical solutions 
to protect the market from malicious third parties.

Halide perovskites as an emerging family of semiconductor materials have 
achieved notable success in photovoltaics and other optoelectronics over the past 
decade [15–20]. The intriguing photophysical property of perovskites, such as widely 
tunable bandgaps [21–26], high photoluminescence quantum yield (PLQY) [27–29], 
and narrow emission width [30–32], are making them promising candidates for 
fabricating luminescent security tags. Meanwhile, the solution/ink processability of 
perovskites imparts them feasibility with a variety of printing technologies, enabling 
high-throughput generation of customized labels with enhanced encoding capacity 
and lowered processing cost [33–35].

Here, we give a retrospect to the recent advances of halide perovskite-based materi-
als for anti-counterfeiting applications. Low-dimensional perovskites and double 
perovskites that are structural analogs to three-dimensional (3D) ones as well as other 
perovskite-like materials are included in the discussion. We summarize the patterning 
techniques that can lead to precise control of tag fabrication at high dim either flat surface 
or closed space. The luminescent security tags of perovskites are categorized by different 
encryption principles, with detailed phase transformation or compositional variation of 
materials being provided for each chromic case. Integration of luminescent properties 
that gives rise to multimodal anti-counterfeiting is discussed in respect of goods being 
strictly confidential. We then survey the special optical readout of security tags that is 
enabled by the exciton relaxation behavior and carrier dynamic of perovskites.

2. Perovskites for anti-counterfeiting applications

Taking advantage of the high PLQY of halide perovskites, security information in 
a luminescent tag can be easily and rapidly identified by the human eye or spectrum. 
The excitation-dependent emission of perovskites can also be tuned from the mono-
chromatic to broadband white light [36–38], giving an added complexity to the opti-
cal readout of tags. Combined with versatile encryption and decryption strategies, the 
security level of an individual tag can be enhanced multidimensionally and output 
in a simplified digital form [39]. The anti-counterfeiting mechanism of security tags 
during the flow of goods is illustrated in Figure 1, where the authentication is imple-
mented by the communication between preloaded database and third parties.

2.1 Fundamental structure of perovskites and their luminescent properties

Perovskite mineral (calcium titanium oxide, CaTiO3) was discovered in the 
Ural Mountains by German mineralogist Gustav Rose in 1839 [40]. The crystal 
structure of perovskite oxide was not determined by X-ray diffraction until nearly a 
century later [41] and was proved to comprise three fundamental phases, i.e. cubic, 



101

Halide Perovskites as Emerging Anti-Counterfeiting Materials Contribute to Smart Flow of Goods
DOI: http://dx.doi.org/10.5772/intechopen.105530

tetragonal, and orthorhombic based on the rigid 3D lattice. Halide perovskites 
share the similar crystal structure to perovskite oxide, of which the compounds 
were first synthesized in the late nineteenth century by H. L. Wells [42]. Typically, 
3D perovskites (defined by a chemical formula of ABX3, where A is a monovalent 
cation, B is a divalent cation, and X is a halide anion) have direct bandgaps that 
can be widely tuned by altering the composition of A- and B-site cations and halide 
anions [21, 24, 43, 44]. Besides, 3D perovskites normally feature low exciton binding 
energy (Eb) of dozens of millielectronvolts. Relaxation of an exciting photon in 3D 
perovskites normally releases a photon with equal energy, making the band maxi-
mum of PL spectra representative of their bandgaps. These properties are important 
for accurate encryption of perovskite patterns for wide-color-gamut luminescence.

Two-dimensional (2D) perovskites feature corner-sharing metal-halide octahedra 
intercalated by the bulky cations. Emission spectra of 2D perovskites can be struc-
turally correlated with the interlayer spacing, quantum well (QW) thickness, and 
its distribution [45, 46]. Strong electron-photon coupling that originated from the 
deformable lattice was previously demonstrated for some 2D perovskite single crys-
tals, which introduces permanent trap states [47]. The self-trapped excitons (STEs) 
were later revealed to be a type of transient defect driven by the electron-photon 
coupling and will contribute to the broadband emission of 2D perovskites [48, 49]. 
Further lowering the dimensionality of 2D perovskites leads to one-dimensional (1D) 
and zero-dimensional (0D) perovskites whose octahedra are shared by edge or face. 
STEs can also be responsible for the broadband emission of these materials with large 
Stokes shift [50–53]. The white light or dual−/multiband emissions under different 
excitations are favorable for those luminescent tags that demand a high security level.

Double perovskites are defined by a chemical formula of A2BB’X6, where B is a 
monovalent cation and B′ is a trivalent cation and feature a rock salt arrangement 
of BX6 and B’X6 octahedra. In addition, A2B(IV)X6 compounds are also grouped as 
double perovskites because of their vacancy-ordered structure [54, 55]. The phase-
pure double perovskites usually have room-temperature (RT) indirect bandgaps and 
exhibit band-to-band or downshifting emissions that can be strongly influenced by 
the specific metal dopants [55–59]. The in-depth reason was ascribed to lattice distor-
tion since metal dopants will basically affect the length and angle of B − X − B′ bonds 
and hence change the electronic wave function coupling of metal cations [60].

Figure 1. 
Anti-counterfeiting mechanism of security tags during the flow of goods.
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2.2 Patterning techniques for perovskite security tags

Halide perovskites possess a high compatibility with printing techniques, since 
both the precursor solution and synthesized colloidal nanocrystals (NCs) can serve 
as inks. Using CsPbX3:Mn2+ (X = Cl, Br, I) NCs inks, Wang et al. [34] previously 
reported the fabrication of various patterns by screen, inkjet, and roll-to-roll print-
ing techniques on flexible substrate (e.g. paper, polyethylene terephthalate, and 
banknotes). The patterns showed fluorescence as response to 254-nm and 365-nm 
ultraviolet (UV) light, and the CsPbBr3:Mn2+-based on maintained bright fluores-
cence after continuous UV irradiation for 60 days. Shi et al. [61] demonstrated an 
in situ growth of MAPbX3 (MA = methylammonium, X = Cl, Br, I) quantum dots 
(QDs) in polymer scaffold by directly inkjet printing precursor solution on polymer 
layer. The microdisk arrays of perovskite QDs showed high PLQY up to 80% and can 
be integrated for a variety of luminescent patterns. Specifically, the 2D code pattern 
fabricated on polyvinylidene chloride showed excellent water endurance and was still 
luminescent after being dipping in water for 100 days.

Nanoscale 3D printing technique was recently reported to fabricate perovskite 
nanopixels with programmed vertical height, location, and emission characteristics 
[35], which overcomes the low-resolution problem of conventional printing techniques. 
The authors of this study used femtoliter meniscus to guide the out-of-plane growth of 
MAPbX3 (X = Cl, Br, I) crystals from precursor solution, enabling ultrahigh integra-
tion density of red, green, and blue (RGB) nanopixel arrays with spacing of ~5 μm 
while maintaining its lateral resolution (Figure 2a). Numbers can be encoded for 

Figure 2. 
(a) Schematic illustration of 3D printing of perovskite nanopixels. (b) Schematic illustration of EHD printing 
technique for perovskite patterning. (c) Representative laser processing system for perovskite patterning. Reprinted 
with permission from ref. [35, 62, 63]. Copyright 2021 American Chemical Society; copyright 2019 WILEY-VCH 
Verlag GmbH & Co. KGaA, Weinheim; copyright 2020 Royal Society of Chemistry.
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each discrete height of nanopixels and thus adds an additional level for encryption. 
Electrohydrodynamic (EHD) printing as another advanced printing technique was also 
reported to fabricate high-resolution CsPbX3 (X = Cl, Br, I) dot arrays with full-color 
display (Figure 2b) [62]. The size of a single dot was precisely controlled by the fre-
quency and peak values of pulse voltage for precursor solution, and a minimum size of 
5 μm can be achieved.

Laser beam was previously used to trigger the ultrafast crystallization of 
perovskite for both patterning and photovoltaic applications [64]. Figure 2c shows 
a typical laser processing system for perovskite patterning. Without any heat treat-
ment, Zhang et al. [63] demonstrated the fabrication of CsPbBr3/CsPb2Br5-polymer 
nanocomposites fluorescent pattern by 532-nm femtosecond laser irradiation. 
Localized crystallization of perovskite was observed in the irradiated pathway, which 
was accompanied by the laser-induced polymerization of γ-butyrolactone solvent. 
The width of perovskite line was lowered down to 1.2 μm, and both the crystal quality 
and luminescent intensity can be fine-tuned by the power and moving speed of laser 
beam. In addition, laser engraving was introduced to directly create patterns on 
CsPbBr3 microplates [65]. The hidden security information provides a guidance for 
encryption on a miniaturized pattern.

Most recently, Sun et al. [66] reported the use of 3D lithography technique to 
fabricated separated CsPbX3 (X = Cl, Br, I) NCs in glass matrix. The strong thermal 
accumulation at the laser-irradiated region of borophosphate glass leads to local 
pressure and temperature above the liquidus of materials, which induces liquid 
nanophase separation of glass and perovskite. By tailoring the parameters of pulse 
duration, repetition rate, pulse energy, and irradiation time, the emission color of 
pattern was tuned from blue to red under 405-nm excitation. Perovskite NCs in glass 
matrix exhibited notable phase stability against long-term UV irradiation, organic 
solution, and high temperature. The patterns were used for both 3D multicolor and 
dynamic holographic displays, showing huge potential for stereoscopic optical stor-
age and authentication. Accordingly, we provide an overall assessment of existing 
printing and laser processing techniques for perovskite security tags in Table 1.

2.3 Encryption principles of perovskite security tags

With the assistance of advanced patterning techniques, the intriguing lumines-
cent properties found on perovskites can be transformed into security information 
for encryption and decryption of tags. Normally, these tags are invisible under vis-
ible light but can emit light under UV, visible, or near-infrared (NIR) excitations. In 
this section, we provide an overview of encryption principle of perovskite security 
tags, including pattern, thermochromism, solvatochromism, photochromism, and 
multimodal luminescence. Other optical readout, such as long-lived emission (after-
glow) phenomenon and carrier lifetime gating, are discussed as special encryption 
methods for delicate authentication of goods. Figure 3 shows the representative 
cases of encryption principles being reported over the past few years.

2.3.1 Pattern

Shape design of a pattern is a fundamental approach to encode the security data 
relative to the complexity of contours. Printing or laser processing techniques have 
been developed to create customized pattern shapes whose resolution now reach 
a few micropixels or below. Lin et al. [33] raised the concept of clonable shape, 
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while unclonable texture for anti-counterfeiting tags is based on CsPbBr3 patterns. 
A large amount of patterns that grown on laser-engraved lyophilic 1H,1H,2H,2H-
perfluorooctyltriethoxysilane (POTS) layer are grouped by the number of edges 
for both polygon and complex contour design. Using portable microscope and 

Figure 3. 
Timeline of pioneering works with new encryption principles being reported for perovskite security tags.

Approach Technique Dimensionality Advantage Disadvantage

Printing Handwriting [67] 2D Easy fabrication, low 
processing cost

Low-resolution 
display

Screen, inkjet, and roll-
to-roll printing [34, 61]

2D High-throughput 
fabrication, large-area 
display

Only available for 
liquid precursors

Electrohydrodynamic 
printing [62]

2D High-resolution 
display

Conductive substrate 
required

Meniscus-guided 
printing [35]

3D Multidimensional 
display

Delicate mechanical 
control of pipet

Laser 
processing

Laser annealing [63, 64] 2D Ultrafast fabrication, 
high-resolution 
display

Heavy crystallization 
impact from laser 
beam

Laser engraving [33, 65] 2D High-resolution 
display

Flat pattern required

Lithography [66] 3D Holographic display, 
high encoding 
capacity

High-energy laser 
source required, 
sophisticated optical 
paths and machines

Table 1. 
Technical assessment of patterning methods.
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ShaptexMatch authentication software, the authors of this study matched the shape 
and texture of patterns, respectively, from the establishing database of 61st type of 
graphics. The effective encoding capacity of patterns was estimated up to 2.1 × 10623, 
and the authentication time was only 12.17 s for 4000 samples.

The vertical height of a single perovskite pixel can be also encoded as specific 
numbers [35], which is regarded as a complementary encryption strategy to lateral 
shape design of a pattern (Figure 4a and b). 3D confocal PL imaging was applied 
to recognize the height variation of perovskite pixels with the height interval of 
5 μm. The height values were further converted into binary information matrix for 
digitalized decryption. As we have mentioned in Section 2.2, the pattern design at 
three dimensionalities enabled by 3D lithography technique allows more complex 
encryption on a security tag (Figure 4c–e) [66]. Random 3D luminescent patterns 
can therefore be spatially and temporally identified, offering an innovative platform 
for smart authentication of goods.

2.3.2 Thermochromism

Halide perovskites, especially organic–inorganic hybrid ones, feature considerably 
large thermal expansion coefficients [68, 69]. The thermochromic property of 
perovskites was first observed in thin film due to the phase transition between trans-
parent hydrated phase (MA4PbI6·2H2O) and dark perovskite phase (MAPbI3) [70]. 
This phenomenon can be reversible by exposing perovskite film to ambient moisture 
at RT or heating condition at 60°C repeatably and was explored as the switchable 
photovoltaic performance for perovskite solar cells. The discoloration mechanism was 
recently developed for smart window applications based on hydrated MAPbClxI3 − x 
[71]. Similarly, Lin et al. [72] demonstrated the reversible thermochromic property 

Figure 4. 
(a) Tilt-view SEM image of as-printed perovskite nanopixel arrays. (b) Multicolor display of perovskite nanopixel 
arrays with different halide components under UV light. (c) Multicolor pattern with CsPbClxBr3 − x nanophases in 
glass under UV light. (d) 3D microhelix arrays of CsPbClxBr3 − x under UV light. (e) Dynamic holographic display 
of as-patterned “ZJUUSST” characters under 532-nm light. Reprinted with permission from ref. [35, 66] copyright 
2021 American Chemical Society; copyright 2022 American Association for the Advancement of Science.
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of CsPbBrxI3 − x film coupled with dynamic transition of RT non-perovskite phase 
and high-temperature perovskite phase, which is also switched by the moisture and 
thermal annealing.

Above cases show the thermochromic phenomena of perovskites in the presence of 
moisture but may not be applicable to anti-counterfeiting tags that are fully encapsulated. 
Taking advantage of the inverse temperature crystallization (ITC) of hybrid perovskites, 
Bastiani et al. [73] reported the chromatic inks with wide color variation that depend on 
the halide constituent of perovskite precipitate. The RT yellow inks turned to orange, 
red, and black when temperature reached 60°C, 90°C, and 120°C, corresponding to the 
extrapolated absorption edges of MAPbBr2.7I0.3 at 597 nm, MAPbBr2.4I0.6 at 615 nm, and 
MAPbBr1.8I1.2 at 651 nm, respectively. The thermochromic behavior of perovskite inks 
showed consecutive cycling between RT and 60°C for several times.

The reversible thermochromic phenomena was also observed in diphasic 
perovskite material (CsPbBr3/Cs4PbBr6) wrapped by silica nanosphere [74]. The 
strong RT PL emission (at 525 nm) of composited patterns gradually decreased when 
temperature was elevated and almost disappeared at 150°C. Temperature-dependent 
PL spectra revealed the relatively low activation energy (Ea, 38 meV) of thermal 
quenching of composites, being ascribed to the thermal-sensitive nature of Cs4PbBr6 
and should be responsible for the thermal-switchable PL emission. In addition, 
thermochromism can be found in both lead-based and lead-free 2D perovskites and 
double perovskites. Octahedral distortion and interlayer distance of 2D perovskites 
are strongly related to temperature and hence will result in phase transition during 
thermal heating or cooling [75, 76]. The structural change is accompanied by the 
bandgap variation of materials, leading to thermochromic behavior that can be iden-
tified by CIE coordinates. Ning et al. [77] reported the thermochromism of double-
perovskite single crystal and thin film from RT to 250°C. The synergistic effect of 
anharmonic fluctuation and electron–phonon coupling as well as the spin-orbit 
coupling effect were unveiled to explain the thermochromic behavior of Cs2AgBiBr6 
upon the bond length change of Ag-Br and Bi-Br. Security tags based on thermochro-
mic perovskites enable the decryption through the information of discoloration or 
photoexcited emission relative to temperature.

2.3.3 Solvatochromism

Solvatochromism refers to chromic behavior of materials as response to water 
or other organic solvents. As we mentioned in Section 2.3.2, hybrid perovskites fea-
ture hydrochromism due to the formation of hydrated or non-perovskite phases in 
moisture atmosphere [70, 72]. Reversibly decomposition-induced hydrochromism 
was recently reported for CsPbBr3 NCs confined in mesoporous silica nanospheres 
(MSNs) [78]. Orthorhombic CsPbBr3 will decompose into nonluminescent tetrago-
nal CsPb2Br5 and CsBr in the presence of water, and the dissolved CsBr component 
can be confined in MSNs. As a result, the green emission pattern turned to dark in 
moisture condition and recovered when water was removed (Figure 5a). Similar 
hydrochromic mechanism was also reported for CsPbBr3/Cs4PbBr6 nanocompos-
ites, which maintained about half of its initial PL intensity after 10 wetting-drying 
cycles [80]. Cs3Cu2I5 as lead-free perovskite-like material was recently exploited 
for hydrochromism-based encryption and decryption of security tags [81–83]. 
Water functions as a switch of phase transition between blue emission Cs3Cu2I5 
and yellow emission CsCu2I3 under UV excitation. Combined with water-resistant 
polymethyl methacrylate (PMMA) coating layer, moreover, the microarray 
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patterns can be tailored for dual-color emission toward various shapes and charac-
ters in moisture atmosphere [82].

Besides water, methanol (MeOH) was previously demonstrated capable to trig-
ger the solvatochromism of MAPbBr3 NCs that are converted from lead-based 
metal–organic framework (MOF) [84]. The authors of this study found that MeOH 
impregnation can remove the organic perovskite species while leave lead ions in MOF 
matrix. The green emission of pattern under UV excitation therefore quickly quenched 
after impregnation but can be recovered by loading MABr solution (10 mg mL−1 in 
n-butanol) on top. Using n-butylamine (n-BA) and acetic acid (AcOH) as encryption 
and decryption reagents, respectively, Sun et al. [85] reported the solvatochromism of 
patterns based on CsPbX3 (X = Cl, Br, I) QDs. The RGB emission colors disappeared 
after n-BA treatment and then recovered by AcOH treatment. Specifically, the as-
fabricated multicolor quick response (QR) code still showed clear optical readout after 
100 times crumpling. Isopropanol (IPA)-induced solvatochromism was observed in 1D 
CsMnBr3 NCs which underwent phase decomposition to 0D Cs3MnBr5 and MnBr2 [86]. 
The pattern showed emission color changing from red to green under 365-nm UV light.

Solvatochromism can also be induced by new phase formation where solvent mol-
ecules are incorporated into perovskite lattice [79]. The 0D InCl6(C4H10SN)4·Cl:Sb3+ 
showed red-shifted emission peak from 550 nm to 580 nm and 600 nm when being 
exposed to ethanol (EtOH) and N,N-dimethylformamide (DMF) vapor, correspond-
ing to the new phases of InCl6(C4H10SN)3·EtOH:Sb3+ and InCl5(C4H10SN)2·DMF:Sb3+, 
respectively. Pattern based on this environmentally friendly material displayed reversible 
emission colors between yellow and orange under 365-nm excitation, which was enabled 
by the alternate incorporation and release of DMF species (Figure 5b). Considering 
the peculiar chemical reaction between perovskites and solvents, solvatochromism of 
perovskite security tags provides an additional route for authentication of goods.

2.3.4 Photochromism

Photochromic property has been found in a variety of organics and organic–metal 
complexes in the case of light-mediated configuration change of molecules [87]. 

Figure 5. 
(a) Reversible hydrochromism of CsPbBr3 pattern under 365-nm UV light and the corresponding phase 
transformation. (b) Reversible DMF-induced solvatochromism of InCl6(C4H10SN)4·Cl:Sb3+ pattern under 365-nm 
UV light and the corresponding phase transformation. Reprinted with permission from refs. [78, 79]. Copyright 
2020 Wiley-VCH Verlag GmbH &Co. KGaA, Weinheim; copyright 2021 American Chemical Society.



Smart Mobility - Recent Advances, New Perspectives and Applications

108

By anchoring the diarylethene (DAE) derivative onto CsPbBr3 QDs surface, Mokhtar 
et al. [88] observed the reversible photoswitchable luminescence of QDs-DAE 
hybrids. The open-ring isomer of DAE underwent cyclization under UV light and 
quickly turned off the green emission of printed pattern, while the green emission 
can be switched on again by exposing the pattern to visible light for DAE cyclorever-
sion (Figure 6a). Similar photochromic behavior was reported for DAE derivative 
whose triethoxysilane (TEOS) moiety is altered by alkyl amine [90]. Following this 
strategy, a majority of photochromic molecules may be introduced as the surfactant to 
achieve the photochromism of perovskite QDs/NCs.

Photochromism also occurs under the circumstance of photoinduced composi-
tional variation of perovskites. The emission color of CsPbCl1.5Br1.5 NCs that confined 
in macroporous Y2O3:Eu3+ (MYE) changed from red to green under continuous UV 
irradiation, which was explained by the halide migration between perovskite NCs 
and MYE matrix [89]. The small Ea of halide vacancy defects allows bromine ions to 
segregate to NCs domain, while the chlorine ions are fixed on MYE surface due to the 
stable Y-Cl bond. Therefore, the red emission is contributed by MYE matrix at the 
first stage, and the subsequent strong green emission that originated from Br-rich 
perovskite NCs will dominate the composites (Figure 6b). The QR code fabricated 
by stereolithography printing technique maintained 61% of the maximum green 
emission intensity after 25 encryption/decryption cycles. Yang et al. [91] reported the 
irreversible photochromism of CsPbCl1.5Br1.5@Ca0.9Eu0.1MoO4 (CEMO) composites 
enabled by interfacial redox reaction of Eu3+ + Pb0 → Eu2+ + Pb2+. The emission peak at 
615 nm dominated the composites at the initial stage for a few seconds but was quickly 
overwhelmed by the emission peak at 519 nm during continuous UV irradiation, and 
patterns based on such composites ultimately displayed a mixed color of cyan.

The bandgap of perovskites is structurally dependent on the QW thickness; in 
this view, photochromism can be achieved in dimensionality-mixed perovskites 
whose QW thickness and distribution are self-adapted to light stimulus. The emission 

Figure 6. 
(a) Photoswitchable cyclization and cycloreversion of DAE surfactant and the resultant photochromism of 
pattern based on CsPbBr3-DAE hybrids. (b) UV irradiation-induced reversible halide exchange at CsPbCl1.5Br1.5/
MYE interface and the photochromism of QR code patterned by CsPbCl1.5Br1.5/MYE composites. Reprinted with 
permission from refs. [88, 89]. Copyright 2020 American Chemical Society; copyright 2021 American Chemical 
Society.
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behavior of layered FAn + 2PbnBr3n + 2 (FA = formamidinium) was recently studied with 
respect to its structural transformation under light irradiation [92]. The authors of 
this study demonstrated the UV damage to perovskite that can convert wide-bandgap 
2D phase to narrow-bandgap 3D phase. Accordingly, perovskite film showed emission 
color changed from blue to green as response to the elongated irradiation time. The 
metastable 2D phase can meanwhile be transformed back by dark storage, showing 
reversible photochromism that is applicable for anti-counterfeiting patterns.

2.3.5 Multimodal luminescence

Unlike unidirectional authentication methods, multimodal luminescence of 
perovskites allows the encryption and decryption to be conducted through multiple 
excited sources. Xu et al. [74] first demonstrated the triple-modal anti-counterfeiting 
of CsPbBr3@Cs4PbBr6/SiO2 composites in 2017, since the as-patterned codes showed 
reversible and switchable luminescence to heating, UV, and NIR irradiation. In addi-
tion, the dual-color emission of green and red of MAPbBr3@Eu-MOF composites was 
reported under 365-nm and 254-nm UV lamp [93], respectively, where the red emis-
sion under 254-nm excitation primarily comes from the photon upconversion (UC) 
of Eu-MOF species (Figure 7a and b). Solvatochromism was also observed for the 
composites, and the written pattern on paper showed reversible green emission via 

Figure 7. 
(a) The dependence of PL spectra of MAPbBr3@Eu-MOF composites on the UV excitation wavelength.  
(b) Hydrochromism of “USTB” characters based on MAPbBr3@Eu-MOF composites and the MABr-induced 
recovery under 254-nm and 365-nm UV light. (c) Photographs of Cs2Ag0.6Na0.4InCl6:Yb3+/Er3+/Bi3+ (RE-1) under 
different excitations. (d) XEL, DS-PL, and UC-PL spectra of RE-1. (e) Photographs of RE-1 pattern under 
visible and 365 nm UV light. Reprinted with permission from refs. [58, 93]. Copyright 2018 American Chemical 
Society; copyright 2020 Wiley-VCH GmbH.



Smart Mobility - Recent Advances, New Perspectives and Applications

110

water and MABr treatment. Notably, the UC luminescent component of perovskites 
can be further tuned by rational doping of lanthanides [94].

Overcoming the limited response range of conventional perovskite materials, the 
excitation source of Yb3+/Er3+/Bi3+ co-doped Cs2Ag0.6Na0.4InCl6 double perovskite was 
reported to be extended to X-ray, as a complementary to UV and NIR [58]. Bi3+ ions 
were demonstrated to reduce the structural disorder, promote the exciton localiza-
tion, and lead to strong Jahn-Teller effect that would benefit both UC and X-ray 
excited luminescence (XEL) (Figure 7c and d). The as-synthesized double-perovskite 
single crystals were ground and dispersed in organic solvent for ink printing, and the 
patterns showed exceptional luminescent stability in thermal heating (up to 400°C), 
moisture, and high-dosage radiation conditions (Figure 7e). The combination of 
X-ray excited luminescence (XEL), downshifting (DS), UC luminescence, and other 
routine encryption methods enhance the confidential level of tags considerably, 
which offers a reliable solution for customized authentication of high-value products.

2.3.6 Other optical readout

Some special optical readout of perovskites can be transformed into security 
information for anti-counterfeiting applications. Here, we exemplify the encryption 
principles of patterns based on afterglow phenomenon and carrier lifetime gating. 
The RT afterglow of perovskites was first reported for 2D PEA2PbCl4 (PEA = phenyl-
ethylammonium) perovskite doped with 1,8-naphthalimide (NI) spacers [95]. The 
as-printed pattern on paper showed UV-excited white emission in nitrogen atmosphere 
that comprises blue fluorescence from perovskite and yellow phosphorescence from 
NI organic cations. After UV light off, however, the blue fluorescence (PLQY: 25.6%) 
quenched quickly, while the yellow phosphorescence (PLQY: 56.1%) can maintain for a 
few seconds. This property caused the yellow afterglow of pattern that can be identified 
by both spectrum and human eye. Wei et al. [96] recently found the RT greenish after-
glow of 0D BAPPIn1.996Sb0.004Cl10 (BAPP = C10H28N4) perovskite-like material after UV 

Figure 8. 
(a) Molecular configuration of BAPP4+ cation and crystal structure of BAPPIn2Cl10. (b–d) Photographs of 
BAPPIn1.996Sb0.004Cl10 pattern under visible light, 365-nm UV light, and 365-nm UV light off (afterglow), 
respectively. (e) FLIM image and (f) time-correlated single-photon counting fluorescence lifetime imaging 
(TCSPC-FLI) image of tag patterned by CsPbBr3 and {en}FAPbBr3 NCs inks. (g) Fast-lifetime histograms of 
as-patterned inks and (h) binarization of lifetime for QR code generation. Reprinted with permission from refs. 
[96, 97]. Copyright 2021 American Association for the Advancement of Science; copyright 2021 Springer Nature.
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light off, where the relaxation of excitons from BAPP organic cations were demonstrated 
to be responsible for the afterglow (Figure 8a–d). For CsPbBr3 NCs doped by lantha-
nide ions (Ln3+), the persistent time of afterglow is even up to 1800 s [98]. In addition, 
X-ray-induced afterglow was also reported for 0D Cs4EuX6 (X = Br, I) perovskite single 
crystals, despite the case did not involve anti-counterfeiting applications [99].

The carrier lifetime of perovskites is influenced by a variety of factors, among 
which the composition of perovskite can be the deterministic one. The EHD-printed 
security tags were reported to be encrypted based on the different carrier lifetime 
of CsPbBr3 and hollowed {en}FAPbBr3 NCs, which can then be decrypted by either 
fluorescence-lifetime imaging microscopy (FLIM) or time-of-flight fluorescence-life-
time imaging (ToF-FLI) (Figure 8e–h) [97]. These two imaging techniques enabled 
machine-readable lifetime of QR code that cannot be readily decoded by routine 
methods. Moreover, the system is highly reconfigurable due to the compositional ver-
satility of perovskite NCs. The enhancement and Purcell factors of CsPbClxBr3 − x QDs 
that coupled to plasmonic silver cavity were also extracted for the encryption of QR 
code, where the factors are defined by the relationship among excitation efficiency, 
light extraction efficiency, quantum efficiency, and radiative rate [100].

3.  Challenges of anti-counterfeiting technology based on halide 
perovskites

We hereby briefly discuss the current challenges encountered by perovskite fluores-
cent tags prior to their real-world applications, including the potential overuse of toxic 
lead, the poor durability, and many clonable functions that can be easily reproduced by 
counterfeiters. Possible solutions are also provided with respect to each challenging case.

3.1 Lead contamination

Lead’s toxicity has been widely recognized due to its damage to the nervous system 
of biological individuals. Therefore, lead-based wastes are now under strict control in 
many developed countries. Despite perovskite security tags made by lead compounds 
feature many intriguing fluorescent properties, they can be highly risky when adhere 
to daily goods and cause potential lead leakage. Alternatively, more environmental-
friendly perovskites (e.g. tin-, antimony-, bismuth-, and copper-based) can be 
developed to replace lead-based ones while maintaining the bright luminescence and 
high processability of tags [55, 57, 58, 79, 82, 83, 96].

3.2 Poor durability

The phase stability of halide perovskites, especially 3D ones, can be susceptible 
to environmental perturbations and hence fail to work during long term or repeated 
authentication. Lowering down the dimensionality of perovskites as well as composite 
strategies enable more robust perovskite phase, yet the stability of fluorescent tags can 
hardly rival the simple-patterned tags (e.g. QR code). Advanced sealing techniques 
alleviate this problem by isolating perovskites from environment; however, they are 
limit for those tags that need direct exposure to atmosphere, chemicals, or solvents. 
Inert matrix has been demonstrated to enhance the durability of both common and 
special perovskite fluorescent tags. Beside glass, silica, and polymers [66, 82, 101], 
other durable matrix materials remain to be exploited.
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3.3 Clonable functions

Single-mode perovskite fluorescent tags work as response to certain stimulus, mak-
ing their functions clonable by commercial phosphors or other functionalized lumi-
nescent materials. A safer communication between users and server database requires 
physically unclonable functions (PUFs) that generated by irregular encryption and 
decryption methods. In this view, multimodal anti-counterfeiting that combines two 
or more encoding and decoding pathways (see Section 2.3) is prompt to be developed 
for highly confidential security tags. In addition, authentication based on the digital 
readout of sophisticated machines can also fulfill the demands of PUFs [97, 100].

4. Summary

Increasingly rich encryption principles have been exploited for halide perovskite-
based security tags owning to their intriguing luminescent properties as response to 
a wide range of stimuli. Apart from the existing cases, the mechanochromism upon 
mechanical stress as well as the magnetochromism under altered magnetic field can 
be studied for perovskites with the aim of further enriching the diversity of authenti-
cation methods [102, 103]. Perovskite memristors as a new rising technology was also 
demonstrated to deliver switching electronic signals relative to the charged defects 
and halide motions inside the materials, providing an additional solution toward 
the design of PUF system [104]. All these unique optical and digital readout may 
overcome the limit of conventional clonable tags such as QR codes, watermarks, and 
raised print.

Future development of perovskite security tags is supposed to follow the tax-
onomy of predominant PUFs, including high encoding capacity, tunable security 
level, logically/physically reconfigurable functions, and switchable access between 
private and public. Based on the rational screening strategy of perovskite materials, 
micro- and nanoscale patterning techniques allow these functions to be multidimen-
sionally integrated in a minimized tag, making security information more robust 
against third parties. Halide perovskites are bound to play a more important role in 
anti-counterfeiting arena and contribute to future smart flow of goods in a more fair 
and orderly global market.
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Chapter 5

Accidental Injury Analysis and
Protection for Automated Vehicles
Jay Zhao and Francis Scott Gayzik

Abstract

This chapter summarizes our recent research on accidental injury analysis and new
passive restraint concepts for automated vehicle occupant protection. Recent trends to
develop highly automated driving systems (ADS) may enable occupants to sit in non-
conventional ways with various seating positions. Such seating position may subject
occupants to 360 degree of principal direction of force (PDOF). Current government
regulatory crash tests and evaluation standards known as New Car Assessment
Programs (NCAP) and other motor safety regulations have been implemented in the
automotive industry mainly for the protection of forward-facing seated occupants in
frontal, side, and rollover vehicle crashes. Automated vehicles will pose challenges and
opportunities for occupant protection. In addition, automation may lead to an
increase in occupants from more diverse populations in crash conditions and seating
arrangements. More studies are required to better understand the kinematics, injuries,
and protection for the ADS occupants on other new seating positions and postures
from various crashes. Our latest research focused on occupant injury risk analysis and
new restraint concepts for the ADS occupants at different seating positions, especially
at the side-facing seat. This chapter summarizes our major findings from the research,
including occupant injury risk assessment methods, estimated injury patterns and
severities at different PDOF and seating arrangements, as well as new restraint
concepts for mitigation of the ADS occupant injures.

Keywords: occupant safety, automated vehicle safety, human body model, accidental
injury prevention, restraint systems

1. Introduction

In the past decades extensive research and development (R&D) has made for
effective protection of the occupants in conventional vehicles. Through analytical and
experimental investigations on the kinematics response and injuries of postmortem
human subject (PMHS) in forward-facing seating under different frontal, oblique,
side, and rear impacts, the injury measures and criteria for the trauma of each body
region at Abbreviated Injury Scale (AIS) with the injury risk probability function have
been defined. The families of the anthropomorphic test devices (ATDs) have been
developed as the laboratory test tools for surrogate human occupants representing a
population of different gender and ages. These ATDs included advanced THOR
dummies for the 50th%ile adult male and 5th%ile female and Hybrid-III dummies for
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95th%ile and 50th%ile adult males, 5th%ile female, 10 year old, 6 year-old, 3 year-old,
and 1 year children, mainly for the frontal impact applications; WorldSID, Eurosid,
US-Sid dummies of the 50th%ile male and 5th%ile female for the side impacts; and
BioRid dummy for the rear impacts. Dummy based measures and criteria for the
human body injuries have been developed from the paired studies of the PMHS tests
and dummy tests at laboratory impact test conditions.

Based on the research and development, the government regulatory crash tests and
evaluation standards known as New Car Assessment Programs (NCAP) and other
motor safety regulations have been implemented in industry for nearly three decades,
mainly for occupant protection of the forward-facing seated occupants in conven-
tional vehicles, including the first-row driver and passenger and the second-row
occupants, for vehicle frontal, side and rollover crashes. It was estimated to have
saved hundreds of thousands of lives in the field each year [1].

As new automated vehicles technologies are accelerating in recent years, the
National Highway Traffic Safety Administration (NHTSA) [2] released new federal
guidance for Automated Driving Systems (ADS) on September 12, 2017, prioritizing
occupant safety with the vision for safe deployment of automated vehicle technologies
to a future with fewer traffic fatalities and increased mobility for all occupants. The
new guidance supports further development of this important new technology, and
offers a voluntary guidance for twelve priority safety design elements of the ADS,
including new occupant protection systems that provide enhanced protection to
occupants of all ages and sizes, additional countermeasures that will protect all occu-
pants in any alternative planned seating or interior configurations, and the tools to
demonstrate such due care not only limited to physical testing but also including
virtual tests with vehicle and human body models.

Automated vehicles (AV) will pose challenges and opportunities for occupant
protection since an AV could involve in different crash conditions, occupants could be
from more diverse population, and seating arrangements could be free of restriction.

Recent trends in AV interior seating configurations bring more innovative and
versatile design options than the conventional vehicles. In additional to the traditional
forward-facing seats, AV seating designs may consider oblique-facing, rear-facing,
and side facing or any other angle-oriented seating positions. The occupant postures in
an AV could also vary at great extent, from normal seated to leaning backward until
lying down. Jorlöv et al. [3] investigated user desires and attitudes to seating positions
and activities in future highly automated cars. The survey found that during long
drives, with several occupants in the car, there is a desire to rotate the seats to a living
room position. During shorter drives alone, users would prefer to maintain the
forward-facing position, but with the seat reclined to a more relaxed position.

For effective protection to all occupants of all ages and sizes in any alternative
planned seating or interior configurations from various vehicle crashes, it is necessary
for us to understand better the kinematics and injury patterns and outcomes of AV
occupants at new seating configurations, and to develop better biofidelic tools and
occupant injury evaluation methods.

In the past several years some fundamental biomechanics research has been
performed on the PMHS and dummies in oblique facing, rear facing, and side-facing
seating positions and reclined postures. Jason et al. [4] studied kinematic occupant
responses and injury outcomes from 3-point seatbelt restrained PMHS in a forward-
facing seat subjected to lateral and oblique far-side vehicle crash pulses of 6.6 mph and
14 mph. Humm et al. [5] studied kinetic and kinematic occupant responses, and injury
outcomes from the lap-restrained PMHS in the oblique and side-facing seats subjected
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to a frontal pulse with 16 g peak, 13.4 m/s (48 km/h or 30 mph) change in velocity,
and 90 ms rise time (USCFR-1988) in an aviation environment. The sustained injuries
included spinal injuries for all subjects varying with vertebral level, rib fractures,
pelvic injuries, and leg injuries. Kang et al. [6, 7] studied kinematic responses and
injury outcomes from the 3-point seatbelt restrained PMHS in the rear-seats subjected
to frontal pulses of 16 mph, 24 mph and 35 mph crash severities of a represented
vehicle. Minor c-spine injuries and transverse process fractures, 3–15 ribs fractures
were observed from the PMHS at the rear seat under the 35 mph crash pulse. More
injuries (Clavicle, scapula, and pelvis fractures) were observed from the PMHS at
same test condition with the reclined 45 deg. seating.

Good progress has also been made in development of omni-directionally biofidelic
human body models (HBMs). In the past decades, several finite element human body
models for the occupants and pedestrians have been developed worldwide. Most
recently, Global Human Body Model Consortium (GHBMC) have developed a family
of HBMs in total of 13 models representing the 95th%ile and 50th%ile male and 5th%
ile female occupants and pedestrians, and a six-year old child pedestrian. Biofidelity of
the GHBMC 50th%ile male detailed occupant model (M50-O v4.5) was evaluated for
the responses to the UVA PMHS farside sled tests condition [8], as well as to the rear
impact sled tests by Kang et al. [9]. These results indicated better biofidelity of the
HBMs than the dummies at these conditions.

In this research, we have used the GHBMC HBMs as a tool for assessment of the
occupant kinematics and injuries, and for evaluation of the restraint performance.

The objectives of this research were the following

• to develop the accidental injury risk assessment method with the GHBMC HBMs,

• to better understand the body injury patterns and severities for a belted 50th%ile
male occupant at various orientated seating positions under a vehicle frontal
crash pulse and at a side-facing seating position under frontal, oblique, side, and
rear vehicle crashes, and

• to develop new concepts of effective restraints for the AV occupant protection.

In this chapter, Section 2 summarizes the GHBMCHBMvalidations and the occupant
injury risk assessmentmethods. Section 3 states the occupant injury analysis for the seating
in various 360degree orientated seating positions. Section 4 focuses on the occupant injury
analysis for the side-facing seat occupant. Section 5 demonstrates the evaluationmethods
and results for new restraint concepts for protection of the side-facing seat occupants.

2. Occupant accidental injury risk assessment methods

In this study we used the GHBMC 50th%ile male occupant human body models in
two versions – detailed M50-O v4.5 and simplified M50-OS v1.8.4. The M50-O v4.5
model has 2,187,596 elements and 1,263,445 nodes, while the M50-OS v1.8.4 FE model
has 338,814 elements and 299,095 nodes.

2.1 Occupant model validation

The Global Human Body Models Consortium (GHBMC) M50-O average male
seated occupant is a widely used and validated HBM. The detailed M50-O v4.5
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occupant model has been validated at the tissue, component, and full body crash test
levels during the development. GHBMC models were developed from external
anthropometry and posture specific medical image data [10, 11]. A multi-modality
image dataset from volunteers representing various target anthropometries were used.
Over 14 thousand images across three imaging modalities (CT, MRI, and upright
MRI) were collected for the M50 model including scans in the supine, standing, and
seated postures [12]. Geometries for the M50 were developed from these image
datasets using a variety of segmentation techniques. Segmented data were verified
against or augmented with data from literature sources [13].

Component level validation has been conducted in each major body region. In the
head, the model was validated by comparing the response in matched simulation of
impacts to bony structures (e.g. maxilla [14], zygoma [10], nasal bone [15], and skull
[16]). Various soft tissue injuries were validated including intracranial pressures
[17, 18], and relative brain to skull motion [19, 20]. In the neck, segment level tests
were validated using individual functional units [21–24], functional units and full
spine in tension [25], ligamentous strain [26–29], and axial rotation [30, 31]. The full
cervical spine was tested in various configurations including rear impact [32, 33],
lateral impact, and frontal impact [34, 35]. The thorax was validated at the rib cage
level using a denuded rib cage study [36], pendulum impacts [37–39], and table top
impacts [40]. The individual response of a single rib was the subject of an optimiza-
tion study [41]. The abdomen was validated in various tests using bar impacts with a
free back [42, 43], belt loading with a free back [43], airbag loading with a fixed back
[43], belt loading at the mid abdomen [44, 45], pendulum impact [46], organ level
validation at impact [47], lumbar flexion [48], lateral impact [49] and side airbag
loading [50]. The pelvis was validated in lateral compression at the acetabulum
[51–53] and pubic symphysis [54]. The lower extremity has been validated in various
loading conditions including axial loading. The ankle has been specifically studied in
impacts for axial loading, ankle inversion, eversion, dorsiflexion, and rotation [55–58].
Furthermore, the tibia has been validated in a three-point bending setup as well as
axial loading for the entire leg [59, 60].

The model has also been extensively validated at the full body level in classical
macro-level injury biomechanics studies [61]. Along with validation in dynamic
simulations, the mass distribution of the GHBMC M50 model was validated [62] by
virtually sectioning the model into body regions and comparing masses to anthropo-
metric PMHS data from McConville et al. [63] and Robbins [64]. Rigid impacts to
body regions (e.g. thorax, pelvis, etc.) in frontal, oblique, and lateral directions were
applied to the model based on experimental designs in the literature [43, 65–69]. Care
was taken to closely approximate the experiment, including considerations of motion
constraints on impactors and the inclusion of gravity, seat backs, etc. Three sled tests
in frontal [70, 71] and lateral [72] directions have been validated. An example of these
simulations is shown below (Figure 1).

The M50-OS v1.8.3 model provides relevant biomechanical output data from the
same body habitus as the detailed model, but at a substantially reduced computational
cost. The simplification process included reducing the total number of elements
through re-meshing, consolidating contact definitions, utilizing simplified material
properties, and implementing kinematic joints throughout the body. The M50-OS
model exhibits roughly a 40-fold decrease in run time (Table 1). Since joint defini-
tions and meshes were designed to maximize the ability to position the model, a semi-
automated positioning “tree” was programmed into LS-PrePost allowing the user to
dynamically adjust joint angles prior to running a simulation.
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The published work on the M50-OS v1.8.3 model [73] reported thirteen validations
and robustness simulations, which included denuded rib compression at 7 discrete
sites, 5 rigid body impacts, and one sled simulation. Perez-Rapela et al. [74] compared
simulated kinematics in their far-side impact sled tests with the M50-OS v1.8.3 model
to the PMHS responses. Results showed that, in general, the model captured lateral
excursion in oblique impact conditions but overpredicted in purely lateral impact
conditions. The human body model obtained a “good” CORA score for the correlation
of their evaluation.

2.2 Injury risks assessment

The injury measures are Head Injury Criterion (HIC36 for side and HIC15 for
frontal) and Brain Injury Criterion (BrIC) for the head region, Chest Lateral Deflec-
tions (side and frontal) for the chest, Abdominal VC for the abdomen, Pubic sym-
physis peak force for the pelvis, and Femur Force for the KTH region, and Upper Tibia
Force and RTI for the lower extremities, respectively. The Full Body Injury Index FBII
was defined as a summation of all the body region injury probabilities. Table 2
summarizes these injury measures and the body region injury risk functions.

In this study, the human occupant injury risks were estimated with these proba-
bility functions. The estimations served as comparative measures for the body region
injury severities among different analysis cases.

3. Occupant injury analysis for the seating subject to PDOF 360 degree

An occupant could be injured at a vehicle crash when the external impact forces on
his/her body regions exceed the tolerances. The force magnitude related to the vehicle
crash severity and the principal direction of force (PDOF) affect the body region

Figure 1.
Sample validation using the GHBMC M50 model. Left to right: Shaw et al. sled buck model setup, head Z
displacement and lower left rib displacement.

Test Detailed Model
Run Time (min)

Simplified Model
Run Time (min)

Run Time Reduction
(Detailed/Simplified)

Thorax hub impact 583 15 38.9

Lateral sled impact 1554 40 38.9

Table 1.
Run time results for the simplified M50 occupant model.
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injury patterns and severities. The PDOF could vary for an occupant on a given
seating position with different crash scenarios (frontal, oblique, side, or rear impacts
to the vehicle), or vary with different seating orientations under one vehicle crash. In
the real-world, there are more occurrences of vehicle frontal crashes than other
impacts.

Kitagawa et al. [81] analyzed occupant kinematics in simulated frontal collisions
with three speeds assumed (56 km/h, 40 km/h and 30 km/h) using the THUMS
Version 4 AM50 occupant human model representing the 50th%ile male occupant
seated varying seating orientations with every 45-degree increment from 0 degree
(forward-facing) to �180 degrees (rear-facing) with respect to the impact direction,
and with three angles of the seatback from 24 degrees to 36 degrees for two seating
positions. The results showed that the occupant had the largest torso lateral excursion
(up to 700 mm at a 56 km/h frontal crash) at�45 degrees and� 90 degrees orientated
(side-facing) seating positions.

In this study, we focused on analysis of occupant injury patterns and risks for a
mid-size male occupant on a seat with the orientations varying to the PDOF 360
degree under a moderate frontal crash pulse.

3.1 Methods

We simulated a belted mid-size male occupant on a seat in a conceptual automated
vehicle subject to the 40 km/h (25 mph) frontal crash pulse from Shaw PMHS golden
test [70] as shown in Figure 2 (left graph). The 3-point seatbelt restraint was with
pretensioner and 3.5 kN load limiter. Figure 2 (right graph) shows the simulation
cases with the GHBMC M50-O v4.5 model representing the male occupant. For each

Injury Type Injury Measure Injury Risk Function Ref.

Head AIS 3+ HIC36 (side)
HIC15 (Frontal)

∅ ln HICð Þ�7:45231
0:73998

h i
[75]

BrIC 1� e�
BrIC�0:523

0:531ð Þ1:8 [76]

Chest AIS 3+ � - Frontal CD
0:5 ∗ 1þ erf

ln CHDfront½ �� 4:16985�0:198331ðffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ∗ e�0:67464ð Þ2

p
� �� �

[77]

Chest AIS 3+ � - Side CD 1
1þe 9:02937�0:03705 ∗45�36:8232 ∗CHDside=327ð Þ [77]

Abdomen AIS 2+ VC 1
1þe� �8:07533þ2:77263 ∗VmaxCmaxð Þ [78]

Pelvis AIS 2+ Pubic Force Fp 1
1þe4:70�1:50 ∗Fpubic

[79]

KTH AIS 2+ Femur Fz 1
1þe5:7949�0:5196 ∗Ffumer

[80]

Tibia AIS 2+ Upper Tibia Force 1
1þe0:5204�0:8189 ∗Fuptibiaþ0:0686 ∗mass [80]

Tibia/Fibula Shaft fracture AIS 2+ Tibia Index RTI 1� exp �e
ln RTIð Þ�0:2728

0:2468

� �
,

RTI ¼ M
240 þ F

12

[80]

Ankle AIS 2+ Lower Tibia Fz 1
1þe4:572�0:670 ∗Flotibia

[80]

Full Body Index FBII P7
i¼1Pi

Table 2.
The human body region injury risk functions for the 50th%ile male occupant.
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simulation case, the seat was rotated with every 30-degree increment from 0 degree to
360 degrees respect to the frontal impact. It is noted that each case number is named
same as the clock number.

The models of the seat and seatbelt were used the same as what have been vali-
dated from the NHTSA’s Advanced Adaptive Restraint Program (AARP) [82]. For the
seat model, additional validation was made for the rotational stiffness of the seat back
against the published body block test data [83], in which the seat back forward-
rearward rotation was allowed within +20 degrees.

From the simulations for the twelve cases with the defined different seating ori-
entations, analyses were made on the occupant kinematics, forces on the occupant,
and injury patterns and severities for each case.

3.2 Results

3.2.1 Occupant kinematics and external forces

Respect to the impact direction, the seating orientations could be classified as the
frontal/oblique facing (within 0— � 60 degree orientations or 10, 11, 12, 01, 02
O’clock (OC)), side facing (within �90— � 120 or 03, 04, 08, 09 OC), and rear-
facing (within �120–180 degrees or 05, 06, 07 OC). Figure 3 shows the maximum
human body movement of each case varying with seat orientations. Significant kine-
matics differences of the human occupant among the seat facing classifications were
observed.

Figure 4 (left graph) shows the time-history traces of the head, T1, and pelvis of
the frontal/oblique facing seated occupant during the crash. Figure 4 (right graph)
depicts the maximum external forces on the occupant from the seatbelt and the seat
back. As the occupant faced more obliquely, the Head/T1 displacements increased
while the pelvis displacement sightly decreased. The seatbelt routing obviously
affected the kinematics. It was observed that the occupant at 11 & 10 OC had larger
displacement than 01 & 02 OC. The seatbelt shoulder forces were all above 5 KN,
while the seat back force to the occupant increased as the occupant had more side
facing.

Figure 5 (left graph) shows the time-history traces of the head, T1, and pelvis of
the side facing seated occupant during the crash. Figure 5 (right graph) depicts the
external forces on the occupant from the seatbelt and the seat back. The occupant at

Figure 2.
The 40 kph (25mph) frontal crash pulse (left graph) and the 50th%ile occupant seating positions considered in
this study (right graph).

129

Accidental Injury Analysis and Protection for Automated Vehicles
DOI: http://dx.doi.org/10.5772/intechopen.105155



03 & 04 OC showed twisting head while the torso was restrained by the seat belt and
the seat back. The occupant seating at 09 & 08 OC showed shoulder belt slip-off and
significantly larger displacement than 03 & 04 OC. In these side facing seat positions,
the seatbelt restraint forces were reduced to 2–3 KN, while the seat back forces on the
occupant increased to 7.1–8.7 KN.

Figure 6 (left graph) shows the time-history traces of the head, T1, and pelvis of
the rear facing seated occupant during the crash. Figure 6 (right graph) depicts the
maximum seatbelt shoulder forces and the seat back forces on the occupant. No
significant difference between 05 OC and far-side 07 OC was shown. In this seat
facing group, much larger head and T1 displacement occurred compared to the other
two groups. The restraint forces from the seat back increased significantly to 15.5–22.7
KN, while the seatbelt forces were below 1 KN. Hyperextension of the neck was
observed.

Figure 3.
The seat facing classifications and the 50th%ile occupant kinematics under the 40 km/h frontal crash pulse.

Figure 4.
The 50th%ile occupant kinematics (left graph) and maximum forces on the occupant (right graph) at the frontal/
oblique facing seating positions under the 40 km/h frontal crash pulse.
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3.2.2 Occupant injury patterns

For each case, the body injury measures, HIC, BrIC, Chest Deflection and Femur
Load, were calculated. Figure 7 plots these normalized injury measures varying with
the seating orientations. From the HIC and BrIC plots, we see that the more rearward
the occupant faced, the larger HIC and BrIC had. The occupant at the front/oblique
facing (12–02 OC) showed largest anterior-posterior chest deflection, followed by
pure rear facing (06 OC) due to the restraints from the seatbelt or seat back. The
occupant at the side facing (04 & 08 OC) showed largest lateral chest deflection,
followed by front/oblique facing (11 & 10 OC) because the torso moved laterally to
the seat and contacted the seat side structure.

3.2.3 Discussion

Figures 3–6 show that the occupant had the largest torso excursion laterally in
the �90 degrees (or 09 OC side-facing) orientated seating position. The maximum
Y-displacement of the T1 kinematics target reached 751 mm. This trend was same as
what Kitagawa, Y., et al. found in their study similar to this setup [81].

Figure 5.
The 50th%ile occupant kinematics (left graph) and maximum forces on the occupant (right graph) at the side
facing seating positions under the 40 km/h frontal crash pulse.

Figure 6.
The 50th%ile occupant kinematics (left graph) and maximum forces on the occupant (right graph) at the rear
facing seating positions under the 40 km/h frontal crash pulse.
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Figures 3–6 show that the shoulder seatbelt had the largest restraint force on the
occupant at the 12 OC seating position under the frontal loading, while the restraint
force on the occupant from the seat back reached the maximum at the 06 OC seating
position.

From Figure 7, the worst cases were identified as

• side facing (04 OC) having the highest risks of combination of the head and chest
injuries indicated with the largest BrIC and lateral chest deflection, and

• rear facing (06 OC) having the highest risks of head and neck injuries due to neck
hyperextension.

4. Injury analysis for the side-facing seated occupant

The results in Section 3 show that a side facing seated occupant could have high
risk of head and chest injuries even at a moderate severity frontal crash. Our other
previous study [84] concluded that as a frontal crash severity increased above 40 kph
or 25 mph delta velocity, the estimated injury risks for the body regions of head, chest,
abdomen, pelvis, and knee-thigh-hip of the side-facing seated occupant increased
significantly.

Figure 7.
The 50th%ile occupant body region injury measures at all the seating positions under the 40 km/h frontal crash
pulse.
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In real-world vehicle crashes, a lateral-facing seated occupant could also be
exposed to various impacts other than a frontal crash, such as the oblique, side, and
rear vehicle crashes. In this study, we investigated a mid-size male occupant on a 2nd
row side-facing seat in a minivan subject to various crash pulses from the current US
regulatory vehicle crash tests. The objective was to better understand the body injury
risks and restraint protection effectiveness for such a side-facing seated occupant.

The general approach went through the three phases: 1) selected the vehicle crash
test cases, collected the test data, and performed the vehicle crash test simulations; 2)
performed the occupant simulations and injury analysis; 3) developed new restraint
concepts for the occupant protection (the methods and results from this phase will be
summarized in Section 5).

4.1 Methods

In this study, the case vehicle was a US minivan with redesigned seating arrange-
ment for a conceptual automated vehicle.

Eight US regulatory vehicle crash tests for the minivan were considered, as listed in
Table 3, including the US NCAP rigid barrier frontal crash (FC-RB), the IIHS 40%
offset deformable barrier frontal crash (FC-ODB), the IIHS small overlap rigid barrier
frontal crash (FC-SOB), the US NCAP moving deformable barrier near side crash
(NS-DB), the IIHS moving deformable high barrier near side crash (NS-IDB), the US
NCAP moving deformable barrier far side crash (FS-DB), the IIHS moving deform-
able high barrier far side crash (FS-IDB), and the NHTSA rear crash sled test (RC-RL).

The vehicle side crash tests listed in Table 3 were simulated. The vehicle FE model
was originally obtained from the public resource hosted by George Washington Uni-
versity National Crash Analysis Center (NCAC). Further updates were made on the
side door structures of the minivan model. Correlation of the maximum side door

Case Ref.
Name

Crash Test Description Crash
Type

Crash
Mode

Delta
Velocity

Ref. Test #

FC-RB Frontal Crash, US NCAP Rigid Barrier Frontal NCAP
Barrier

56 kph [85]

FC-ODB Frontal Crash, IIHS 40% Offset
Deformable Barrier

Frontal
oblique

IIHS ODB 64 kph [CEF0806]

FC-SOB Frontal Crash, IIHS Small Overlap Rigid
Barrier

Near side IIHS SORB 64 kph [CEN1438]

NS-DB Near Side Crash, US NCAP Moving
Deformable Barrier

Near side NCAP
MDB

61.6 kph [86]

NS-IDB Near Side Crash, IIHS Moving
Deformable High Barrier

Near side IIHS High
MDB

50 kph [CES0813]

FS-DB Far Side Crash, NCAP Moving
Deformable Barrier

Far side NCAP
MDB

61.6 kph [87]

FS-IDB Far Side Crash, IIHS Moving
Deformable High Barrier

Far side IIHS High
MDB

50 kph [CES0813]

RC-RL Rear Crash, Rear Sled test Rear Rear Sled 40 kph [88]

Table 3.
The US regulatory vehicle crash tests for the minivan investigated in this study.
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structure deformation against the measured data were achieved. The updated vehicle
FE model consisted of 572,555 elements, 604,821 nodes and 694 parts. Figure 8 shows
the vehicle crash simulation model setup for the four side crash tests, in which
coupled vehicle crash and occupant simulations were performed.

For simulations of the vehicle frontal, oblique and rear crash tests listed in Table 3, a
simplified vehicle FE model with 148,437 elements, 153,155 nodes and 47 parts was
developed from the original NCACmodel. The vehicle crash pulses from the frontal and
oblique tests were collected and applied to the vehicle model, as shown in Figure 9.

For the occupant simulations, the GHBMC M50-OS v1.8.4 model (updated inter-
nally) was used to represent a 50th%ile male occupant. Figure 10 shows the occupant
model setup with the interior seating configuration of the minivan. The occupant
restrained with a 3-point seatbelt was placed on a concept bench seat (case seat) on
the frontal right side in the middle of the vehicle, surrounded by a 1st row right hand
side (RHS) seat on his right, a 2nd row rear-facing seat on his front, and the rear-seat
on his left.

The case seat model consisted of the cushion, seat pan and seatback. The material
models of the cushion foam and the cover fabric were carried over from the validated
mechanical properties of a passenger seat. The 1st row RHS seat was represented by a
validated production passenger seat FE model as a surrogate.

The occupant seating under gravity was simulated initially. Each simulation run
through 150 msec of termination time. The final occupant seating position and posture
were then defined along with the seat cushion and seatback geometry profiles from
the seating simulation at the time when the occupant achieved his equilibrium seating
position.

For each of all the US regulatory vehicle crash tests listed in Table 3, the vehicle
and occupant simulations were conducted. From the occupant simulation results, we
analyzed the occupant kinematic and kinetic response, as well as the injury measures
and risks estimated from the injury risk functions summarized in Table 2.

4.2 Results

4.2.1 Kinematics

Figure 11 compares the kinematics snapshots at 115 msec of the 50th%ile male
occupant at the side facing seat responding to the US NCAP rigid barrier frontal crash

Figure 8.
Simulation models for the four US regulatory vehicle side crash tests.
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(FC-RB), the IIHS 40% offset deformable barrier (FC-ODB) frontal crash, the IIHS
small overlap rigid barrier frontal crash (FC-SOB), and the rear impact (RC-RL),
respectively. In all the three frontal and oblique crashes, the occupant impacted to the
1st row seat back on his right, while in the rear impact he moved laterally to his left.

Figure 12 compares the kinematics of the side-facing seated 50th%ile male occu-
pant at 150 msec responding to the US NCAP moving deformable barrier near side
crash (NS-DB), the IIHS moving deformable high barrier near side crash (NS-IDB),
the US NCAP moving deformable barrier far side crash (FS-DB), and the IIHS moving
deformable high barrier far side crash (FS-IDB), respectively. Under the near side
crashes, the occupant firstly moved back toward the seatback during about 80 msec
and then bounced forward driven by the seatback force. Under the farside crashes, the
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Figure 9.
The vehicle frontal and oblique crash pulses from the four US regulatory vehicle crash tests used for the occupant
simulations in this study.
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occupant moved forward all the way from the beginning. His lower legs impacted the
side of the 2nd row LHS seat that was pushed toward the occupant by the deforming
LHS side door structures of the vehicle.

4.2.2 Injury analysis

Table 4 summarizes the injury measures for the body regions of head, neck,
Thorax, abdomen, pelvis, and lower extremities, outputted from the belted GHBMC
M50-OS v1.8.4 (modified) model for the eight crash cases.

With the body injury risk functions listed Table 2, we calculated the body region
injury risks and the Full Body Injury Index FBII of the 50th%ile mid-size male
occupant for each crash case.

Figure 10.
The crash cases and interior seating configuration of a conceptual automated minivan investigated in this study.

Figure 11.
The kinematics snapshots at 115 msec of the 50th%ile male occupant at the side facing seat under various vehicle
frontal and rear crashes—FC-RB (upper left), FC-ODB (lower right), FC-IDB (upper right), and RC-RL (lower
right).
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Figure 12.
The kinematics snapshots at 150 msec of the 50th%ile male occupant at the side facing seat under various vehicle
side crashes—NS-DB (upper left), NS-IDB (lower right), FS-DB (upper right), and FS-IDB (lower right).

Injury Injury
Measure

1-
FCRB

2-
FCOD

3-
FCSOB

4-
NSDB

5-
FSDB

6-
RCRL

7-
NSIDB

8-
FSIDB

Head AIS3+ (Side) HIC36 1977.6 1673.4 519.2 116.3 95.7 121.4 159.6 150

Head AIS3+ (Front) HIC15 1483.1 1493.2 578.4 7.4 95.7 100.3 103.2 140.1

Brain injury BrIC 1.3 1.34 0.89 0.53 0.39 0.55 0.46 0.45

Neck AIS 2+ IV-INC 1.87 1.9 1.85 1.12 1.2 1.82 1.39 1.8

Chest AIS3+ (Front) Chest Dmax 55.9 55.3 30.7 30.1 46.6 57.1 36.6 47.3

Chest AIS3+ (Side) Chest Half
Dmax

96.3 80.5 56.3 31.5 64.5 65.4 32.2 64.8

Abdomen AIS3+ Vmax*Cmax 1.174 1.917 2.287 0.509 2.698 0.615 0.875 1.44

Pelvis AIS2+ (Side) Pubic Force 3.585 4.807 2.751 0.555 0.737 1.098 0.881 0.593

KTH AIS2+ (Front) Femur Force 4.974 4.547 3.334 2.055 5.42 3.39 1.895 5.107

Tibial Plateau/
Condyle fracture
AIS2+

Tibia Upp
Fz

5.18 5.423 2.598 3.324 7.957 1.396 2.38 9.263

Tibia/Fibula shaft
fracture AIS2+

Tibia Index
RTI

0.24 0.184 0.179 0.325 0.749 0.082 0.248 0.862

Calcaneus, Talus,
Ankle and Midfoot
fracture AIS2+

Tibia lower
Fz

3.94 1.321 2.005 1.076 1.932 0.366 0.978 1.358

Table 4.
The injury measures for the body regions of head, neck, thorax, abdomen, pelvis, and lower extremities from the
GHBMC M50-OS v1.8.4 (modified) model restrained with the 3 pt. seatbelt for the eight crash cases.
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Figure 13 (Left plot) compares all the injury risks of the head (P_head), chest
(P_chest), abdomen (P_abd), pelvis (P_pelvis), tibial (P_tibial), ankle (P_ankle)
among the eight crash cases. It shows that the chest injury risks were relatively high
across all the cases. Higher head and pelvis injury risks were observed at all the frontal
crash cases. Higher lower extremity injury risks were seen at the far side crash cases.

Figure 13 (Right plot) compares the Full Body Injury Index FBII among the eight
crash cases. It is indicated that the US NCAP rigid barrier frontal crash (FCRB) caused
the highest FBII value while the US NCAP moving deformable barrier near side crash
(NS-DB) had the lowest FBII value.

4.2.3 Discussion

Table 5 summarizes the estimated vulnerable body regions and injury severity for
the side-facing seated 50th%ile male occupant responding to the frontal/oblique, rear,
near side and farside side crashes, respectively. It is noted that the impacts to the
occupant were completely different from the forward-facing seated due to the side-
facing seat orientation. The occupant experienced the side impacts from the frontal
and oblique vehicle crashes and the frontal impacts from the farside crashes. Severe
body injuries for the side-facing occupant were caused the most by the frontal and
oblique crashes, followed by the farside crashes, rear crashes, and near-side crashes.

Figure 13.
(left plot): The 50th%ile male occupant body region injury risks of the head (P_head), chest (P_chest), abdomen
(P_abd), pelvis (P_pelvis), tibial (P_tibial), ankle (P_ankle), and (right plot): The full body injury index FBII
among the eight crash cases.

Vehicle Crash Impact to
Occupant

Vulnerable Body Region Injury
Severity

Frontal & Frontal Oblique
Crashes

Side from Right Head, Neck, Chest, Pelvis, Lower
Extremity

Very High

Far Side Crashes Frontal Head, Chest, Lower Extremity High

Rear Crashes Side from Left Neck, Chest Moderate

Near Side Crashes Rear Chest Low

Table 5.
The estimated vulnerable body regions and injury severity for the side-facing seated 50th%ile male occupant
responding to various vehicle crashes.
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The severe body injuries for the side-facing seated occupant restrained with 3-
point seatbelt from the frontal, oblique and rear crashes indicated ineffectiveness of
the seatbelt restraint for such crash scenarios.

For the farside crashes, the seatbelt performed better for the frontal impacted
experienced occupant. The high injury risk value of the lower extremity was caused by
contact of the legs to the 2nd row seat.

The near-side crashes caused less severe injuries to the rear impacted experienced
occupant possibly due to mitigation of the impact energy by the seat back and the
vehicle side structures.

The estimated outcomes of the body injury risks were limited to one case vehicle
interior configuration. Further investigation on different vehicle crashes and seating
configurations should be performed.

5. New restraint concepts for the side-facing seat occupant

To protect the side-facing seated occupant better, we developed new restraint
concepts and evaluated the effectiveness based on understanding of the results from
the phase 1–2 presented in Section 4.

5.1 New restraint concepts

First of all, design guidelines for new restraint devices were defined specifically for
the side-facing occupant. The requirements for the restraints’ performances are such
that: 1) the pelvis lateral movement should be restrained earlier and properly; 2) the
head/torso lateral displacements should be minimized to prevent the head/torso con-
tact to any laterally nearby objects; 3) the lower legs/foot lateral failing motion and
impact to the 2nd row LHS seat should be minimized.

Four new restraint concept designs highlighted below were developed:

• Seat-mounted Side Airbag (SSAB)—integrated to the occupant seat, designed for
protection of the occupant from side impacts.

• Torso Restrain Airbag (TRAB))—integrated with the lap-seatbelt or to the
occupant seat, designed for protection of the occupant from frontal and oblique
impacts.

• Seat-mounted Head Airbag (HAB)—mounted on the side door structure,
designed for protection of the occupant from rear impacts.

• Leg Restraint Device (LRD)—mounted beneath of the floor, designed for control
of the lower legs/foot lateral failing motion from high severe side impacts.

Figure 14 shows snapshots of the deployed restraints of the SSAB, TRAB, HAB,
and LRD, respective.

5.2 Evaluation methods

Evaluation of the restraint effectiveness was performed in two steps: 1) new
restraint concept evaluation; 2) integrated restraint system performance evaluation.
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The 1st step was development of the new restraint concepts one by one, for which
a component model was created. Its system performance was then evaluated only at
one worst vehicle crash test case. For each protection type, the restraint system
integration and performance were optimized. The best performed integrated
restraints were then selected for the next step study. Table 6 shows the new restraint
concept evaluation matrix.

The 2nd step was to verify the system performance of the integrated restraints
across all the eight crashes in Table 3. Table 7 shows the evaluation matrix for the
three integrated restraint systems—the baseline 3 pt. seatbelt from Section 4, a 4 pt.
seatbelt and the “optimal” new restraint system from Step 1 of current study.

5.3 Results

5.3.1 Kinematics

Figure 15 compares the kinematics snapshots at 120 msec of the side-facing seated
50th%ile male occupant with the three restraint systems under the US NCAP rigid
barrier frontal crash (FC-RB) (worst case). With the new restraint system, the occu-
pant was protected from being impacted from the 1st row seat on his right side, while

Figure 14.
The new concepts of restraint devices.

Protection
Type

Frontal
Protection

Side Protection -
Right

Side Protection -
Left

Rear Protection

Restraint
Device

3 pt. Seatbelt 3 pt. Seatbelt 3 pt. Seatbelt 3 pt. Seatbelt

Torso Restrain
Airbag (TRAB)

Seat-mounted Side
Airbag (SSAB)

Seat-mounted Side
Airbag (SSAB)

Seat-mounted Head
Airbag (HAB)

Leg Restraint Device
(LRD

Leg Restraint Device
(LRD)

Test Case for
Evaluation

FS-DB FC-RB RR-SL NS-DB

CAE Cases 12 32 12 8

Table 6.
New restraint concept evaluation matrix.
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the occupant with the other two restraints (3 pt. and 4 pt. seatbelt) impacted heavily
to the 1st row right seat on his right.

5.3.2 Injury analysis

Table 8 summarizes the injury measures for the body regions of head, neck,
Thorax, abdomen, pelvis, and lower extremities, outputted from the GHBMC M50-
OS v1.8.4 (modified) model restrained with the new restraints for the eight crash
cases.

Figure 16 compares the body injury risks of the side-facing seated 50th%ile male
occupant for the vehicle frontal & rear crash cases, restrained with 1) baseline 3 pt. SB

Baseline 4 pt. Seatbelt (SB) New Constraints

Restraint Device 3 pt. Seatbelt (Baseline) 4 pt. Seatbelt 3 pt. Seatbelt

SSAB, TRAB, LRD,HAB

Crash Cases for Evaluation FC-RB FC-RB FC-RB

FC-ODB FC-ODB FC-ODB

FC-SOB FC-SOB FC-SOB

NS-DB NS-DB NS-DB

NS-IDB NS-IDB NS-IDB

FS-DB FS-DB FS-DB

FS-IDB FS-IDB FS-IDB

RC-RL RC-RL RC-RL

CAE Cases 8 8 8

Table 7.
Integrated restraint system performance evaluation matrix.

Figure 15.
The kinematics snapshots at 120 msec of the side-facing seated 50th%ile male occupant under the US NCAP rigid
barrier frontal crash (FC-RB) with the three restraint systems—3 pt. SB (left), 4 pt. SB (middle), and new
restraints (right).
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(in blue), 2) 4 ps SB (in Orange), and 3) new restraints. We see that the new restraint
system significantly reduced all the body region risks compared to the 3 pt. SB
restraint system.

Figure 17 compares the body injury risks of the side-facing seated 50th%ile male
occupant for the vehicle side crash cases, restrained with 1) baseline 3 pt. SB (in blue),
2) 4 ps SB (in Orange), and 3) new restraints. It showed that under all the side crash
conditions the new restraint system also worked effectively for reducing the severe
injury risks compared to the 3 pt. SB restraint baseline.

Figure 18 compares the Full Body Injury Index of the side-facing seated 50th%ile
male occupant with three restraint systems from all the vehicle crash cases. Overall,
the new restraint system significantly reduced the risks from all the vehicle crash tests
in Table 3 compared to the other evaluated seatbelt only restraints.
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Figure 16.
Comparison of the body injury risks of the side-facing seated 50th%ile male occupant for the vehicle frontal& rear
crash cases, restrained with baseline 3 pt. SB (blue), 4 pt. SB (Orange), and new restraints (green).
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5.3.3 Discussion

This study indicated that the conventional seatbelt system (with baseline 3-pt
seatbelt alone) did not provide sufficient protection for the side-facing seated occu-
pant. The same conclusion was also obtained from our other study on both 50th%ile
male and 5th%ile female human occupants in a side-facing seat [84].

The 4-pt seatbelt restrain system investigated from this study did not show good
performance. Further work was needed to improve the 4-pt restraint design and the
restraint component model validation.

The new restraints concepts developed in this study were shown to be capable of
effectively protecting the far-side seating occupant at different vehicle crash condi-
tions. The restraint system consisted of the three restraint components, among which
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Figure 17.
Comparison of the side-facing seated 50th%ile male occupant body injury risks for the vehicle near side and farside
crash cases, restrained with baseline 3 pt. SB (blue), 4 pt. SB (Orange), and new restraints (green).
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the seat-mounted side airbag (SSAB) was a key component that protected the head/
neck and torso more effectively. To further develop this concept design into a product
in mass protection, more future work is required to resolve possible issues in the
packaging and the manufacturing.

6. Conclusions

Among different seating orientations of 360 degrees respect to the impact direc-
tion under the 40 kph frontal crash pulse, the side-facing positions were identified as
worst cases in which the occupant had the highest risks of combination of the head
and chest injuries indicated with the largest BrIC and lateral chest deflection, while
the rear facing seated occupant had the highest risk of cervical spinal neck injury due
to the neck hyperextension.

For the US regulatory (NCAP and IIHS) vehicle frontal and oblique crash tests
(including NCAP rigid barrier frontal crash, the IIHS 40% offset deformable barrier
frontal crash, and the IIHS small overlap rigid barrier frontal crash), as well as the
vehicle rear crash test, side protection of a side-facing seated occupant is required. As
the crash severities increased to 65kph or 35 mph of delta velocity, the side-facing
occupant with the 3 pt. seatbelt alone could suffer high injury risks for the multiple
body regions of head, chest, abdomen, pelvis, and the lower extremities.

Under the US regulatory (NCAP and IIHS) vehicle far side crash tests (including
the US NCAP moving deformable barrier far side crash and the IIHS moving deform-
able high barrier far side crash), frontal protection for a side-facing seated occupant
restrained with a 3 pt. seatbelt is necessary. Such an occupant could suffer moderate to
high injury risks for the head, chest, and the lower extremities.

Under the US regulatory (NCAP and IIHS) vehicle near side crash tests (including
the US NCAP moving deformable barrier near side crash and the IIHS moving
deformable high barrier near side crash), a side-facing seated occupant will experi-
ence the rear impact under large pushing force from the seat due to the side door
structure intrusion. With the seat and 3 pt. seatbelt restrains, such an occupant could
suffer moderate injury risks for the head, neck and chest.

Figure 18.
Comparison of the full body injury index of the side-facing seated 50th%ile male occupant across all the vehicle
crash cases, restrained with baseline 3 pt. SB (blue), 4 pt. SB (Orange), and new restraints (green).
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The new restraint concepts developed for the side-facing seat occupant in Section 5
demonstrated significant improvement for mitigation of the occupant’s body injuries
for all the vehicle crash test conditions considered in this study.
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Chapter 6

Parent Opinions of Automated 
Vehicles and Young Driver Mobility
Allegra Ayala and Yi-Ching Lee

Abstract

Previous research has identified that autonomous vehicles (AVs) may be useful 
in increasing the mobility of certain groups, including children. Teenagers present a 
unique ridership case, as many teenagers hold a form of driver’s license although they 
are still children. Using an online survey, parents were asked about their general opin-
ions of AV as well as several questions regarding their willingness to transport their 
teenagers in an AV unattended. Results indicated that factors such as early adopter 
status, the potential to delay teenager licensing, and perceived safety were related to 
parent willingness. These findings may be used to shape future research into using 
AVs to increase the mobility of teenagers.

Keywords: parents, children’s mobility, teenager’s mobility, autonomous vehicle,  
young driver

1. Introduction

When discussing smart mobility, there is an ever-increasing presence of autonomous 
vehicles (AVs) on the roadway and in development. Interest in the design and imple-
mentation of AVs increases each year as this innovative technology is applied to new 
contexts and user groups [1]. While there are many specifics that could be discussed 
regarding the hardware and function of AVs, this chapter will focus on parents’ opin-
ions of the use of AVs for their teenage children in various contexts and transportation 
scenarios.

The design and intended use of any vehicle largely depends on the user group the 
vehicle is targeted at. In the case of AVs, specific applications such as the creation of 
an innovative personal vehicle or improved long-haul trucking have received atten-
tion in recent years [2, 3]. Applications such as a shared autonomous bus (AB) or 
autonomous shuttle (AS) have also been examined both theoretically and in practice 
with potential riders [4–6]. Potential benefits for the implementation of AV on the 
roadways include an increase in safety and convenience, as well as the possibility of 
increased mobility [7, 8]. Automation makes the very inaccessible task of driving 
available to many groups who are currently unable to drive or have limited access 
to driving such as the elderly, disabled individuals, and children [7]. While some 
research examines the potential for this mobility increase, one particular area that has 
yet to be explored thoroughly concerns family mobility and the potential for AVs to 
increase it.
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When considering the transportation of children of all ages in an AV, the relation-
ship between parents and children’s mobility must be examined. Generally, children 
have a large number of transportation needs such as school, extracurriculars, and 
social activities. For a number of reasons, parents are reliant on their personal vehicles 
to meet all of their families transportation needs, often seeing personal vehicle use 
as the only acceptable way to take their children to activities [9, 10]. In the context of 
school, the number of children who are able to transport themselves through walking 
or biking has decreased drastically over time due to increasing travel distances and par-
ent concern regarding traffic dangers [11, 12]. Children who live close to their school 
are often still driven by a parent out of concern for the child’s safety [13]. Even while 
many parents report issues managing these rides alongside their work and personal 
transportation needs, many still elect to transport their children personally [13, 14].

After school, tasks like extracurriculars, medical appointments, and social events 
add even more trips to a family’s schedule. The use of public transportation options 
brings up concerns of safety with strangers and the difficulty of navigating some 
systems, while considering that many of these options do not allow unaccompanied 
minors [10]. Even rideshare services which utilize a private vehicle, such as Uber, 
do not allow for the transportation of unaccompanied children [15, 16]. For many 
families, a personal vehicle is the only available transportation method that meets the 
need for convenience and flexibility, while also quelling parent safety concerns. The 
option of utilizing an AV offers a solution to help lighten the load of transportation 
needs on the parent, while addressing many of their concerns regarding other meth-
ods of transportation.

In order to offer this potential solution to parents, AVs must be designed with parent 
concerns in mind. Prior research has suggested that parents are gatekeepers to this 
mobility and dictate the methods by which their children travel and therefore must 
feel that their children are safe in an AV [8, 17, 18]. Some research has been conducted 
to examine parent opinions of transporting young children in AVs independently 
which has uncovered several perceived concerns and benefits from parent groups. 
Prior literature suggests that parents were most interested in the possibility that this 
presented a convenient option to transport their children when they are unable to 
drive and that their children could carpool with other families children [8, 18, 19]. 
Excluding general barriers to acceptance of AV such as hacking, parents were often 
concerned about child maturity level and the distance of the journey [19]. Reported 
concerns about child safety included issues of how the AV would respond to threats 
and ensuring that a child gets to their final destination after exiting the vehicle [8].

Additionally, issues of technological acceptance and social desirability may play 
a role in parents’ standpoint on transporting their children in AVs [20, 21]. Previous 
research suggests that children influence parent’s decisions to adopt digital technolo-
gies [22]. Adoption of technology refers to an individual deciding to make use of a 
technology in their lives [23]. In this case, early adoption would refer to individuals 
who decide to use new technologies before the majority of the population. Parents 
who identify with this concept of early adoption may be more likely to make use of 
AVs, as they are an emerging technology.

When considering child transportation, teenagers present a unique challenge. 
Teenagers have more transportation needs than young children, as many have the 
addition of a work schedule and increased social obligations, but many are able 
to drive themselves after the age of 15 depending on the state. Despite this vastly 
different scenario, there is no research solely focused on transporting teenagers in 
AVs. Due to their ability to become licensed, it may be thought that teenagers have 
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a lesser need for AVs than young children, but teenagers would also benefit from 
this technology in unique ways.

One way that parents overcome traditional barriers to child mobility is encouraging 
their teenagers to receive learner’s permits. Whether parents are busy or simply do 
not want to drive their older children around, learning to drive removes the need for 
a parent to be involved in their transportation. This also creates another driver in the 
family to transport younger children or individuals in the family who are unable to 
drive. Unfortunately, teenagers are among the most high-risk drivers. Some of this 
is due to lack of experience, but teenagers are also more likely to exhibit risk-taking 
behavior than their adult counterparts [24, 25]. CDC data collected from 2016 to 2017 
shows that 16 year-old drivers were 1.5 times more likely to have an accident per mile 
driven than drivers in the 18–19 year-old category [26]. While some may attribute 
this to driving experience, it has also been found that teenagers who waited longer to 
obtain their learner’s permits were shown to exhibit less risky driving behavior [27]. 
This suggests that the difference in driving behavior and accident rates are due to 
more than just experience gained. Adoption of AV transportation would lessen the 
need for these teenagers to get licensed as soon as they are of age while still offering 
independent mobility.

Teenagers who have already been licensed would also benefit from this technology, 
as they fall under the same high accident and risky driving behavior statistics. In 
the case of these teenagers, or teenagers who would still like to get their license and 
use an AV, this would create a unique group of users who are qualified to drive the 
vehicle should an emergency arise that requires a driver. Parents may also feel safer 
transporting young children in AVs if an older, teenaged sibling is there to monitor the 
ride, enforce safety rules, and ensure that the younger child reaches their destination. 
Overall, the use of personal AVs for transporting teenagers would greatly increase the 
entire family’s mobility. To make this a reality for families, the needs and wants of 
parents must be addressed first.

The current study is an attempt to begin to understand parent opinions on 
transporting teenagers in AVs unaccompanied. Parent willingness will be measured, 
along with data regarding their child’s transportation needs and driving habits. 
Additionally, parent opinions on teenagers using AV as a way to delay the need to 
drive will be examined.

2. Methods

2.1 Data collection

Participants were recruited through Amazon Mechanical Turk to take a survey 
hosted on Qualtrics from January 5th to February 7th, 2022. They were required to 
be between the ages of 18 and 99 years old, live in the United States of America, and 
be the parent of at least one child above the age of thirteen to participate in the study. 
Compensation was provided (4 USD per valid, complete response). This research was 
approved by the author’s university Institutional Review Board.

Of the initial 315 responses, 38 participants were removed due to not meeting the 
participant criteria or declining to participate at the informed consent stage of the 
questionnaire. An additional 50 responses were removed due to failure of attention 
checks such as “What is the current month?” or “Please respond no to this question.” 
Lastly, a final 34 participants were removed due to responding to the survey questions 
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for a child that was not within the acceptable age range of 13–19 years old. A total of 
191 valid responses were used for the analysis.

2.2 Questionnaire development

2.2.1 Parent demographics

Before beginning the demographic section, participants were asked to confirm 
that they met the criteria to participate and agree to the terms laid out by an elec-
tronic informed consent form. Then, participants were asked to first answer a set of 
demographic questions regarding themselves. Parent demographic questions included 
age, sex, gender, ethnicity, and education level. Participants were also asked if they 
held a valid driver’s license, which state this license was issued in, how many years of 
driving experience the participant had, and how many accidents they have caused. 
These questions were asked to gather information regarding the participants’ driving 
experience.

2.2.2 Early adopters and autonomous vehicle opinions

Participants were next asked to answer a set of questions regarding their general 
opinions about AVs. Willingness to adopt new technologies plays a role in opinions of 
AVs, as it is a relatively new innovation [23]. Parents were given a description of an 
early adopter of technology and then were asked if they considered themselves to be 
an early adopter. A description of AVs was given to define and frame the concept for 
the duration of the study [28]. Participants were then asked how familiar they were 
with AVs, how useful they found them, how safe they felt AVs were, and how likely 
they were to ride in one. Lastly, they were asked how likely they would be to purchase 
an AV if cost was no issue. The phrasing of this question aims to understand which 
participants would be inclined to purchase an AV if the issue of cost was removed, as 
this is one of the larger barriers to adoption [29].

2.2.3 Teenager demographics

Parents were asked to answer the next section with information regarding their 
teenager. If the parent had more than one teenager, they were instructed to choose 
one to answer the questions for. Information was then collected regarding the demo-
graphics of the teenager such as sex, gender, ethnicity, and age. It was then asked what 
type of license this child had, if they held one and which state this was issued in. Years 
of driving experience and number of accidents were asked as well. Parents were then 
asked to subjectively rate their child’s driving performance on a 5-point scale ranging 
from “far below average” to “far above average.”

Having an older child who is able to drive has the potential to help increase the 
ability to meet a family’s mobility needs. For this reason, parents were also asked if 
their child’s ability to drive is helpful for meeting the family’s transportation needs. 
Additionally, the number of vehicles a family has is relative to the number of driv-
ers in the household with some families having as many vehicles as drivers [30]. 
Therefore, it was asked if the child has a designated vehicle to use when driving or 
if they would be using a car that would otherwise be used by the parent. In the case 
of the latter option, this indicates a potential need for more options for mobility 
within the family. Lastly, the parent was asked to rate how often their child needed 
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transportation to various activities per week, regardless of how this transportation is 
achieved, Activities including school, work, extracurriculars, and others were rated 
on a 5-point scale ranging from “Never” to “5+ times a week”.

2.2.4 Willingness to use

In the final section of the survey, parents were asked several questions to indi-
cate their willingness to allow a teenager to use an AV in various contexts without 
a parent present. This included different destinations as well as different statuses 
of licensing, such as a learner’s permit or a full license. As many parents have more 
than one child, questions were also posed to gauge willingness to allow younger 
children to ride with a teenager in an AV unaccompanied by an adult. Parents were 
then asked if they would prefer for their child to wait to learn to drive until they are 
older if AVs were a readily available alternative for them. The final question gave a 
brief explanation of a take-over request, which occurs when an AV needs competent 
human driver to take over the task of driving due to an unexpected situation [31]. 
They were then asked if they would feel comfortable letting their child ride unat-
tended in an AV if take-over request training were included in the curriculum to get 
the learner’s permit.

2.3 Data analysis

Data cleaning was conducted using R. JASP was used to examine demographic 
information and descriptives of the sample. It was also used to conduct Chi-Square 
tests regarding early adopter status, perceived safety of AVs, and delayed licensing 
for teenage drivers. The Chi-Square statistic is used to analyze whether there is a 
statistically significant difference between the expected frequencies and the observed 
frequencies in one or more categories between groups in a contingency table. If sig-
nificant, this test suggests that the distributions across categories and between groups 
are truly and significantly different [32].

3. Results

3.1 Parent sample characteristics

Of the valid 191 responses, just over half of the sample were male (53.40%). As for 
ethnicity, 72.78% of the participants were White, 12.57% were Asian, and 6.28% were 
Black or African American, 4.71% of participants identified as Mixed or Other, 2.09% 
were American Indian or Alaskan Native, 1.05% were Hispanic or Latino, and 0.52% 
were Native Hawaiian or Pacific Islander.

Education levels varied, with the largest grouping being a bachelor’s degree 
(52.88%), followed by an associate degree and a high school graduate, diploma or the 
equivalent (11.52% each). About one tenth (10.99%) of the sample held a master’s 
degree and 8.90% held some college credit. The smallest two groups included 2.62% 
holding a doctorate and 1.57% having trade, technical, or vocational training.

All participants were licensed drivers, with an average of 21.74 years of driving 
experience (SD = 9.35). When asked about the number of accidents they have person-
ally caused, nearly half of the participants responded with none (47.64%). Less than 
3.68% of respondents reported causing more than 2 accidents in their lifetime.
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3.2 Teenager sample characteristics

The average age of the 191 teenagers that participants responded for was 
15.75 years old (SD = 1.90). Slightly more than half (57.07%) of the sample was male. 
They also had a very similar breakdown of ethnicities as the parent group.

As some of the participants’ children were not yet of legal driving age, 25.13% (n = 48) 
of the teenage sample consisted of non-drivers, 49.74% (n = 95) had their learner’s permit 
or equivalent provisional license and the remaining 25.13% (n = 48) were fully licensed 
drivers (Figure 1). Among these teenagers, there was an average of 0.97 years of driv-
ing experience, with a standard deviation of 1.47 years (Figure 2). In parent’s subjective 
report of their child’s driving performance, over half of participants rated their child as 
an average driver as seen in Figure 3 (52.88%, n = 101). Participants also reported that 
85.23% (n = 164) of the teenage sample had never caused an accident (Figure 4).

When asked if their child’s ability to drive helps the family’s overall transporta-
tion needs, many parents “somewhat agreed” (36.65%, n = 70) or “strongly agreed” 

Figure 2. 
Number of years of driving experience for teenagers.

Figure 1. 
Teenager license status.
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(20.94%, n = 40) that it was helpful to them. Parents were also asked if their child 
has their own personal vehicle (28.27%, n = 54), shares with siblings (5.24%, n = 10), 
or uses a vehicle that would otherwise be used by a parent (51.83%, n = 99); 11.52% 
(n = 22) of the sample indicated that their teenager typically used other vehicles 
outside of the immediate family when driving.

Finally, participants were asked if they would prefer for their child to wait to 
learn to drive until they are older if they could use an AV to retain the same level of 
mobility: 31.94% (n = 61) of parents said “yes,” 50.26% (n = 96) said “no,” and 17.28% 
(n = 33) were unsure (Figure 5).

3.3 Early adoption and autonomous vehicle opinions

Participants were asked a number of questions regarding their familiarity with 
AV as well as if they considered themselves to be early adopters. All responses fell 
on a 5-point Likert scale ranging from positive to negative, in relation to the nature 

Figure 3. 
Parent rating of driving performance for teenagers.

Figure 4. 
Number of accidents teenagers have caused.
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of the question. When asked about usefulness, 80% of participants responded with 
“somewhat useful” (n = 114) or “extremely useful” (n = 40). Respondents also largely 
felt that AVs were safe, with 89 saying “somewhat safe” and 23 saying “extremely safe.” 
When asked how familiar they were with AVs, a large number of participants reported 
being at least moderately familiar with the technology as seen in Figure 6 (n = 88).

Participants were then asked if they themselves would likely be riding in an AV. The 
responses were diverse: 40 participants felt that they were extremely likely to be users, 
while 72 felt that it was somewhat likely; 22 chose the neutral category of neither likely 
nor unlikely and 38 felt that it would be somewhat unlikely. Only 18 individuals felt that 
it would be extremely unlikely for them to make use of an AV. Lastly, respondents were 
asked if they would be likely to purchase an AV if cost were no object. The results were 
the least varied of all the questions, with 52 “extremely likely,” 53 “somewhat likely,” 24 
neutral responses, 33 “somewhat unlikely” and 29 “extremely unlikely” responses.

Figure 6. 
Perceived familiarity with AV.

Figure 5. 
Participant responses to delayed licensing.
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In addition to these AV related questions, participants were asked if they would 
consider themselves to be an early adopter of technology. As seen in Figure 7, 95 
individuals responded with “probably yes” and 23 with “definitely yes,” result-
ing in 61.78% of participants identifying with the concept of an early adopter of 
technology.

3.4 Comparison of parent willingness

A chi-square test showed significant differences in frequency distributions across 
participants self-reported early adopter status and their willingness to transport their 
licensed teenager in an AV (χ2 (16, N = 190) = 31.97, p = 0.010).

As seen in Table 1, a large number of parents who were unsure of their early 
adopter status (“might or might not”) were also fairly neutral on their willingness 
with 40% of this group selecting “neither comfortable nor uncomfortable” with 
transporting their teen this way. Interestingly, of the respondents who rated them-
selves as probably being early adopters (“probably yes”) there was quite a large divide 
between those who reported being “somewhat comfortable” (n = 32) with the idea 
and those who reported “somewhat uncomfortable” (n = 25). Overall, those who 
identified more with being an early adopter were more likely to feel comfortable with 
AV transportation.

Additionally, the perceived safety of AVs and parent willingness to use them for 
licensed teens were not equally distributed (χ2 (16, N = 190) = 156.94, p < 0.001). 
Table 2 shows that participants who felt that AV is “extremely safe” felt “extremely 
comfortable” or “somewhat comfortable” with using the AVs except for one partici-
pant. Those who felt that AV was “somewhat safe” also had high rates of willingness 
with 52 participants feeling “somewhat comfortable” or “extremely comfortable.” In 
line with this, those who fell into the unsafe categories showed a tendency to be more 
uncomfortable with the idea of using this technology for their teenager’s transporta-
tion needs.

Lastly, parent willingness was compared to parent’s desire for their teen to wait 
to learn to drive if they could mitigate their mobility with an AV. There were sig-
nificant group differences (χ2 (8, N = 190) = 18.93, p = 0.015), with most parents 

Figure 7. 
Perceived early adopter status.
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falling into the “somewhat comfortable” (n = 57) or “somewhat uncomfortable” 
(n = 46) responses regardless of whether they felt their child should wait to learn 
to drive or not (Table 3).

4. Discussion

The current study was a cursory attempt at discovering the factors that contribute 
to parent willingness to transport teenagers in AVs unaccompanied. Overall, partici-
pants reported being moderately familiar with AV (46.07%) and generally perceived 
it to be safe (58.94%) and useful (80.63%). Respondents were in less agreement over 
if they would be likely to use an AV personally or likely to purchase an AV if cost were 
no issue. Although many parent participants (n = 118) reported identifying as an 
early adopter of technology, many were not in favor of their teenagers delaying their 
licensing by using AVs as a means of transportation.

When early adopter status was examined, results were congruent with previous 
research that those who self-identified as early adopters would display more willing-
ness to make use of this technology [23]. The portion of participants who did consider 
themselves to be early adopters but still expressed discomfort for using AVs (22.11%) 
suggests that those who are more likely to adopt technology earlier than their peers 
may still have reservations about AV use specifically. Additionally, the group of par-
ticipants who rated themselves neutrally on either early adoption status and willing-
ness (34.74%) suggests that a large portion of the parents surveyed are not familiar 
enough with the technology to consider using it.

One of the key elements which contributes to parent acceptance of AVs identified 
in previous research is perceived safety [8, 18, 19]. Due to this, the current finding 
that participants who felt that AVs were safe (58.95%) were more inclined to let their 
children travel unattended in them is expected. There are still portions of the sample 
who were neutral or hesitant regardless of their opinion that AVs are generally safe 
which suggests that the safety is not the only factor which may inform parent decision 
making.

Due to the literature that discusses the risk taking behavior and lack of experi-
ence of teen drivers, it was hypothesized that parents may be in favor of using AV 
as a means of delaying the need for teenagers to become licensed at a young age 
[22, 24–26]. Interestingly, this was not the case. Many parents still wanted their 
child to learn to drive regardless of AV presence. Even when considering parent 

Willingness Yes No Maybe Χ2 V

n % n %

Extremely uncomfortable 6 23.08 19 73.08 1 3.85 18.93 0.223

Somewhat uncomfortable 14 30.44 24 52.17 8 17.39

Neither comfortable nor uncomfortable 6 20.00 13 43.33 11 36.67

Somewhat comfortable 22 38.60 24 42.11 11 19.30

Extremely comfortable 13 41.94 16 51.61 2 6.45

p < 0.015.

Table 3. 
Frequencies and Chi-Square result for delayed licensing & parent willingness with licensed child (N = 190).
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willingness to transport their child in an AV, several parents who were in favor said 
that they would still want their child to get licensed. Based on participant feedback 
collected at the end of the survey, several parents who generally viewed AV favor-
ably still wanted their child to learn to drive. They felt that it is an important skill 
which is crucial to learn at this age.

This study was limited in its sample size due to large numbers of failed attention 
checks and individuals responding for children who did not meet the age criteria. 
Additionally, there was likely a lack of uniformity in participant interpretations of 
AVs. While survey questions were posed to gain insight into participants AV opinions, 
an individual’s level of prior knowledge and experience with an emerging technology 
is difficult to ascertain [8, 18]. Efforts were made to include descriptions of AVS and 
early adopter status, but it is difficult to provide a complete image of these subjects in 
a few sentences. Ultimately, this is a preliminary effort which hopes to inform direc-
tions for future studies in AV acceptance.

5. Conclusion

This chapter focused on exploring parent opinions and willingness to transport 
teenagers in AVs independently. Results indicate that parents have varying opinions 
of transporting their teenagers in AVs. Early adopter status did express more comfort 
with using the technology, parents would still like their children to learn to drive 
traditional vehicles. These findings contribute to our understanding of the perceived 
AV usage, willingness, and adoption [28], as well as, the unique barriers from a family 
perspective which are largely centered around concerns about the AVs ability to safely 
transport children [8, 18–20]. Based on the findings, several suggestions for future 
research can be made. Firstly, an exploration into potential differences between 
parent’s general ratings of AV safety compared to ratings of perceived safety specifi-
cally for transporting teenagers. In future iterations of this question, the focus can be 
shifted away from the idea of delaying one’s licensing to using AV as a supplemental 
tool during more stressful or complex driving scenarios. Also, different ridership 
scenarios should be considered when a licensed teen is present or absent with younger 
siblings or other family members. Finally, more exploration is needed into early adop-
tion of AVs specifically, as barriers may differ from general adoption of technology. 
We believe that these topics are important as we embrace AV technologies and the 
impact of AV-enhanced mobility on vulnerable road users, such as teenagers.
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Chapter 7

IoT-Based Route Guidance 
Technology for the Visually 
Impaired in Indoor Area
Jong-Gyu Hwang, Tae-Ki An, Kyeong-Hee Kim and Chung-Gi Yu

Abstract

The mobility handicapped, especially the visually impaired, are complaining 
of many difficulties and inconveniences in moving in underground spaces such as 
subway stations due to inconvenience in behavior and lack of guidance information. 
Route guidance for the visually impaired through various mobile apps using the 
newest global positioning system (GPS) is supported, but these apps cannot be used 
in areas where GPS signals are not received. To solve this problem, in this chapter, an 
Internet of things (IoT) sensor-based route guidance technology was presented to 
improve the mobility of the visually impaired in indoor areas such as railway stations 
and a mobile app has been developed, where an IoT-sensor-based user position-
ing algorithm and user convenience are considered. In addition, to evaluate the 
applicability of the developed system, the user satisfaction was measured through a 
test at the virtual Busan City Hall metro station for the visually impaired. The route 
guidance technology presented in this chapter is expected to contribute greatly to 
the improvement in the mobility of the visually impaired in indoor areas including 
railway stations.

Keywords: the visually impaired, route guidance, IoT-based technology,  
satisfaction ratio, positioning algorithm in indoor area

1. Introduction

The mobility handicapped refers to people who have temporary or continuous 
movement restrictions or inconveniences when using public transportation facilities 
due to behavioral inadequacies, and as of 2017 in Korea, the transportation vulnerable 
population is expected to reach 28.9% of the total population and an annual growth 
rate of 2% over the next 5 years. Accordingly, the improvement in convenience in 
the use of public transportation facilities such as railway stations for the mobility 
handicapped is becoming an urgent problem. Among the mobility handicapped, 
especially the visually impaired have many inconveniences in using public transporta-
tion such as railways due to their physical characteristics. In addition, it is difficult 
for the visually impaired to safely escape through various types of emergency evacu-
ation information and escape systems in case of emergency situations such as fires 
in railway stations, so it has potential safety problems for them. Among the mobility 
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handicapped, especially the visually impaired feel more difficult and inconvenient 
in indoor activities than other mobility handicapped due to their lack of behavioral 
information and lack of information for them.

Recently, various walking-supported technologies for the visually impaired using 
global positioning system (GPS) signal-based location information have been intro-
duced, helping them in their outdoor activities. However, since GPS signals cannot be 
used in underground or indoor areas such as railway stations, various walking support 
systems that have been introduced recently cannot be used. According to a survey 
report by the Ministry of Land, Infrastructure and Transport [1], as shown in Table 1, 
it is identified that the level of user satisfaction of the mobility handicapped includ-
ing the visually impaired is 10–20% lower than that of the general public at railway 
station and bus terminal [1–4].

In order to increase the satisfaction ratio for the physical disabled, large-scale 
hardware investment such as the installation of elevators for interfloor movement and 
improvement in facilities such as application of barrier-free (BF) design is essential. 
However, on the other hand, the visually impaired need routes and risk informa-
tion, not large-scale facility investors like the disabled. Various mobility convenience 

Nations project of the visually impaired people Institute

Korea Bus information terminal (BIT) Rosisy Co., Ltd.

Accessory technology for the visually impaired (NAVIWALK) Naviworks Co., Ltd.

Accessory technology for the visually impaired Freemfor Co. & Isonic Co., 
Ltd.

Accessory technology for the visually impaired (destination 
guidance sticks)

Daegu Univ.

Accessory technology for the visually impaired (Smart-walk) Daegu Univ.

Voice guidance system for the visually impaired Nowon-gu District Office

Accessory technology for the visually impaired (Visually 
impaired Navigation)

HIMS International Co., 
Ltd.

Sound signal for the blind using GPS Korea Road Traffic 
Authority

USA Wireless pedestrian navigation system (Drishti) Univ. of Florida

Trinetra project (the third eye) CMU

Seeing AI MS

Access program Go-Metro

Drone system to help blind people exercise Univ. of Nevada

Accessible pedestrian signals (APS) USA Government

EU GuideCane World Int’l Sensory Aid

Brumel navigation system Brunel Univ.

Walking guidance technology using Bluetooth-based beacons Wayfindr

OnTheBus System Project Autonoma Tech. Univ.

GPS-based visually impaired navigation app (Blindsquare) Scandinavia

Table 2. 
Technology development research and practical application examples.
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facilities to support the mobility of the visually impaired in indoor areas are continu-
ously installed, but the level of the user satisfaction ratio is not improving as the 
facilities installation rate increases. Accordingly, although it is important to install 
hardware-based mobile convenience facilities, measures to improve the user satisfac-
tion in view of software are required [3–5].

In order to solve these problems, various technologies for supporting independent 
walking for the visually impaired are being introduced and developed in many coun-
tries and institutes, as shown in Table 2 [6–26]. It is confirmed that these various tech-
nologies are having difficulty in practical use in terms of usability, such as electronic 
sticks like NAVIWALK [14, 25], or still in the early stages of technology development. 
In particular, most of these are technologies for outdoor application, and except for 
some, it is analyzed that indoor technology is still in the early stages of development.

Recently, the use of smartphones has become common among visually impaired 
people in external activities in Korea. Accordingly, in this chapter, a technology for 
supporting mobility in indoor spaces of the visually impaired people based on smart-
phones that do not require large-scale facilities was presented, and its applicability 
was verified [7, 8, 13]. That is, Internet of things (IoT) sensor-based route guidance 
technology that can improve the satisfaction of the visually impaired in indoor space 
through smartphone-based technology and user satisfaction evaluation results was 
represented.

2.  Technology trend analysis of support system for the mobility handicapped

In this section, the technology analysis through patent analysis and patent trend 
analysis for predicting future technology directions are conducted in relation to the 
support system technology for the mobility handicapped, centered on the visu-
ally impaired. In general, since related information is disclosed to the public after 

Figure 1. 
Patent application trends by year in major market countries [7].
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18 months have elapsed since the patent application is filed, the quantitative mean-
ing of patents filed in 2019–2020 is not valid, so quantitative analysis is limited to 
the end of 2018.

Looking at the overall patent trend by year of the support system technology 
for the mobility handicapped, from a macroscopic point of view, except for a brief 
decrease around 2010, the overall number of applications has been steadily increased, 
and it has been shown to have increased rapidly since 2010 (Figure 1). Korea has 
433 cases, occupying 17% of the total valid patents; China has 1078 cases, occupying 
41% of the total patents; Japan has 151 cases, occupying 6% of the total patents; the 
USA has 720 cases, occupying 27% of the total patents; and Europe has 237 cases, 
occupying 9% of the total patents. Looking at the patent trend by year in Korea, the 
number of patents increased from 2010, and after a sharp increase and peak in 2014, 
it decreased in 2016 and then increased again. In the USA, patents started to increase 
from 2006. In 2015, 102 applications were filed, the most among major market 
countries, and it appears to be declining in 2018. Patents in China started to increase 
from 2011, and in 2018, 202 applications were filed, the most among major market 
countries, and it is increasing steadily. In Japan, patents increased sharply in the 
early 2000s, since then increased and decreased repetitively, but, overall, it showed 
an increasing trend, but it has been decreasing since 2018. In Europe, the number 
of patents started to increase from 2011, and in 2015, 34 applications were filed, the 
most among major market countries, and it has been declining since 2016 [8, 27, 28].

The technology market generally goes through stages of “Birth ⇒ Growth ⇒ 
Maturity ⇒ Decline ⇒ Recovery” (Figure 2). In the field of interactive support sys-
tem technology for the mobility handicapped, accordingly as it was investigated that 
the number of applicants as well as the number of applications continued to increase 
from Section 1 (2003–2006) to Section 4 (2015–2018), it was analyzed that currently 
it was located in the growth stage. The growth stages of the technology market by 
country seem to have entered a period of growth. That is, the technology position of 
Korea patent (KIPO), US patent (USPTO), Chinese patents (SIPO), Japanese patent 
(JPO), and European patents (EPO) is analyzed to have entered a period of growth, as 
both the number of applications and the number of applicants were increasing from 
Section 1 (2003–2006) to Section 4 (2015–2018).

Figure 2. 
Growth stage of technology market.
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The main examples of development related to the mobility support system for the 
visually impaired are shown in Table 3, and only a few of them are introduced in this 
section.

Class Nation Project Remark

The visually 
impaired

Korea Bus Information Terminal (BIT) LOGISYS

Passage assistance technology for the visually 
impaired (NAVIWALK)

NAVIWORKS

Passage assistance technology for the visually 
impaired

PRIMPO, ISONIC

Passage assistance technology for the visually 
impaired (Destination Guide Cane)

Daegu University

Smart-walk technology for the visually impaired Daegu University

Voice guidance system for the visually impaired Nowon-gu Office

Passage assistance technology for the visually 
impaired (only navigation for the visually 
impaired)

HIMS International

A sound signal device for the visually impaired 
using GPS

Road Traffic Authority

USA Wireless Pedestrian Navigation System (Drishti) University of Florida

Trinetra Project (the third eye) Carnegie Mellon 
University

Seeing AI Microsoft

Access program Go-Metro

Drone System that helps visually impaired 
people to exercise

University of Nevada

Accessible Pedestrian Signals (APS) USA Government

Europe GuideCane Wormald International 
Sensory Aids

Brumel navigation system Brunel University

Walking guidance technology using Bluetooth-
based beacon

Wayfindr

OnTheBus System Project Universitat Autonoma

GPS-based navigation app for the visually 
impaired (Blindsquare)

Scandinavia

Handicapped, 
Elderly, Infant

Korea Bus boarding reservation service for the 
handicapped

Jeonju City

USA Senior Pedestrian Focus Areas for Senior 
Pedestrians

New York City

Travel Assistance Device University of North 
Florida

Europe SafeWalk and C-Walk sensors Traficon

SMART-WAY Germany

WAY4ALL Austria

Japan Intelligent Wheelchair Robot (TAO Aicle) AISIN SEIKI

Current status of pedestrian facilities for the 
elderly

Japan Government
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2.1 Passage assistance technology for the visually impaired of NAVIWORKS

When the NAVIWALK cane developed in Korea comes into contact with the radio 
frequency identification (RFID)-tag-inserted braille block, there is a product that 
reads the data of the current location and guide information stored in the tag and 
provides it with voice.

For this purpose, the RFID tag embedded in the braille block is detected through 
the antenna of the tip of the carrying cane (Figure 3). Because NAVIWALK is an 
offline system, it is easy to build and has low construction and operation costs, and 
it is easy to add, change, and modify location information and information messages 
wirelessly without physical changes, so because there are no restrictions on RFID tag 
installation, generally, it is suitable for commercialization. The principle of operation is 
that when the NAVIWALK cane comes into contact with the RFID-tag-inserted braille 
block, the data of the current location and guide information stored in the tag are read 
and provided as voice information to provide information to the visually impaired.

2.2  Passage assistance technology for the visually impaired of Primpo Co. 
(Isonic-Primpo)

In order to overcome the limitation that the existing canes for the visually 
impaired could not detect obstacles higher than waist height, as shown in Figure 4, 

Class Nation Project Remark

Other Korea Development of customized public 
transportation service technology for the 
mobility handicapped

Ministry of Land, 
Infrastructure and 
Transport

USA Pedestrian sanctuary Department of 
Transportation

School zone system Department of 
Transportation

Car swivel seat Department of 
Transportation

Policies and legal systems related to the mobility 
handicapped

Department of 
Transportation

Europe Mobility project to improve public transport 
accessibility

CIVITAS

Intelligent bus stop system of the ACCESS2ALL 
project

European Commission

HaptiMap project Lund University

PocketNavigator European Commission

Japan Accessible Japan for the mobility handicapped Japan Government

Acoustic signal system technology development Japan Government

Pedestrian protection zone Japan Government

WHILL autonomous driving system Japan Government

China Wheelchair Accessible Tour Guide China Government

Policies to increase accessibility for the mobility 
handicapped

China Government

Table 3. 
Examples of technology development research and commercialization [9, 14–25].
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Isonic-Primpo is characterized by attaching an ultrasonic sensor to support a wider 
detection range [15]. It can detect obstacles located within 2 m from the user and 
even thin and slender obstacles with a thickness of 3 cm, and it can recognize up to an 
angle of 25° left and right. It can inform the user of the color of obstacles with a voice 
and can inform the user of brightness level with a voice. User-centered voice support 
is possible while delivering obstacle location information with a stronger vibration 
as it gets closer. In particular, as an obstacle detection electronic cane, it has the great 
advantages in its strong vibration tactile system and voice recognition support that 
can overcome visual limitations.

Figure 3. 
Smart cane configuration diagram of NAVIWALK model [14, 25].

Figure 4. 
Isonic-Primpo voice recognition support for the visually impaired [15].
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2.3  Drone system to help exercise of the visually impaired for the University of 
Nevada

The visually impaired people have limitations in some exercise, such as running 
outside without a guide, but it has been confirmed that the visually impaired have 
higher spatial localization skills than the general public. This study became the basis 
for the ability of the visually impaired people to follow drones in a running track envi-
ronment. In fact, the University of Nevada, Reno (UNR), developed a drone system 
(Figure 5) that helps exercise of the visually impaired people through low-cost flying 
drones [15]. Equipped with a total of two cameras, a downward-facing camera that 
follows the track’s line and a separate camera that focuses on the marker on the run-
ner’s shirt, the drone flies about 10 feet ahead of the runner running at eye level and 
provides sound guidance. As the runner speeds up or slows down, the drone adjusts its 
own speed to guide the movement of the visually impaired. The study was conducted 
with two visually impaired persons, and the results of the study confirmed that the 
visually impaired could accurately identify and follow the drone, and the qualitative 
results showed that the participants were accustomed to following the drone, and that 
the drone system had high efficiency when following and locating the drone.

2.4 Google’s HearHere project

HearHere is a navigation system for the visually impaired, which proceeds in two 
steps [17]. Figure 6 shows the overview of this project process. First, the hardware 
equipped with the sensor is installed on the glasses to measure the direction of the 
user with the sensor, and the measured information is transmitted to the smartphone 
through Bluetooth module, and the software installed on the smartphone creates 
small destinations at regular intervals on the route to the destination based on the 
transmitted location information.

When the destination is set, the walking route from the current location to the des-
tination is calculated, and a virtual waypoint that will generate a sound in units of 10 m 
is created. A visually impaired person feels as if a sound is emitted from the nearest 
waypoint, and when the waypoint is reached, the next waypoint is updated to sound.

Figure 5. 
Conceptual diagram of UNR’s drone system that helps exercise of the visually impaired [16].
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2.5  Wormald international sensory Aid’s robot GuideCane for the visually 
impaired

Initially, NavBelt, a combination of navigation and belt, was developed to search 
for obstacles in the path for the visually impaired to walk; however, since the walking 
part must also identify obstacles on the lower foot, a broader concept of GuideCane 
was developed [9]. The GuideCane and its functional components, as shown in 
Figure 7, are very similar to a white cane, in which the user holds the GuideCane in 
front of him while walking, but the details are different, although the GuideCane 
is considerably heavier than a regular cane, since it rolls on wheels that support 
the weight of the GuideCane during operation, it has normal weight. A submotor 
operating under the control of a built-in computer can move the wheels left and right 
based on the cane, and both wheels are equipped with encoders that determine the 
relative motion, and for obstacle detection, GuideCane is equipped with 10 ultrasonic 

Figure 7. 
Configuration of GuideCane [9].

Figure 6. 
Google’s HearHere project process [17].
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sensors, so it can detect dangerous obstacles. To specify the desired direction of 
motion, the user manipulates the mini joystick on the handle, and based on user input 
and sensor data from the encoder, the computer determines where to turn next.

3.  Smart braille-block-based route guidance technology for the visually 
impaired

The visually impaired people have a lot of difficulties due to their visual limitations 
when moving outside. However, recently, various route guidance support systems using 
GPS signals have been developed and introduced to help them find their destination, 
but there are still many difficulties in mobility in underground and indoor areas such 
as railway stations where GPS signals cannot be used. Various technologies that can use 
location information in this indoor area are being developed, but most of them require 
the construction of many infrastructure facilities, and at the same time, users must have 
a dedicated terminal or additional device to use these services, etc. [6–9]. Therefore, it 
is difficult to put it into practical use. In this chapter, to increase practicality through 
the analysis of these existing studies, IoT-sensor-based route guidance technology 
was designed through positioning in the indoor space so that the user installs only the 
smartphone app and minimizes the construction of infrastructure facilities [7, 13].

3.1 Overview of IoT-sensor-based route guidance technology

Braille blocks for the visually impaired are installed on the floor of most indoor 
areas, including railway stations, and rounded type is installed on the path of the 
braille blocks, and linear type is installed at junctions or end points to help the visu-
ally impaired. In this chapter, the IoT sensor is embedded in the braille block installed 
on the floor, and the mobile app determines the user’s location and calculates the 
route to their destination based on the signal from the sensor. Following the con-
firmed user’s current location and desired route, route information is guided through 

Figure 8. 
Configuration of IoT-based route guidance technology for the visually impaired.
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voice and screen of the mobile terminal. Figure 8 shows the outline of the route 
guidance technology in the indoor area proposed in this chapter and the application 
screen of the mobile terminal.

The app screen is used by the visually impaired, not the general public, must be 
designed in accordance with the national app accessibility standard, and must also 
be certified by an authorized agency. The app developed in this chapter is designed 
and certified according to this standard. When the user’s location information in the 
indoor area is confirmed, a route guidance service to the desired place is possible, 
and additionally, information on major facilities around the moving route and risk 
information can be provided. In other words, until now, it was impossible to provide 
various pieces of information to improve mobility as GPS signals were not available in 
indoor areas. However, through the location information through the IoT sensor pro-
posed in this chapter, it is possible to apply various services for the visually impaired 
to support movement in indoor spaces. Figure 1 shows an overview of route guidance 
technology for the visually impaired.

3.2 IoT sensor data structure

As described in Section 3.1, the IoT sensor installed on the floor to identify the 
user’s location in the indoor area is a Beacon (hereinafter referred to as Bluetooth Low 
Energy (BLE) in this chapter), and this sensor is based on the MAP of the indoor area 
that provides the route guidance service. As a result, IoT sensor mapping was done 
through the following appropriate zone design for each sensor:

• Zoning so that travel routes do not overlap

• Zoning by equalizing the installation interval of the sensor

• Mapping of direction information for each zone to provide user movement direc-
tion information

• Mapping with points of interest (POIs) management information by establishing 
standard identification code of sensor

After zoned on the MAP of the indoor area for location-based service in this way, 
the IoT sensors were mapped for each zone, and then, each identifier code system 
for each mapped sensor was designed. In this chapter, the BLE sensor standard data 
structure was applied in consideration of service scalability and terminal compat-
ibility with the platform (Android and iOS). It was designed to use the identifier for 
classifying route guidance services for the visually impaired in the universally unique 
identifier (UUID) field of the data structure, the local information identifier for the 
area where the indoor area is located in the Major field, and the facility information 
identifier of the indoor area in the Minor field. The information in these two fields is 
configured differently depending on the characteristics of indoor areas such as rail-
way stations, underground shopping malls, and buildings. In the figure, the allocation 
range means information about each zone zoned in the sensor mapping process. Each 
BLE sensor having information by such a standard identification code emits a radio 
frequency (RF) signal having physical location information by allocating it to each 
zone in the indoor area map. Table 4 shows an example of designing an identifier 
code for the major and minor fields when the indoor area to be serviced is a metro 
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station. If the area to be serviced is not a railway station, but a different area such as 
an underground shopping mall, the structure of the Major and Minor fields will be 
adjusted according to the characteristics of the target area.

3.3 IoT-based positioning algorithm in indoor area

In this chapter, the user’s location in the indoor area is confirmed based on the 
smart braille block with the built-in BLE sensor with the data structure presented 
in Section 3.2. Although the user’s location is identified based on a receiver signal 
strength indicator (RSSI) signal from a sensor installed on the floor, sensor signals 
of adjacent sections can be received at the same time, so a method of determining in 
which section the user is actually located is required. In addition, in order to increase 
the accuracy of the route guidance information, even if the area of the sensor where 
the user is located is determined, it is necessary to monitor how far away from the 
sensor and whether the user deviates from the set route while moving.

To measure the user’s moving direction and distance from the sensor, a hybrid 
positioning algorithm is applied through pedestrian dead reckoning (PDR) technol-
ogy, which corrects the position through various sensors built into the mobile termi-
nal. PDR is a technique for estimating the relative position change from the previous 
position through the detection of a pedestrian’s steps, estimation of the stride length 
to determine the distance traveled, and estimation of the direction to determine the 
direction of walking by using the measurement values of three sensors in the inertial 
measurement unit (IMU) built into the smartphone. For positioning error correction, 
Kalman filter (KF) was applied to remove the error included in the RSSI value mea-
sured by the inertial sensor of the mobile terminal, and an algorithm for correcting 
the accumulated error of the inertial sensor of the smartphone was applied. During 
positioning, error correction and algorithms are applied according to the situation 
such as the position of terminal, stride length, and speed. The user’s current location, 
movement direction, and movement distance are determined using map informa-
tion based on the link information between nodes of the BLE sensors mapped to the 
indoor area map and a hybrid positioning algorithm. Route guidance is provided to 

Major Minor

Structure [J1] [J2] [J3] [J4] [J5] [M1] [M2] [M3] [M4] [M5]

Allocation range [J1]: 0–5, [J2]: 0–9
[J3]: 0–9, [J4]: 0–9
[J5]: 0–9

[M1]: 0–5, [M2]: 0–9
[M3]: 0–9, [M4]: 0–9
[M5]: 0–9

Code allocation [J1][J2][J3]: Station Code(000–599)
[J4][J5]: Region/Line 
Classification(00–99)
*Region/Line Classification
00–29: Seoul area, 30–39: spare
40–49: Busan, 50–59: Daegu, ...

[M1][M2]: Consecutive numbers(00–59)
[M3][M4]: Use classification(00–99)
[M5]: Classification of floors
*classifications of floors
0: top fourth floor, 1: top third floor
2: top second floor, 3: top first floor
5: bottom fourth floor, ...

Examples [09801] Seoul area/line 1/Seoul station
[02906] Seoul area/line 6/Bugok station, 
...

[01014]: Platform Up/bottom first floor
[01353]: Transfer parking/top first floor, ...

Table 4. 
Example for Beacon identifier code in case metro station.
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the user through the app based on the user’s current location information determined 
by this algorithm.

The overview of the user tracking algorithm through the BLE signal is shown in 
Figure 9. It shows the concept of tracking information and area determination when a 
user enters area A and then moves to area C via area B. Multiple BLE signals are simul-
taneously received at the user’s current location; in consideration of the magnitude of 
these signals and the magnitude of the received signal of each signal in the previous 
position, the user’s moving position is estimated and which current sensor zone the 
user is in is determined. As shown in Figure 10, when the user enters area A and exits 
area C through area B, multiple BLE signals may be received by the user’s terminal, 
and some signals may be within the error range. The current user location is estimated 
in consideration of the strength of the received BLE signals, the mapped link infor-
mation between the sensors, and area information from the previous location.

Figure 9. 
Concept of BLE-based tracking information.

Figure 10. 
Calibration concept when ambient signals are measured higher.
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As shown in Figure 10, based on the received sensor information, it is estimated 
which area the user is in now or from which area the user is moving to which area. In 
the figure, “A → B” means that, although it is estimated that the user is moving from 
area A to area B, the user is currently in area A. The part shown in Figure 10 is the 
case that the signals of sensor No. 2 of A and No. 3 sensor of B and the signals of sen-
sor No. 1 of A and No. 4 sensor of B are received within the error range, respectively; 
although it is ambiguous to determine where the signal is in A or B area from only this 
received signal, since the previous position is in area A, in this algorithm, it is deter-
mined that the user is moving to area B, while he is in region A.

As described above, after estimating the user’s location as a zone first, which 
sensor the user is located in is estimated in detail by the method shown in Figure 11. 
It is checked whether the sensor signal received from the terminal is a signal from a 
valid sensor, and if it is a valid signal, it is determined as the first priority signal of the 
user’s current location based on the received RSSI value through the above-described 
location correction algorithm. In addition, the sensor after ranking correction is 
compared with the previous tracking information to check whether there is a change, 
and finally, the user’s tracking information is updated.

Figure 11 is an example of a case in which the BLE signal of area C is strongly 
measured in area A. In this case, since the strongest signal combination is No.1 and 
No.2 BLE of area A, the surrounding BLE information is searched. Through this, 
the nearest BLE after BLE No. 1 and No. 2 is determined as No. 3 and signal No. 5 
is ignored. Figure 12 shows the flowchart for checking the user’s tracking informa-
tion based on the algorithm described so far. That is, it is checked whether the BLE 
signal received from the mobile phone is a valid BLE signal, and if it is a valid signal, 
it is determined as the first priority signal of the user’s current location based on 
the received RSSI value through the above-described location correction algorithm. 
In addition, the BLE after ranking correction is compared with the previous track-
ing information to check whether there is a change, and finally, the user’s tracking 
information is updated. That is, the BLE signal processing order for user tracking is 
processed according to the following order.

Figure 11. 
Node link of sensors when the desired route is straight line.
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For route guidance in an indoor area, the criteria for continuous route guidance 
are divided into one unit through a smart braille block with built-in IoT sensors, and 
separate map node information is stored in the server for each divided unit. And 
when the user arrives at a location where route guidance is possible, the map node 
information of the corresponding unit is designed to be downloaded from the server 
to the mobile terminal. When the user’s mobile terminal detects the sensor of the 
smart braille block, the current location is provided to the user by voice, and basic 
information and brief usage of the app are provided by voice. A list of facilities for a 
destination reachable from the current location is provided, and when the user selects 
a facility corresponding to the destination, route information is set up to that facility, 
and route guidance information can be provided in image and voice according to the 
user’s movement.

4. Simulation test and user satisfaction evaluation

For the evaluation of the system and algorithm presented in this chapter, a mobile 
app was produced based on the design presented in Section 3, and the user satisfac-
tion was evaluated through a survey for the visually impaired before and after the 
application of the system of this chapter. For the user satisfaction survey, the waiting 
room of Busan City Hall Station was selected as an application target, and the nodes 
of the smart braille block were coded through the field survey, and route guidance 
information for the visually impaired to the destination could be provided through 
the connection of the coded nodes. Figure 13 shows the mapping of IoT sensors 
and their connection status according to the smart braille block in the waiting room 
of Busan City Hall Station. The city hall, two ticket gates, toilets, and preferential 
ticketing machines, which are destinations that can be reached from ① of the station 

Figure 12. 
Flowchart of user tracking information checking.
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exit gate 4, are displayed, and it can be confirmed that they are linked to each other. If 
a destination is selected from the location where the main facilities including the exit 
gate ①, which are each destination, are located, nodes are linked to the destination 
and route guidance is provided along the linked route.

Figure 14 shows some part of the screen of the mobile app produced. The left 
first screen is the initial screen displayed when the user runs the app after arriving at 
the location of major facilities in the station; through voice recognition, the visually 
impaired people can easily select the destination they want to go to. Furthermore, it 

Figure 13. 
Mapping of IoT sensors in case Busan City hall station.

Figure 14. 
Developed mobile app windows (in Korean).
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was also produced to provide a user interface (UI) that allows users to select and set 
destinations through screen touch rather than voice recognition. When a destination 
is selected through voice recognition or screen touch, the route is set by linking the 
sensor nodes as shown in Figure 13 to the destination route, and the route to the desti-
nation is sequentially guided as shown in the middle two screens in Figure 14. In this 
case, route information is sequentially provided to the visually impaired through the 
voice displayed in red as well as the image to be guided, and when they finally arrive 
at the destination, the voice guidance is terminated.

Based on the produced mobile app, a simulation test was conducted to evaluate 
the development system targeting 23 visually impaired people in Busan through 
the Busan Blind Union. Although it is necessary to evaluate through the use of the 
development system in actual station, due to the corona situation, evaluation was 
conducted through a satisfaction survey through a simulation test. In the simulation 
test, an environment was established where the visually impaired could experience 
the voice route guidance system through a mobile app rather than the actual Busan 
City Hall station site. In other words, node information of the sensors installed in 
the actual Busan station was built in the actual Busan City Hall station server, and 
when the user selects a destination, the sensor node according to the route to the 
destination is linked as in reality. However, for location confirmation according to 
the user’s movement, the movement was simulated in the app in consideration of the 
average movement speed of the visually impaired, and the link with the server was 
constructed so that route information could be provided according to the node link 
set identical to the actual station.

The design of the questionnaire is important in the user satisfaction survey 
according to the use of the development system. In this chapter, the basic survey items 
were applied mutatis mutandis by reviewing the “2017 Transportation Convenience 
Survey Study” conducted annually by the Ministry of Land, Infrastructure and 
Transport for the system use satisfaction survey for the test subjects. In order to 
understand the user satisfaction and the effect of the system on route movement, the 
NASA-TLX survey items were reflected as items for the satisfaction survey through 
the review of experts in related fields [4, 6, 23]. Figure 15(a) shows a photograph of 
the user satisfaction survey conducted by the Busan Blind Union for the 23 visually 

Figure 15. 
Results of the satisfaction ratio survey.
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impaired persons, and Figure 15(b) shows the results of the user satisfaction survey 
before and after the application of the development system of this chapter. As shown 
in the figure, the user satisfaction ratio before the application of the development 
system was 6.81 out of 10, but after using it, it was analyzed to be 8.81, which was an 
improvement of about 19.4%, confirming that the application effect of the proposed 
system was very good. In addition, the visually impaired people were reluctant to 
use railroad stations due to difficulties in finding routes when using them, but if the 
system of this chapter is applied to the field, a majority opinion that it would be very 
useful and helpful when moving at an actual station through a simulation walking 
through this app before going to the station was suggested.

5. Conclusion

In order to improve the mobility of the visually impaired in indoor area, an IoT-
sensor-based route guidance technology was designed and presented in this chapter. 
To this end, a system was developed, such as an IoT-sensor-based user positioning 
algorithm and a mobile app that reflects the UI according to the app accessibility 
guidelines that reflect the user’s convenience. For the evaluation of the developed 
technology, the IoT sensor map was mapped for the urban railway station, which is 
one of the representative indoor areas, and the app for the simulation test was addi-
tionally produced, and the user satisfaction level of the application of this developed 
system for the visually impaired was investigated. As a result of the user satisfaction 
survey, it was confirmed that the user satisfaction improved significantly compared 
to before the application of this developed system. In addition, with just the app for 
the simulation test the visually impaired people who participated in the simulation 
test could check the station and the route to destination before going out in advance 
and experience the route to the station they wanted to go, so it was possible to confirm 
the utility of the technology proposed in this chapter, such as many opinions were 
suggested that it can be usefully used. Moreover, if the improvement of the voice 
recognition rate specialized for the relevant indoor area, such as a railway station, 
is supplemented, it is expected that it will be possible to dramatically improve the 
mobility support of the visually impaired and user satisfaction through the minimum 
hardware installation in the indoor area and software technology.
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Chapter 8

Intersection Management, 
Cybersecurity, and Local 
Government: ITS Applications, 
Critical Issues, and Regulatory 
Schemes
Yunfei Hou, Kimberly Collins and Montgomery Van Wart

Abstract

This article focuses on the cybersecurity issues of intersection management—an 
element of transportation management systems—for local governments. Until 
relatively recently, concerns about and research needs for intersection cybersecurity 
have been largely ignored, and local governments have focused on other types of 
cyber threats, relying instead on private sector vendors to provide equipment that is 
safe against attacks. To address the gap in the literature, this article provides a short 
overview of the types of components used in intelligent transportation systems 
(ITS) and reviews the critical issues for local governments. Further, it discusses 
some current efforts to remediate the vulnerabilities in ITS and examines the current 
regulatory framework. This review of the issues is augmented by an analysis of local 
government perspectives using the Delphi method. The article concludes with some 
recommendations.

Keywords: transportation cybersecurity, transportation management systems, 
intelligent transportation systems, local government, intersection management

1. Introduction

As the transportation systems of the US grew and became more complicated 
to manage, intelligent management systems were used to more effectively and 
efficiently manage traffic. However, Intelligent transportation systems (ITS) tech-
nologies and applications have brought enormous opportunities and challenges. ITS 
deployment appears to have the most broad-based benefit in the area of improved 
mobility (ITS-JPO 2015–2019) [1], and in terms of opportunities and a sub-function 
of Smart Cities, intelligent systems are already providing advantages related to:

• Efficient timing/coordination of lights based on sensors, remote traffic monitoring 
and control,
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• Traffic management based on road sensors, CCTV, satellites, cameras, metering, 
and electronic toll collections,

• Transit signal priority, and

• Traveler information systems (TIS).

Still, even while making the most of the technologies that already exist and 
integrating those advancements into vehicles and infrastructure where possible, the 
challenges of ITS technologies and their security implications are also enormous. A 
failure to identify significant vulnerabilities, and properly address them can leave a 
municipality at the mercy of a state actor or a misguided teen alike.

This article will present the challenges introduced by cyberspace and ITS. It will 
review cybersecurity incidents that have impacted local governments in the remain-
ing of Section 1. It will provide an overview of ITS management and critical issues 
in Section 2 and 3 respectively. Then in Section 4 and 5, the results of a small but 
multi-perspective study of local government experiences and perceptions about local 
government cybersecurity issues and ITS are reported. The article ends with practical 
and research recommendations in Section 6, and Section 7 concludes this paper.

1.1 The challenges of cyberspace and ITS

Cyberspace is a unique environment that easily and readily allows governments, 
criminals, terrorists, and even mischievous juveniles to mask their identity while they 
wreak havoc or disable a system [2]. Right now, the average breach in America takes 
around 5 months to discover [3, 4]. Public agencies historically relied on “security 
through obscurity” to avoid attack or exploitation, knowing that a system may be 
vulnerable, but relying on the thought that a system’s weaknesses were not common 
knowledge and persons with malicious intent were unlikely to find them [5]. This 
approach worked relatively well prior to the digital revolution, but from the late 1990s 
on, agencies have switched to extremely common commercial technologies such as 
Wi-Fi and Ethernet for field devices (traffic signals, sensors, dynamic messaging 
signs, etc.) that communicate with central monitoring systems. This resulted in a 
significant increase in the attack surface of ITS and thus a significant increase in the 
risk to ITS.

Cybersecurity threats present themselves in a variety of ways. They may be:

• External or internal attacks (bad actor(s) outside or inside the system)

• Software attacks (both immediate and ongoing or evasive by design)

• Physical manipulation (intentional and/or unintentional exploitation of hardware)

• Single acts or a combination of discrete steps threaded together [2]

The technologies that were once obsure and expensive are now readily available 
and low cost. As such, it has essentially eliminated any value from reliance on security 
through obscurity. The safe and efficient operation of a traffic management system 
relies largely on the application of advanced technologies [6]. And while new tech-
nologies have greatly enhanced how traffic signals work and efficiently operate, these 
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technologies have also increased the exposure to numerous cybersecurity threats 
[7]. Of specific interest here are the cybersecurity threats posed by various types of 
connectivity, not only external, but also from “credible” sources [8, 9]. Although 
these threats can extend in severity all the way to the level of terrorism, some of those 
primary threats include:

• Denial of Service, such as jamming Wi-Fi signals or blocking access to authorized 
users [10, 11].

• Traffic congestion, such as wrongly rerouting/timing vehicles

• Individual/multiple traffic signal control, such as changing all lights green [12].

• Autonomous/connected vehicle manipulation, such as seizing command of a 
vehicle’s braking system [13].

• Spear phishing, such as targeted online attempts to steal sensitive information, 
either directly from a credible actor/employee or from the system itself [14, 15].

• Privacy issues, such as bad actors tracking specific vehicles via different sensors 
in different positions [7].

• These issues are not just theoretical. There have been major incidents that have 
taken place in recent years throughout the United States. Local governments can 
be particularly vulnerable as they lack the resources both human and financial to 
prepare themselves against possible threats. The following section will present 
three short cases of cyber incidents in local governments.

1.2 Local government cybersecurity incidents

Local governments have been shown to be susceptible to cyberattacks. According 
to a 2016 report [16], 44% percent of local governments said they experience cyberat-
tacks at least daily. It is believed that the actual rate of cyberattacks is much higher, 
since less than 60.1% of local governments actually catalog or count how often their 
systems are attacked. The magnitude of cybersecurity incidents ranges from mis-
chievous attacks (e.g., road signs manipulation) to attacks that interrupt the daily 
activities of governments (e.g., infected servers that interrupt activities). The follow-
ing provides a famous example of hacking into the city of Atlanta, followed by some 
examples of agencies affected by hacking incidents in of ITS in Southern California.

1.2.1 The City of Atlanta

Perhaps the most devastating known cyberattack in the United States against a 
government agency occurred against the city of Atlanta in March of 2018 [17, 18]. 
Atlanta was hit by a variation of ransomware called “SamSam” [19, 20]. The perpetra-
tors of this attack are still at-large and unknown.

The city of Atlanta suffered major inconveniences as a result of the SamSam 
ransomware cyberattack. The security issues in the system had ironically been 
pointed out 2 months before the attack in January 2018 by the Atlanta City Auditor’s 
Information Security Management System Pre-Certification Audit. The most crucial 
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concerns noted in the audit report revolved around the disregard of establishing IT 
security control procedures [21]. The main issues listed included the lack of creating 
and maintaining Information Security Management System (ISMS) formal policies 
and procedures; lack of creating a comprehensive annual plan to aid in the meeting 
of security goals and compliance; and the lack of available staffing that “impact their 
ability to stay ahead of the security issues, such as migration of obsolete operating 
systems, patch management, and vulnerability management” ([21], p. 16). On March 
22, 2018, the vulnerabilities were exploited by the SamSam ransomware, even though 
the city had been forewarned.

In June 2018, almost 3 months after the attack, it was reported that the city was 
still struggling to recover [22]. Over one-third of 424 software programs used by the 
city remain unusable or partly unusable. The ransomware attack took down crucial 
city systems that aid the city in managing police records, infrastructure maintenance 
requests, and revenue collection.

The ransom demanded by the SamSam hackers was a total of $51,000 in Bitcoin. 
Atlanta reportedly did not pay the ransom, but the initial cost of restoring the city’s 
computer network amounted to $2.7 million dollars [23]. In a recent budgetary meet-
ing, the interim CIO requested an increase of $9.5 million dollars to the $35 million 
already allocated to the IT department. The extra budget allocation would serve to 
continue the city’s efforts of restoring the city’s computer network [24]. Overall, the 
SamSam ransomware cyberattack had significant impacts on the City of Atlanta’s 
computer network, showing local government agencies the importance in keeping 
their systems up-to-date.

1.2.2 California department of transportation

One documented prominent instance of hacking in the study area caused an 
episode of public concern. In December 2015, an unknown person hacked into a 
California Department of Transportation (Caltrans) digital road sign in the City of 
Corona along the 15 freeway, a major arterial highway. The signal was hacked to dis-
play a political message endorsing the then-presidential candidate for office, current 
U.S. President Donald Trump. The sign displayed the message “The Inland Empire 
Supports Donald Trump, Merry Xmas”. The hacker was able to gain physical access to 
the road signal, hack the system, and obtain the security passcode to change the road 
sign message.

In a local news segment regarding the event, an official for the Riverside County 
Transportation Commission, explained that this hacking incident, although seem-
ingly benign, is very much a public nuisance because it interferes with relaying drivers 
with vital information about transportation construction projects and delays that 
could be occurring [25]. Furthermore, the hacking of public signs by vandals is both 
a distraction to drivers and unsettling to public confidence. While a seeming minor 
nuisance, this type of act can create dangerous or even life-threatening situations. 
For example, signs can be used to redirect traffic to hazardous areas. They can also be 
used as part of complex coordinated attack, where creating traffic jams will slow or 
block responding vehicles.

1.2.3 Orange County transportation authority

In another incident in the study region, the Orange County Transportation 
Authority (OCTA) had a bout with ransomware in February 2016. The attack, carried 
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out by unknown hackers, affected around 88 of OCTA’s 400 servers. The ransomware 
affected approximately 20 internal applications that controlled payroll, email, etc. 
Fortunately, transportation systems were not affected [26].

The hackers demanded $8500 dollars, but OCTA chose to ignore the ransom 
demand and had internal staff and contractors bring the system back to normal. It 
took approximately two and a half days to restore the system servers. The total cost 
of the ransomware attack was around $660,000—approximately $330,000 went to 
internal labor costs and contractors, and $218,000 was paid to Microsoft and another 
contractor to eliminate any remaining malicious code, and to help them devise a plan 
to prevent another attack [27].

2. Overview of ITS applications at signalized intersections

In this section, an overview of ITS components and applications at signalized 
intersections is discussed. This overview will provide the needed foundation for 
understanding the major components of ITS to better appreciate the cybersecurity 
issues discuss in a later section.

2.1 Components in traffic signal systems

The modern traffic intersection consists of various sensors, controllers, malfunction 
management units, and communication devices. Figure 1 illustrates some common 
devices found at intersections.

Sensors employing ultrasonic, microwave, and radar technology, as well as induc-
tion loops and video cameras are all used to detect traffic conditions at intersections. 
The induction loop is the most popular sensor for vehicle detection. These devices 
are buried under the pavement and detect vehicles by measuring a change in electric 
current due to the metal body of a vehicle. Video cameras are also frequently used at 
intersections, and rely on computer vision software to detect and classify vehicles. It is 
worth noting that video traffic detectors are usually stationary. Additionally, cameras 
are installed to provide live and steerable video feed to traffic management centers. 
Microwave, radar, and ultrasonic sensors are less common, but can be used for special 
applications. Aside from detecting fine-grained vehicle presence, Bluetooth/Wi-Fi 
traffic detectors are sometime installed at intersections to track vehicle travel time 
and speed. These sensors detect and time-stamp a Bluetooth/Wi-Fi MAC address 
from smartphones and in-vehicle hands-free audio, then use the time-stamps of 
subsequent detections of that address to determine vehicle travel time across known 
distances between sensors.

Controllers are responsible for setting light timing patterns at intersections. Sensors 
are directly connected to the controller, allowing it to adaptively adjust signal timings 
based on traffic conditions. Traffic signal controllers can operate in several modes:  
1) pre-timed, e.g., signal states change with predetermined intervals; 2) actuated, e.g., 
one or more directions are green, based on sensor input; 3) coordinated, e.g., control-
lers of nearby intersections can be interconnected to share timing information and 
react to sensor input. Traffic signal controllers are typically locked in a metal cabinet 
by the side of the traffic signal’s pole.

Networking equipment for traffic signals may include both hard-wired and wire-
less systems. In urban areas, traffic controllers are usually hard-wired through optical 
or cable networks. Traffic controllers may communicate with each other and with 



Smart Mobility - Recent Advances, New Perspectives and Applications

200

traffic management centers. When intersections are geographically distant, wireless 
systems are frequently used. According to FCC regulations, these wireless systems 
operate on the ISM band at 900 MHz or 5.8 GHz, or in the 4.9 GHz band allocated for 
public safety. Communication between sensors has traditionally been connected to 
the traffic controller through a direct line. If wireless sensors are used, an intersection 
may be equipped with access points and repeaters to process, store, and relay data. 
Wireless systems for traffic signal controllers and sensors usually run on proprietary 
protocols derived from IEEE 802.11 or IEEE 802.15 standards.

Malfunction Management Units (MMU), also known as conflict monitor units 
(CMU), are hardware-level fail-safe mechanisms. The MMU monitors the outputs 
of the controller, and if a fault is detected (e.g., green signaling in all directions, or 
too short of a red light duration), the MMU overrides the controller and forces it to 
switch the intersection to a known-safe configuration (e.g., red lights flashing for all 
directions). While MMU prevents displaying a potentially hazardous combination 
of signals, its safe configurations are pre-defined and thus suboptimal. If the MMU 
detects a fault state, it requires manual intervention to reset.

Traffic Control Center, also known as traffic management center (TMC) or traffic 
operations center, is the facility that monitor and control transportation-related 
information, and coordinate responses to traffic incidents. Traditional traffic con-
trol center uses closed-loop network equipment (such as video camera and vehicle 
counters) to monitor traffic condition and coordinate construction activity, roadway 
advisories, incident management etc. As traffic control centers are moving toward 

Figure 1. 
Main components of a traffic signal system [28].
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providing intermodal, interregional and interagency traffic management services, 
their increasing complexity leads to increases in vulnerability of cyber-attacks.

2.2 Technologies for signalized intersections

While the traffic management infrastructure was traditionally built on closed, pro-
prietary systems, the industry is currently on a journey to switch to more connected, 
responsive and secured networking. Virtually all aspects of a transportation manage-
ment system are susceptible to cyber threats [2]. Nevertheless, the change to a con-
nected system must happen due to increasing traffic demands, maintenance costs, and 
the complexity of legacy systems. On the other hand, consumers are demanding new 
transportation solutions that can provide safer, more efficient, and sustainable travel 
options. To this end, a wide range of transportation technologies have been proposed. 
What follows is a brief review some of the most important general applications.

ATMS/Central System: Advanced traffic management systems (ATMS) consist of 
transportation management centers, field infrastructure, and mobile units commu-
nicating in real time to monitor and manage transportation systems. Real-time traffic 
data from cameras, speed sensors, etc. are sent into a central system where it is inte-
grated and processed (e.g., for incident detection), and may result in actions taken at 
traffic infrastructures (e.g., change of signal timing, roadside messages). ATMS are 
the commend centers for reducing congestion, enhancing safety, and providing faster 
emergency response times. The main functions of an ATMS are: signal performance 
measurement, system assessment (collecting data), strategy determination, strategy 
execution, and strategy evaluation.

Dynamic Message Signs: Dynamic Message Signs, also known as Variable Message 
Signs, are the large, electronic signs which overhang or appear along roadways. The 
signs are typically used to display information about traffic conditions, travel times, 
construction, and road incidents.

Adaptive and Coordinated Signal Control: Adaptive signal control refers to 
technologies that capture current traffic demand data using sensors such as induc-
tion loops, and adjust traffic signal timing to optimize traffic flow accordingly. 
Coordinated traffic signal systems attempt to further improve efficiency by creat-
ing a green wave along multiple intersections (e.g., a long string of green lights) 
(e.g., progression) for drivers. The objective of adaptive and coordinated signal 
control is to provide effective signal timing settings within a range of operating 
conditions. It works by collecting current demand information from sensors  
(e.g., advance detection), evaluating performance using system specific algorithms 
at a central controller, and then implementing modifications based on the outcome 
of that evaluation via a communication network.

Transit Signal Priority and Emergency Vehicle Priority: Transit signal priority  
(TSP) is a set of operational improvements that modifies signal timing to favor transit 
vehicles (e.g., busses). TSP reduces dwell time for transit vehicles by holding green 
lights longer or shortening red lights. TSP systems require four components: a detection 
system aboard the transit vehicle; a priority request generator which can be aboard the 
vehicle or at a centralized management location; a strategy for prioritizing requests; 
and an overall TSP management system. Emergency Vehicle Priority (EVP, also known 
as signal preemption) is a similar application designed for special events such as a 
responding fire engine or police car. EVP and TSP applications can be built on a similar 
infrastructure, with the major difference being that signal preemption interrupts the 
normal signal operation rather than adjusting current signal timing.
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Eco-Signal: The basic premise of the Eco-Signal concept is that if a driver has accu-
rate information about the upcoming signal status, the vehicle speed can be adjusted 
accordingly to avoid stops and vehicle operation associated with increased fuel con-
sumption (e.g., hard acceleration maneuvers). Eco-Signal application requires Signal 
Phase & Timing (SPaT) information from traffic controllers, which is a standard 
function of connected vehicle-ready traffic controllers (SAE J2735 standards). Several 
companies are working on commercializing such applications. They solicit traffic 
signal timing information from local agencies and offer a share of their revenue.

V2V/V2I Communication: V2V and V2I communication are the enabling technolo-
gies of Intelligent Transportation Systems. Vehicle to vehicle (V2V) communication 
is the ability to wirelessly exchange information such as speed and position between 
vehicles. This allows vehicles to broadcast and receive directional messages creating a 
net of “awareness” of other vehicles in proximity. Vehicle to infrastructure (V2I) com-
munication is the ability to wirelessly exchange information with a structure such as 
a traffic signal. This can be used to gather information on traffic and road conditions. 
There are two mainstream technologies used in V2V/V2I communication: 1) cellular 
networks, such as 5G and 4G LTE, and 2) Dedicated Short Range Communication 
(DSRC). Cellular networks relies on cellular infrastructure along the road, while 
DSRC only connects vehicles in their vicinities and works in an ad-hoc manner.

Bluetooth/Wi-Fi Traffic Probe: As mentioned in Section 2.1, a basic Wi-Fi/Bluetooth 
sensor system for traffic monitoring consists of a Wi-Fi/Bluetooth probe device that 
scans for other Wi-Fi/Bluetooth-enabled devices in its radio proximity (usually within 
90 feet), and then stores the data for future analysis and use. These applications may 
include measurements of traffic presence, density, and flow, as well as longitudinal and 
comparative traffic analysis.

Third Party Traffic Data: The rise of smartphone and in-vehicle apps allow large-
scale vehicle probe data to be collected in real-time. Third party traffic data collected 
by companies such as Waze and INRIX can be used to improve traffic management.

Public agencies traditionally use third party data in an aggregated fashion such as 
origin-destination analysis, operation monitoring, and performance measurement. 
In recent years, there is a growing interest to integrate third party traffic information 
into Advanced Traffic Management Systems (ATMS) for real-time signal timing 
adjustments.

3. Critical issues related to the cybersecurity of intersection management

As the components and technologies of intersection management have evolved to 
address the needs of a growing municipalities and transportation systems, new prob-
lems have been created. By having various elements of ITS connected via wireless and 
wired networks, threats of a cybersecurity nature are now a higher risk. This section 
will discuss the critical cybersecurity issues related to intersection management, and 
provides an overview of the current regulatory framework in California, USA.

Transportation systems include many modes: air, ships, and a variety of ground 
modes. In addition to roads, ground modes include trains, inland waterways, sub-
ways, bike ways, pedestrian travel, etc. Here we only focus on intersection manage-
ment and upcoming Connected Automated Vehicles (CAV) issues. However, it should 
be noted that many reports focus on “critical” transportation systems. Such systems 
are generally thought to be air and train systems; while intersection management 
and TMS generally are considered significant, they are not as critical in terms of the 
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immediate, catastrophic consequences of cyber vulnerabilities. However, the field of 
TMS has become aware of: (1) the issues of cybersecurity related to intersection man-
agement, (2) the fact that vulnerabilities are extensive, (3) the increasing importance 
of cyber issues because of CAV and public information/service expectations, (4) the 
perception that public sector traffic experts do not have consistently adequate train-
ing and staff to deal with cyber issues, and (5) the fact that industry vendors have not 
been reliable partners in cybersecurity.

3.1 The magnitude

From an historical perspective, the number of reported attacks and incidents is 
still very small and non-catastrophic, despite the series of Hollywood movie portray-
als of hijacked intersection management systems to the contrary. However, in 2014, 
cybersecurity expert Cesar Cerrudo presented the results of extensive white-hat 
hacking of Sensys intersection management systems at the DefCon 22 conference. 
An extensive YouTube video of that presentation has been watched over 15,000 
times. He not only showed how the system he hacked was vulnerable to manipula-
tion, ransom, and potential denial-of-service, but also showed that even the simplest 
security measures had not been taken in the primary field test site (Washington, DC) 
[29], and that the vendor was misleading about the level of security provided, and 
initially unresponsive about cybersecurity issues as not “their” problem. Cerrudo also 
pointed out that most deficient sensor systems could not be retrofitted, and would 
need to be completely replaced when more rigorous cybersecurity standards were 
implemented. He estimated the then-current replacement cost of the legacy sensors 
at $100,000,000. Cerrudo’s presentation was highly reported on and put the industry 
on notice. It is hoped that improvements will be made by vendors to provide better 
cyber safeguards (such as simple encryption), and greater transparency [30]. While 
improvements in the industry are likely, the private sector also must improve. One 
cybersecurity expert reported that of the 250 traffic control systems he was able to 
discover on the internet, 49 had open devices because the username and password 
were disabled [31].

These are not one-off anomalies. There are numerous challenges to intersection 
management. While the following list is not comprehensive, it will sketch out the 
magnitude of the problem.

• The various devices used in intersection management frequently have low levels 
of cybersecurity built into them, and some legacy devices are essentially devoid 
of security.

• The industry has been slow to respond and be proactive in providing security 
controls that anticipate the next phase of black-hat hacking.

• Cyber threats to TMS systems are not only introduced by way of individual 
devices, but also through the amalgamations of various devices and systems that 
provide nexus-point vulnerabilities.

• Federal guidance on cybersecurity has tended to be generic to date. 
Cybersecurity testing results of devices in the form of qualified traffic control 
equipment lists normally comes from state agencies. It is unclear how in-depth 
their testing is, especially related to program error detection that can lead to 
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vulnerabilities. Qualified product lists, generally adopted by local governments 
from the state level, do not provide any information or guidance other than 
statements that they have been found to be acceptable on a variety of engineer-
ing factors, of which cybersecurity is only one.

• The public sector agencies who use intersection management the most are the 
smallest and most financially stretched. Municipalities have an enormous array 
of cyber threats and vulnerabilities, many of which they perceive as far more 
critical than traffic control systems.

• With a skills gap now estimated at 300,000 in the US [32, 33], smaller agencies 
(counties and municipalities) often cannot compete for top-notch cybersecurity 
experts because of an extremely tight market.

• Building cybersecurity awareness via training and quality control programs 
among TMS personnel is an aspect of the larger local government problem.

3.2 Assessing the risk: foreseeable attack scenarios

We conducted a literature review on cybersecurity vulnerabilities of traffic signal 
systems in recent years, and a high-level of summary is presented in Table 1. We then 
considered various types of attacks that could exploit those vulnerabilities and the 
consequences that could result. What follows is a description of several foreseeable 
attack scenarios and the damage that could be done.

a. Controller attacks represent attacks that target at the light controller. An attacker 
may attempt to gain privileged access to the controllers. On a successful intru-
sion, lights could be changed to be green along the route the attacker is driving. 
An attacker may also initiate various denial of service (DoS) attacks on the traffic 
light system, causing the intersection to enter an undesired and potentially 
dangerous state. Alternatively, an attacker could trigger the MMU to take over, 
which will cause the lights to enter a safe but suboptimal state (e.g., flashing 

Classification Attack techniques Consequences/use cases

Cyberattack on traffic 
controller [34, 35]

password cracking, social 
engineering to acquire device

control traffic signal, send commands 
to the controller

Cyberattack by sniffing 
[29, 30]

sniffing sensor identification 
information, commands, etc.

send falsifying commands and data, 
manipulation of devices

Cyberattack on traffic 
sensor [35, 36]

wireless sensors spoofing destabilize the traffic network

Physical attack on traffic 
controller [35]

Sabotaging physical networking 
components

affect performance, availability of 
devices or services

Cyberattack on traffic 
controller [37]

denial-of-service attack take down the network to which the 
traffic signal is connected

Cyberattack on traffic 
sensor [38]

data spoofing, masquerade as 
connected vehicles to send data

influence the signal control algorithms 
by sending invalid data

Table 1. 
Cybersecurity vulnerabilities in traffic signal systems.
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all-red). Since MMU can only be reset with physical access to the controller while 
an attack can be triggered remotely, an adversary can disable traffic signals faster 
than technicians can be sent to repair them.

b. Sensor data attacks are assaults on the sensor data being communicated to the 
controller. A malicious party can send bogus packets to the access point, thus 
leading the traffic controller to operate with misinformed traffic information. 
For example, in a spoofing attack, an attacker can trick the loop detector by 
pretending to be multiple vehicles going through a road segment. Additionally, 
sensors used in traffic signal systems may be susceptible to firmware modifica-
tion; an attacker can modify the firmware with corrupted data which will cause 
the sensor to no longer function (also known as “bricking” a device).

c. Physical attacks that directly tamper with the hardware such as vandalism and 
graffiti are common problems with public infrastructure, and traffic signal 
systems are designed with resiliency to handle such physical system issues. 
However, coordinated attacks performed through a combination of cyber and 
physical attacks present a significant threat to the systems. For instance, if 
the MMU (a hardware fail-safe device) is damaged or removed, a coordinated 
cyberattack can trigger dangerous light timing patterns, leading to potential 
massive damage and/or traffic disruption.

3.3 Efforts to address the issues

While the challenges are numerous, there have been two ongoing efforts to address 
the TMS cybersecurity weaknesses are worthy of mention. A state-funded initiative in 
Florida at the National Center for Transit Research is called Enhancing Cybersecurity 
in Public Transportation [14]. That initiative is to: identify and mitigate transit cyber-
security liabilities, and facilitate ongoing cybersecurity information exchange among 
Florida transit agencies, their vendors, and cybersecurity researchers. A second 
ongoing effort is being spearheaded by the Southwest Research Institute, funded by 
the National Cooperative Highway Research Program for approximately $750,000 
[39] and due to be completed 8/15/2019. The description of the project is to develop 
guidance for state and local transportation agencies on mitigating the risks from 
cyber-attacks on the field side of traffic management systems (including traffic signal 
systems, intelligent transportation systems, vehicle-to-infrastructure systems (V2I), 
and closed-circuit television systems) and, secondarily, on informing the agency’s 
response to an attack. The guidance will address the vulnerability of field devices 
(e.g., traffic signal controllers and cabinets, dynamic message signs, V2I roadside 
units, weigh-in-motion systems, road-weather information systems, remote process-
ing and sensing units, and other IP-addressable devices), field communications 
networks, and field-to-center communications. It will not address vulnerabilities 
within a traffic management center, within center-to-center communications, or due 
to insider risk (accidental or intentional).

It is anticipated that the guidance will take the form of a web-based deliverable 
that uses a guided risk-based decision tree (similar to a capability maturity model) 
to identify the most relevant content for a user. The users will range from small, 
local agencies with limited risks and limited capabilities to those with substantial 
traffic management systems and more resources available to protect them. If a 
viable approach and host for the implementation and maintenance (including 
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updating content and addressing emerging technologies) of this type of product is 
not found, a traditional NCHRP document will be produced. NCHRP has begun dis-
cussions with the National Operations Center of Excellence as a possible host, but 
they should not be contacted by proposers regarding this effort (NCHRP 03–127). 
The most extensive and up-to-date listing of resources for TMS is the first draft of a 
Cybersecurity Literature Review and Efforts Report by Ramon and Zajac [40].

3.4 The current regulatory framework for intersection management

The dependence on and seamless integration of technology into everyday activi-
ties and operations has exposed the critical need to address cybersecurity [2]. The 
strategy at the national level has focused its regulatory schemes to aid cybersecurity 
by providing rules or guidance about security practices to be used by public agencies 
(based on IS0 27,001), and by providing legal standards or guidance about equipment 
to either/both vendors in terms of product standards, and public agencies in terms 
of qualified product lists (based on ISO 27002). This and more are captured in the 
National Institute of Standards and Technology, “Framework for Improving Critical 
Infrastructure Cybersecurity (version 1.1)” for the federal system (2018) [41].

To improve resilience to cyber-incidents and reduce cyber threats, at the federal level, 
rules have focused to date on consistent use of traffic control devices via the Manual 
on Uniform Traffic Control Devices (MUTCD) which is a part of 23 Code of Federal 
Regulations, Part 655, Subpart F [42]. While MUTCD rules are national in scope, they 
do not regulate cybersecurity standards at this point. Unlike some other highly criti-
cal areas of transportation such as the Cyber Air Act of 2016 in which cybersecurity 
standards were implemented via such agencies and government corporations as the 
National Institute of Standards and Technology and the Radio Technical Commission for 
Aeronautics, cybersecurity of intersection management is not federally regulated.

However, the federal government has provided general guidance about cyberse-
curity such as the Framework for Improving Critical Infrastructure Cybersecurity 
(2017), as have private organizations [43]. The federal guidance includes the 
Roadmap to Secure Control Systems in the Transportation Sector (2012), National 
Security Strategy for Transportation Security (2015), and the Federal Highway 
Administration Cybersecurity Program Handbook (2017).

Aligning with the DOT, DHS, and TSA, the American Public Transportation 
Association (APTA) has broadly identified four priorities for transportation agencies 
to consider, and at a minimum to address, regarding an agency’s information and 
communication technology (ICT) infrastructure [2]. The federal government is likely 
to issue some initial rules and guidance on connected and autonomous vehicles cyber-
security in the near future which will have an impact on TMS in the US and elsewhere.

States tend to have the best resources to provide qualified, preferred traffic control 
systems lists. In California (the location of the empirical in-depth study), that is 
the Caltrans Transportation Electrical Equipment Specification (TEES) report, last 
re-issued in 2009 [44], but with supplements (called Errata) in 2010, 2014, and 2018. 
California’s TEES guidance is used by many other states in the country, as well as local 
governments in California. Other than the brief mention of a password file (CA TEES, 
p. 46, 9.2.7.6.2), there had been no robust cybersecurity guidance in the 2014 revi-
sion (aka errata update). However, the recent errata report has included substantially 
enhanced cybersecurity specifications for equipment. The new standard promotes 
embedded cybersecurity systems and phase out customize-after-purchase approaches. 
Use of the TEES list by local government agencies is not mandated, but is frequently 
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voluntarily adopted. The state is taking an aggressive stand on cybersecurity in general 
at an enterprise level with a Security Operations Center in the CA Department of 
Technology’s Office of Information Security. While this resource will likely bolster 
prevention of hacking of state agencies for private information and help prevent ran-
somware and denial-of-service attacks, it seems unlikely to have much effect in the near 
future on state or local intersection management issues. It should be noted that while 
most qualified equipment lists do not have an official regulatory status because they are 
dynamic, in practice they function like regulatory protocols at the time a contract is let.

Although city and county CIOs listed cybersecurity as their primary focus in 
2017 [45], local governments do not seem to understand the scope of their problems, 
let alone have much in place beyond generic cybersecurity protocols, and few are 
equipped to stave off threats [4, 46]. Twenty-five years ago in the southwest US, a 
teenage computer whiz hacked into software that controlled city traffic signals. Since 
then, not much has changed [47]. Recent cyber-attacks (e.g., two LA traffic engineers 
were found guilty of intentionally creating massive delays by adjusting signal times 
[48], and reports (Cesar Cerrudo demonstrated how he accessed traffic-light systems 
in dozens of cities, and University of Michigan students conducted experiments 
that manipulated over 1000 lights in one city alone) have heightened cybersecurity 
concerns dramatically, making them the top priority according to some public officials 
perception surveys [47]. Striking shortages of IT and cybersecurity personnel have 
been widely reported [33]. Internal practices and policies with existing personnel 
create tremendous gaps in local government’s cyber responses [4]. Further, local gov-
ernments are cash-strapped and aren’t easily convinced, for example, that they must 
manually update every signal controller to thwart vulnerabilities at intersections [10].

4. Study of local government cybersecurity preparedness and concerns

As a result of our review of the various issues described in previous sections, we 
chose to conduct a study of one local government region as a test case to see if what 
we were discovering was as prevalent as it seemed. We conducted a Delphi-expert 
type of study to investigate the status of local government cybersecurity preparedness 
and concerns. We collected 18 questionnaires from directors of public agency trans-
portation systems, as well as conducted six Zoom interviews spanning 14 city/county 
transportation agencies in Riverside and San Bernardino Counties. We also interviewed 
two consulting companies in the area. A typical intersection management team in the 
study region consists of 2 to 4 traffic engineers and technicians who manage day-to-day 
operations for about 100 to 400 traffic signals. Regarding the traffic controller hard-
ware, over 90% of surveyed intersections were found to be using McCain systems. The 
majority of them use McCain 170 series controllers. For new deployment and upgrade 
projects, McCain 170 models are usually replaced by the McCain 2070 series which 
supports McCain and third party application software (e.g., applications mentioned in 
Section 2.2), and meets ATC 5.2b standards.

5. Study findings

In this study we identified 3 significant findings, they were: 1) connected devices 
are named the top threats, 2) cities lack cybersecurity support, and 3) cities need to 
plan for future technology.
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Connected devices are named the top threats. Among the 1157 traffic signals surveyed 
in this study (refer to Figure 2), 67.6% of them are connected (i.e., with signal coor-
dination, remote traffic management capabilities), and about 10% support connected 
vehicle applications (which comes with newer models of traffic controllers such as the 
McCain 2070 series).

As transportation agencies build advanced and connected traffic signal infra-
structure, they are becoming more aware of the potential threats to their systems. 
The majority of transportation professionals in this study agree that transportation 
cybersecurity is a priority for their organizations. In addition, 83% of transportation 
professionals said that connected devices and cloud infrastructure are among the 
most challenging risks to defend against attacks.

To meet demands for information access, traffic management teams recognize 
that data must be made available in real time. Controlling access to data, and mak-
ing sure it’s available to those who need it, is a key concern for system managers. 
They also recognize that this problem will continue to grow, as most agencies plan to 
replace closed, proprietary systems with connected and advanced systems. Although 
there is no incidence of transportation related cybersecurity breaches found in this 
survey, cybersecurity problems are a constant concern for local governments.

Lack of cybersecurity support. Experienced security personnel can help transporta-
tion professionals navigate through security challenges, but cybersecurity is lacking. 
All the transportation agencies participated in this survey rely on their agency’s IT 
department for security tasks, and many agencies work with contractors to manage 
their network. Most of the transportation professionals in this survey said they are 
not aware if their agencies follow standardized information security practices or 
participate in a security standards body. Two out of the 11 cities have formal written 
security strategies. Transportation professionals recognize the impact of the dearth 
of expertise: 67% said they believe a lack of trained personnel is a major obstacle to 
adopting advanced security processes and technology.

As cybersecurity operations capabilities become more sophisticated and specific, 
transportation authorities need to be able to recruit, compensate, and retain the type 
of high-caliber talent necessary to protect critical infrastructure.

Figure 2. 
Types of intersection controllers.
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Need to plan for future technology. The fact that transportation, like other critical 
infrastructure, requires new technologies to meet the ever-increasing demand may 
drive decisions about developing ITS applications. An overview of technologies 
surveyed in this study can be found in Section 2.2. Over half the cities have plans for 
Intelligent Transportation Systems or Traffic Signal Management. However, nearly 
80% of the agencies said that they are underfunded for their transportation needs 
(Figure 3). At the city level, ATMS/Central system, Advance Detection, and Wireless 

Figure 3. 
Cities’ funding status on transportation technology.

Figure 4. 
Cities’ plan for ITS applications.
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Connectivity are listed as the top applications in active operation. As for future 
deployment, Signal Performance Measures, Dynamic Message Signs, and Adaptive 
Signal Control were noted as the technologies that cities would like to implement 
(refer to Figure 4). In order to move the implementation of these technologies 
forward, a number of actions need to be taken.

6. Recommendations

While we have shown there to be numerous issues as it relates to cybersecurity and 
ITS, we provide several recommendations, each of which can go a long way toward 
improving the current state municipalities find themselves in.

• Cybersecurity audits and assessments

Perhaps the most important and the most immediate recommendation that can 
readily be implemented is to run comprehensive security audits and assessments. 
No organization wants or enjoys being audited. However, without conducting 
a structured, methodical audit, it will be difficult, if not impossible, to know just 
how serious the vulnerabilities are that a municipality is under. Audits may not 
need to be often. Just a baseline assessment and stock taking of what and where 
the issues are can go a long way toward making the ITS safer.

In the case of California and the hacking of the digital road signs, even a basic 
audit would have revealed the physical security and password issue that could 
easily been remedied. In the case of Atlanta, while they had an audit, they 
did not act on the findings of the audit. The reason for this, at least in part was 
due to funding.

This recommendation also supports each of the three findings from our study. 
Conducting an audit would help municipalities identify all of the connected 
devices and their associated risk which would be essentail for making a case 
for supporting cybersecurity. The findings from an audit would be the basis for 
planning for what future technologies to implement.

• Funding

Throwing money at a problem usually will not solve it. However, not having 
enough money will almost certainly cause problems. If the TMS is understaffed 
and underfunded, then it is only a matter of time before more and likely graver 
events such as the one in Atlanta will take place. Likewise, continuing to operate 
on outdated equipment that lacks security and proper support presents signifi-
cant risk. The bottom line is by not providing at least adequate funding for TMS 
is welcoming a catastrophe in the near future.

• Increase awareness

Knowing there is a problem is a major part of the battle. Many municipali-
ties have many other pressing issues that require immediate attention. Limited 
resources and time make it unlikely that these local governments will discover on 
their own just how serious the problem can be. An informational website with 
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videos, research, and presentations materials should be made available. Local 
governments should have short presentations made to help them become aware 
and provide guidance on the steps to take to remediate current vulnerabilities 
and what to look for when implementing new systems in the future.

• Conferences with ITS security focus

As this paper has shown, there are so many aspects to cybersecurity and ITS that 
needs attention, that a conference would be a logical event address those issues. 
It could be a location that national experts can develop greater awareness of the 
vulnerabilities and threats local governments face, review ways to assess the risks 
they are under and give access to vendor demonstrations that can reduce expo-
sure to threats. Provide mini-conference on transportation cybersecurity in the 
local regions to showcase local resources and to highlight local issues.

• More research is needed

The limitations of this study were its small scope and the focus on mid to small 
size jurisdictions. Additional review of large local governments would be highly 
useful. Also, the study region was dominated by a single provider; other areas 
with other providers may have different issues. Additional research opportuni-
ties exist to look at the coordination of technology risk assessments related to 
ITS; at an applied level, additional efforts to disseminate the information of risk 
assessments seems overdue.

7. Conclusion

Cybersecurity issues are an ever-expanding part of the digital age, and intersec-
tion management is no exception. Hackers have shown themselves increasingly adept 
at infiltrating various systems, and intersection and sign management systems are 
likely to become prime targets if plans, devices, and protocols are not more highly 
protected. Currently, the prospects of having to retrofit some recently-acquired ITS 
systems are already looming because of complacent cyber concerns and insufficient 
design robustness.

From our regional study, we found evidence that indeed, many local governments 
are not prepared for cyber-attacks or have limited resources to prepare a comprehen-
sive cybersecurity system. All too often, serious problems that exist go unnoticed, or 
ignored until it is too late. Let us hope that we do not wait for a catastrophic attack to 
occur before we do something about it.
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